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Abstract: Scholars have extensively investigated the effectiveness of high variability
phonetic training (HVPT), that is, identification and discrimination of second language
speech sounds produced by multiple speakers followed by trial-by-trial feedback. Build-
ing on the notion of incidental and multimodal learning in cognitive psychology (e.g.,
Lim & Holt, 2011), we developed a new, HVPT-based videogame paradigm in which
participants aimed to shoot clay targets as fast as possible while being guided to learn
sound cues as a by-product of planned learning. Focusing on the speech acquisition of
58 Japanese English-as-a-foreign-language learners, the current study set out to test the
pedagogical potential and limits of the incidental HVPT approach. According to the
results of statistical analyses, the effectiveness of incidental HVPT can be more clearly
observed if it focuses on more learnable targets (e.g., acquisition of English [æ]–[ʌ]
rather than [r]–[l] contrasts) with gains being more generalizable from trained to new
speakers’ voices and from perception to production dimensions.
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Introduction

To examine the mechanisms underlying postpubertal second language (L2)
speech learning, scholars have investigated learners’ behaviors when they re-
ceive various types of perception training in which the quantity, type, and
timing of input are carefully controlled. Whereas different types of training
methods (e.g., explicit vs. incidental; single-modal [language form only] vs.
dual-modal [language and meaning]) have been examined and found to trigger
different types of learning processes and outcomes in the fields of L2 grammar
(Lyster & Saito, 2010) and L2 vocabulary (Uchihara, Webb, & Yanagisawa,
2019), L2 speech researchers have exclusively investigated a single-modal
(language-focused), highly explicit training method, that is, high variability
phonetic training (HVPT; Logan, Lively, & Pisoni, 1991). In this method, a
learner is exposed to multiple voices during nonnative speech perception train-
ing. To develop stable, robust, and generalizable speech categories in a target
language, learners are intensively exposed to new and/or partially acquired L2
sounds that are embedded in diverse phonetic, lexical, and speaker contexts.
For each token, learners identify or discriminate target sounds in minimal pairs,
with feedback presented after each trial.

When it comes to real-life L2 speech learning, however, L2 learners do
not need only to attend to auditory but also to visuomotor aspects of sounds
such as speakers’ lip rounding, eye movement, and gestures (i.e., multimodal
learning). If there is a mismatch between audio and visual cues, visual infor-
mation can alter what an interlocutor hears (McGurk & MacDonald, 1976).
Such speech perception learning likely takes place while L2 learners engage
in conversations and multimedia exposure in which their primary focus lies
in meaning conveyance (i.e., incidental learning) rather than in the phonetic
analyses of speech sounds. To date, however, little has been known about how
training can simulate the incidental and multimodal aspects of L2 speech learn-
ing and about how such training can facilitate the development of L2 speech
perception and production (for meta-analyses, see Saito & Plonsky, 2019, and
Sakai & Moorman, 2018).

Building on the notion of incidental learning in cognitive psychology (e.g.,
Lim & Holt, 2011), which aims to simulate the way auditory categories are
learned in real-life settings, we developed incidental and multimodal HVPT.
We asked 58 Japanese university students to play a videogame in which the
goal was for them to shoot clay targets that flew across the screen from
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various set points of origin. The more quickly that the students destroyed the
clay targets, the more points they earned, prompting the students to attempt to
anticipate the point of origin of each target as accurately as possible. This could
be accomplished by making use of information from simultaneously presented
speech sounds: different variants of target phonological contrasts (English con-
sonants or vowels) that were presented before the release of each clay target.
Because we did not give the participants any explicit instruction or feedback,
they were thus forced to induce this strategy on their own through playing the
game. By adopting a pretest and posttest design, we evaluated the potential and
limits of the incidental HVPT approach in incidental L2 speech learning.

Background Literature

Psycholinguistic Model of Instructed Second Language Speech Learning
According to the psycholinguistic view of the development of L2 sound and
word knowledge, learning can take place at multiple stages (see Saito, 2018,
for an overview). Similar to L1 acquisition, learners first prioritize the acqui-
sition of semantic information at the expense of linguistic accuracy when they
encounter new words during L2 speech learning. Learners at this stage may
know the meaning of L2 words but may be using L1 phonetic forms. As learn-
ers’ L2 proficiency reaches a certain threshold for communicative success, they
may move onto the stage of phonetic reattunement. For example, one such
threshold was operationalized as vocabulary size of 6,000–7,000-word fami-
lies that is believed to lead to adequate comprehension of various L2 oral dis-
courses (Bundgaard-Nielsen, Best, & Tyler, 2011). At this level of proficiency,
L2 learners progress to filling in phonetic details allowing them to perceive and
produce more phonologically similar words such as minimal pairs. After am-
ple input and output opportunities (e.g., conversations, multimedia exposure)
with diverse interlocutors in various settings (e.g., home, work, and social),
learners proceed to the automatization stage. At this level of proficiency, they
can become increasingly capable of accessing L2 phonetic knowledge more
accurately, promptly, and subconsciously regardless of talker conditions (e.g.,
males vs. females, familiar vs. unfamiliar voices) and task conditions (e.g.,
controlled vs. spontaneous; Saito, 2013a).

Following this line of thought, scholars have extensively examined how
providing instruction can facilitate the different stages of L2 speech learning.
It has been shown that learners can establish form-meaning connections of L2
words as a function of increased exposure to the target language (Trofimovich
& Gatbonton, 2006). However, this receptive approach alone may not suffice
to trigger phonetic-level attunement. Many L2 learners continue to use L1
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phonological forms unless these interlanguage forms seriously hinder success-
ful comprehension and communication (Major, 2001). Here, instruction and
feedback play an important role in drawing learners’ attention to the gaps in
phonetic details between their current use of L2 words with L1 phonetic forms
and the use of L2 words with target like L2 phonetic forms (Saito, 2013b).
This noticing process is believed to lead to restructuring, updating, and re-
fining the knowledge of the phonological form of words (Bundgaard-Nielsen
et al., 2011). To help learners attend to the phonetic form rather than to the
semantic aspects of words, many scholars have emphasized the importance
of devising materials to enhance learners’ awareness of sound-sized units of
L2 speech. Such instruction can comprise explicit explanation of the acoustic
properties and/or articulatory configurations of target sounds (Saito & Plon-
sky, 2019). To promote automatization, instruction can further help consoli-
date learners’ partially acquired L2 speech knowledge. Through communica-
tively authentic (Saito, 2015) and systematically repetitive tasks (Suzuki &
Hanzawa, 2021), learners can perceive and produce target forms provided by
different talkers (Uchihara, Webb, Saito, & Trofimovich, 2021) and in different
modalities (visual, audio, and kinesthetic; Tsunemoto, Lindberg, Trofimovich,
& McDonough, 2021).

High Variability Phonetic Training
Over the past 30 years, ample evidence has been gathered that has shown
that even postpubertal L2 learners can acquire new sounds when they re-
ceive HVPT (for comprehensive reviews, see Fraser, 2011; Sakai & Moorman,
2018; Thomson, 2018). From a theoretical standpoint, the effectiveness of the
method has been ascribed to the variability of the input (Thomson, 2018). In
this paradigm, participants engage in identification and discrimination tasks in
which they choose which sounds they have heard from a small set of options
followed by trial-by-trial feedback (e.g., rock vs. lock; see Shinohara & Iverson,
2018, for the relative effectiveness of identification vs. discrimination train-
ing). To expose learners to the high-variability nature of natural speech, target
sounds are embedded in different lexical (e.g., read vs. lead) and/or phonetic
contexts (e.g., pray vs. play) and produced by multiple speakers (e.g., males
vs. females). For more methodological issues (e.g., talker variability, stimulus
type), see Appendix S1 in the online Supporting Information.

The effectiveness of HVPT has been extensively examined in the context of
Japanese learners’ acquisition of English [r] and [l] and less so in the context
of L2 English vowel acquisition. We have summarized in Tables 1 and 2 re-
search that has shown that participants can demonstrate a moderate amount of
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improvement in the context of English [r] and [l] (5–15% gains) and moderate-
to-large amount of improvement in the context of L2 English vowel acquisition
(15–20% gains). This relative difference in learning gains could be explained
by the fact that the specific L1–L2 phonemic contrast (i.e., Japanese speakers’
English [r] and [l] acquisition) is one of the most difficult instances in adult
L2 speech acquisition (for more theoretical accounts, see the section Motiva-
tion for Current Study). In essence, the effectiveness of HVPT in both contexts
generalizes to the target contrasts produced under novel lexical, phonetic, and
speaker conditions (see all the primary studies in Tables 1 and 2). There is also
some evidence that the effectiveness of HVPT can be robust and sustainable
(see Bradlow, Akahane-Yamada, Pisoni, & Tohkura, 1999, for the results of the
delayed posttests six months after the training).

Importantly, some scholars have argued that the effectiveness of HVPT has
mainly been driven by the explicit nature of the training owing to the pres-
ence of trial-by-trial feedback (McClelland, Fiez, & McCandliss, 2002). Dur-
ing the treatment, participants are allowed to fully focus on one single task,
that is, phonetic analyses of each stimulus, without allocating their cognitive
resources to other tasks. Explicit HVPT may directly help learners become
more aware of phonetic details (reattunement). Yet, explicit HVPT may not
necessarily help access such knowledge at various levels of processing abil-
ities (automatization). This is because the highly language-focused treatment
deviates from the way language is used in real-life settings in which speakers
encounter, access, and elaborate language via different modalities (auditory
vs. visual vs. kinesthetic), levels of awareness (intentional vs. incidental), and
degrees of engagement (single vs. dual tasks). Additionally, feedback in real-
life settings can be indirectly provided via communication success as a form of
positive evidence and via breakdowns as a form of negative evidence (Lyster
& Saito, 2010).

Given the theoretical significance of HVPT, the highly explicit language-
focused nature of the existing training method could be considered to be a
drawback. In her review of HVPT, for example, Fraser (2011) referred to the
method as “the deprecated ‘drill and kill’ training” (p. 12) because the me-
chanical repetition of simple language-focused tasks could be reminiscent of
audio-lingual training methods. Decontextualized L2 training may not only
be dissociated from the use and learning of language in real-life settings but
also may negatively affect students’ motivation, enjoyment, and attitude toward
L2 learning—essential catalysts of successful and autonomous long-term L2
learning (Dewaele, Witney, Saito, & Dewaele, 2018).
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Incidental and Multimodal Training
In response to the criticisms of the explicit HVPT method, the current study
aimed to incorporate the line of research on incidental and multimodal speech
learning proposed by Holt and her colleagues. Their work has highlighted both
auditory and speech category learning (Gabay, Dick, Zevin, & Holt, 2015; Lim
& Holt, 2011; Wade & Holt, 2005) and difficulties in acquiring new categories
caused by language impairment (e.g., dyslexia; Gabay & Holt, 2015). Whereas
intentional speech learning is characterized by overt and single focus on audi-
tory category decisions due to explicit instruction and feedback (i.e., a sin-
gle task condition), incidental speech learning involves visuomotor task com-
pletion as a primary goal without overt instruction and/or feedback on target
phonological contrasts. For example, such main tasks include clicking on one
of four boxes (e.g., the systematic multimodal associations reaction time task
in Gabay et al., 2015) or on alien-looking creatures on a computer screen (e.g.,
the videogaming task in Lim & Holt, 2011).

In these tasks, participants attain rewards (more points) by clicking visuo-
motor targets as fast as possible. To assist in the successful completion of the
main tasks, learners are induced to make use of sound cues as a by-product of
planned learning. These stimuli are linked to a set of unique color, spatial, and
audio cues. As the task progresses, other cues are gradually removed until only
the sound cues remain available, so that players are guided to rely on them and
strengthen the link between audio and visuomotor stimuli. As a function of
increased experience with the task, learners can take action more swiftly, accu-
rately, and automatically, which in turn leads to more successful outcomes in
the game. Given that a dual focus of task completion is a key characteristic of
incidental and multimodal training, learners can prioritize a main visuomotor
task over a secondary language learning task or pay equal attention to working
on both tasks. It should be noted that the notion of incidental and multimodal
learning is different from implicit learning. Incidental and multimodal learn-
ing triggers some form of metalinguistic awareness during or after treatment,
but implicit learning involves no awareness throughout (for more discussion
on explicit, incidental, vs. implicit L2 speech learning, see Saito & Plonsky,
2019).

This incidental approach is hypothesized to facilitate L2 speech acquisition
because it provides multimodal learning conditions. Multimodality is believed
to play an important role in auditory categorization in real-life settings in which
learners need to hear and see both audio and gestural aspects of speech cate-
gories while completing other nonlanguage tasks (Wade & Holt, 2005). In the
incidental approach, there is no explicit instruction to attend to the auditory

Language Learning 0:0, May 2022, pp. 1–43 10
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stimuli. Yet, learners engage in goal-directed actions with a clear awareness
of actions and rewards (e.g., earning points by clicking to shoot targets based
on multisensory cues). This action-reward contingency has been found to be
the source of successful outcomes in general learning behaviors (Tricomi, Del-
gado, & Fiez, 2004). In fact, there is evidence (e.g., Lim, Fiez, & Holt, 2014;
Lim, Fiez, & Holt, 2019) that, while participants engage in incidental audi-
tory category learning, the posterior striatum is functionally connected to the
left posterior superior temporal cortex that mediates different aspects of re-
ward processing and evaluation of outcomes. This suggests that participants
actively engage in and take control over auditory categorization with positive
emotion and motivation. On the other hand, the striatum is not activated during
unsupervised, passive learning (Tricomi, Delgado, McCandliss, McClelland,
& Fiez, 2006).

Research has demonstrated that incidental and intentional training could
equally facilitate nonspeech auditory category learning (e.g., Seitz et al., 2010;
Vlahou, Protopapas, & Seitz, 2012). In the context of artificial language learn-
ing, it has been shown that an incidental learning approach results in more
gains than an intentional one, especially when target structures are nonsalient
and difficult to explain with simple rules (Reber, 1989). Although incidental
and multimodal training has occasionally been proposed, the findings have
been mainly concerned with learning synthesized nonspeech sounds (e.g.,
Wade & Holt, 2005).

To our knowledge, Lim and Holt’s (2011) study is the only study that has
examined the role of incidental and multimodal learning in the context of
L2 segmental learning.1 A total of 13 Japanese residents in the United States
moderately experienced with English as a L2 (Mlength of residence = 8.8 months)
received approximately two to three hours of incidental training through ex-
posure to a video game requiring rapid responses to visuospatial information
(15–30 minutes × 5 days). On a computer screen, their task was to capture
two friendly aliens (via left mouse clicks) and destroy two enemy aliens (via
right mouse clicks). Not only did each alien have a unique shape, color, and
movement, but each alien also had a unique sound prompt (English [r] and [d]
for the friendly ones; English [l] and [g] for the enemy ones). The sound sam-
ples preceded the appearance of the aliens. At the onset of the game, the aliens
moved slowly so that participants could become familiar with the cues (shapes,
color, movements, sounds). As the game progressed, however, the movements
of the aliens sped up. As such, participants were induced to rely more on the
sound cues which predicted alien type (friendly vs. enemy) and to keep up with
the faster pace of the task. According to the results of pretests and posttests,
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participants’ English [r] and [l] accuracy improved by 8.5% (68.4 → 76.3%),
although the group improvements did not reach statistical significance (p =
.074). The findings were comparable to the amount of gains that Japanese
speakers have typically demonstrated after receiving longer hours of explicit
HVPT (e.g., see Logan et al., 1991, for 8% gains after six hours of training;
see Table 1).

The Current Study
Though HVPT has been found to facilitate L2 speech learning (Sakai &
Moorman, 2018), the mode of training thus far has been exclusively explicit,
language-focused, and single-modal (Fraser, 2011). Given that there is emerg-
ing evidence that incidental and multimodal training facilitates speech learning
(Lim & Holt, 2011), more research is strongly called for to further examine the
potential and limitations of such training in adult L2 speech learning. Interfac-
ing the proven method of HVPT and the notion of incidental and multimodal
learning in Lim and Holt’s study, we developed a new videogame that simu-
lated clay target shooting.

Using 58 Japanese English-as-a-foreign-language speakers, the current
study set out to test whether three hours of incidental training could impact
their acquisition of the English [r] and [l] contrast and the English [æ] and [ʌ]
contrast. The main task of the game was to shoot a clay target as soon as it
appeared on the screen. The faster the participants shot the target, the more
points they received. Although the participants were not explicitly informed
about specific target-cue mappings, there were 16 clay targets that could be
differentiated based on three types of cues. The targets varied in color—gold,
yellow, purple, or red, followed one of the three unique movement patterns—
curving left, straight, or curving right, and flew from one of three different
cannons located at the bottom of the screen—left, mid, or right. Importantly,
these clay targets were preceded by four different English sounds. Each sound
was produced by four different speakers. As the game progressed, the visual
cues disappeared, that is, all clay targets had the same colors, and the spatial
(location) cues became randomized, that is, a clay target could emerge from
any of the cannons. As such, the participants were inductively (without ex-
plicit instruction) guided to pay attention solely to the link between the sound
cues and visuomotor actions (i.e., the movement pattern) to complete the task
more promptly, accurately, and successfully.

To explore the acquisitional value of the incidental and multimodal version
of HVPT in adult L2 speech learning, we chose four English sounds as the
target sounds: [ra] and [la] for the consonant group and [hæ] and [hʌ] for the
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vowel group. Not only do Japanese speakers have difficulty with the target
contrasts, but the instances also differ in terms of the amount of inherent
learning difficulty, that is, English [r] versus [l] is more difficult than English
[æ] versus [ʌ].

According to the perceptual assimilation model-L2 (Best & Tyler, 2007),
Japanese speakers’ English [r]–[l] acquisition is a difficult instance (i.e., single
category). The two English phones [r] and [l] are perceived as poor exemplars
of the Japanese alveolar tap [ɾ] (Flege, Takagi, & Mann, 1995). The contrast
differs acoustically in the formants F3 (1900–2000 Hz vs. 2400–2800 Hz) and
F2 (1,200–1,400Hz vs. 1,600–2,000 Hz), as well as consonant duration (50–
100 ms vs. 5–20 ms). Although native speakers use F3 as a primary cue to
perceive the English [r] and [l] contrast, Japanese speakers mainly resort to F2
and duration to perceive the contrast (Ingvalson, McClelland, & Holt, 2011).
This is because Japanese speakers typically rely on F2 and duration variation
to differentiate vowel and to approximant contrasts (e.g., long-short, [ɾ]–[w])
and F3 variation is not fully used in their L1 phonetic system. Therefore, to
acquire nativelike English [r]–[l] performance, Japanese speakers need to es-
tablish a new cue weighting strategy to attend to F3 variation (Iverson et al.,
2003). However, acquiring a robust F3 representation is extremely difficult for
Japanese L1 speakers because the acquisition of the F3 representation is resis-
tant to the effects of short-term training (Ingvalson, Holt, & McClelland, 2011)
and develops only after extensive immersion experience (e.g., 10+ years; Flege
et al., 1995).

In contrast, Japanese speakers’ acquisition of English [æ]–[ʌ] is a rela-
tively easy instance (i.e., category goodness). Japanese speakers can assimi-
late the two English phones [æ] and [ʌ] to one L1 phone and one additional
L2 phone without much difficulty. In other words, English [æ] can be per-
ceived as a new sound that is sufficiently distinguishable from any neighboring
L1 sounds (Japanese [e] and [a]), and English [ʌ] is merged to the Japanese
central vowel [a] (Nishi, Strange, Akahane-Yamada, Kubo, & Trent-Brown,
2008). The contrasts differ in terms of F2 (1,200–1,400 Hz vs. 1,600–2,000
Hz; Deterding, 2006) and duration (80–100 ms as short vowels vs. 100–150
ms as long vowels; Crystal & House, 1988). Although neither [æ] nor [ʌ]
is present in the L1 system, Japanese speakers use both cues for the dis-
tinctions of front–back vowels ([i] vs. [ɯ]) and short-long vowels ([a] vs.
[a:]). Therefore, Japanese learners may not have much difficulty adjusting the
relative weights of F2 and duration cues while creating a new category for
English [æ] and mapping [ʌ] to the counterpart Japanese [a] (Nishi et al.,
2008).
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We formulated then the following research questions:

1. To what degree does incidental training improve Japanese speakers’ per-
ception of English [r] and [l]?

2. To what degree does incidental training improve Japanese speakers’ per-
ception of English [æ] and [ʌ]?

3. To what degree do gains in the perception domain transfer to the production
domain?

As we pointed out above, few studies have examined the potential and limi-
tations of incidental and multimodal L2 speech training (cf. Lim & Holt, 2011,
as the only exception). Thus, the current investigation was exploratory rather
than confirmatory, and we formulated no particular predictions. However, we
expected that the size of training effectiveness, if any, could be larger for En-
glish [æ] and [ʌ] than for English [r] and [l] because we assumed the conso-
nant contrast to be more difficult to learn than is the vowel contrast. We did
not intend to examine the relative effectiveness of incidental versus explicit
L2 speech training. Given that extensive research has already shown that ex-
plicit HVPT can significantly impact various areas of L2 speech perception
development (e.g., Sakai & Moorman, 2018), the main objective of our inves-
tigation was to examine whether the novel training method of incidental and
multimodal HVPT could help L2 learners reach similar gains as the explicit
HVPT used in previous studies: 5–15% for English [r] and [l] and 15–20% for
English vowels (see Tables 1 and 2).

Method

Participants
We initially recruited 70 Japanese English-as-a-foreign-language students at
a university in Japan. They were freshman students majoring in engineering
(Mage = 19.2 years, range: 18–21 years) who registered for a few hours of En-
glish lessons per week (M = 2.5 hr, range: 2–4 hr). They had previously spent
five to 15 years learning English in a classroom setting in Japan (Mage of learning

= 10.1 years, range: 3–16 years). Although most of the students had had no ex-
perience overseas, six reported having spent short stays abroad (approximately
one month) in English-speaking countries. Based on the training log and exit
questionnaire (for methodological details, see below), we eliminated 12 partic-
ipants from the final analyses (< 20% attrition); for technological or personal
reasons, they failed to complete pretest/posttests (n = 5) or training sessions (n
= 7). We assigned the remaining 58 participants to two groups with different
targets: (a) consonant group for English [r] and [l] contrast (n = 33) and (b)
vowel group for English [æ] and [ʌ] (n = 25).
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In comparison to previous studies (N = 6 to 62; see Tables 1 and 2), the
sample size of our study (N = 58) was relatively large. Given that a previ-
ous meta-analysis had found the effect size of HVPT to be medium-to-large
(Sakai & Moorman, 2018, for d = 0.92), we conducted a priori power analysis
accordingly using G*Power (Faul, Erdfelder, Buchner, & Lang, 2009) with an
estimation of a medium-to-large effect size (f = .35). The suggested number of
participants for a research design with one between-subjects variable (group:
consonant, vowel) and one within-subjects variable (time: pretests, posttests)
to reach strong statistical power (.951) was 82. With the number of the partici-
pants whom we included in the final analyses (N = 58), the compromise power
analysis generated slightly lower power of .910, which could be considered
beyond the field-specific recommended threshold in instructed L2 acquisition
research (i.e., .700–.800; Larson-Hall, 2015).

Design
Due to the COVID-19 pandemic, all the data collection took place online to
ensure the health and safety of all the participants and researchers. On Day
1, all the participants attended a group orientation session with the second
author via a video-conferencing tool. The participants were given a general
overview of the project and received an instruction pack establishing the pro-
cedure for taking the pretests and posttests (how to log into the speech assess-
ments), along with detailed training instructions (how to download, install, and
play the videogame on their smartphone). To further strengthen the partici-
pants’ understanding of the procedure and to ensure their completion of each
task (pretest, training, posttest) in a timely manner, we assigned the individual
participants to one of three personal tutors (the third, fourth, and fifth authors).

Once the group orientation had finished, the tutors individually contacted
their tutees via email and started individual communication (20–25 emails per
tutor). To check participants’ technological setup—internet connection, sound
system, and microphone, the tutors invited the participants to complete a demo
version of the speech tasks (5 min). Upon confirmation that the participants’
performance had recorded successfully, the tutors asked the participants to
move on to the pretests (speech perception and production; Day 2) and then
to proceed to the six sessions of incidental HVPT (Days 3–8).

Although the participants were allowed to play the game at their conve-
nience, their assigned tutors automatically recorded and monitored their daily
performance. We required the participants to send a screenshot of their final
scores at the end of each session. On Day 10, one day after the final session
of the training, we conducted posttests (speech perception and production) and
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Figure 1 Summary of research design.

exit questionnaires in the same manner as we had done for the pretests. We con-
ducted the demo session, pretests, and posttests through the Gorilla platform
for online research (Anwyl-Irvine, Massonnié, Flitton, Kirkham, & Evershed,
2020). The participants received the training via a mobile phone application
and engaged in the tests via their own computer.

Because we used the same test materials for pretests and posttests, we ex-
amined test-retest effects based on the English [æ] and [ʌ] performance of the
consonant group who did not receive any training on the target vowels and the
English [r] and [l] performance of the vowel group who did not receive any
training on the target consonants.

We first analyzed the participants’ perception test performance to see the
extent to which the consonant and vowel groups enhanced their target of train-
ing. When there was a significant improvement in perception (with alpha set to
.05), we further investigated the generalizability of perception gains to the pro-
duction domains as a part of post hoc analyses. The exit questionnaire (Saito
et al., 2022a) as well as the study materials (Saito et al., 2022b) are publicly
available on IRIS (www.iris-database.org).

Incidental High Variability Phonetic Training
For the consonant group, the training comprised the experimental stimuli [rɒ]
and [lɒ] as the target of instruction and the control stimuli [dɒ] and [gɒ] as
distracters. With our focus on participants’ performance on the experimen-
tal stimuli [rɒ] and [lɒ], the analyses mainly concerned how training helped
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improve the participants’ identification abilities of English [r] versus [l]. For
the vowel group, we delivered the same format of treatment but with a fo-
cus on English [æ] and [ʌ]. The training comprised the experimental stimuli
[hæ] and [hʌ] as the target of instruction and the control stimuli [hɪ] and [hɛ]
as distracters. The main analyses focused on participants’ performance on the
experimental stimuli to examine how training helped enhance their ability to
identify English [æ] and [ʌ].

Setup
The participants used their own smartphones (but not tablets) to download the
training application available in Google Play and the Apple Store. Because we
recorded all of the in-session gameplay in our in-house system via WiFi, we
told the participants to play in a quiet room where they could access secure
Internet connections. We assumed the quality of gameplay to be unrelated to
the strength of the Internet connections because the application could run on
both online and offline modes. To ensure high sound quality during gameplay,
we also told the participants to use earphones, although we did not control
for the type of earphone. Because we had assigned each participant to one
of the research assistants as a tutor and had asked the participants to send
a screenshot of their best daily score (see below), this allowed us to closely
monitor participants’ attendance and performance throughout the project. For
more details about the experimental versus distracter stimuli, see Appendix S2
in the online Supporting Information.

Stimuli
According to recent HVPT research, greater improvement can be found when
target sounds are embedded in nonword syllables rather than in real words
because embedding in nonword syllables is believed to help learners attend to
phonetic details of speech categories (Thomson & Derwing, 2016). Thus, we
decided to use open syllables as training stimuli.

For the consonant group, four native speakers of British English (two
males, M1 and M2, two females, F1 and F2) read “rock,” “lock,” “dot,” and
“got” in the carrier phrase, “the next word is ____.” Following the procedure in
Lim and Holt (2011), a researcher listened to each token carefully and excised
the first open syllables, that is, [rɒ], [lɒ], [dɒ], and [gɒ], by putting a cursor on
the beginning of stop closure [k] or [t] via Praat (Boersma & Weenink, 2019).
For the vowel group, the same speakers read “hat,” “hut,” “hill,” and “hell”
using the carrier phrase, “the next word is ____.” Using Praat, a researcher
excised the first open syllables, that is, [hæ], [hʌ], [hɪ], and [hɛ], by putting a
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cursor on the beginning of stop consonants [t] for “hat” and “hut” and on the
beginning of antiresonance (the attenuation of formants) for “hill” and “hell.”
We normalized all the sound samples for amplitude and saved them as WAV
files.

Training
Training involved high variability due to the presence of multiple talkers, mul-
timodality due to the association of sounds with visual objects with unique
movement, color, and spatial patterns, and incidental learning—task comple-
tion was based on visuomotor information as a primary goal with sound pro-
ducing relevant supporting information.

The incidental HVPT training included six 30-minute sessions of
videogame playing over six consecutive days. We asked the participants to
shoot a clay target (by touching its location on the screen with their finger)
as soon as it flew from one of the three cannons. We told them that the faster
they shot clay targets, the more points they would earn.

We did not explicitly inform the participants about the number of the
sounds or clay targets. There were 16 different clay targets representing four
different sounds produced by four different speakers (M1, M2, F1, and F2).
The sounds comprised [rɒ], [lɒ], [dɒ], and [gɒ] for the consonant training and
[hæ], [hʌ], [hɪ], and [hɛ] for the vowel training. The clay targets could be differ-
entiated based on visual cues: red, gold, yellow, or purple; spatial cues: flying
from a left, central, or right cannon; and visuomotor cues: rightward, upward,
or leftward trajectory (see Table 3 for a list of the different types of clay targets
and available cues and Figure 2 for a screenshot of the gameplay).

For the consonant training, as in the precursor study by Lim and Holt
(2011), targets with [rɒ] and [lɒ] were experimental tokens, and targets with
[dɒ] and [gɒ] were control/distracter tokens. The participants’ game perfor-
mance ultimately depended on the extent to which they could accurately dis-
criminate the contrast [rɒ] versus [lɒ] (not present in the L1 system). For the
vowel training, targets with [hæ] and [hʌ] were experimental tokens, and tar-
gets with [hɪ] and [hɛ] were control/distracter tokens. Because we assumed
that these Japanese speakers would not have difficulty perceiving English [hɪ]
and English [hɛ], both of which are present in the L1 Japanese phonetic sys-
tems, the participants’ ability to discriminate English [hæ] from [hʌ] deter-
mined their performance.

Each daily training session consisted of 30 one-minute rounds blocked into
three levels (for a total of 30 min of training per day). We allowed the par-
ticipants to take a short break upon their completing each level (i.e., after 10
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Figure 2 A screenshot of a single trial of the clay target shooting game. The speech
category of the sound prompt (e.g., English [lɒ]) indicates a unique movement of the
clay target before it appears on a screen (e.g., upward). The green rectangles at the
bottom of the screen represent the cannons’ location (left, center, and right), and the
predicted movement trajectory (not visible to players) of a gold clay target is indicated
via a red dashed line. [Color figure can be viewed at wileyonlinelibrary.com]

min). First a unique sound stimulus was played (1 s), and then a clay target
was launched from one of three different canons at the bottom of the screen (1
s). All types of clay targets appeared for only one second, whether they moved
rightward, leftward, or straightforward. Thus, we gave the participants a fixed
amount of time to respond to the clay target regardless of the cannon location.
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Table 4 Multimodality of one daily training session (30 rounds)

Level Visual cues Spatial cues Visuomotor cues Sound cues

Level 1 (1–10 rounds) � � � �

Level 2 (11–20 rounds) � � �

Level 3 (21–30 rounds) � �

There were three different levels at each videogame session. At Level 1,
all the visual (color), spatial (cannon location), visuomotor (clay target move-
ments), and sound cues were available. At Level 2, color cues were removed,
and all clay targets had identical colors. At Level 3, the remaining spatial cues
were removed, so clay targets randomly flew from any of the cannons. Sound
was the only cue that could aid the participants’ prediction of the location and
trajectory of the targets. As the game progressed (Levels 1 → 2 → 3), the
participants were thus inductively guided to attend to the unique relationships
between the sound and visuomotor cues (for the availability of the cues, see Ta-
ble 4). As such, the participants became increasingly capable of predicting the
movements of each clay target based on the target’s preceding sound cues. It
is unlikely that the participants had difficulty perceiving the control/distracter
contrasts: [d]–[g] for consonant training; [ɪ]–[ɛ] for vowel training. What even-
tually determined the participants’ success in the gameplay was their accurate
and prompt identification of the experimental contrasts: [r]–[l] for consonant
training; [æ]–[ʌ] for vowel training.

Within each round, 16 different tokens were presented twice, resulting in
a block length of 64 seconds (16 targets × 2 seconds × 2 utterances). Thus,
the participants were exposed to 2,880 experimental exemplars: 16 targets ([rɒ,
lɒ] for consonant training; [hæ, hʌ] for vowel training) × 30 rounds × 6 ses-
sions. This number of encounters (2,880) was relatively small compared to
those found in previous HVPT studies (e.g., 3,000–12,240 in Table 1). The
length of the incidental training (3 hr) was comparable to that of Lim and Holt
(2011; 2.5 hr).

To calculate the participants’ scores, 120 frames were produced for each
clay target in their one-second flight across the screen. Depending on how fast
the participants hit the target, their scores for that target ranged from 0 points
(failed to hit) to 120 points (hit within the first frame), resulting in a maximum
possible score of 3,840 points (120 points × 32 clay targets) per round. Scores
reset daily, though the participants’ “High Score” was continually displayed at
the top of their screen to motivate them to try to score ever higher.
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Second Language Speech Perception Measures (Pretests and Posttests)
Stimuli
Given that we exposed the participants to nonword open syllables [rɒ] and [lɒ]
for consonant training and [hæ] and [hʌ] for vowel training during the inci-
dental HVPT training, we focused the analyses on the generalizability of the
participants’ gains to new untrained lexical items rather than to a new learning
mode. We asked the participants to engage in a forced-choice identification test
including 120 minimal pairs of monosyllabic words: 80 English [r]–[l] tokens
and 40 English [æ]–[ʌ] tokens.

The [r]–[l] tokens included 20 English [r] and [l] minimal pairs produced
by four native speakers of British English including two trained talkers (M1
and F1) and two untrained talkers (M3 and F3). The [æ]–[ʌ] tokens consisted
of the 10 minimal pairs of English [æ] and [ʌ] produced by four different
native speakers of English including two trained talkers (M1 and F1) and two
untrained talkers (M3 and F3).

Word frequency has been found to influence L2 speech perception. Ac-
cording to Flege, Takagi, and Mann (1996), for example, Japanese speakers’
speech perception was worse when English [r] and [l] phonemes appeared in
less frequent words. To minimize the influence of lexical status on L2 speech
perception, we carefully chose the target words from a list of the most frequent
3,000-word families according to the Coverage Calculator on the Compleat
Lexical Tutor site (Cobb, 2020). The position of the vowels following the En-
glish [r]–[l] token was equally distributed in terms of height and backness.
The consonants preceding the English [æ]–[ʌ] tokens were carefully matched
for place of articulation: eight for labial, four for alveolar, and eight for velar
consonants. Similarly, the following consonants were equally distributed: four
voiceless stops, four voiced stops, and two nasals. For a list of target words,
lexical status, and phonetic contexts, see Appendix S3 in the online Support-
ing Information. We recorded all the stimuli at a 40-kHz sampling rate and
normalized them for peak intensity. We used the same materials for pretests
and posttests.

Procedure
Each participant took the pretests and posttests individually using a unique
ID. We instructed them to complete the tasks in a quiet room at home. A to-
tal of 120 stimuli played in a randomized order. Upon hearing a stimulus, the
participants chose one of two minimal pair options. These options were pre-
sented via orthography (e.g., “read” vs. “lead”; “mad” vs. “mud”). Each trial
was untimed. The entire task lasted 15 minutes. The results of Cronbach alpha
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analyses showed that the participants’ item-by-item performance demonstrated
a high level of internal reliability at pretest (α = .92) and at posttest (α = .91).

Second Language Speech Production Measures (Pretests and

Posttests)

Given that explicit HVPT (i.e., perception-based training) has also been found
to help students transfer their gains from the perception to the production do-
main (Sakai & Moorman, 2018), we further examined the extent to which in-
cidental HVPT impacted the participants’ production skills. In the L2 speech
literature, adult L2 speakers can demonstrate more nativelike pronunciation
when tested via controlled tasks, such as word and sentence reading, than when
tested via spontaneous speech tasks, such as picture description and interview
(see, for example, Nagle, 2021). This could arguably be because the controlled
task format allows speakers to carefully monitor their accurate production (Ma-
jor, 2001). Thus, many scholars have emphasized the importance of measuring
the robustness of L2 learners’ abilities to access new sounds in more naturalis-
tic, communicative, and dual-task settings (for a synthesis and meta-analysis,
see Saito & Plonsky, 2019).

To tap into the participants’ spontaneous, rather than controlled, produc-
tion proficiency, following the procedure in Saito (2013a), we adopted a timed
picture description. In this task, the participants described a series of pictures
within a time limit (5 s for planning time and 30 s for picture description). To
help the low-proficiency participants produce spontaneous speech of sufficient
duration and to elicit target words, we gave them three-word prompts that they
had to use.

We delivered the production task during the pretest and posttest sessions
via the Gorilla online platform (Anwyl-Irvine et al., 2020). To keep the partic-
ipants from excessively focusing on the target sounds, we asked them to un-
dertake the production task first followed by the perception task. To facilitate
the participants’ understanding of the procedure, their tutor gave them instruc-
tions via email and a brochure detailing the task format. All the instructions
were delivered in Japanese. Once they had logged in, the participants were
asked to check their microphone settings by recording and listening to their
own voice. Next, the participants recorded a practice trial to become familiar
with the task procedure. Finally, they proceeded to the main task, that is, 20
picture descriptions.

We designed 10 stimuli to elicit the participants’ English [r] and [l] pro-
duction and another 10 stimuli to elicit their English [æ] and [ʌ] production
(for a full list of target words, see Appendix S3 in the online Supporting
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Figure 3 Screenshots of online timed picture description task. [Color figure can be
viewed at wileyonlinelibrary.com]

Information). For each stimulus, one of the word prompts featured the same
target words as the identification task, in which the target sounds English [r],
[l], [æ], and [ʌ] appeared in word-initial positions, with preceding consonant
and word frequency levels controlled for. In Figure 5, for example, “fan” is a
target word. To indicate the amount of time left for planning (5 s; Figure 3,
Panel A) and task completion (30 s; Figure 3, Panel B), a timer was displayed
on the righthand corner of the screen throughout task completion.

Expert Rater Judgements
As we have detailed in the Results section, we found significant improvement
only for the vowel group but not for the consonant group. Thus, we decided to
investigate the transfer from the vowel group’s perception performance to the
production dimension of English [æ] and [ʌ]. Following the recommendations
in Saito and Plonsky’s (2019) framework of L2 speech analyses, we analyzed
the quality of production data via expert raters’ judgments. Given that the eval-
uation of the English [æ] and [ʌ] exemplars had already taken several hours,
we asked the expert raters to focus on the analyses of only the vowel data. Al-
though we had collected the participants’ English [r] and [l] production, we did
not submit them to rater analyses to avoid any unwanted effect of rater fatigue.

Building on the rating procedure for spontaneous L2 vowel production
(Piske et al., 2011), two linguistically trained coders (L1 Japanese, near-
nativelike L2 English proficiency) participated in the expert judgment sessions.
In line with Flege et al.’s (1995) and Saito’s (2013a) studies, we developed a
5-point scale to assess the quality of L2 pronunciation of English [æ] and [ʌ]:

� 0 points for L1 Japanese [a] substitutions,
� 1 point for the use of interlanguage forms,
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� 2 points for probably English[æ]/[ʌ],
� 3 points for good English[æ]/[ʌ], and
� 4 points for nativelike English[æ]/[ʌ].

For more detailed justifications of the production analyses, see Appendix
S4 in the online Supporting Information.

The coders first coded 10 out of 58 participants’ English [æ] and [ʌ] pro-
ductions (approximately 20% of the main dataset) to establish interrater relia-
bility. The interrater agreement was relatively high, Cronbach α = .95; ICC(3,
1) = .91 (consistency agreement). The first coder completed the rest of the
analyses (48 participants), and we used her scores for the final analyses.

Finally, following the analysis procedure in Flege et al.’s (1995) study, we
averaged the participants’ performance for the 10 target words, deriving two
pronunciation proficiency scores, one at pretest and another at posttest. This
provided an index of change in participants’ vowel production abilities in var-
ious phonetic contexts before and after training.

Exit Questionnaire
At the end of posttests, we requested that all the participants in the experi-
mental group complete an exit questionnaire asking about their primary focus
while playing the game. The participants’ responses to the question of where
they had placed their primary focus while playing the game varied. Whereas
most of the participants reported having primarily attended to shooting clay
targets (n = 19 for consonant; n = 13 for vowel), some reported that they
had focused on the accurate identification of English [æ] and [ʌ] (n = 2 for
consonant; n = 5 for vowel). Other participants reported that they had shared
their attention between both gaming and phonological accuracy (n = 12 for
consonant; n = 7 for vowel).

In our investigation, we considered the participants’ retrospective and/or
simultaneous focus on metalinguistic form as a characteristic of incidental and
multimodal training. Thus, we speculated that the nature of the training could
be considered incidental and multimodal for most of the participants (i.e., those
who reported focusing on shooting and/or sharing their attention: 94% for the
consonant group; 80% for the vowel group) and intentional for a minority of
the students (6% for the consonant group; 20% for the vowel group). More
precisely, we must acknowledge that a certain degree of explicit metalinguistic
awareness was inevitably present throughout our training given that the partici-
pants may have been prompted to notice the phonological targets of instruction
when they took the pretests. At the same time, however, it is important to point
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Figure 4 Mean accuracy scores (English [r] and [l]) and 95% confidence intervals of
consonant and vowel groups at pretests and posttests.

out that (a) how to define and promote incidental learning for the timing and
amount of awareness (for a more general notion of incidental L2 learning, see
Uchihara et al., 2019) and (b) how to define and elicit learners’ awareness (for
a series of awareness measures, see Saito, 2019) have remained controversial
(see Rebuschat, 2013). However, the results here confirmed the multimodal na-
ture of the training because most of the participants reported their focus went
beyond language-focused tasks.

Results

As Figure 1 illustrates, we used the English [r] and [l] pretest and posttest per-
formance of the vowel group, who had not received any training on English [r]
and [l], as a baseline to evaluate the consonant group’s improvement patterns.
Similarly, we used the consonant group’s English [æ] and [ʌ] performance as
a baseline for the analyses of the vowel group’s improvement between pretests
and posttests.

English [r] and [l] Analyses
Because five participants (one from consonant group, four from vowel group)
reached 90% accuracy on the pretests, we eliminated them from the analyses
(for a similar decision, see Iverson et al., 2003). Figure 4 visually displays
the effectiveness of incidental HVPT on participants’ English [r] and [l] profi-
ciency, and Appendix S5 in the online Supporting Information summarizes the
effectiveness of incidental HVPT on their English [r] and [l] proficiency. The
descriptive results suggested that the consonant training group demonstrated
about 5% gains in the trained talker condition.
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Table 5 Summary of mixed effects modeling analyses of incidental high variability
phonetic training on English [r] and [l]: Group gains

Fixed effects b SE 95% CI z p

Intercepts 0.697 0.170 [0.363, 1.030] 4.094 < .001
Time 0.006 0.109 [–0.208, 0.220] 0.055 .956
Group –0.437 0.191 [–0.813, –0.061] –2.283 .022
Talker –0.056 0.157 [–0.365, 0.253] –0.357 .721
Time × Group 0.219 0.138 [–0.053, 0.491] 1.586 .112
Group × Talker 0.133 0.136 [–0.135, 0.401] 0.978 .328
Time × Talker 0.175 0.153 [–0.126, 0.476] 1.140 .254
Time × Group × Talker –0.320 0.194 [–0.701, 0.061] –1.848 .079

Random effects Variance SD R2

Participants 0.344 0.586 .163
Items 0.262 0.512

To examine the extent to which incidental training could impact the
Japanese speakers’ English [r] and [l] perception when we controlled for the
random effects of their performance per item and per participant, we performed
a mixed-effects binomial logistic regression analysis using the lmer function
from the lme package (Version 1.1-21; Bates, Maechler, Bolker, & Walker,
2015) in R (R Core Team, 2018). We used the participants’ binary accuracy
scores for each stimulus (0 for incorrect, 1 for correct) as a dependent variable.
We variable-coded the fixed effects in terms of group (1 for vowel, 2 for con-
sonant), time (1 for pretests, 2 for posttests), and talker (1 for familiar voices
used in training [M1 and F1] vs. 2 for untrained talkers [M3 and F3]). Random
effects comprised participant ID (1–53) and stimulus ID (1–80). Due to the
small sample size, we included random intercepts but not slopes. We used the
following R command:

MODEL ¬ glmer (Response ∼ Time + Group + Talker + Time : Group

+ Group : Talker + Time : Talker + Time : Group : Talker

+ (1|Participants) + (1|Item) , data = data, family = binomial)

As Table 5 shows, the model yielded a significant main effect of group, in-
dicating that the consonant group’s English [r] and [l] perception accuracy ra-
tio was significantly lower than that of the vowel group. We performed a set of
post hoc multiple comparison analyses on the participants’ logit scores (i.e., the
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Figure 5 Mean accuracy scores and 95% confidence intervals of vowel and consonant
groups at pretests and posttests.

probability of getting correct responses coded as 0 for incorrect and 1 for cor-
rect) by group using the estimated marginal means function from the emmeans
package (Lenth et al., 2021) in R. The results showed that the vowel group gen-
erally demonstrated a significantly higher accuracy ratio (Mlog odds ratio = 0.716,
SE = 0.146, 95% CI [0.431, 1.002]) than did the consonant group (Mlog odds ratio

= 0.375, SE = 0.122, 95% CI [0.136, 0.615]) at a p < .05, b = 0.341, SE =
0.172, 95% CI [0.051, 0.672], z = 1.982, p = .047. However, none of the other
main and interaction effects of time reached statistical significance.

English [æ] and [ʌ] Analyses
Because four participants (n = 4 from comparison) reached 90% accuracy at
the pretest, we eliminated them from the analyses below. Figure 5 visually dis-
plays the descriptive statistics of participants’ accuracy scores, and Appendix
S5 in the online Supporting Information summarizes their descriptive statistics.
The descriptive results showed that the vowel training group achieved 5–10%
gains regardless of the talker conditions.

To investigate the effectiveness of the incidental training on English [æ]
and [ʌ] perception while accounting for response variability across items and
participants, we performed a mixed-effects binomial logistic regression analy-
sis as in the English [r] versus [l] analyses. We constructed the model with par-
ticipants’ binary accuracy scores for each stimulus (0 for incorrect, 1 for cor-
rect) as dependent variables with group (vowel vs. consonant), time (pretest vs.
posttest), and talker (trained vs. untrained talkers) as fixed effects predictors.
We entered participant ID (1–54) and stimulus ID (1–40) as random effects.
We again used the aforementioned R command. As Table 6 shows, the model
identified a significant main effect of time and a significant two-way Time ×
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Table 6 Summary of mixed effects modeling analyses of incidental high variability
phonetic training: Group gains

Fixed effects b SE 95% CI z p

Intercepts 0.714 0.240 [0.243, 1.185] 2.973 .002
Time 0.351 0.158 [0.041, 0.662] 2.222 .026
Group 0.090 0.179 [–0.262, 0.443] 0.504 .614
Talker 0.005 0.317 [–0.617, 0.628] 0.018 .985
Time × Group –0.405 0.200 [–0.800, -0.012] –2.019 .043
Group × Talker 0.028 0.201 [–0.366, 0.424] 0.143 .886
Time × Talker –0.032 0.227 [–0.478, 0.413] –0.142 .887
Time × Group × Talker –0.037 0.281 [–0.603, 0.528] –0.130 .896

Random effects Variance SD R2

Participants 0.1637 0.4046 .222
Items 0.7588 0.8711

Group interaction effect. However, a three-way Group × Time × Talker inter-
action effect did not reach statistical significance. The results suggested that the
experimental and comparison groups may have differentially improved their L2
identification abilities over time regardless of talker conditions.

To further examine the significant Group × Time interaction effect, we per-
formed follow-up multiple comparisons of participants’ Group × Time logit
scores on the model using the estimated marginal means function. We set an
alpha level of .025 for these comparisons (i.e., Bonferroni corrected for two
pairwise comparisons). The results showed that the probability of the accuracy
ratio in the vowel group significantly improved from pretest (Mlog odds ratio =
0.717, SE = 0.182, 95% CI [0.361, 1.070]) to posttest (Mlog odds ratio = 1.053,
SE = 0.184, 95% CI [0.693, 1.410]), b = –0.336, SE = 0.113, 95% CI [–
0.664, –0.008], z = –2.961, p = .003. Yet, the gain scores of the consonant
group (Mlog odds ratio = 0.821/0.734, SE = 0.168/0.167, 95% CI [0.493/0.406,
1.150/1.060]) did not reach statistical significance, b = 0.985, SE = 0.088,
95% CI [,], z = 0.985, p = .324. Overall, the findings suggested that three
hours of incidental HVPT could facilitate the participants’ ability to identify
English [æ] and [ʌ] and help generalize their improvement to real words across
different speakers (6.2% gains).

Transfer From Perception to Production
According to the findings of the perception data, whereas the impact of in-
cidental HVPT on English [r] and [l] acquisition was limited, we observed
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Figure 6 Mean accuracy scores (0 = not target-like, 4 = target-like) and 95% confi-
dence intervals of vowel and consonant groups at pretests and posttests.

learning in both trained and untrained talkers in English [æ] and [ʌ] acquisi-
tion. Because the effectiveness of HVPT on the perception of English [r] and
[l] appeared to be limited, we did not further pursue its transfer to the produc-
tion domain.

Figure 6 visually displays the descriptive statistics of participants’ aver-
aged L2 vowel production scores, and Appendix S5 in the online Supporting
Information summarizes these descriptive statistics. According to the results of
Kolmogorov-Smirnov normality tests, the vowel and consonant groups’ scores
did not significantly differ from the normal distribution for the pretests, Ds =
.183 and .195, ps = .189 and .260, and the posttests, Ds = .159 and .162, ps
= .336 and .474. We submitted these production scores to a two-way ANOVA
with group (vowel, consonant) as a between-subjects variable and time (pretest,
posttest) as a within-subjects variable. We calculated the effect size using par-
tial eta squared and interpreted it using Cohen’s (1988) benchmarks: ηp

2 =
.01 for small, .06 for medium, and .14 for large. The analysis of variance con-
firmed that there was a significant main effect for group, F(1, 56) = 16.253,
p = < .001, ηp

2 = .225, and a significant Group × Time interaction effect,
F(1, 56) = 8.357, p = .005, ηp

2 = .130. The main effects of time did not reach
statistical significance, F(1, 56) = 0.935, p = .338, ηp

2 = .016. To further
explore the significant Time × Group interaction effect, we performed post
hoc multiple comparison analyses with the alpha level set to .025 (Bonfer-
roni corrected). The results demonstrated that the vowel group significantly
enhanced the target-likeness of their L2 vowel production proficiency with
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medium-to-large effects, F(1, 56) = 6.539, p = .013, ηp
2 = .105. In con-

trast, the comparison group’ performance did not demonstrate any significant
change, F(1, 56) = 2.147, p = .148, ηp

2 = .037.

Discussion

In the field of L2 speech research, explicit, language-focused HVPT is a well-
researched and proven method of L2 speech training (Sakai & Moorman, 2018)
because it features a key aspect of L2 speech learning—intensive exposure
to multiple voices. In cognitive psychology, the incidental training approach
has been devised to simulate how auditory categories develop in real-life set-
tings where language is acquired as a by-product of everyday communication
without explicit instruction or feedback (Wade & Holt, 2005). Whereas the
value of the incidental approach has been tested mainly in nonverbal sound
learning paradigms, Lim and Holt’s (2011) exploratory work showed some ev-
idence that short-term incidental training can impact adult L2 speech learning
to some degree. Extending this line of thought, our study developed an in-
cidental HVPT training method and evaluated its potential and limits for 58
Japanese university-level students’ acquisition of English [r] and [l], English
[æ] and [ʌ], and the transferability of the training to production. While partic-
ipants spent three hours engaged in a clay target shooting videogame on their
smartphones, they were induced to make use of target English contrasts pro-
duced by multiple talkers to enhance their success in the game.

Overall, our findings echoed those of Lim and Holt (2011) in that the
size of improvement on perception resulting from incidental HVPT was rather
limited—5% gains for English [r] and [l]; 5–10% gains for English [æ] and
[ʌ]—relative to the effectiveness of explicit HVPT—5–15% for English [r]
and [l]; 15–20% for English vowels (see Tables 1 and 2). This could be as-
cribed to the fundamental nature of training. Explicit HVPT training enabled
the participants to focus fully on the accurate identification and discrimination
of the target L2 contrast—English [r] and [l], that is, single task conditions—
while they received immediate explicit feedback. There is some evidence that
provision of explicit error correction (rather than high variability) determines
the effectiveness of L2 speech training (e.g., McClelland et al., 2002). Thus,
it is possible that the moderate effects of incidental HVPT could be tied to
the indirect, brief, and unsupervised nature of the training and that our find-
ings relating to L2 phonology could mirror those in L2 grammar (Lyster &
Saito, 2010) and L2 vocabulary (Uchihara et al., 2019) that demonstrated the
superiority of explicit training over incidental learning.
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Our study demonstrates that the instructional benefits of the incidental ap-
proach can vary across speech sound contrasts. Although the impact of inci-
dental HVPT on Japanese speakers’ English [r]–[l] acquisition remained un-
clear, the training significantly facilitated their English [æ]–[ʌ] development.
One source of such variation could be related to the differential amount of
learning difficulty—English [r]–[l] being more difficult than English [æ]–[ʌ].
For Japanese learners, the attainment of advanced L2 performance on English
[r] and [l] appears to be extremely difficult. This involves changes in their re-
liance on perceptual cues, whereby cues that are salient in the L1 (F2, duration)
must be downweighted, but acoustic cues that are normally underattended in
the L1 must be upweighted for successful categorization of the contrast (F3
variation; Iverson et al., 2003). In such a relatively difficult L2 speech instance
(i.e., single category; Best & Tyler, 2007), our findings showed that the effects
of incidental HVPT were limited. In the case of the English [æ]–[ʌ] contrast,
Japanese speakers exhibited more substantial learning, and their gains general-
ized not only to the perception of untrained talkers but also to production. This
performance could be due to perceptual adjustments and the creation of new
categories using cues already existing in Japanese speakers’ vowel perception
repertoire (F2, duration; Nishi et al., 2008). In this relatively easy L2 speech
instance (i.e., category goodness), the effects of HVPT could be more robust if
learners receive focused training with awareness of the target structures (Lam-
bacher, Martens, Kakehi, Marasinghe, & Molholt, 2005).2

Limitations and Future Directions

Given that we took the first step toward examining the potential and limitations
of the incidental HVPT approach, future work should be directed toward the
conceptualization, development, and refinement of optimal L2 speech train-
ing methods along the following proposed lines of research. First, our findings
should be replicated with more participants with diverse levels of L2 profi-
ciency (e.g., Huensch & Nagle, 2021, showing that speaker proficiency affects
pronunciation) and immersion experience (e.g., Iverson, Pinet, & Evans, 2012,
for classroom vs. immersion learners), and targeting different L1–L2 pairings
(e.g., Wang, Jongman, & Sereno, 2003, for L1 English speakers’ acquisition
of L2 Chinese tone). As such, future studies will allow researchers to confirm
the validity and generalizability of the findings with strong statistical power in
various contexts of L2 speech learning.

Importantly, previous studies on approaches to teaching L2 lexicogram-
mar have suggested that the effectiveness of incidental training can be ob-
served under certain methodological conditions. For example, whereas the
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effectiveness of short-term incidental training remains unclear, learning gains
can be observed especially when learners receive an extensive amount of inci-
dental training (e.g., see Uchihara et al., 2019, for a meta-analysis of incidental
vocabulary acquisition through extensive reading) and when such gains can be
observed in delayed rather than immediate posttests (Li, 2010). Future compar-
ison studies should test training retention after providing different intensity and
lengths of training (e.g., see Iverson et al., 2003, for 5 hr vs. Bradlow, Pisoni,
Akahane-Yamada, Tohkura, 1997, for 30 hr) and assessing its effectiveness at
multiple test timings (e.g., see Bradlow et al., 1999, for 6-month delayed tests).
Such studies will shed light on the extent to which explicit and/or incidental
HVPT can facilitate L2 speech acquisition in the long run.

Furthermore, the timing of incidental HVPT may need to be reconsidered
in relation to participants’ proficiency levels. The participants in this study
were English-as-a-foreign-language students in Japan with limited conversa-
tion and immersion experience. According to existing literature in instructed
L2 speech acquisition, there is some evidence showing that inexperienced
learners, such as those in our study, are likely to have difficulty in noticing,
encoding, and integrating the perceptual characteristics of new sounds when
these sounds are embedded within communicatively-oriented instruction (e.g.,
see Saito, 2015, for phonological recasts and inexperienced L2 speakers; cf.
Saito & Lyster, 2012).

In the context of word priming experiments, few learners have been found
to access the phonological properties of new words accurately and fluently
while engaging and prioritizing meaning in the target language (e.g., Trofi-
movich & Gatbonton, 2006). Comparatively, it has been revealed that more
experienced L2 learners who are likely to have more advanced L2 phonetic
representations benefit more from meaning-oriented approaches because they
may simultaneously impact various dimensions of L2 speech proficiency
(see Lee & Lyster, 2016, for speech perception; Saito, Suzukida, Oyama,
& Akiyama, 2021, for speech production). Therefore, one promising future
direction is to test the combination of explicit and incidental HVPT to promote
effective and efficient learning of L2. At the initial stage of L2 speech learning,
inexperienced learners may first need to be equipped with some form of L2
phonetic knowledge via explicit training and feedback. To this end, explicit
HVPT could play a critical role in helping learners to notice and to attend to
the perceptual characteristics of target sounds. Once auditory representations
have been partially established, learners might then be more likely to be able to
simultaneously engage in incidental and multimodal HVPT in a complemen-
tary manner so that they can practice new sounds under dual-task conditions to
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proceduralize and automatize their newly developed phonetic knowledge
(for a skill acquisition account of instructed L2 speech learning, see Saito &
Plonsky, 2019).

Finally, we would like to stress that the main objective of our investiga-
tion was to conduct a first exploration of the potential and limits of incidental
and multimodal L2 speech training. Given that the existing literature on ex-
plicit HVPT has shown that the training led to 5–20% gains (shown in Tables 1
and 2), the study set out to examine whether incidental HVPT can lead to com-
parable improvement. However, we did not design the study to make a direct
comparison of different types of training within the same study. As for the rel-
ative effectiveness of incidental versus explicit training, although we call for
such type-of-training research, much caution needs to be exercised. One major
obstacle is to overcome a range of methodological differences during material
development. After we conducted the current study, we found that the length
of incidental HVPT could be considerably shorter than that of explicit HVPT.
This is because trial-by-trial feedback was unnecessary in the incidental train-
ing but would be mandatory in explicit training. As a result, learners could
receive a larger amount of input during a 30-min session (e.g., 480 trials for
incidental HVPT in the current study vs. 200 trials for explicit HVPT in the
previous studies in Tables 1 and 2). If researchers design a comparison study,
it is crucial to control for treatment length and intensity because these vari-
ables differ between the explicit and incidental training paradigms, potentially
resulting in different amounts of learning.

Conclusion

In our investigation, we proposed incidental and multimodal HVPT to provide
L2 learners with opportunities to improve their perception of target sounds
by working in both the auditory and visuospatial domains while their primary
attention was directed to playing a clay target shooting game. In light of the
psycholinguistic model of instructed L2 speech learning (as adopted by, for
example, Saito & Plonsky, 2019), this approach is believed to have promoted
not only phonetic reattunement but also seemed to result in generalizable gains
thanks to its provision of multimodally enriched learning opportunities. At this
level of proficiency, learners’ improvement was relatively stable even when
their performance was tested across different talkers (trained vs. untrained) and
task dimensions (perception vs. spontaneous production). Our study indicated
both the potential and limitations of the incidental and multimodal HVPT. On
the one hand, the results of pretests and posttests demonstrated that inciden-
tal HVPT could facilitate L2 speech acquisition at various processing levels
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(perception to spontaneous production). On the other hand, we observed such
learning gains only when the treatment focused on the relatively easy aspects
of L2 speech acquisition (e.g., English [æ]–[ʌ]), suggesting that more elabo-
rate strategies may be needed for the relatively difficult aspects of L2 speech
acquisition (e.g., English [r]–[l]).
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Notes

1 Some scholars have examined the use of videogaming as an implicit speech
learning interface although their focus lay in assessment rather than training (e.g.,
Duran, Lewandowski, & Schweitzer, 2016).

2 A reviewer pointed out that another potential source of variation could be related to
the inherent auditory salience of the target sounds. Given that vowels can be
considered more salient than consonants (Cutler, Sebastián-Gallés, Soler-Vilageliu,
& Van Ooijen, 2000), the participants may have had less difficulty noticing and
integrating target sounds when they were vowels rather than consonants and when
they were embedded in incidental and multimodal rather than language-focused
training.
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Learning new second language sounds as a by-product of playing a
videogame: Potential and limitations
What This Research Was About and Why It Is Important
In the field of second language (L2) speech, researchers have extensively in-
vestigated a language-focused, highly explicit training method, that is, high
variability phonetic training (HVPT). However, many have claimed that the
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nature of such instruction has heavily relied on decontextualized practice that
might not develop learners’ communicative competence. Recently, scholars
have shown that learning new sounds as a by-product of another activity in a
multimodal context, in other words, incidental and multimodal training, could
be more effective than the exclusive use of explicit and language-focused train-
ing. To test the pedagogical potential and limits of this approach, we conducted
an intervention study and designed a web-based shooting game focusing on
Japanese speakers’ English phonetic acquisition. Participants were told that
the faster they shot targets, the more points they would earn. Unknown to the
participants, each target was preceded by unique English consonants and vow-
els. As such, L2 learners were incidentally guided to use phonological cues
and acquire a series of novel foreign sounds as a by-product of playing the
videogame.

What the Researchers Did
� We recruited 58 Japanese learners of English. They were divided into two

groups, consonant training (n = 33) and vowel training (n = 25). They used
their smartphones to play a clay shooting game, for a total of 3 hours over
6 days. As soon as a clay target flew on the screen, participants shot it by
touching its location on the screen with their finger.

� Two different phonological contrasts in English were used as the target of
training. In consonant training, participants focused on the discrimination
of English [r] and [l] (e.g., “rock” vs. “lock”). In vowel training, participants
worked on the discrimination of English [æ] and [ʌ] (e.g., “hat” vs. “hut”).

� Although participants were not told, there were four targets with unique
colors (red, gold, yellow, and purple) and movements (rightward, upward,
and leftward). Right before each target appeared on the screen, participants
heard unique English sounds that appeared predictably before specific move-
ments. As such, participants could, without having been informed, predict
each clay’s movements based on the preceding sound cues for the move-
ments.

What the Researchers Found
� We found not only that incidental training significantly improved Japanese

participants’ L2 speech perception but also that gains in the perception do-
main successfully transferred to the production domain.

� Learning gains were observed in the acquisition of English [æ] and [ʌ], but
not of English [r] and [l].
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� One source of this variation in learning could be due to the differential
amount of learning difficulty (with English [r]-[l] being more difficult than
English [æ]-[ʌ]). Although few Japanese speakers have been found to master
nativelike English [r] and [l] performance, many seem to achieve advanced
proficiency in pronouncing English [æ] and [ʌ] sounds.

Things to Consider
� The findings suggest a potential value of an incidental and multimodal ap-

proach to L2 speech learning, that is, learning both auditory, visuospatial,
and motor domains of new sounds as a by-product of gameplay.

� The findings suggest that this approach can be beneficial, at least when the
treatment focuses on a relatively easy aspect of L2 speech acquisition (e.g.,
Japanese speakers’ acquisition of English [æ]–[ʌ] sounds).

� However, more elaborate strategies may be needed when training focuses on
relatively difficult aspects of L2 speech acquisition (e.g., Japanese speakers’
acquisition of English [r]–[l] sounds).

� Gains were not as large as those found by other studies that used more ex-
plicit types of pronunciation training.

Materials, data, open access article: Materials are publicly available at
https://www.iris-database.org.
How to cite this summary: Saito, K. (2022). Learning new second language
sounds as a by-product of playing a videogame: Potential and limitations. OA-
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