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Abstract

Massive multiple-input multiple-output (MIMO) has been a key technique
in the next generation of wireless communications for its potential to achieve
higher capacity and data rates. However, the exponential growth of data
traffic has led to a significant increase in the power consumption and system
complexity. Therefore, we propose and study wireless technologies to im-
prove the trade-off between system performance and power consumption of

wireless communications.

This Thesis firstly proposes a strategy with partial channel state infor-
mation (CSI) acquisition to reduce the power consumption and hardware
complexity of massive MIMO base stations. In this context, the employment
of partial CSI is proposed in correlated communication channels with user
mobility. By exploiting both the spatial correlation and temporal correlation
of the channel, our analytical results demonstrate significant gains in the en-

ergy efficiency of the massive MIMO base station.

Moreover, relay-aided communications have experienced raising inter-
est; especially, two-way relaying systems can improve spectral efficiency
with short required operating time. Therefore, this Thesis focuses on an
uncorrelated massive MIMO two-way relaying system and studies power
scaling laws to investigate how the transmit powers can be scaled to improve
the energy efficiency up to several times the energy efficiency without power

scaling while approximately maintaining the system performance.

In a similar line, large antenna arrays deployed at the space-constrained

relay would give rise to the spatial correlation. For this reason, this The-
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sis presents an incomplete CSI scheme to evaluate the trade-off between the
spatial correlation and system performance. In addition, the advantages of
linear processing methods and the effects of channel aging are investigated
to further improve the relay-aided system performance.

Similarly, large antenna arrays are required in millimeter-wave commu-
nications to achieve narrow beams with higher power gain. This poses the
problem that locating the best beam direction requires high power and com-
plexity consumption. Therefore, this Thesis presents several low-complexity
beam alignment methods with respect to the state-of-the-art to evaluate the
trade-off between complexity and system performance.

Overall, extensive analytical and numerical results show an improved

performance and validate the effectiveness of the proposed techniques.
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Impact Statement

This Thesis contributes to designing and analysing energy-efficient schemes
in fifth-generation (5G) and beyond wireless communication networks. The
research of energy-efficient schemes is motivated by the increasing power
consumption of mobile devices and base stations due to the satisfaction of
the unprecedentedly growing data rates achieved by serving a significantly
increasing number of mobile devices. Besides meeting the demands of high
data rates, lowering the power consumption and computational loads is also

crucial for practical resource-limited mobile devices.

The attractive advantages of energy-efficient schemes in 5G and beyond
communications have drawn significant attention from both academia and
industry. From Ericsson’s 2020 report “Breaking the energy curve: how to
roll out 5G without increasing energy consumption”, it is known that mobile
devices might double their energy consumption in the coming years due to
network densification and increasing demands of data rates. Moreover, pre-
vious studies have shown that global carbon emissions and global power
consumption are expected to increase, which is not sustainable for business
and environmental perspectives. Some countries have already considered
energy rationing for power savings. Therefore, it is crucial to evolve wireless
networks towards nationwide 5G while reducing power consumption. How-
ever, there are several challenges to enhance the network energy efficiency:
i) Limited battery technologies for mobile devices to scale up with the higher
energy requirements, and this harms the battery lifetime; ii) The Excessive

number of antennas deployed in massive MIMO systems inevitably applies
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additional radio frequency (RF) chains and introduces increasing power
consumption and hardware complexity; iii) The increased inter-antenna cor-
relation due to insufficient antenna separation in constrained physical spaces
may also affect the system capacity. The research in this Thesis studies novel
solutions explicitly designed for massive MIMO systems to overcome these
challenges and provides system design guidelines from the perspective of
academia. The incomplete channel state information technology can attain
power savings at the base stations. The technologies of relay-aided coop-
erative communication can achieve shorter operating time while increas-
ing the data rates and improving the energy efficiency up to several times
when power scaling is applied. Also, it is illustrated that low-complexity
beam alignment in millimeter-wave communications can improve the re-
ceived level of the system and achieve complexity, even power consumption
reduction.

The research in this Thesis also provides theoretical support for the char-
acterization and development of energy-efficient schemes in the industry.
The energy-efficient schemes studied in this Thesis are promising to provide
system design guidelines for power savings in 5G wireless communications.
Energy efficiency is a huge opportunity but also a design constraint and chal-
lenge for future communications. Itis known that Nokia, in their 2021 report
”Successfully monetizing 5G requires a RAN that efficiently scales up capac-
ity”, highlighted the importance of 5G radio access network (RAN) technol-
ogy with the potential to save energy, while further actions to enhance en-
ergy efficiency and minimize CO2 emissions are required to guarantee the
exponentially increased data traffic. Also, Ericsson announced their Erics-
son Spectrum Sharing and leaner, versatile 5G-ready radio systems such as
Ericsson Radio Systems that will have the benefits of reducing energy costs
while, at the same time, serving more traffic for 5G communications and

beyond.
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Chapter 1

Introduction

The design of energy-efficient wireless communications has become a cru-
cial focus of both academia and industry for the past generations of mobile
communications due to the need of serving a significantly increasing num-
ber of mobile devices simultaneously to satisfy the high data rate require-
ments [1]. However, the increased energy consumption of mobile devices
and base stations due to the increasingly attainable data rate has been one of
the open questions in developing next-generation communications. Explic-
itly, the power consumption of mobile devices has been often neglected in the
past researches and has become a significant concern since current battery
technologies lack the ability to satisfy the scale-up energy requirements and
maintain battery lifetime simultaneously [2]. Information and communica-
tion technologies account for approximately 2% of global carbon emissions,
and communication networks also currently account for up to 2% — 3% of
global power consumption. Both values are expected to keep increasing each
year [3, 4, 5]. For this reason, fifth-generation (5G) communication systems
and beyond must provide a high data rate in an energy-efficient manner [2,
4, 6]. To assess the trade-off between power consumption and achievable
data rates, the researchers focused on a combination of these two factors,

that is the energy efficiency [2].

Energy efficiency essentially refers to the trade-off between the spec-

tral efficiency of a communication system and its total power consumption.
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Therefore, it is expected that the energy efficiency maximization will deter-
mine the characteristics of future wireless communication systems, which
is commonly referred to as green communication [7, 8]. Indeed, because of
the importance of green communication, new technologies to improve the
energy efficiency of wireless communication systems have been developed.
Among these, the use of multiple antennas, or multiple-input multiple-
output (MIMO) communications, has been introduced to satisfy future en-
ergy efficiency requirements while maximizing the achievable rates [2]. Fur-
thermore, massive or large-scale MIMO technologies incorporating a large
number of antennas have been developed to increase achievable rates and
maintain the constrained power consumption [9, 10]. This is possible be-
cause large antenna arrays at the base stations can achieve unprecedented
spatial resolutions and alleviate detrimental effects including channel noise

and interference [9, 10].

The theoretical advantages of massive MIMO systems are very appeal-
ing. However, the practical implementation with dedicating one radio fre-
quency (RF) chain per antenna is challenging due to the enormous complex-
ity of both hardware requirements and signal processing, and power con-
sumption of the related circuitry [11, 12]. Because of these considerations,
technologies such as hybrid precoding and detection [13], spatial modula-
tion (SM) [14] and antenna selection (AS) [15] have been proposed and
modified to promote both the practicable implementation and energy effi-
ciency of massive MIMO systems. These techniques aim to improve energy
efficiency and reduce the number of RF chains implemented on transmitters
and receivers to achieve a low-complexity implementation while exploiting
the feasibility of the massive MIMO systems [16, 17]. According to these
considerations mentioned above and the importance of green communica-
tions, the characterization and development of energy-efficient schemes in
future wireless communications are under consideration since energy ef-

ficiency plays a vital role as a design constraint for 5G communications.
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Overall, this Thesis focuses on interesting open-ended questions related to

energy-efficient transmission systems and approaches.

1.1 Aim and Motivation

Despite a number of technologies and realistic implementations considered
for future energy-efficient communications, several aspects involved in the
multiple-antenna system design present a significant number of open ques-

tions.

Channel propagation and the design of massive MIMO systems lead to
research aimed at improving their performance and exploring system-level
differences compared to conventional communication systems [10]. Among
these essential differences, the higher power consumption caused by dedi-
cating one RF chain to each antenna, and the increasing size of the physical
structure required to implement a significant number of antennas, are sig-
nificantly relevant. These impacts are driving the development of new ap-
proaches to improve the performance of massive MIMO systems that could

meet the satisfaction of practical systems [9, 18].

Similarly, the specific problems of massive MIMO systems such as the
enormous complexity of hardware and signal processing significantly inter-
fere with their energy efficiency [12, 18]. In this case, the implementation of
strategies applied on MIMO systems such as antenna selection, first intro-
duced as a tool for complexity reduction, might diminish the above problems
[15, 19]. However, the techniques resulting from these studies were not di-
rectly adaptable to massive MIMO systems [18]. Compared to conventional
communication systems, exceeding a large number of antennas in massive
MIMO systems causes enormous complexity and power consumption, in-
terfering with analog-digital data transmission [12]. As a result, the design
of novel solutions or modifications to existing schemes explicitly designed
for massive MIMO systems is particularly crucial because it is intended to

facilitate the practical deployment of massive MIMO systems.
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Finally, the application of massive MIMO systems to millimeter-wave
(mmWave) communications makes it possible to explore large bandwidths
and enhance antenna gains. This motivates the development of techniques
that may achieve close-to-optimal beam alignment for promising gains [20].
However, most studies focus exclusively on line-of-sight (LOS) scenarios
with potential high path loss exponent [21, 22]. Itis of great interest to study
potential solutions of high-gain beamforming to compensate for this path
loss, and take advantage of the spatial diversity by exploring the multi-path

effects and interference among the terminals.

1.2 Main Contributions

This Thesis aims at enhancing the energy efficiency and practicability of
massive MIMO systems by introducing and analyzing various transmission
schemes and improving the existing approaches with this objective. The
main contributions of this Thesis can be highlighted and summarized in the

following list:

e Design of a scheme to reduce the signal processing and hardware
complexity of massive MIMO systems deployed in confined physical
spaces with user mobility by partial CSI acquisition (Chapter 3). The
designed strategy exploits both the spatial correlation experienced be-
tween the channels of adjacent antennas and the temporal correlation
between transmission frames determined by user mobility for the CSI
relaxation. The results obtained for space-constrained massive MIMO
systems demonstrate that the number of RF components and the digi-
tal signal processing complexity can be reduced at a moderate spectral

efficiency loss but an improved energy efficiency.

e Performance analyses for relay-aided massive MIMO systems in the
scenario of the half-duplex decode-and-forward protocol with zero-
forcing processing (Chapter 4). Robust max-min optimization prob-

lems accounting for effective power distribution are also designed.
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The analytical results are shown to match the simulated results. The
proposed method is shown to be capable of significantly improving
the energy efficiency performance by distributing the transmit pow-
ers properly while alleviating the moderate spectral efficiency perfor-

mance loss.

e Extension of the relay-aided massive MIMO systems to the space-
constrained structure with path loss model and incomplete CSI acqui-
sition (Chapter 5). The proposed system exploits the spatial correla-
tion generated at the relay to release the CSI acquisition and reduce
the complexity of massive antenna arrays. Relevant technical specifi-
cations such as channel aging and the impact of steering matrices for
correlated channels are analyzed. The results show that exploiting the
spatial correlation at the relay can improve the energy efficiency while

preserving the system performance.

e Development of two-stage beam alignment methods exploiting an an-
tenna deactivating approach and the knowledge of beam patterns in
mmWave communication systems (Chapter 6). Analytical and numer-
ical results are evaluated in terms of achievable antenna gains and total
measurements/complexity to show that the proposed two-stage beam
alignment methods can improve the performance-complexity trade-off
compared to the existing exhaustive scheme while maintaining the fun-
damental antenna gain requirement. Moreover, the potential complex-
ity reduction can further benefit in reducing power consumption due

to the necessity of high-performance computing flops.

1.3 Thesis Organisation

Subsequent to this introductory chapter, this Thesis is organised according
to the structure depicted in Fig. 1.1 and described in the sequel.
Chapter 2 provides a thorough review of multiple-antenna systems that

constitute the basis of this Thesis. In particular, this chapter focuses on
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the principles of MIMO systems, emphasising the state-of-the-art precoding
techniques. The specifications of system characteristics of massive MIMO
systems, the introduction of typical relaying methods and antenna array
characteristics are also identified since they form the foundation of this The-
sis.

Chapter 3 aims to reduce the hardware and signal processing complex-
ity in space-constrained massive MIMO systems. The proposed strategy
exploits the spatial correlation that occurs in physically constrained arrays
and the temporal correlation that occurs in the time-varying channel to re-
duce the complexity and improve the energy efficiency. These objectives
can be achieved by collecting CSI for a subset of antennas and a subset of
transmission frames, subsequently, deriving the CSI of the remaining anten-
nas and frames by simple linear interpolation. The resulting performance-

complexity trade-off is evaluated in this chapter.

Chapter 4 proposes to analyze the relay-aided massive MIMO system

in the scenario of the half-duplex decode-and-forward protocol with zero-
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forcing processing. Different power scaling laws are presented, and max-
min optimization is also analyzed. These results show that the proposed
system has the potential to improve the energy efficiency performance by
proper transmit power allocation while maintaining a desired spectral effi-
ciency.

Chapter 5 extends the relay-aided massive MIMO system with the
space-constrained structure and path loss model. The effects of linear pro-
cessing methods have been carefully studied to confirm their benefits in mas-
sive MIMO regimes. Incomplete CSI acquisition based on spatial correlation
is applied to improve the performance-complexity trade-off, while the out-
dated CSI caused by channel aging can be tolerated in the proposed system
without significant performance degradation.

Chapter 6 presents several novel two-stage beam alignment methods ex-
ploiting an antenna deactivating approach and the theoretical beam patterns
in mmWave communications. The benefits of the proposed methods are
evaluated by introducing the achievable antenna gain, the number of mea-
surements and total complexity, and the misalignment probability. These
metrics show that the proposed methods can achieve significant measure-
ment/complexity reductions compared to the existing exhaustive method,
while maintaining the required gain performance.

Chapter 7 concludes this Thesis with a summary of all the contribu-
tions presented in the previous chapters, and future research work within

the framework of this Thesis is also discussed.
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Chapter 2

Multiple-Antenna Wireless

Communication Systems

This chapter presents basic concepts and techniques with regard to multi-
ple antenna systems that are relevant to this Thesis. This chapter focuses
on channel models, imperfect CSI models, performance metrics and mul-
tiple antenna strategies for improving wireless communication system per-
formance. Because of the wide reach of the work, this introductory chapter
provides an overview of the areas of research relevant to the contributions
of this Thesis. Each chapter comprises a detailed analysis of the specific state

of the art.

2.1 Multiple-input Multiple-output (MIMO)
Communications

2.1.1 Fundamentals and Preliminaries

Multiple-Input Multiple-Output (MIMO) technologies have appeared and
received strengthened research interest due to the increasing demand of
scaling up the data rates and improving the reliability of wireless networks
[23, 24, 25]. Multiple antennas deployed at the base stations (BSs) can trans-
mit parallel data streams which are spatially multiplexed. Fig. 2.1 displays

a block diagram illustrating the fundamental wireless channels of MIMO
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Wireless Channel

Figure 2.1: Block diagram of MIMO communication systems

communication systems. Formally, a downlink MIMO transmission channel
with N, transmit antennas on the BS and N, receive antennas can be generally

XNy

represented by a the channel matrix H € CV*M. This results in a received

signal vector y € CM*! with the math form
y=Hx+n, (2.1)

where x € CM*! denotes the transmit signal vector, and n € CV*! is additive
white Gaussian noise (AWGN), i.e., n ~ CN (0,62 Iy,) with noise variance
o2. Here, Iy, denotes the N, x N, identity matrix and the symbol ~ indicates

“distributed as”. Alternatively, (2.1) may be extended mathematically to

Vi higp hip - iy, x| ny
» hyy  hyp -+ hop, X2 ny

=1 . . - A I A (2.2)
YN, hv,1 hn.2 -+ hw,n, Xp, ny,

where the element #; ; represents the complex channel gain between the j-
th transmit antenna and the i-th receive antenna; meanwhile, each y; and x;
represent the received and transmit signal on the i-th receive antenna and j-
th transmit antenna (i = 1,...,N,, j = 1,...,N;), respectively. Each n; denotes

the AWGN on the k-th receive antenna (k= 1,...,N,).
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2.1.2 Linear Precoding in MIMO systems

Intuitively, MIMO technologies require extra signal processing techniques
at the transmitter, the receiver, or both sides. These signal processing tech-
niques can be divided and classified into precoding for the transmitter, de-
tection for the receiver, and joint transmitter-receiver techniques depending
on where the signal processing is carried out. Typically, precoding tech-
niques are preferred in the downlink of multi-user MIMO systems with a
single base station (BS), while receive detection schemes are employed in
the uplink to separate data streams. Additionally, precoding techniques can
transfer the signal processing load of users to the BS to reduce the computing
load of users. This is essential because the BS is typically characterized with
greater power and complexity constraints and has reliable channel state in-
formation (CSI) [26]. Because of the above-mentioned considerations and

importance, precoding techniques are introduced in this chapter.

In this chapter, we focus on the introduction of existing linear precod-
ing techniques. It is well-known that linear precoding techniques are low
complexity schemes to achieve multi-user interference cancellation at the BS
since the BS has both knowledge of the channel and the transmit symbols
[23, 27, 28, 29, 30]. In general, the linear precoding process can be mathe-
matically expressed as

1

x=Fs=—-Ws, (2.3)
w

where F = 1. W € CV*M is the precoding matrix with w representing the
normalization factor to ensure that the transmission power of the precoded
signals x is constrained to E{x"x} < P. s € CN*! is the vector of input sym-

bols. The short term normalization factor w can be given by

w=||W|; = /tr {WWH}. (2.4)

This is also known as the amplification factor. Subsequently, we present typi-

cal linear precoding methods computationally efficient for multiple-antenna
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systems, including matched filtering (MF), zero forcing (ZF) and regular-
ized zero forcing (RZF).

Matched Filtering (MF), also known as maximum ratio transmission
(MRT), is the simplest precoding method [31]. This method maximizes
the received signal-to-noise ratio (SNR) but ignoring the multi-user inter-

ference. The precoding matrix is formulated as

1 H"
Fyr=——H{li=_— 2.5
M wnr /tr {HH} (25)
MF precoding can achieve promising performance in massive MIMO
regimes or low SNR scenarios, which are noise-limited. Its performance

is significantly degraded as the multi-user interference is not explicitly mit-

igated in interference-limited scenarios [23].

Zero-Forcing (ZF) is also a simple precoding method which has been
widely studied [32, 33]. This precoding method forces to eliminate the
multi-user interference fully for each user; however, raising the pre-detection
noise at the receivers. The precoding matrix is formulated by employing the
Moore-Penrose inverse and the mathematical expression can be given by

H H)~1
FZF:L.HT:L.HH(HHH)_IZ HY (HH) : (2.6)

WzF WzF \/tr {(HHH)fl}

Generally, ZF precoding method can achieve a better performance than MF

precoding in the high SNR regimes.

Regularised Zero-Forcing (RZF) improves the performance of ZF pre-
coding, while requiring a similar computational cost. This is achieved by
introducing a regularisation factor to maximize the signal-to-interference-

plus-noise ratio (SINR) rather than just achieving the interference cancella-



2.2. MASSIVE MIMO SYSTEMS 39
tion [33]. The RZF precoding matrix is given by

1 1

WRZF

HY(HH" + 9 1)~

Frzr =

)

H(HHY +9-1) ' =

\/tr{(HHH +o-1) '"HHH (HHH + 9 -1)‘1}
(2.7)

where the optimal regularisation factor is ¥ = N,02, set to satisfy the mini-

mum mean square error (MMSE) criterion for the considered system [33].

The main differences between linear precoding techniques are summa-

rized in the table 2.1.

2.2 Massive MIMO Systems

Massive MIMO systems are becoming increasingly important because of
the exciting advantages of improving the spectral efficiency and data rate
demands by employing a great number of antennas simultaneously in mi-
crowave communication systems [9, 10, 12, 34, 35]. These systems rely on
the deployment of excessive antenna arrays at the base stations and also be-
come crucial for millimeter wave (mmWave) frequencies to improve the sys-
tem performance [36]. This chapter gives a brief overview of the key charac-
teristics of massive MIMO systems. Specifically, we envision a time-division
duplexing (TDD) system, as it is commonly used in massive MIMO systems,
thanks to its simplification characterized by channel reciprocity [9]. These

peculiarities constitute one of the major research areas of this Thesis.

Linear Precoding

Name Closed-form Expression Complexity Performance
MF Fyr = lew -HH Simplest Lowest
ZF Fzr = W—lp -HY (HH") - Higher than MF Better than MF
RZF | Frzr = 71— -HY (HH” + 9 -1) ~' | Comparable complexity to ZF | Better than ZF

Table 2.1: Summary of linear precoding methods
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221 System Model of Massive MIMO

A general single cell scenario is considered, where the BS is equipped with
N; antennas and serves N, < N, single-antenna users, the uplink channel can
be represented as the Hermitian transpose of the downlink channel under
TDD operation due to channel reciprocity [9, 37]. In this case, the uplink

(CN’ XNy

channel matrix H, € can be expressed as

1/2

H,=H = Zn,". (2.8)

Here, Z € CN*Nr represents the complex fast-small fading effect, typically
assumed as independent and identically distributed (i.i.d.) when Rayleigh

*Nr is a diagonal matrix representing the slow-

fading is assumed. Dg € R
large fading coefficients composing path loss and shadowing effect. The

slow-large fading coefficient B of the k-th user in Dg is defined as

b, (29)

(]

Br = (

<

where K represents the standard shadowing effect with typical values rang-
ing from 2 to 6, Dy is the distance between the BS and k-th user (k=1,...,N,),
and v is the path loss exponent [38, 39]. Consequently, y, € CV*! the signal

vector received at the BS in the uplink transmission, can be defined as

Yu = /Pu-Hu Xy +ny, (2.10)

where, x,, € CV*! is the signal vector from the users to the BS, p, is the uplink

transmit power and n, € CV*! is additive white Gaussian noise [9].

2.2.2 Achievable Sum Rates in massive MIMO

The deployment of massive MIMO at the transmitter results in significant
benefits in terms of attainable sum rates and signal processing for uplink and
downlink transmissions. Without losing generality, this chapter focuses on

uplink channels, similar results are available for downlink channels thanks
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to the channel reciprocity of TDD operation. The achievable sum rate in the

uplink of a massive MIMO system is given by [9]
R, =log,det(Iy, —|—pquHu), (2.11)

where det(-) denotes the determinant of the square matrix. In fact, as a
consequence of N, < N; and large to infinite N, in massive MIMO systems,
the channel responses for different users become orthogonal, namely, the
columns of the channel matrix H, are orthogonal under favorable propa-
gation conditions, if the elements of Z are all independent [29]. With this
channel orthogonality, the following expression can be achieved [9]

1/2
B

H'H, =Dy ’2"2Dy’ ~ NDy 1y, Dy = N.Dg. (2.12)

B B

Therefore, only the slow-large scale fading determined by Dy has a direct
effect on the communication between the users and the BS. Consequently,
incorporating this result into (2.11), the achievable sum rate can be simpli-
fied as

N,
R, ~log,det(Iy, +N;p.Dg) = Y log, (1 +N;p.fr)- (2.13)
k=1

This computation provides an intuitive interpretation that the transmission
channel of massive MIMO systems can be broken down into N, parallel ad-

ditive white Gaussian noise channels, where k-th equivalent link has the re-

ceived SNR M, p, Bk

2.2.3 Energy Efficiency in Massive MIMO

The trade-off between system performance and power consumption can be
analyzed as a parameter referred to as energy efficiency. The need to ex-
ponentially increase achievable rates while controlling power consumption
makes it crucial to optimise energy efficiency (2, 4,40]. The energy efficiency
is analytically defined as

£=——. (2.14)
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Here, R refers to the sum rates, the spectral efficiency, or the throughput,
and P, is the total system power consumption. In this case, if R refers to the
sum rates (bit/s) [4, 41], the energy efficiency will be defined in terms of
(bits/Joule). If R refers to the spectral efficiency (bit/s/Hz) [4], the energy
efficiency will be defined in terms of (bits/Joule/Hz). Typically, there exist
several models for the total power consumption. In this chapter, we briefly
introduce the models that are relevant to the contributions of this Thesis to be
employed for the analysis of total power consumption and energy efficiency,

including T
A F+ BB

Prot = :
° (1_GDC)(1_GMS)<1_GCOOI)

(2.15)

Here, opc,oms and 00 € (0,1) are the parameters representing DC-DC
loss, power supplies loss and active cooling loss respectively. Moreover, Ppa

represents the power consumed by power amplifiers (PA) and it is given by

Poy = (2.16)

where ( is the power amplifier efficiency and P, is the power required at the
output of the power amplifiers. Prr refers to the power consumption of other
electronic components in the radio frequency (RF) chains. Generally, each

antenna is connected to one RF chain [17] and Pgrr can be expressed as

Prr = N(Ppac + Puix + Pitr) + Pyyn, (2.17)

where P, is the power consumption of the frequency synthesizer, Ppsc,
Puix and Py;; are the power consumed by the digital-to-analog converters
(DACs), signal mixers and filters in all N RF chains at the transmitter re-

spectively [17]. Additionally,

Pgg = PcC- (218)
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Here, Pgg denotes the power consumption of digital signal processor (DSP)
where p. determines the power consumption per real flop and C refers to the

average number of real flops per second [17, 42].

Another commonly used power consumption model in the two-way re-
lay channel model can be given by [43],

N;
Ptot - Z Ptot,i + Ptot,r + Pstatic: (2'19)

i=1
where Pyatic is the power of all the static circuits [44]. P, is the total power
at i-th user and P, denotes the total power at the relay [44], which can be
expressed as
P x

PtOt,X - T, +PRF,X3~X = i7r' (220)

Here, P, , represents the power required at the power amplifiers of the BS
or users; ¢ denotes the power amplifier efficiency referring to (2.16). The
power consumption of the RF components at the i-th user or the relay is Prpx
(x=1i,r,i=1,...,N,) referring to (2.17) where N is the number of antennas

at the user or relay terminal.

Energy efficiency optimization has become a crucial topic in the 5G
wireless communications and beyond. [45, 46] consider the optimization
of the resulting energy efficiency and [40, 45] investigate the effects of the
power consumption of RF chains on energy efficiency. In general, the impact
of the incorporation of an excessive number of antennas and equally large
number of analogue hardware components in massive MIMO BSs on the
power consumption and energy efficiency becomes a major concern. This is
because the circuit power consumption is increasing to degrade the energy
efficiency. Meanwhile, the hardware complexity of massive MIMO is expo-
nentially increasing due to the large number of required RF components.
As a result of these considerations, these massive MIMO systems to achieve
energy-efficient and low-complexity communications are the focus of the fol-

lowing chapter.
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Figure 2.2: TDD Operation Protocol

2.2.4 Acquisition of Channel State Information (CSI)

It is introduced in Chapter 2.1.2 that the employment of linear precoding
and detection requires the knowledge of the channel state information (CSI)
at the BS. Typically, the channel coherence interval can be divided into two
phases: pilot training, and data transmission and reception, under TDD op-
eration [9, 47]. Fig. 2.2 shows the TDD operation protocol, and illustrates the
distribution of CSI acquisition sequence, where the BS first acquires the CSI
by uplink pilots in the pilot training phase with 7, time/frequency symbol
slots, and then the BS transmits or receives data in the transmission phase

with available CSI for downlink precoding and uplink detection.

In general, the pilot training phase starts with users transmitting their
own pilot signals to the BS over 1, symbols, typically, 1, > N,. This allows
the orthogonality between the pilot vector of the k-th user and the pilot sig-
nals of the remaining users. The received signal at the BS after pilot training
is given by

Y:r = /PuHuQ+N, (2.21)

where Y;, € CN*lr Q € CN*Mr is the pilot signal matrix, in which all rows
are independent due to the orthogonality introduced above. p,; is the uplink
transmit power and N € CM*"r ijs an AWGN matrix [17, 37]. Correlating
the received signals after the pilot training phase with the pilot sequences
available at the BS yields the decision metric, and the least square channel

estimate H,, can be mathematically given by

A, =Y, Q" = (VpuH.Q+N)Q" = \/p,H, + NQ. (2.22)
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where p;, is the power consumption of pilot symbols [17, 37]. Moreover,
thanks to the channel reciprocity of TDD operation, the downlink channel
estimate can be straightforwardly obtained as the conjugate transpose of the
uplink estimate. Usually, the necessity of 1;, > N, in the CSI acquisition may
limit the performance of practical massive MIMO systems and increase the
operating time or the complexity of CSI acquisition [48]. Another challenge
in the CSI acquisition process is pilot contamination, in which the length
of pilot sequences is limited by the channel coherence time in realistic multi-
cell massive MIMO; therefore, the orthogonality between the pilots of neigh-
bouring cells cannot be guaranteed and can cause inter-cell interference and
degrade the system performance [9, 29]. These challenges entail a crucial
area of research to reduce the CSI acquisition load and mitigate pilot con-

tamination in massive MIMO.

2.2.5 Modelling of Imperfect CSI

According to the studies in Chapter 2.2.4, a statistical CSI error model that
is relevant to the contributions of this Thesis has been derived subsequently.
The minimum mean square error ( MMSE) uplink channel estimation is per-
formed deriving from (2.22) [37, 49], and the imperfect channel model can
be expressed as

H,=7-H,+V1-12E. (2.23)

Here H, represents the actual wireless propagation channel, and H,, is the
imperfect channel estimate. 7 € [0, 1] denotes the factor modelling the quality
of acquired CSI. E denotes the corresponding estimation error matrix, where

all entries are independent and distributed as CN (0, 1) [17, 50].

This imperfect channel model is motivated by the actuality that the per-
fect acquisition of CSI is difficult in cellular communication systems, and
this makes it crucial to study the system performance with imperfect CSI
[37]. (2.22)-(2.23) announce that the CSI acquisition can limit the practi-

cal performance of massive MIMO systems due to the requirement 7, > N,
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and the quality of acquired CSI. Therefore, reducing the channel estimation
complexity and preserving the practical system performance becomes an im-

portant topic [48], and this aspect is also analyzed in this Thesis.

2.3 Channel Modelling

Chapter 2.1 and Chapter 2.2 introduce the importance of the knowledge of
the channel for all linear precoding techniques, and therefore it is necessary
to study the channel modelling. In this chapter, we briefly introduce the
channel models that are relevant to this Thesis. In general, we consider the
non-line-of-sight (NLoS) propagation channel models, unless specifically

stated.

2.3.1 Uncorrelated Rayleigh Channel

The most common and widely used channel model is the uncorrelated
Rayleigh channel. This model is a typical multi-path fading channel model
commonly used in 5G communications assuming that the independent re-
flectors and scatters are in the wireless environment. When the number of
propagation paths is large, a statistical model with complex random distri-
bution can be applied. Subsequently, the channel gain can be considered as
approximately complex Gaussian distributed according to the central limit

theorem [23, 38]. In general, each channel coefficient can be modelled as
H,,, ~ CN(0,1). (2.24)

According to this modelling, the magnitude of each channel follows a
Rayleigh distribution resulting from the multiple NLoS paths of the signal
propagating from transmitter to receiver [51, 52], which names this channel

model.

2.3.2 Correlated Rayleigh Channel

The uncorrelated Rayleigh channel model assumes that the channels be-

tween different antennas are independent without spatial correlation effect.
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However, for a practical antenna array with limited spaces, the channels be-
tween adjacent antennas are spatially correlated, especially when the inter-
antenna distance is smaller than the carrier wavelength, usually, smaller than
half carrier wavelength [23, 53, 54]. In this sub-chapter, statistical model of
spatially-correlated Rayleigh Fading Channel will be briefly introduced.

Separately-Correlated Rayleigh Channel: When a massive MIMO sys-
tem with a base station of N; antennas and N, single-antenna users is con-
sidered, the spatial correlation exists at both the transmitter and receiver.

According to [54, 55], we model the channel H as
H=A,GAY (2.25)

In (2.25), G = 1/\/Z-diag(g1,g2, ..,gL) € CH*L is a diagonal matrix repre-
senting the independent and identically distributed Rayleigh fading chan-
nel, where L is the number of independent paths and each element satisfies
(2.24). In general, it is assumed that the correlation matrices for the trans-
mitter and receiver can be separated. A, € CM*L and A, € C¥*L are the cor-
relation matrices for the receive antennas and transmit antennas containing
L steering vectors, respectively [54]. When the uniform linear array (ULAs)

topology is applied, A, and A, can be decomposed into [17, 34]
A= [arT (67).a," (63),---,a," 67)], (2.26)

A, =[a (6]),a," (65), - .,a" (6])]. (2.27)

The corresponding steering vectors of ULA topology, a,(6),) € C'*M and

a, (0!,) € C*M are in terms of [56]

ar<9nr1) _ [Leﬂndrsin(ﬂm)’ m?ejZR(Nr—l)drsin(G,;)]7 (228)

a[(e’;) _ [17ej27rd,sin(6,’n), “',ej27r(N,—l)d;sin(6,§1)], (229)
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where 6}, and 6,, (m=1,...,L) represents the angles of departure (AoDs) and
the angles of arrival (AoAs) respectively [57]. d; and d, denote the inter-
antenna distance normalized by the carrier wavelength A for the transmit
and receive antenna arrays respectively. Similarly, A, and A; can be decom-

posed into [17, 34]
A= a7 (6],0]),a,7 (65,03), - ,a" (67,9])], (2.30)

Ar=[a, (61,97) .27 (65,05), - .a" (6,01)], (2.31)

where for uniform rectangular arrays (URAs). In general, the respective

horizontal and vertical array steering vectors can be characterized as [56]
ac(65,05) = [17812ﬂ[dﬁsin(¢f§,)sin(9%)], 7eﬂﬂ[(Nf*l)dfsin(%)sin(%)]], (2.32)

ac (65, 6%) = [1, e 2nldisin(O)cos(@)] al(NVy-disin(0})cos( @] (2.33)

where 6, and ¢} (m = 1,...,L, x = t,r) denote the elevation and azimuth
directions of AoDs and AoAs respectively [57]. The steering vectors

a, (0], ¢r) € C*Nrand a, (01, ¢!,) € CP*N can be expressed as [55, 56]

ar(6,,,9y,) = vec(an(6;,,95) a,(67,,9,,))

- [1, or2ld)sin(@))sin(0])]  j2m{(N} = 1)d'sin(9},))sin(6})) + (N} ~1)dy sin(8,))cos(9;))]
(2.34)

a; (01, 05,) = vec(au(67,, 95,) av(6},, 97,))

— [1’eﬂﬂ[df”sin(%)sin(9,%)]7m @2 (N =) dfsin(97,))sin(8,,))+ (Ny —1)d sin(8),) cos(6p)] |

(2.35)

where the vector valued operator vec(-) can map a m x n matrix to a mn x 1

column vector. N" and N} (x = t,r) represent the number of antennas de-

ployed in the horizontal and vertical directions respectively. In this case, the

total number of antennas can be redefined as N, = N x N/ (x = ¢,r) under

{hv}

the URA scenario. d)‘c{h’v} — # is the normalized inter-antenna distance

where D"} is the respective horizontal and vertical lengths of the antenna
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arrays, d" and d! (x =t,r) denote the respective horizontal and vertical inter-
antenna distance normalized by the carrier wavelength for the receive and

transmit antenna arrays.

Semi-Correlated Rayleigh Channel: In general, when a multi-user
MIMO system is considered, users are uncorrelated because they are con-
sidered as perfectly separated. Therefore, a semi-correlated channel model
will be considered with only the spatial correlation existing at the transmit-
ter. As a result, each channel response vector h;y € C*M (k= 1,...,N,), for

the users can be modified as [17, 50]
hk:gkAka Vk€{1727"'7Nr}v (236)

where g; € C!*L comprises all entries following the standard complex Gaus-
sian distribution, modelling the Rayleigh components. A; € CE*M contains
L steering vectors to model the transmit correlation, where L is the number

of directions of departure (DoDs). For ULAs, A can be modelled as

A = % a7 (80) a7 (8i2) - »a” (6,0)]" (2.37)

where each steering vector a (6 ;) € C'*M can be given by

a(ek i) _ [17ejZﬂ:a’sin(Gk,,-)7 m,ej27r(1\]t—l)dsin(9kv,-)]’ (238)

where d denotes the equidistant inter-antenna distance normalised by the

carrier wavelength. Similarly, for URAs, A; can be modelled as

1
Ay = ﬁ . [aT (ek,la(l)k,l) ’aT (9k,2,¢k,2) yott ,aT (9k7L, (])k,L)] T, (2.39)

where each a (6, ¢ ;) € C'*M, supported by the respective horizontal and

vertical array steering vectors modelled for separately-correlated channels,
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is given by
(6, Pr;) = vec(ay (6, Ori) Tay(6r, Oi))

[1 , eJ2mldnsin(9ri)sin(Ok)] - o i2m[(Ny—1)dsin(9ii)sin(Bp.i)+(No—1)dvsin(9y.)cos (6] |

(2.40)

In (2.40), dyp,, denotes the equidistant inter-antenna distance normalised
by the carrier wavelength in the horizontal and vertical directions. N}, and
N, are the number of antennas deployed in the horizontal and vertical direc-
tions respectively. In this URA scenario, the total number of antennas can
be redefined as N; = N, x N,. This can be considered as a derivation of the

modelling for separately-correlated channels [55].

2.4 Cooperative Communication

2.4.1 Two-way Relay Channel Model

Typically, wireless communication networks are exposed to various channel
problems such as fading and path loss; a relay can be applied to overcome
these problems and can enhance cellular coverage and improve network ca-
pacity and throughput [44, 58]. Moreover, a relay-aided channel model can
be referred to as a probability model of the communication between trans-
mitters and receivers with one or more intermediate relays in information
theory [58]. In this chapter, we briefly present the single-relay cooperative
communication relevant to the contributions of this Thesis. As such, we fo-
cus on the single massive MIMO relay network where the relay is equipped
with Ng antennas. The source terminal can only transmit its information to

the destination terminal through the relay.

In general, a two-way massive MIMO relay system with two groups of
terminals and a relay 7y is considered. Each group includes K terminals,
and each terminal in one group is paired to a separate terminal in the other
group. For convenience, the set of terminals in one group is denoted as 7y,

and the other set is denoted as 7p. All terminals would exchange information
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Figure 2.3: Full-Duplex Two-Way Relay System

through arelay. No direct link exists between the terminals of the two groups

because of the long transmission distance [59].

2411 Full-Duplex Two-way Relaying

In full-duplex mode, the relay can receive and transmit simultaneously.
However, it results in the self-loop interference, as shown in Fig. 2.3. The
relay’s ng antennas are used for transmission; the remaining Ng — ng anten-
nas can be used for reception. Similarly, each terminal is equipped with Nr
antennas, where ny antennas are used for transmission, and the rest Ny —nr

antennas are for reception [60, 61, 62].

At the n-th time instant, each terminal transmits their own signal
sx,i(n) € C"T with power px; (X =A,B, i =1,...,K) to the relay. The relay
broadcasts signal xg(n) € C"f to all terminals with power of pg. The trans-
mitted signals from the terminals will be received at the relay, and the broad-
cast signal from the relay will also be leaked back to the relay itself. This
leaked signal is considered as self-loop interference [62]. Although several
cancellation methods are applied to cancel the self-loop interference, it is
challenging to achieve perfect cancellation; in this case, residual self-loop

interference still remains [62, 63]. Therefore, after the certain cancellation of
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the self-loop interference, the signal received to the relay may be given by

yr(n) = X:ZAB ﬁl /Px.iH1y rSx i(n) + Hggxg(n) +ng(n), (2.41)
where Hr g € C(Nr=nr)%n7 g the channel response matrix from the terminal
Tx;, X =A,B, i =1,...,K, to the relay Tg, Hgrr € C (Nr—ng)xng represents the
channel response matrix for the self-loop link at the relay after certain self-
loop interference cancellation and Hggxg(n) characterizes the residual self-
loop interference remaining at the relay, and ng(n) satisfying CN(0, 621y, )
is the complex Gaussian noise at the relay. Similarly, the received signal at

the terminal Tx ; after self-loop interference cancellation can be expressed as

Yy (1) = Hrry Xr (1) + /Px iHry 13 Sx i (1)

K
+ Z \/pXJHTx,ij,iSXJ(n)+nTx,i(n)'

j=Li#i

(2.42)

Here, Hgpy; € CWNr—nr)xng characterizes the channel response matrix from
the relay to the terminal Tx ;, X =A,B,i=1,...,K, Hr 1., € CWNr=nr)xnr rep-
resents the channel response matrix for the self-loop link at the terminal 7x ;,
and Hry, 1y, € CWr=nr)xn7 jg the inter-user channel in the group Ty. nz,;(n)
satisfying CN(0,6%Iy,_n,) is the complex Gaussian noise at the terminal.
The broadcast signal of the relay xz(n) is generated by yg(n— &), where 6 > 1
is the processing delay. Incorporating (2.41) with (2.42), the received signal

Y1y, (1) can be re-written as

K
1y, (n) =Hgr [ Y VPx,Hry zSx,i(n— 8) +Hrgxp(n— 8) + ng(n—8)]
1

X=A,Bi=

K
+ PX,iHTX,,-TX",-SX,i(n) + Z vV anjIITX,jTX,iSX7j (n) + nry (n)
=LA
(2.43)
Note that relaying schemes introduced in Chapter 2.4.2 will be applied at the

relay to generate the broadcast signal.
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Tk

Figure 2.4: Half-Duplex Two-Way Relay System

2.4.1.2 Half-Duplex Two-way Relaying

When the relay operates in the half-duplex mode, it can transmit and re-
ceive separately. When the relay receives the signal from the source termi-
nals, it uses all its N antennas for the receive diversity, and it uses the same
Ng antennas to transmit the information to the destination terminals for the
transmit diversity [61, 64]. Similar with Chapter 2.4.1.1, each terminal is
equipped with N7 antennas and transmits independent signal sx ; € CM with
power px;, X =A,B,i=1,...,K. The relay broadcasts the signal xz € CMe to
all terminals with power of pg. In the first time slot, the received signal at

the relay can be given by

K

Ye= Y, ) /PxHr rSx+ng, (2.44)
1

X=A,Bi=

where Hy, g € CV®*N denotes the channel response matrix from the termi-
nal 7x ;, X =A,B, i = 1,...,K, to the relay Tg, and ng satisfying CN(0, GZINR)
is the complex Gaussian noise at the relay. In the second time slot, the relay
broadcasts xg € CM¥ as a combination of all received signals from terminals

[64]; therefore, the received signals at the terminal Ty ; is

yTX,,‘ - HRTXA’,‘XR + nTX,i‘ (245)

Here, Hgr,, € CV7 Nk represents the channel response matrix from the relay

to the terminal Tx ;, X =A,B, i = 1,...,K, np, satisfying CN(0, GZINT) is the
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complex Gaussian noise at the terminal.
Similarly, the relaying schemes introduced in Chapter 2.4.2 will be ap-
plied at the relay to generate the broadcast signal.

2.4.2 Relaying Schemes

There exist three main relaying schemes: Amplify-and-Forward, Decode
and-Forward and Compress-and-Forward.

Amplify-and-Forward (AF): In this amplify-and-forward (AF) method,
the relay receives a noisy version of the signals transmitted by source ter-
minals. The relay amplifies the received signals by multiplication with an
amplifying matrix and then re-transmits them to the destination terminals
of the transmission [65, 66]. Inevitably, the AF method transmits both the
desired signals and the noise. This results in an SNR loss that reduces the
system performance, especially in multi-hop networks [65, 67]. However,
the AF method is generally assumed to achieve a low complexity because
it does not decode the signals from the source terminals, which is “non-
regenerative” [65, 66]. This means that even a relay without the ability to
separate the streams of multiple source terminals, can still help the com-
munication between multiple source-destination terminal pairs. This char-
acteristic makes the AF method a popular option for practical cooperative
communications.

Decode-and-Forward (DF): In the decode-and-forward (DF) method,
the relay detects and decodes the received signals from source terminals. It
then retransmits the signal to the destination terminals of the transmission.
Different from the AF method, this is called “regenerative” [65, 66]. The
process of DF can be briefly introduced as: the received signals are decoded
by multiplying by a linear receiver matrix and then re-encoded with a lin-
ear precoding matrix at the relay. The need to decode the received signals
and the necessary signal processing is generally more complex than the AF
method. However, the re-transmitted data is usually considered to be per-

fectly restored at the relay and therefore noiseless since the DF method does
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not suffer from the problem of noise amplification, especially at low signal-

to-noise ratios (SNRs) [65, 68, 69].

Compress-and-Forward (CF): The received signal is quantized at the
relay by the compress-and-forward (CF) method and then forwarded to the
destination terminal instead of decoding [65, 70]. This CF method is also
called ”"quantize-and-forward” [65]. The CF method is the most efficient one
if the source-relay and the source-destination channels are of good quality,
and the relay-destination link is reliable. In this case, the relay without de-
coding the source signal still has an independent signal observation to give

assistance to the decoding at the destination terminals [65, 70, 71].

Briefly summarized, the relay transmits the amplified received signals
in the last time slot in the AF scheme. In the DF scheme, the relay decodes
the received signals in one time slot and re-transmits the re-encoded signals
in the next slot. In the CF scheme, the relay quantizes the received signal
in one time slot and re-transmits the encoded quantized received signals in
the following time slot [58]. Compared with DF and CF, AF requires minor
delay and less computing power since no decoding or quantizing is applied
at the relay; nevertheless, CF and DF can outperform AF in performance
[58, 72]. In our Thesis, the performance of decode-and-forward relay is de-

tailedly studied in Chapter 4 and Chapter 5.

2.5 Millimeter-Wave Channel and Antenna Array

2.5.1 Millimeter-Wave Channel Model

In addition to the channel models introduced in Chapter 2.3, we also intro-
duce the mmWave channel model in this chapter. mmWave communications
have experienced an increasing interest due to its ample frequency spectrum
availability, the throughput enhancements and the potential of limited scat-
tering [21, 73, 74]. Because of these considerations, the mmWave channel

model with both LOS term and multi-path component [75, 76, 77], is math-
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ematically presented as

Np
H= aOar<6r,07 ¢r,0)a£](9t707 ¢t,0> + Z amar(er,ma d)i’,m)a{-[(el,ma q)t,m)- (246)

m=1

In (2.46), the first term accounts for the LOS component with oy, the path
gain. Similarly, the second term models the N, multi-path components with
standard complex Gaussian distribution path gains, &, m € [1,...,N,]. More-
over, a,(6rm, Or.m) and a,(6; u, ¢ m), m € [0,...,N,], are the receive and trans-
mit array steering vectors, respectively [75, 77]. 6,,(9.m) and 6 ;u(@rm),
m € [0, ...,N,], model the elevation (azimuth) angles of arrival and departure
(AoA/AoD) respectively. For ULAs, the transmit/receive steering vector can

be expressed as

ax(exm) _ [l,ejZdesin(Ox_,m)’ m’ej27r(Nx—1)dxsin(9x7m)]T, (247)

where d,, x =t,r, m € [0,...,N,], is the physical inter-antenna distance nor-
malized by carrier wavelength. Similarly, for URAs, the transmit/receive

steering vector can be modelled as

ax(ex.ma ¢x m) = 1,eﬂﬂ[di’sin((]),;)sin(Ox’m)]

g ooy

. (248)

)

ejZﬂ[(N)]:— 1)da}rlsin(q)x,m))Sin(ex,m))“'(N;_1)drsm(ex,m))cos((px,m))]

where N x NI = N,, d! and d" are the respective horizontal and vertical inter-

antenna distance normalized by carrier wavelength, x =¢,r, m € [0,...,N,].

The study of mmWave communication propagation characteristics has
become more popular in the past years [73]. Due to the LOS nature of
mmWave communication [75], the most significant assumption is a clear
LOS path modelled by free-space conditions with no secondary wave paths
caused by reflections [78, 79]. It is crucial to evaluate the role of antennas
in their primary application of communication links. The basic communica-

tion link model is shown in Fig. 2.5. In general, the available received power
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Transmitter Receiver

Figure 2.5: Communication Link

P, of the communication link can be given by the Friis transmission equation

[73,78,79, 80, 81]
G,GrA?
p=p 2.49
where B, is the transmit power of the antenna, G; and G, are the transmit and
receive antenna gains, A is the distance between the transmitter and receiver,
and A is the carrier wavelength. The Friis transmission equation is the basis

of communication analysis in free space propagation model [73, 79], and a

convenient dB-form of (2.49) can be obtained by taking 10 log of both sides:

P.(dBm) = B(dBm) + G,(dB) + G,(dB) 250)
— 20log, M (km) — 20log, f(MHz) — 32.44. |

The unit dBm is power in decibels above a milliwatt. Typically, the term

A in (2.49) is defined as free space loss to describe the quadratic atten-

(47R)2
uation growth with the mmWave frequency [78, 82]. The dB-form of free

space loss is

Lgs = —20log, ;% (km) — 20log,, f (MHz) — 32.44. (2.51)

Consequently, from (2.51), it can be observed that if two separate systems
operating at two different frequencies with the same gains are compared, the

system with a lower frequency will achieve better performance.
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Pattern F(@, @) of
a real antenna

Main beam

Side lobe

Figure 2.6: Illustration of radiation pattern F(6,¢) and directivity D [78]

2.5.2 Fundamentals of Antennas

2.5.2.1 Radiation Pattern

An antenna radiation pattern or antenna pattern is a mathematical function
or a graphical representation of the radiation properties of the antenna as
a function of directional coordinates [78, 80]. A general radiation pattern
example is presented in Fig. 2.6 [78]. The radiation pattern describes the an-
gular variation of the radiation level around an antenna, where an antenna
aims to transmit, or receive signals in different desired directions [78]. The
radiation pattern of an antenna may be one of its most important character-

istics, and the complete pattern can be written as

F(6,0)=2(6,0)f(6,9). (2.52)

where g(0, ¢) is the element factor and f(0, ¢) is the pattern factor, (6, ¢) de-
notes the angle coordinates. The pattern factor relies on the integral over the
current and is strictly based on the current distribution. The element pattern
is the pattern of an infinitesimal current element in the current distribution
[78]. The descriptions of these factors are presented in the following. For-
mally, the directional properties of an antenna’s radiation can be described

by the power pattern, which is considered as another form of the radiation
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Figure 2.7: Typical radiation pattern [80]

pattern. The general power pattern is
P(6,9) = |F(6.0)[. (2.53)

It is obvious to recognize that the radiation pattern and power pattern are

the same in decibels.

|F(6,9)|ap = 20log|F(6,9)| = P(6,9)as- (2.54)

2.5.2.2 Beamwidth

As shown in Fig. 2.6, various parts of a radiation pattern are considered as
lobes, classified into the main, minor, side, and back lobes. A radiation lobe
represents the portion of the radiation pattern bounded by comparatively
weak radiation intensity regions. [78]. The main lobe is defined as the radi-

ation lobe pointing to the maximum radiation direction.

Associated with the antenna pattern is a parameter called beamwidth.
One of the most widely used beamwidths is the Half-Power Beamwidth
(HPBW), which is defined as the angular separation between two points
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on the opposite side of the pattern with half of the maximum value,

HPBW = |64pBw left — OHPBW rightl: (2.55)

here Oyppw left and Oyppw right are the left and right points of the main lobe
maximum for which the power pattern has a value of one-half. An example
demonstrated by Fig. 2.7 [80]. Another important beamwidth is the sepa-
ration between the first nulls of the pattern, namely, First-Null Beamwidth
(FNBW). Both HPBW and FNBW are demonstrated in Fig. 2.7. In general,
half of FNBW is used to approximate HPBW, with FNBW ~2HPBW [80, 82].
Subsequently, a measure of the power concentration in the main lobe is the
sidelobe level (SLL). SLL is defined as the ratio between the radiation pat-
tern value of the greatest side lobe and the pattern value of the main lobe.

In decibels, it is given by [78]

|F (greatest side lobe)|
|F (main lobe)|

SLLgg = 20log (2.56)

2.5.2.3 Radiation Intensity

The radiation intensity as a far-field parameter, can be defined as the radiated
power in a particular direction per unit of solid angle [78, 82]. Mathemati-
cally, it is expressed as

U(6,9)=|F(6,9)] (2.57)

where the radiation intensity unit is W/unit solid angle, the total radiated
power (unit: W) is achieved by integrating the radiation intensity at all an-
gles around the antenna. Thus, the total radiated power can be expressed as
(78]
2n @
Prod = / / U(6,9)sin(6)d0dg. (2.58)
o Jo

Here, sin(0)d0d¢ is the element of solid angle.



2.5. MILLIMETER-WAVE CHANNEL AND ANTENNA ARRAY 61

2.5.2.4 Directivity and Gain

In general, an antenna can be primarily considered as a spatial amplifier.
An essential description of an antenna is the energy concentration level in
one direction taking precedence over radiation in other directions, and this
characteristic is directivity [78, 80]. Fig. 2.6 shows the radiation pattern of a

real antenna compared to an isotropic spatial distribution.

The directivity of an antenna corresponds to the ratio between the radi-
ation intensity in a particular direction and the average radiation intensity.
The average radiation intensity is equal to the total radiated power divided
by 47, which can also be considered as the radiation intensity of an isotropic

source [78, 80]. The mathematical form of directivity can be written as

U 4nU
UO Prad7

(2.59)

where U is the radiation intensity of the given direction. Uy = % is the
average radiation intensity. If the direction is not specified, the reference di-
rection of the maximum radiation is taken into consideration, and the max-

imum directivity value will be assumed as [78, 80]

D yax
P rad

(2.60)

Here, directivity is dimensionless. A more general expression of the direc-
tivity can be expanded to include sources with radiation patterns defined in
Chapter 2.5.2.1 and Chapter 2.5.2.3, which are the functions of angle coordi-
nates (6, ¢). The general expression of the directivity defined in (2.59) can

be rewritten as
47U (6, ¢)

D(6,9) = (f”fo”U(e»‘f’)sm(e)dedq)'

(2.61)

In general, it is desirable and convenient to express directivity in deci-

bels (dB) instead of dimensionless quantities. The conversion of non-
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dimensional directivity into decibels (dB) can be given by

D(dB) = 10log,,[D(dimensionless)). (2.62)

According to the above expressions, directivity is determined by the ra-
diation pattern of an antenna directly [78, 80, 81]. When an antenna is used
in a system, we focus on the efficiency showing how much the antenna can
transform the available input power into radiated power; therefore, the an-
tenna gain is defined to indicate these directive properties. The antenna gain,
also applied in the communication link by (2.50), is defined as 47 times the
ratio of the radiation intensity in a given direction to the power accepted
(input) by the antenna [78, 80]. In the form of an equation that is expressed

as

- radiation intensity _ a4l (6,9)
total input (accepted) power Pn

Gain(0,¢9) =4 (2.63)

Here, the power accepted (input) by the antenna P,, is related to total radi-

ated power P44, according to
Prad = erPin. (264)

where e, € (0.1) is the efficiency of the antenna radiation (dimensionless).

Then, the relationship between antenna gain and directivity can be given by

Gain(6,¢9) =¢,D(6,9). (2.65)

If the antenna is 100% efficient, namely, ¢, = 1, we can find that the antenna
directivity is equal to the antenna gain [78, 80]. Similar to (2.62), the expres-

sion to convert dimensionless gain into decibels (dB) is

Gain(dB) = 10log,,[Gain(dimensionless)|. (2.66)
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Figure 2.8: Equally spaced N-element linear array

2.5.3 Antenna Arrays

The enhancement of the single antenna-element dimensions often results in
more directive characteristics. One way to achieve the dimension enlarge-
ment of the antenna without increasing the size of the individual elements
is to form an assembly of radiating elements in an electrical and geomet-
rical configuration. This new multi-element structure is referred to as the
antenna array [80, 83]. Antenna arrays are popular because of the ability to
shape the pattern through spacing and phase excitation adjustment, and the
capability to scan the pattern by dynamically adjusting the phase excitation

electronically in angular space [78].

2.5.3.1 N-Element Linear Array

Referring to the geometry of Fig. 2.8, we consider linear arrays with uni-
formly spaced antenna elements. We assume that all the antenna ele-
ments are isotropic and response equally in all directions to an incoming
plane wave [78]. When the outputs from all receiver antenna elements are
summed, the total array response depends on 6, the angle for the line of
antenna elements (the Z-axis in Fig. 2.8). Additionally, we assume that all
the antenna elements experience identical amplitudes, but each antenna el-
ement has a linear phase progression 8. The amplitude and phase shift are
used to weight the response of each antenna element. The phase of the ar-
riving wave is set to zero at the origin for convenience. As shown in Fig. 2.8,
the phase of each antenna element leads its nearest neighbor on the left by

the same amount of kdcos@ in the antenna array [78, 80, 82]. Thus, the array
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factor is

AF — 1+ej(kdcos€+ﬁ) +ej2(kdcos(9+ﬁ) + . +ej(N71)(kdcose+B)

(2.67)
_Z e j(n—1)( kdc059+/3)

k measures the shift in phase per unit distance of wave travel. Theoretically,
a wave shifts 27 radians of phase for one full cycle, namely, one wavelength,
thus

2n

k= (2.68)

Therefore, it can be assumed that the maximum radiation can be di-
rected to form a scanning array; this is called the phased (scanning) array.
Generally, by tuning 8, we can achieve beam steering or alignment. If the
maximum radiation of the antenna array is oriented at an angle to 6y [78,
80], to accomplish the steering, the phase excitation 8 can be adjusted and

expressed as

B = —kdcos8. (2.69)

In this case, the adjusted array factor can be given by
AF — Z ) (kdcos6— kdcoseo) (2'70)
n=1¢

As a result, the maximum radiation can be achieved in any desired direc-
tion by controlling the progressive phase difference between the antenna el-
ements to form a phased scanning array. This is the basic principle of elec-
tronic scanning phased array operation, and can be considered as funda-

mentals of beam alignment in the experimental scenarios.

2.5.3.2 Multidimensional Arrays

In practice, only two-dimensional patterns can be measured; nevertheless,
a collection of these can reconstruct the three-dimensional characteristics of
an antenna array. In general, multidimensional arrays can be applied for

scenarios requiring a narrower beam, higher gain, or main beam scanning in
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Figure 2.9: Example Planar Array [78]

desired direction [78]. First, the array factor of the N x M three-dimensional

array shown in Fig. 2.9 can be expressed as [78, 83]

kl' l'mn‘f’ﬁmn) (271)

HME

)-L Y
Here, t is the unit vector pointing in the direction of interest [78, 82]:
I = sinfcosgX + sinfsing§ + cosOZ. (2.72)

The antenna elements of a three-dimensional array are located with position

vectors from the origin to the mn-th element,
Con = XmnX + Ymn¥ + ZmnZ. (2.73)

An example of a planar array, in which the antenna elements are uniformly
arranged along a rectangular grid in the xy-plane, is displayed in Fig. 2.9 [78,
82]. The array factor follows (2.71), can be expressed as

N M
_ Z Z e]k xm,,smecosq)+ymnsm@sm¢+ﬁ) (2.74)
n=1m=1
where 8 = —x,,,5in0)cosPp — yunSinBpsingy is the phase excitation to achieve

the maximum radiation direction (6o, ¢9) derived from (2.69). Similarly, the

array factor of planar arrays in other planes can be directly derived from
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above-mentioned equations.

Based on the above-mentioned introduction, we have defined the radi-
ation pattern of a single antenna as a product of an element factor and a pat-
tern factor in (2.52). For the antenna array, we can expand this concept and
obtain the complete array pattern by pattern multiplication as the product
of the element pattern and the array factor [78, 80, 82]. Then the mathe-
matical calculation of characteristics including but not limited to radiation
intensity, directivity and antenna gain for antenna arrays can be achieved by

(2.52)-(2.66) in Chapter 2.5.1 straightforwardly.



67

Chapter 3

Large Scale Antenna Systems:

Partial Channel State Information

This chapter is based on our works published in [J1].

3.1 Introduction

In this chapter, we focus on a low-complexity approach in the physically
constrained massive MIMO systems with user mobility. This is inspired
by the concern that when employing large-scale antenna arrays in confined
physical spaces with user mobility, the spatial correlation due to insufficient
inter-antenna distance and the temporal correlation due to user mobility be-
come determinants for the resulting performance [17, 84, 85]. Recent studies
have shown that these correlations can be exploited. For instance, temporal
channel correlation and the detected data symbols can be leveraged in time
division duplex (TDD) massive MIMO systems to address pilot contami-
nation [84]. The spatial correlation between antennas is employed to opti-
mize the CSI acquisition stage in frequency division duplex (FDD) systems
[86]. Moreover, the spatial correlation in TDD massive MIMO systems can
achieve mean square error (MSE) enhancement while reducing the overall;
this gives rise to the requirement for developing a robust interference man-
agement technique to avoid the spectral efficiency (SE) degradation [87]. In

this case, the joint spatial-temporal correlation scenario introduces an open
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question of the trade-off between correlations and achievable sum rate in
massive MIMO systems [88].

The effect of nonisotropic scattering and user mobility on channel capac-
ity is studied in [89]. Measured results with moderate user mobility in a line-
of-sight (LOS) scenario are presented in [90]. Most relevant to this chapter,
space-constrained antenna deployments are studied in [56, 76]. Similarly,
low-complexity strategies to preserve the performance of space-constrained
massive MIMO are presented in [17, 34, 91].

This chapter proposes to exploit temporal and spatial correlation jointly
for size-constrained massive MIMO base stations (BSs). Specifically, instan-
taneous CSI is acquired for a subset of BS antennas and time frames. For
those antennas without CSI, channel estimates are obtained by exploiting
spatial correlation among adjacent antennas. For those frames without an
explicit CSI acquisition phase, the channel coefficients are estimated from the
CSI previously available by exploiting the channel’s temporal correlation re-
lated to user mobility. This chapter therefore extends the study of [17] where
only spatial correlation is exploited in scenarios without user mobility. Our
strategy leads to reduced complexity for CSI acquisition, at the expense of
CSI quality and the resulting performance. Accordingly, we study the chan-
nel estimation error introduced by the proposed approach with respect to
the perfect and frequent CSI acquisition. In this setting, our work shows an

overall favourable trade-off for the proposed strategy with partial CSI.

3.2 System Model and Partial CSI Acquisition

We begin with the description of the system model, followed by the intro-

duction of the partial CSI acquisition.

3.2.1 Physically-constrained Channel Model

We consider a general massive MIMO system with N, antennas at the BS
and N, single-antenna users (N; > N,). The BS antennas are arranged in a

uniform rectangular array (URA) topology. As shown in Fig. 3.1, N, and N,
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N, antennas

antennas

Figure 3.1: Example CSI distribution pattern for a URA with N, =9, N. = 4. Colored
and white elements represent antennas with and without CSI acquisi-
tion respectively.

denote the number of antennas deployed horizontally and vertically respec-
tively with N; = Nj, x N,.. Similar to (2.1), the signal received during downlink

transmission at the k-th user is given by [17]

i = VPihix+ng, (3.1)

where x € CV*! represents the transmitted symbols from the BS, h; € C!*M
denotes the k-th row of the downlink communication channel matrix H
CN*Nt from the BS to the k-th user, p; denotes the SNR, and n; ~ CN(0, 1)
is the standard additive white Gaussian noise. The transmit signal can
be further decomposed as x = w - Fs, where s € C¥*! denotes the con-
veyed user symbols, F € CN*Nr represents a linear precoding matrix, and
w = 1/,/{Tr[FF]} is a normalization constant guaranteeing the average
transmission power F;, = [E {xHx} = 1. In the following, we concentrate on

zero-forcing (ZF) precoding for which
F=HYHAT), (3.2)

where H represents the downlink channel estimate. In this chapter, we con-

sider that the BS has to be deployed in a confined physical space and assume
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an impedance matching network that resolves any mutual coupling effects
at the transmitter [92]. Thus, by particularizing (2.36), the downlink prop-

agation channel to k-th user is modeled as [49, 76|
h;, =g, Ay, (3.3)

where g ~ CN(0,1;,), L; denotes the number of signal propagation paths
with different angles of departure. For simplicity, Ly =L, k = 1,...,N,, is as-
sumed. Ay € CE*N ig the transmit steering matrix of the k-th user given by
(17, 34]

Ay = %‘[;(Gk,l,ﬁbm), @ (O, O] (3.4)

Here, 6;; and ¢y ; represent the elevation and azimuth angles describing
the directions of departure respectively. The steering vectors a for the URA

topology adopt the form [56, 93]

(6, ;) = [1, /27 ldnsin(Oci)sinOci)]

aey

(3.5)
2T (N = 1) dpsin( i) sin( 9 i) +(Ny— l)dein(ek,i)COS((Pk,i)]]

Y

where dj, and d, represent the horizontal and vertical inter-antenna spacing
normalized by the carrier wavelength A respectively. Note that, receive cor-
relation is not considered, since the inter-user spacing is significantly greater

than A [34].

We further consider a model accounting for the temporal correlation
among the channels of adjacent frames with user mobility. Let / represent
the index of the frame sample with CSI collection. In the following we adopt
the autoregressive model AR(1) for temporal correlation studied in [94].
The actual channel for the (/41)-th frame without pilot training stage for

CSI acquisition can be expressed as [94, 95]

H;,; =pH;+4/1—p2-E, (3:6)
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where p represents the correlation coefficient computed by the zeroth-order
Bessel function of the first kind p = Jy(27 f4¢) with ¢, the time interval and
Doppler spread f; = f.Z. Here, f. is the carrier frequency, v is the user
speed and c is the speed of light [94, 96]. Moreover, the rows of E € CNr*N
is expressed as e; = z;Ay, where z; ~ CN(0, ;) is uncorrelated with g,

k=1,...,N, [94].

3.2.2 Distribution of the CSI Acquisition

The presence of temporal correlation between transmitted frames for low
and moderate user velocities motivates us to consider the probability of col-
lecting CSI for only a subset of frames. We employ antenna activation pat-
tern such as the one studied in detail in [17] to distribute the CSI. We only
consider an elementary example, as shown in Fig. 3.1 for a model with 3 x 3

URA. Here, the N, = 4 active antennas are denoted by the shaded elements.

More generally, in this chapter, we study a model comprised of Ny,
frames. In this system, CSl is acquired in a subset N, < Ni1 Of these frames
and solely for a reduced number N, < N; of antennas. The CSI distribution
pattern in Fig. 3.1 is employed for N, frames with CSI. To prevent extensive
repetition, the systematic study of the antenna activation patterns is shown
by leaning on the general case from [17]. First, let % and ¢ denote the sub-
sets of indices for active and inactive antennas during the CSI acquisition

stage respectively. The channel estimate for active antennas in % is

by = (\/ - T;ghk+TkaAk)

where 7; € [0, 1] models the quality of acquired CSI, q; ~ CN(0, I) is uncor-

, (3.7)
]

related with g, [17, 76]. The CSI of inactive antennas in ¢ is obtained by

averaging the CSI of adjacent active antennas

- 1 -
hkfgn = ]V_ Z hkyg:bfn (38)

n i€Ng,
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where Ny represents the number of antennas with available CSI that are
used to approximate the CSI of a specific antenna %),. Intuitively, the CSI of
the ¢,-th antenna is computed through an average of the CSI from its clos-
est antennas, B:-g”. An example of the distribution is shown in Fig. 3.1. This
approach has been selected for its low computational complexity, as ana-
lyzed in Chapter 3.3.2. Note that (3.7)-(3.8) are used to estimate the channel
during N, frames with CSI, while the channel estimates of other frames are
obtained by using the previous CSI. For completeness, the pseudocode of
the frame distribution algorithm with the computation of estimated chan-

nels following (3.7)-(3.8) is presented in Algorithm 3.1.

Algorithm 3.1 Pseudocode of the frame distribution algorithm

1: input : Nyotal, Nu
2: output : Nyctive, Hy
3: Nactive = zeros (1, Niotal) (Initialization)
4: [Niotal/Na| = Ng < { The largest interval between adjacent frames with
CSI acquisition, which are equally spaced }
5: { First stage: The distribution of the first N, < 0.5N;,) frames where CSI
is acquired }
6: fori=1:N, : Ny, do
Nactive(1,i) = 1 < { To equally space the frames to acquire CSI from
the first transmitted frame }
8: end for
9: { Second stage: When N, > 0.5N,y,1, the distribution of the rest (N, —
[0.5Niota1|) frames where CSI is acquired }
10: if N, > 0.5N,o1,1 then
11: a=2:Ng: Niotal;
12: for j=1— (Ns— [Niotai/Ng|) do
13: Nactive(1,a(j)) = 1 < { To equally space the rest (N, — [0.5Niotar |)
frames with CSI acquisition }
14: end for
15: end if
16: { 17 — 23: The channel estimate for each frame }
17: for [ =1 — Niyg do
18: if Nactive(1,/) == 1 then

19: H; < { Channel estimate following Eq. (3.7)-(3.8) }
20: else

21: Hl = Hlfl;

22: end if

23: end for
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3.3 System Performance Analysis

3.3.1 Channel Estimation Error under Partial CSI

We concentrate on the channel estimation error introduced by the proposed
strategy in this chapter. The channel estimation error hy for the k-th user in

a frame duration is given by
h; = h; —h;. (3.9)

In the following we use the mean square error (MSE) to calculate the channel

estimation error factor of the /-th frame, which is given by [17]

o E{BdE}  E{ih B3} (3.10)
CE(MEY O E{ImE)

According to Chapter 3.2, the distribution of frames with CSI acquisition
are defined by Algorithm 3.1. If the index of the frame with CSI is /, the
indices of following frames without CSI can be [I +1,/+2,...,]+m]. In view
of the analysis in [17], in this chapter, the channel estimation error factor
generated by the proposed strategy with temporal correlation for the k-th
user in the (/4 m)-th frame is defined in the following. First, 5,£+m following

(3.10) can be decomposed as

~l+m ~l+m
E {Zné% hk,n |2 +Zn€(€ |hk,n |2}

E{ZN, yhi;myZ} (3.11)

I+m __
5k —

~l+m
where h,:;l is the channel estimation error from the n-th BS antenna to the -
th user in the (/+m)-th frame. Following the physical channel model defined
in (3.3), we have E {¥y, [h¢,|*} =N, and E{\EMF} = var (ﬁkn) Therefore,

in (3.11), the factors in the first part involving the subset % of active antennas
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in the /-th frame referring to (3.6) can be expressed as

E{ e P} =E{ bt~}

1— [+m—1 1—=p2
—B{ [p ™ Thy n+( p ) p -1 2

ek,n_p 1_‘L-k'hk,n
(1-p/~! \/ «/1—1,(

(3.12)

qukAk’[n] | } ‘@7

Here, ey , = i A in), where z; Ay represents the vectors of E defined in Chap-
ter 3.2.1. The computation of Ek7n|[%] for active antennas in the /-th frame
follows (3.7). For the second part with the subset ¢ of inactive antennas
n (3.11), the factors introduced by averaging approach and partial channel

estimate can be computed as

var (ﬁjjnm) = var (hffm - — Z Ef;)
_ l+m 1 _ 02
— var <p1+m1hk,n+ (1 p . _l)) 1 p en

Na (1—p'~ 1\/1— 2\/1—17 (3.13)

1 [ -1
e 1—T2'hk@ﬂ €k .
an_zl p k i My

+qukAk|[9gﬂD MNET,

where NL,, Zﬁl }le, #r computes the channel estimate for inactive antennas in
[-th frame with CSI following (3.7)-(3.8). Based on the above-mentioned

expressions, the channel estimation error factor for (I +m)-th frame can be
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given by

[+m — 1 >
k N (1— l+m71)\/17_2
y [p2(1+m—1)+( p P )2} ey nes

I-p [”>n]
n=1
[(1=p"m ) = (1 =p" ) 1=gglV/1-p2 2
+< 1 > +Tk] ®k|[n,n]
Y
1— [+m—1 /1 — p2
+€Z(g <p2(l+m—l)+(( p 1_2) p )2>®k ]
-1y / 2./ 2
1 -1/ 2\2 (I=p)vi-py/1-75 2, 2
+]7%i62@n [(p 1—Tk) +( 1_p ) +Tk:| ®k|[i,i}
2
YT re( § [prone Lm0 N0 g )
Ny ic " (1-p)? In]

i,je B i>j
(3.14)
In (3.14), 0, =E {thhk} = AkHAk is the channel correlation matrix of
k-th user. Meanwhile, 4" and N,, denote the indices and the number of ad-
jacent antennas for CSI computation of n-th antenna respectively. m can be
considered as the index of frame without CSI when /-th frame with CSl is set
to be initial. When m = 0, channel estimation error factor for the /-th frame
with CSI acquisition can be obtained. In the proposed Niy-frame model,
each frame has its own 5,£ for k-th user; therefore, the average channel esti-

mation error factor for k-th user is computed as

T

= Mol 51, 3.15
Ntotal Zl:l k ( )

3.3.2 Complexity Analysis

In this sub-chapter, the signal processing complexity of the proposed strat-
egy is studied, while the proposed technique could also be applied to mas-
sive MIMO systems operating in FDD; nevertheless, in the following, we

focus on the more practical TDD systems [9]. The global complexity is com-

Z [(Plil(pm_ 1 -7

2

)

(1=p"HV1-p2 /1 -7
+£Re( Y[y = Tk>2+ﬂ®k\u,ﬂ>”-
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puted based on the three phases of TDD communication system, including
CSI acquisition, downlink transmission and uplink reception following the

analysis in [17, 97].

The complexity for each phase is shown in Table 3.1 [17, 97], where 1,
Nq1 and 1y represent the time resources allocated to each phase respectively.
The process of generating the channel estimate from the received pilot sig-
nals determines the complexity C* during the CSI acquisition stage [97].
The downlink stage comprising the precoding matrix and transmit signals

generator results in the complexity
ci=cd, +c3, (3.16)

where & accounts for computing the ZF precoding matrix, whereas Cg
accounts for computing precoded signals obtained via the strategy studied
in [17,97]. In TDD systems, the uplink detection matrix can be obtained at
no cost due to channel reciprocity, and C" stands for the operations related

to data reception [17].

For the proposed temporally-spatially correlated channel model, only
N, frames perform the pilot correlation process during the CSI acquisition
stage. The remaining frames only implement data transmission and recep-
tion using previous CSI. Therefore, the complexity for frames where CSI is

acquired can be expressed as
c o =CT+cd v (3.17)
Instead, for the rest of the frames we have
C’fotal = Cd + ct. (318)

Accordingly, the average total complexity per frame in the Ny, -frame model
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can be expressed as

— 1
Ctotal = m Ng - Cﬁ)tal + (Ntotal - Na) 'Ctlotal : (3'19)
ota

3.3.3 Achievable Ergodic Rates and Energy Efficiency

In this sub-chapter, the effects of partial CSI acquisition on the ergodic sum
rate (spectral efficiency) and energy efficiency of the massive MIMO system

are studied.

3.3.3.1 Ergodic Downlink Sum Rates

The downlink ergodic sum rates of the communication system for the /-th

frame can be defined as

Rl um = Na1/Meon - BEA"  log, (1 + %), (3.20)

where 7.} is the number of coherence symbols of the channel, and 14/ Ncon
represents the proportion of the time allocated to downlink transmission. B
denotes the system bandwidth, and S! refers to the spectral efficiency of k-th

user in [-th frame, can be given by

St =log,(1+7)). (3.21)
Communication Phase Complexity in flops
CSI acquisition phase C' = 8N_N, N = SN.N?
(only for N, frames)
Downlink phase cd = Cﬂw + Cg
— Signal generation Cd =8N.N:nay
~ Precoding matrix | G, = (24N2 + 16N2N, ) + N, + (2NN, + 8NZN; )
Uplink phase C" = 8N;N:Nu

Table 3.1: Computational complexity (flops) at the Base Station
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Moreover, ¥ stands for the associated SINR [17]

n w?| E {hilf,} 2
g wivar (W) + w2 Lo E {hE2}

(3.22)

where f; is the k-th column of the precoding matrix defined in Chapter 3.2,
which follows (3.2), (3.6)-(3.8) for the examined /-th frame. Moreover, for
the proposed Ni,-frame model, the average spectral efficiency achievable

for each user in each frame can be computed as

— 1 N, l N o
Sy = total £ YT GPL 3.23
Niotal =1 {Nr Zk_l k} ( )

3.3.3.2 Energy Efficiency

The resulting energy efficiency for downlink transmission in the /-th frame
is given as [42]

Nsum (3.24)

where Py represents the total power consumption during the transmis-
sion referring to (2.15). All power consumption terms are following (2.16)-
(2.18). Moreover, in the power consumption term Ppp, C, the number of
real floating point operations per second, is determined by (3.17)-(3.18) for
frames with and without CSI acquisition, respectively [17, 42]. Therefore,
considering the computational complexity, the total transmission power con-

sumption F;,; can be further decomposed as

PA < (CA, | for frames with CSI,
Por=4 & (3.25)

PLy o< Cl ., for frames without CSI.

For the Nyy-frame model, each frame displays different energy efficiency

due to varying complexity and channel estimate. The resulting energy effi-
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ciency g for the /-th frame can be re-expressed as

RL . /PA. if the I-th frame is with CSI,
g = su tot (3.2 6)

R.,../PL,, if the I-th frame is without CSI.

Accordingly, the average energy efficiency per frame in the Ny, -frame

model can be obtained by

1 N total

= B
Niotal =1

. (3.27)

3.4 Simulation Results

We compare our approach to full CSI based on numerical results, for a com-
mon massive MIMO scenario with N; = 144, N, = 12, L = 50, and varying
number of active antennas N, [17]. The angle spread of the azimuth and el-
evation angles is fixed to be 7/5 and 7 respectively [80]. Imperfect CSI esti-
mation parameter is considered with 7 = 0.1. In previous studies [17], when
inter-antenna spacing is smaller than a wavelength, the system is correlated.
In order to study the role of high correlations, the inter-antenna spacing in
our study is fixed to d, = d;, = 0.3A. Moreover the total system bandwidth is
B =20 MHz, which is a normal bandwidth in massive MIMO systems. The
standard Long-term evolution (LTE) frame with a time duration of 10 ms
containing 140 orthogonal frequency-division multiplexing (OFDM) sym-
bols in total (1.,n = 140) is considered, where 70% symbols are assigned to
downlink transmission [17]. We assume that the channel matrix stays con-
stant for the frame duration with the time interval = 1 ms [94 ], and consider
a carrier frequency of f. = 2.5GHz. The total number of LTE frames exam-
ined for the temporal correlated model is Ny = 10. We consider a femtocell

base station for defining the power consumption parameters [17].

The evolution of average channel estimation error factor per user per

frame & for varying number of frames with CSI is shown in Fig. 3.2 (a) for
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Figure 3.2: Average (a) channel estimation error factor per user per frame §; and
(b) total complexity per frame with increasing N,. Neoh = 140, Nr =N, =
12, ng1 =7 x 14 per frame. SNR =15 dB.

three scenarios with user velocities of 5, 20, and 50 km/h. The results of this
figure corroborate the intuition that the channel estimation error factor in-
creases with user mobility. Moreover, a close match between the theoretical
error (markers) following (3.14) and the empirical error (solid and dashed
lines) can be observed. Fig. 3.2 (a) also shows that in most cases the channel
estimation error becomes significant for N, /Ny, < 1/2 since CSI becomes
highly outdated. The average total complexity per frame following (3.19)
can be observed in Fig. 3.2 (b), for increasing number N, of frames with CSI.
By employing the proposed approach, complexity savings can be further
achieved when both spatial and temporal correlations are jointly exploited
with smaller number of active antennas N, and frames N, dedicated to CSI
acquisition.

The effect of N, on the average spectral efficiency per user per frame is
shown in Fig. 3.3 (a). The results of this figure show that an increasing num-
ber of frames with CSI is required when the user velocity increases, which
results in diminishing temporal correlation, to reach the performance ob-
tained when N, = N4. Still, for low and moderate user velocities, close to

optimal SE can be obtained with a reduced N,. The benefits of acquiring CSI
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Figure 3.3: Average (a) spectral efficiency per user per frame and (b) energy effi-
ciency per frame with increasing N, for a femtocell scenario and varying
user velocity. SNR =15 dB.

for a subset of time frames and antennas are further highlighted in Fig. 3.3
(b), where the energy efficiency is shown for increasing N,. We note that the
EE captures the trade-off between SE performance and complexity. Fig. 3.3
(b) shows that reducing the number of frames with CSI can be beneficial
to EE for low and moderate user velocities. Especially, when v = 20km/h,
the EE of the massive MIMO system considered can be maximized when
N4 =~ 0.5Noa1 and N, = 0.5N;, while even smaller N, is optimal for lower mo-
bility. Clearly, this shows that joint spatial-temporal correlation is beneficial
to the EE performance and this occurs because the reduced power consump-

tion in the RF chains compensates for the loss in the achievable data rates.

3.5 Conclusions

In this chapter, we have proposed a CSI acquisition model making use of
temporal and spatial correlations for size-constrained massive MIMO sys-
tems with user mobility. We exploit partial CSI acquisition and obtain sig-
nificant complexity and power consumption gains. The numerical results
presented in this chapter demonstrate that the proposed scheme exploiting

the spatial and temporal correlations jointly can achieve an energy efficiency
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enhancement while preserving the performance of size-constrained massive
MIMO systems with complete CSI, especially for low and moderate user mo-

bility scenarios.
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Chapter 4

Energy Efficient Multi-Pair
Two-Way Relaying System

This chapter is based on our works published in []2].

4.1 Introduction

Inspired by the potential of relay-aided systems to compensate for fading
and path loss, we investigate a multi-pair two-way massive MIMO relaying
system in this chapter. In general, the application of massive MIMO tech-
niques in a multi-pair relaying system, where users can exchange informa-
tion via a shared relay, has attracted great attention due to the potential of
improving the network capacity, cellular coverage, system throughput, and
enhancing the service quality for cell edge users [98, 99]. Moreover, by de-
ploying a large number of antennas at the relay, the spatial diversity can be
amplified while boosting the achievable performance [9]. Initially, one-way
relaying systems were studied for multi-pair massive MIMO relaying. For
amplify-and-forward ( AF) protocol, the power control problem was studied
in [100]. In addition, for decode-and-forward (DF) protocol, the comparison
of the achievable SE with different linear processing methods has been stud-
ied in [99], while [101] has investigated the outage performance of one-way
DF relaying. However, one-way relaying might incur spectral efficiency (SE)

loss [102, 103]. In order to reduce the SE loss, two-way relaying is introduced
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to improve the SE and extend the communication range while enabling bidi-
rectional communication [104, 105, 106]. Theoretically, in two-way relaying
systems, user pairs can exchange information via a shared relay in only two
time slots, and the required time is much shorter than that in one-way relay-
ing system [62, 107]. To this end, multi-pair two-way relaying with massive
arrays has been widely studied in previous studies, where more than one

pair of users can be served to exchange information [104, 108].

Normally, the AF protocol is investigated in most studies of multi-pair
two-way massive MIMO relaying, while the DF protocol is typically over-
looked. However, the AF relaying might suffer from noise amplification
[69]. In this case, DF two-way relaying is proposed as it can achieve better
performance than AF relaying at low signal-to-noise ratios (SNRs) without
noise propagation at the relay [68, 69]. Also, we recall that DF two-way re-
laying has the ability to perform separate precoding and power allocation
on each relaying communication direction, at the cost of higher complex-
ity [109]. In some previous studies with two-way relaying, full-duplex has
been adopted [62, 106]. However full-duplex operation may not be prac-
tically feasible due to the huge intensity difference in near/far field of the
transmitted /received signals. In this case, half-duplex operation, in which
the relay transmits and receives in orthogonal frequency or time resources,

has practical relevance and is considered in this chapter [68, 110].

In the light of above, we study a multi-pair two-way half-duplex DF re-
laying system with zero-forcing (ZF) processing and imperfect channel state
information (CSI) [69, 111]. This chapter refers to the work of [69], where
only maximum ratio combining/maximum ratio transmission (MRC/MRT)
is considered. A detailed analysis of the sum SE is presented and we charac-
terize a practical power consumption model to analyze the energy efficiency
(EE) performance of the proposed relaying system. Additionally, power
scaling laws have been investigated in previous studies to show the trade-off

between the transmit powers and system performance [44, 69, 104]. Based



4.2. SYSTEM MODEL 85

on this trade-off, several new power scaling laws are introduced to improve
the EE while maintaining the desired SE for a large number of relay antennas
[44] are studied in detail. Specifically, the main contributions of this chapter

can be summarized as

e With a general multi-pair massive MIMO two-way relaying system em-
ploying the DF protocol, we present a new large-scale approximation
of the SE with ZF processing and imperfect CSI when the number of
relay antennas approaches infinity. Deriving these expressions is over-
looked in the specific relaying system due to the difficulty in manipu-

lating matrix inverses, which inherently kick in ZF type of analysis.

e We characterize a practical power consumption model derived from
the relevant models in [17, 43]. It is utilized to analyze the EE perfor-

mance of the proposed multi-pair two-way relaying system.

e We investigate three power scaling laws inspired from [69, 104] to in-
dicate the trade-off between the transmit powers of each user, each
pilot symbol and the relay. The same SE, even the same EE, can be
achieved with different configurations of the power-scaling parame-
ters. This provides great flexibility in practical system design and
forms a roadmap to select the optimal parameters to maximize the EE

performance in particular scenarios.

e Motivated by the Max-Min fairness studies in [105, 112], we formu-
late an optimization problem to maximize the minimum achievable SE
among all user pairs with imperfect CSI in order to improve the sum
SE and achieve fairness across all user pairs. The complexity analysis

of the proposed optimization problem has been investigated.

4.2 System Model

As shown in Fig. 4.1, we investigate a multi-pair two-way half-duplex DF re-

laying system, in which K pairs of single-antenna users, defined as T4 ; and
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Figure 4.1: Multi-pair two-way DF relaying system.

Tg;,i=1,...,K, exchange information via a shared relay T with Ng antennas,
generally, Ng > K. Moreover, we assume that there are no direct transmis-
sion links between user pairs. Normally, it is assumed that massive MIMO
system operates in a time-division duplexing (TDD) mode [102, 103]. To
this end, we assume that the proposed system is modelled as uncorrelated
Rayleigh fading in coherence with the channel model introduced in Chapter
2.3.1, works under TDD protocol, and channel reciprocity holds [114, 115].
The uplink and downlink channels between Tx ;, X = A, B and T are denoted
as hxg; ~ CN(0, Bxg Iy;) and h)T(R_‘i, i=1,...,K, respectively, while Bsr; and
Bar,i represent the large-scale fading parameters which are considered to be
constant in this chapter for simplicity. Additionally, the uplink channel ma-

trix can be formed as Hxg = [hxg 1, ..., hxg k] € CV**K, X = A B.

For the proposed relaying system, the data transmission process can be
divided into two phases with equal time slots. Generally, this two-phase
protocol can be named as Multiple Access Broadcast (MABC) protocol [68].
In the first Multiple Access Channel (MAC) phase, all users transmit their
signals to the relay simultaneously. Therefore, the received signal at the relay

can be expressed as [43]

K
Yr= Zi:l (v/Pahar XaR i+ /PB.MBR i*BR,i) -+ 1R, (41)
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where xxg; is the Gaussian signal transmitted by the i-th user Tx ; with zero
mean and unit power, py ; is the average transmit power of Ty ;, X =A, B. ng is
the vector of additive white Gaussian noise (AWGN) at the relay whose ele-
ments are independent and identically distributed (i.i.d) satisfying CN (0, 1).
For low-complexity transmission, linear processing is applied at the relay.

Thus, the transformed signal can be given by

2 = Fuyacyr (4.2)

with Fyuc € C2K*Nk  the linear receiver matrix in the MAC phase.

In the second Broadcast Channel (BC) phase, the relay first decodes the
received information and then re-encodes and broadcasts it to users [69].

x2K

The linear precoding matrix Fpc € CN¢*2K in the BC phase is applied to ob-

tain the transmit signal of the relay as

Y: = PprFpcX, (4.3)

where x = [xg,xlﬂT represents the decoded signal and ppr is the nor-

malization coefficient determined by the average relay power constraint

E {||y:|[*} = pr. Therefore, the received signals at Tx ;,X = A, B is given by

X, = h)T(R,th +nx.i, (4.4)

with the standard AWGN at Ty ;, nx,; ~ CN(0, 1), X =A,B.

4.2.1 Linear Processing

Generally, the inter-pair interference and inter-user interference can be elim-
inated by linear processing in massive MIMO systems [43, 116]. In this chap-
ter, the fundamental linear processing scheme, ZF processing, is applied at
the relay to achieve low-complexity transmission. Thus, the linear process-

ing matrices Fyac € C**Mr and Fpe € CV#*2K for the proposed system de-
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fined above can be given by [98, 117 ]

N N N N -1, N
Fuyac = ([HAR7HBR}H [HAR,HBRD [HAR,HBR]H, (4.5)
A A * A A A A w\ —1
Fpc = [Hpr, Hag] <[HBR7HAR]T[HBR7HAR} ) ; (4.6)

respectively. In (4.5)-(4.6) above, Hy are the estimated channels, X = A, B.
To simplify the mathematical expressions in the following, we assume that
FiR € CKxNe FBR e CK*Nk represent the first K rows and the remaining K
rows of Fyac, respectively. Meanwhile, Fgg e CNrexK, Fgé € CN#*K stand for

the first K columns of and the remaining K columns of Fpc, respectively.

4.2.2 Channel Estimation

In massive MIMO systems, it is important to consider imperfect CSI since it
is difficult to acquire perfect channel knowledge in practical scenarios [99].
In TDD systems, the standard way to estimate channels at the relay is to
transmit pilots in coherence with the CSI acquisition introduced in Chapter
2.24[17,29].

In this case, among the coherence interval with length 1., (in sym-
bols), n, symbols are applied as pilot symbols for channel estimation [69].
Generally, we assume that all pilot sequences are mutually orthogonal and
Ny > 2K is required. Moreover, we assume that the minimum mean square
error (MMSE) estimator is employed at the relay to estimate channels [17,

50, 99]. Therefore, we can have the channel estimates as

hyr,; = hyr,; + Ahyg ;, (4.7)

where ﬁXR,i and Ahypg; are the i-th columns of the estimated matrix Hyr and
estimation error matrix AHyg, respectively, while Hyz and AHyg are statis-
tically independent, X = A,B. p, represents the transmit power of each pi-
lot symbol used for channel estimation, the elements in ﬁXR,i and Ahyg ; are

2
. ) . . NpPpBir;
Gaussian random variables with zero mean and variance 62y ; = 12 2ge,
L 14+npppBxr,i
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Bxr,i

B X =AB respectively [99].

2
OXR,i =

4.3 Performance Analysis

4.3.1 Spectral Efficiency

In this sub-chapter, we focus on the SE performance of the proposed half-
duplex DF two-way relaying system. Generally, the large-scale approxima-

tion of the SE can be derived when Ng — .

4.3.1.1 Exact Expressions

In the MAC phase, according to (4.1)-(4.2), the transformed signal at the

relay determined by the i-th user pair can be expressed as

2ri = 2+ 2L (4.8)

where z¥; can be obtained by

AR BR &
Zifi =/Px,i (FMAC,i + FMAC,i) hxr ixx i

J/

desired signal

AR BR
+/Px,i (FMAc,i + FMAC,i> Ahxp ixx i
estimation error

AR BR XR
+ Z vV PX,j (FMAC,i + FMAC,i) hxr jxx,j+Fyac,Mr
J# —

(4.9)

v noise

'
inter-user interference

and z, = 22 + 28 € CK*!, with z¥ € CK*!, X = A, B. With the assistance of
(4.8)-(4.9), when we take the i-th pair of users into consideration, the power
of estimation error, inter-user interference and compound noise in z,.; can be
given by

Ai = pa,i (‘F%ACJAhARJ }2 + ‘FE/IIfLXC,iAhARJ ‘2>

([F4R . Ahgg|* + [FBR . Ahgg:|? (410
+ppi ( [FaraciMhsri|” + [Fagac Ahpri|” )
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B; —ZPA](‘FMAClhAR]’ +’FMAClhAR]| )

- ) X (4.11)
+Y ps; (\F?}ic,ihBRﬂ + [Fific.hae )| )
JFI
- HFMACIH +HFMAC1 27 (412)

respectively. With the expressions of desired signals in (4.9) for zﬁi and zfi,
the SE of the specified user Tx; (X = A,B) to the relay with the signal-to-

noise- plus-interference ratio (SINR), can be expressed as

o Necoh — Mp ,
RXRJ = —choh E{log2(1 —I—SINRXR,I)}? (413)

where SINRxz ; can be expressed as

Px.i (\F%C,iﬁmi |2 + |F%4c,iﬁXRJ ‘2> . (4.14)

INRyg, =
SINRxz Ai+Bi+C

Additionally, the standard lower capacity bound associated with the
worst-case uncorrelated additive noise is considered in this chapter [37, 69];
therefore, the achievable SE of the i-th user pair in the MAC phase can be
expressed as

Rl,i Neoh — np
2ncoh

2
BR T
+ ‘ Fiacihar.i

A 2 ~ 2 ~ 2
Fyfic ar.i )+p37i(|FIIL\‘/IIf4QihBRJ| +[FER ¢ g | )

pA,t(
E<log, | 1+ A 1B TC

(4.15)
In the BC phase, via applying Fpc to generate the relay’s transmit signal, the

received signal at Tx ; can be calculated by (4.4). Take z4 ; as an example,

(T TRA T RA
za,i = Porhyg iFpc ixpi + PorAbyg Fpe ixp i

desire::lrsignal estimation error
(4.16)
+ PpF Z hjz zFBC j¥A.j + PDF ZhAR Fie JXB.jt 1A,
! # ~  noise

-~

inter-user interference
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while zp ; can be obtained by replacing the subscripts “AR”, “BR” in the chan-
nel vectors and corresponding vectors, the subscripts “RA”, “RB” in linear
precoding vectors, and “A”, “B” in signal and noise terms with the subscripts
“BR”, “AR”, the subscripts “RB”, “RA”, and “B”, “A” in z, ;, respectively. To
this end, we can obtain the SE of the relay to the i-th user Tx ;, X = A,B by

Neoh — np

r E{logz(l +SINRgy ) } (4.17)

Rgrx ;=

where SINRgy ; can be expressed as

SINRpy ; = Lty
T K
}AhXR ng}C(l‘ +j§1 <‘h£Rl BC]| + |hXR nggj‘ > ‘h§R ng}C(l‘ + é

(4.18)
Meanwhile, the achievable SE of the i-th user pair in the BC phase is defined
as the sum of the end-to-end SE from T, ; to Tp ; and from Tg; to T4 ; [43, 69],

Ry =min (Rag,i,Rrp,i) +min (Rpr,i,Rra.;)- (4.19)

Therefore, the sum SE of the multi-pair two-way DF relaying system can be

expressed as

K
Z min R117R21 (420)

||
] Ma

where R; is the achievable SE of the i-th user pair for the proposed system
determined by the minimum SE in MAC and BC phases [103, 109].

4.3.1.2 Approximations

Practically, the large-scale approximation of the SE for the i-th user pair stud-
ied in the following can be derived when the relay employs a great number

of antennas, i.e., Ng — .

Lemma 1: When Ni — o, the inner product of any two columns in the
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estimated channel matrix Hyg can be defined as [98, 118]

2 .
OXR,i» 1=

0, 7]

Y

Xrixrj — (4.21)

Proof: Please see Appendix A.

With an increasing number of relay antennas, the channel vectors within
Hxr become asymptotically mutually orthogonal. As such, HY,Hxg can be
assumed to approach a diagonal matrix [76]. Thus, according to Lemma 1,

we can obtain

I an 5 .
Ne 'H)I?RHXR — diag {G)Z(R,l ; G}%R,Za e GJZ(R,K}7 (4.22)

X = A, B. Furthermore, the matrix inversion in (4.5)-(4.6) can be simplified

by the above-mentioned calculations,

A A -1 1 ! 1
HH H — dia s yeens ’ 4.23
(HyeHxr) g{NR'G)%R,I Ng - Ofg. NR'GJ%R,K} 4

X =A,B. Therefore, the linear processing matrices Fy4c and Fpc can be sim-

plified when Ng — o as follows

(A fuR) Bl

AT (4.24)
(HzrHpr) Hipg

Fyac —

re AT v\l At AT trx )
Fpc — [HER (AprHGe) (AL H ) ] ; (4.25)
respectively, while the normalization coefficient ppr defined in (4.3) can be

ppr = Dr _ Ng - pr .
\/E{HFBCHIZ:} 5 <+++) (4.26)

i=1 \ CAri  OBR,

given by

Corollary 1: With the DF protocol and the properties of ZF processing

[119], when Ng — oo, the large-scale approximations associated with R; (Ri—
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R; — 0) can be given by

HMw

t-Li-

min R1 ,,Rz,) (4.27)

The approximations of the achievable SE in MAC and BC phases can be given

by
" oh — N : .
2ncoh ! 1 K . .
O T i j§1 (pAJGARJ +pB7J'GBR,j) +1
(4.28)
RZ,i = min (RAR,I',IQRB,I') +min (ﬁBR,i7Rm7i). (4.29)

Meanwhile, the SE from the user pair/relay to the relay/user pair can be

expressed as

A N .
Rari= T]c;h T o log, | 1+ RPA,i
coh 1 i K - ,
TG | O j);l <p A.jOAR,j +vaJ'GBR,j) +1
(4.30)
A — Np -
RRAJ nCS};] rlp % 10g2 l _|_ I? pr (4'31)
coh ~9 1 |
(prGAR,l + 1) ng (O-IL%RJ + O_]%[{yj)

Rgr; and Rgp; can be obtained by replacing the transmit powers pa;, ps.,
and the subscripts "AR”, “BR” with the transmit powers pg;, pa;, and the
subscripts “"BR”, "AR” in I?ARJ and I?RAJ, respectively.

Proof: Please see Appendix B.

4.3.2 Energy Efficiency

Generally, the EE is defined as the ratio of the sum SE to the total power con-
sumption of the proposed system. Improving the EE performance is critical

in large-scale antenna arrays. The mathematical form of the energy efficiency

Y
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can be given by [17, 44, 120],

R
e —

- )
Ptotal

(4.32)

where R denotes the sum SE defined in (4.20), P, represents the total
power consumption. In a practical two-way relay system, the total power
consumption introduced in (2.19) consists of the transmitted signal power,
the powers of operating static circuits and the radio frequency (RF) compo-
nents in each RF chain. Normally, each antenna is connected to one RF chain
[17]. Therefore, the power consumption model for the users and the relay

referring to (2.20) can be defined as [43],

I — )Pt
rori = {(ncoh np)pu NpPp oo .PRF,Z':|
2ncoh Ci (4 33)
2N con Ci 2 -
1 1
tot,r — |:ncohpr + Ncoh 'PRF,r:| =3 (& +PRF,r> ) (434)
2 coh Cr 2 r

respectively. Note that P, ; represents the total power at i-th user and P, ,
indicates the total power at the relay; ¢, and {; denote the power amplifier
efficiency for the relay and i-th user, respectively. The power consumption of
the RF components for single-antenna users and the relay with Ng antennas

referring to (2.17) can be defined as
PrF,i = Ppac,i + Pix,i + Prirr,i + Psyn,i (4.35)

Prr,r = NR(Ppac,r + Puix,r + Prits ) + Poyn.r (4.36)

respectively. All power consumption terms are introduced and defined in
(2.17). We refer readers to Chapter 2.2.3 for a more detailed study to avoid

duplication. Based on the above expressions, the total power consumption
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Pora1 defined in (2.19) for the system can be re-expressed as

Ptotal =2K- Ptot,i + Ptot,r + Pstatim (437)

where Py 4. is the power of all the static circuits [44]. To simplify the power
consumption model in the simulation, we assume that §; = {, = {, Ppaci =

PDAC,r = Ppac, Pmix,i = Lmix,r = Buix, Pfilt,i = Pfilt,r = Pfilt and Psyn,i = Psyn,r = Psyn
fori=1,2,...K

4.4 Power Scaling Laws

This sub-chapter investigates how the power-scaling laws affect the achiev-
able SE, particularly how power reductions with Nz maintain a desired SE.
We consider three power-scaling cases: a) only the transmit power of each
pilot symbol is scaled; b) the transmit powers of data transmission at each
user and the relay are scaled; c¢) all transmit powers are scaled, to demon-
strate the interplay among the transmit power of each pilot symbol p,,, the

transmit power of each user p, and the relay p,.

For simplicity, we assume that ps; = pp; = pu, i = 1,...,K. We define
that Ry ;, R2;, Ri, Rxr; and Rgx ;, X = A, B, are asymptotic expressions of the

achievable SE; additionally, without loss of generality in the following, we

define that
K K
ZR Z min (Ry ;,R2), (4.38)
R>; = min (Rag i, Rrp,i) +min (Rpr i, Rra i) (4.39)

4.4.1 Pilot Symbol Transmit Power Scaling

Only the transmit power of the pilot symbol is scaled by Ng with p, = %,

where E), is a constant and y > 0. This case is said to achieve power savings

in the channel training stage.
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Corollary 2: For p, = ]%, with fixed p,, pr, E, and ¥ > 0, when Ng — oo,
R

we can present the asymptotic results as

Ri—min (R, ;,R,;) — 0. (4.40)
with
2%
Rij =1 Miog, | 1+ Nk . (4.41)
2ncoh | 1 P 1
B T ) \ L, (Pars+Bons) 45,
an]f
_ . -
Rari= %l%’z 1+ KNR |
coh
D ST U . N
(ﬁf&i " ﬁt%R,i) (J.);l (Bar,j + Bar.j) + pu)
(4.42)
anlly
_ 5,
RRrai = anf;? nP10g2 1+ = N} | )
coh ] ]
r PR (I Qe R
jgl (prBari+1) <ﬁ§RJ + Béze,,-)

and Rgg; and Rgp, can be obtained by replacing the subscripts "AR”, "BR”
in Rsg; and Rg4 ; with the subscripts “BR”, "AR”, respectively.

We can observe that the pilot symbol transmit power scaling depends
on the choice of ¥ to scale the transmit power of each pilot symbol. From
(4.41)-(4.43), we can know that when we reduce p, aggressively with y> 1,
R; approaches zero. In contrast, when 0 <y <1, R; grows unboundedly.

Additionally, when y =1, R; converges to a non-zero limit.

4.4.2 Relay and User Transmit Power Scaling

The transmit power of each pilot symbol p,, is fixed, while other transmit

powers are scaled with p, = %, pr= 1%, where ¢ >0and 8 >0, and E,, E,
R R

are constants. In this case, the potential power savings in data transmission

are studied.
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Corollary 3: For p, = 5—%, pr= 1%, with fixed p, E,, E-and o« >0, 8 >0,
R

when N — o, we can obtain

R; — min (Rl,i,RZ,i) — 0. (444)
with
_ 2 X 551
Ryj=Teon “Tpyo fpq M (4.45)
2Mcon I
O-/%R,i Gl%R,i
El,t
RAR,;‘ = Mlogz 1+ S S , (4.46)
2Meon I
Oiri g,
E,
_ — p-1
Ria;= et = Mpo0 | 14 N (4.47)
2ncoh E 1 4+ 1
j=1 G/%R, j GI%R, i

Similarly, Rgg; and Rgp; can be obtained by replacing the subscripts "AR”,
“BR” in Rag; and Rga; with the subscripts “"BR”, "AR”, respectively.

This case investigates that when both p, and p, are scaled with Nz when
Ng — oo, the effects of estimation error and inter-user interference eliminate;
thus, only the noise at users and the relay remains to cause imperfection.
When we cut down p, and p, aggressively, namely, 1) a > 1, and > 0, 2)
o>0,and B >1,3) @ >1,and B > 1, R; reduces to zero. On the other hand,
when we reduce both p, and p, moderately, whichis,0 <o <land0<f <1,
R; grows unboundedly.

Furthermore, for a specific scenario where both the transmit powers of
the relay and of each user are scaled with the same speed a = f8 =1, R;

converges to a non-zero limit,

D Neoh — np 2Eu (448)

Rij=———log | 1 + <],
L Men NI
Gf%R,i GgR,i



98CHAPTER 4. ENERGY EFFICIENT MULTI-PAIR TWO-WAY RELAYING SYSTEM

_ Ncoh —

RAR,i = RSBRJ- = Ny logy | 1+ ————=< |, (4.49)
2Mcon NI
OﬁR,i 0'1§R,i
_ _ coh — E
RRA,i = RRBJ = Mlogz 1+ X ! (450)
2T’coh Z 1 + 1
j=1 Gx‘%R,j GL%R,j

We can see that the non-zero limit increases with respect to E, and E,,
while decreasing with respect to the number of user pairs K. Also, if we
apply 0 < B < o = 1, the approximation of the sum SE is determined by the
SE performance in the MAC phase, which means that R; ; given by (4.48)
determines R; when Ng — o. On the other hand, when 0 < a < 8 = 1, the
determination of SE appears in the BC phase; thus, R; is determined by Rga
and Rgp; given by (4.50).

4.4.3 All Transmit Power Scaling

This is a general case where all transmit powers are scaled, namely, p, = %,
R

Pu = 5—1‘3& and p, = % In this case, y>0, ¢ >0and f >0, E,, E, and E, are
R
constants.
Corollary 4: For p, = f—]%, Pu= 1%1‘;, pr= 1% with fixed E,, E,, E,and Y > 0,
R

o >0, B >0, when Ng — o0, we can obtain

R, — min (R]J,RZJ') — 0. (451)
with
2 anpEtlt
_ c _ Nocﬂ/f
=g, | 1+ . : (4.52)
2Meon I
Biri = Bir,
anpE,;
_ _ N(H}/f
Rypri = Mlogz I+ (4.53)
choh
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n%EpE,
—_ +7-1
Rpa; = Jeon = Mepo0 11 4 N 454
; 2Meon & K
. £ (s +5)
]:l AR, j BR,j

Similarly, we can obtain Rgg; and Rgp; by replacing the subscripts "AR”,
“BR” with the subscripts “BR”, "AR” in Rsg; and Rga ; in the above expres-

sions, respectively.

As expected, the sum SE depends on the choice of ¢, f and y. Addition-
ally, o + y determines the SE in the MAC phase, while 8 + y determines the
SE in the BC phase. When o = 8 > 0 and o+ y = 1, the trade-off between
the transmit powers of each user/the relay and of each pilot symbol is dis-
played. In this case, if we reduce the transmit power of each pilot symbol
aggressively, the channel estimate is corrupted and in order to compensate
this imperfection, the transmit power of each user/the relay should be in-

creased. The non-zero limit of the asymptotic SE under this specific case can

be given by
_ - 2n,E,E
Ri;= Mlogz 1+ _ AMplplu : (4.55)
2Mcon L1
ﬁ/%RJ' Bl%R.i
_ _ — EE
Rari = Repi = Neoh = Mp o0 | 14 - WEPEw (4.56)
2Meon 1
B,L%R.i ﬁl%R.i
_ _ — E,E
Rrai = Rrpi = Mlogz 14 NpLpLr (4.57)
2ncoh

M=

1 1
j=1 (ﬁf%R,j + B}%R,j)

Moreover, we can see that when o > 8 > 0 and o + ¥ = 1, the limit of R;
is determined by R, ; according to (4.55), which means that we can improve
the sum SE by increasing E), and E, in the MAC phase. In addition, the sum

SE of the proposed system is an increasing function of K based on (4.38).
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Meanwhile, when 0 < @ < 8 and B + y = 1, the limit of R; is determined by
Rga ;i and Rgp; according to (4.57) existing in the BC phase, which displays
the trade-off between the transmit powers of each pilot symbol and of the

relay.

4.5 Max-Min Fairness Analysis

With the assistance of the above mentioned SE analysis, and as a further
step forward from the power scaling laws, in this sub-chapter, our objective
is to harness SE fairness among the user pairs. We achieve this purpose by
maximizing the minimum achievable SE among all the user pairs; therefore,

providing max-min fairness [105, 112].

4.5.1 Spectral Efficiency Fairness

For analytical simplicity, the large-scale approximation in Corollary 1 is em-
ployed and we assume that the pilot power p, is determined in advance.
Moreover, we define that ps = [pa1,...,pax]’, and ps = [ps1,-.,pek]’. In

this case, the optimization problem can be formulated as

A

max min R; (4.58a)
pA7pB,p)‘iEl7.-.7K
subject to
0<p <P"™ 0< Pa;i < P 0 < PBi < P i (4.58b)
1 (& (ncoh_np) (pAi+pB i) Pr
- : =+ = | +P <P 4.58c
2 (; ncohCu Cc ? ( )

Here, P"* is the total power constraint, P;'”* and P"** are the maximum

powers of each user and the relay, respectively and

1 {2Knppp

> = + (2K 4 NR) (Ppac + Puix + Prite) + (2K + 1) Py + Pslatic:| ,
2 ncohCu

(4.59)
where P, is determined in Chapter 4.3.2. According to Corollary 1, we can

rewrite the optimization problem (4.58) by introducing the auxiliary vari-
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ablest, 11, t, as follows

max (4.60a)
pAapBaphtvtl 7[2
s.t. (4.58b), (4.58¢) (4.60b)
> (4.60¢)
NRO-,L%RJO-I%RJ
B oL 1ol (pA,i +p3,i)
ncgl;v Mo, | 14— e >1Vi (460d)
f . .
0 '21 <pA,jG,§R7j +PB,jG§R,j) +1
j:
NRO',%R,iO'I%R,ipA )
— ARiTOR;
f . .
0 )y <pA,jG,§R7j +PB,jG1%R,j) +1
j:
_ N .
nzlv; M iog, | 1+ o 21, vi - (4600)
coh ~2 1 1
(Po3ei+1) X (— T )
j=1 5] 3]
NRG,L%R,iO't%R,ipB ]
ncgl;v T 1og, [ 14— ng O >nVi  (460g)
5 . .
0 '21 <PA,J‘G§R, j "‘pBJGI%RJ) +1
]:
_ N
n(,‘;:’ nP 10g2 1+ pK R Z IQ,Vi (4:60h)
coh =2 | !
(prGAR,i + 1) jgl (% + ode‘)

According to the property of logarithm function log(5) = log(a) —
log(b), we can observe that the SE of the proposed system can be defined as
a difference of two concave functions [121], we can rewrite the constraints
withR; = f(paipB,i,Pr) —h(pai, PB.i, Pr), Wwhere the specific mathematical ex-
pressions for Ty ;, i =1,...,K and X = A, B can be given by
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Necon — np
. . = 7 Wy
f1 (pa.i, pB.ispr) 2o
NRrOZR iOr X ~ ~
08, (ﬁ’lgzl Al+pBl Z PA,ij%R,jJFPB.,jGI%R,j) +1
AR,i T OBR,i j=1
(4.61)
=
fxr (Pa,i»PBisPr) = wx
co
NRG/%R OhR.i o ~ ~
logy | —"5"pxi+ Y, (PajGir;+PB;Gr ;) +1
Ourit Opri =1
(4.62)
K
Neon — np 1 1
; : = x 1 N (6] 1 —
frx (pai> PB.i»Pr) = M 0g, <Pr ®+ (/6 XRz+ ]:Zl (GARJ + GI%Rj )
(4.63)
Neoh — M X 2 2
co ~ ~
hxr (PA,i,PB,i,Pr) = on ——P xlog, Z (pA,jGAR,j‘l'pBJO-BR,j) +1/,
co j=1
(4.64)
Necoh — np < 1
hrx (Pa,i, PB,i»Pr) = Mo x log, prGXR i+ 1) Z o2, GBR '
: ] 7]
(4.65)

Based on Corollary 1, it is clear that for Ri;, i (pas.psipr) =
hxr (pa,i-pBi,pr), X = A,B. The specific functions f(pa,ps,,pr) and
h(pa,i, pB.i, pr) defined above are jointly concave with respect to pa i, pa., pr,

i=1,...,K [121,122], and the relaxed problem can be reformulated as

PA 7p119n7p%§7t1 o) ! (4.662)
s.t. (58b), (58c), (60c) (4.66b)
N (PA,i,PB,i,pr) —h (pAJ,pBJ,pr) >t,Vi (4.66¢)
far (P PB.is Pr) —har (Pais B, Pr) > 11, Vi (4.66d)
fxB (Pai, PB.i»Pr) — hre (Pais PBi, Pr) > 11, Vi (4.66¢)
f8r (PaisPB.i»Pr) — har (Pa,isPB, Pr) > 12,Vi (4.66f)
fra (PaisPB.i»Pr) — hra (P, PBi Pr) = (4.66g)
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We can find that the difficulty in solving (4.66) lies in the compo-
nent hxg (pa,i, pai, pr) and hgx (pa i, ps,i.pr), X = A,B. Therefore, the value
of (pa,,pa,,pr) at k-th iteration is supposed to be (p/(f’z.? pgfz-, pgk)>. Since
hxr (Pai, pB,i-pr) and hgx (pa;, psi,pr), X = A,B are concave and differen-
tiable on the considered domain, we can easily find the affine function as

a Taylor first order approximation near (pgkz-, pé’f? ; pgk)> [121, 122], given by

(o) Meoh =1 (WA (B A2
hy (pA,iypBJ»Pr) = Thp x log, Z (pA,jd-ARJ +P3,j531e,j> +1
co j=1

X ) 52 () 52
)» <pA,J' _pA,j> Oxr,j+ (PBJ DPp ,) BR,j
Neoh — np % Jj=1

21‘[ h K 7
“ o m(f <pzfzazR,j+pzfzézR,,->+1)
j:

(4.67)

_|_

K
1
h(k) PAi,DPB,i,Pr) = Heoh = np X lOg <p( )G + 1>
rx (PaiPBiPr) = 2Meon ? P j; GARJ GBRJ

K

1
(pr Pr O'XR Y ( 2 )
+ Neon — np % J: OAR GBR/

2Meoh 1n2(p$)oXR,+1) ( Loyl )

Oir Jj  OBRj

(4.68)
To update the objective in the (k+ 1)-th iteration, we replace hx (pa,i, Ps,i, Pr)
and hgx (pa,i. ps,i,Pr), X = A, B by their affine functions, respectively. There-

fore, the optimization problem (4.66) at iteration (k + 1)-th with convex con-
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straints can be reformulated as

o ’pgll?:itl ’tzt (4.69a)
s.t. (58b), (58¢c), (60C) (4.69b)
11 (pai, P8, Pr) — (pA,iapB,iypr) >t,Vi (4.69¢)
far (pai>PB.isPr) — h,&",% (Pa,i»PBji, Pr) > 11,Vi (4.69d)
frB (Pa,isPBi, Pr) — h,(g"l% (Pa,i»pBji, Pr) = 11,Vi (4.6%)
/88 (Pai, PBi»Pr) — hﬁ;",% (Pai, PBi,Pr) > 12, Vi (4.691)
fra (Pai, PBi,Pr) — h(k) (Pai,PBi,Pr) = (4.69g)

To this end, via solving the optimization problem (4.69), the lower bound of
the SE for each user pair can be obtained. Overall, the optimal solutions can
be obtained by existing optimization tool (CVX) and the iterative procedure

of Max-Min fairness analysis can be summarized in Algorithm 4.2.

Algorithm 4.2 General iterative algorithm

Initialization: Set the iteration index k = 0, define a tolerance 1 > 0 and ini-

tial values for pgol)., pg?l). and pﬁo), i=1,..,K.

Repeat:
1: Solve optimization problem (4.69) and obtain the solutions pﬁ@, pgfa- and
M i=1,.K.
2: Update (p,go?,)-, pfgo,,)- pgo))=(pfff3~, pgff- P, i=1,. K.
3: Setk=k+1.
Until:

4: ]t(k) — t(k_l)\ < 10r k> Ly (maximum iteration number).
Output: pj ;, pp; and p;, i=1,...,K as the solutions.

4.5.2 Complexity Analysis

Recall that in the optimization problem (4.69), logarithmic functions are de-
ployed in the constraints; therefore, the successive approximation method
which constructs polynomial approximations for all logarithmic terms is
employed in CVX when solving this optimization problem [123]. To the

best of our knowledge, the exact complexity of the successive approxima-
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tion method in CVX has not been determined in the literature. Accord-
ingly, we consider studying the complexity of the optimization problem
with polynomial-approximation constraints to obtain the complexity lower

bound of Algorithm 4.2.

Here, we make use of the fact that the optimization problem can be
considered as a quadratically constrained quadratic program (QCQP) in
epigraph form [124] after constructing polynomial approximations in CVX.
With the assistance of previous studies [125, 126], the quadratic constraints
can be rewritten as linear matrix inequalities (LMIs). Note that linear con-
straints can also be considered as LMI constraints. Since Algorithm 4.2 is
an iterative process, solving the optimization problem by the interior-point
method via CVX, as per the methodology in [127], we can similarly deter-
mine the lower bound of the complexity of Algorithm 4.2 via the following

two parts:

Iteration Complexity: In Algorithm 4.2, with the given tolerance 1 > 0,
the number of required iterations to achieve the t-optimal solution can be

given by

Lnum

) kj-ln(%) = \/6K2 —|—4K+3-1n(%), (4.70)

Jj=1

Citer =

where L, is the number of LMI constraints and k; represents the size of the

J-th constraint, j = 1,..., Lyyn.

Per-Iteration Complexity: For each iteration, a search direction is gener-
ated by solving a system of n linear equations in n unknowns with n = 0'(K?)

[127]. To this end, the computation cost per iteration can be obtained by

_ L 3 2 . vL 2 3

(4.71)
=n-(34+2K+8K> +24K*) +n?- (3 +2K +4K>+ 12K3) +n.

Hence, the lower bound of the total complexity G, of Algorithm 4.2 can be



106CHAPTER 4. ENERGY EFFICIENT MULTI-PAIR TWO-WAY RELAYING SYSTEM

50 + Exact pp=-10 dB, pu=pp=-5 dB|—Exact pp=10 dB
;:'\T O\O\x Exact, AF relaying O Approx.
Z” 40+ -+ Exact pp=-20 dB, pu=pp=-5 dB|—Exact pp=0 dB
5 o Exact, AF relaying o Approx.
= SN —Exactp =-5dB
> = Q P
2 30 - < Approx.
.06-‘ — Exact pp=—10 dB
= < Approx.
TR PP

®20% - %
5 7 TR
0}
3
E 10.17’ ...................
>S5
) A
0 ‘ : :
50 100 150
n

Figure 4.2: Sum SE vs. 7, with ZF processing, Ny = 400, K = 10, p, =5 dB and
pr=10dB.

calculated by combining these two parts,

Crotal = Citer X Cper
= VO6KZ+3K +4-In(1)-n-[(3+2K ++8K> +24K*) (4.72)
+n- (342K +4K> + 12K3) +n?).

4.6 Numerical Results

We now present simulation results to verify the above studies. Unless specif-
ically noted, the following parameters are employed in the simulation. We
consider a Long-term evolution (LTE) frame introduced in [17] and we as-
sume a coherence time 1.,, = 196 (symbols) and the length of the pilot se-
quences is 1, = 2K, the minimum requirement. For simplicity, we assume
that the large-scale fading parameters are B4z ; = Bgr,; = 1 and each user has
the same transmit power ps ; = pp; = pu, i = 1,...,K. For the proposed power
consumption model, we assume that { = 0.38, Ppac = 7.8 mW, P, = 15.2

mW, Py, = 10 mW, Py, = 25 mW and Py i =2 W.
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4.6.1 Validation of Analytical Expressions

Fig. 4.2 shows the sum SE v.s. the length of pilot sequence 7, (in symbols).
Note that the “Approx.” (Approximations) curves are obtained via applying
Corollary 1, and the “Exact” (Exact results) curves are generated by (4.10)-
(4.20). We can observe that the large-scale approximations closely match
the exact results and the sum SE can be maximized with an optimal 7n; at
low p,. In contrast, the sum SE is a decreasing function of 7, at moderate
and high p,. To this end, in order to achieve better sum SE performance,
N, = 2K, the minimum requirement, is deployed in the channel estimation
phase. Moreover, AF relaying with ZF processing studied in [128, 129, 130]
has been considered here as a benchmark to further illustrate the perfor-
mance of the proposed DF relaying system. It can be observed that when
transmit powers are small resulting in lower SINRs, the performance of DF
relaying can outperform that of AF relaying and an optimal 7, can be ob-
tained to maximize the sum SE with specific transmit power configurations.
Since in our following simulations, we consider a more general power con-
figuration, where SINRs are not small enough for DF relaying to outperform
AF relaying; therefore, we only focus on the performance of the proposed DF

relaying in the following numerical results.

4.6.2 Power Scaling Laws

4.6.2.1 Pilot Symbol Transmit Power Scaling

It can be easily observed in Fig. 4.3 (a) that the power scaling law breaks
down when y = 0 and the sum SE grows unboundedly. For Pilot Symbol
Transmit Power Scaling, the curves named “Asy” (Asymptotic results) are
presented according to Corollary 2. When 0 < y < 1, the sum SE is an in-
creasing function of Ng. In contrast, when y = 1, the sum SE progressively
reaches a non-zero limit, and when y > 1, the sum SE approaches zero grad-
ually. Moreover, the sum SE is a decreasing function of y; since with larger

7, the system would experience a lower channel estimation accuracy, which
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Figure 4.3: (a) Sum SE and (b) EE v.s. number of relay antennas N for K = 10,
pu=5dB, p,=10dBand p, = E,/N} with E, = 5 dB.

results in worse system performance.

Fig. 4.3 (b) verifies the impact of Ng on the EE when different K and y
are applied. It is clearly shown that the sum SE saturates when Ny is large,
while P, increases linearly with Ng, and accordingly the EE peaks at a cer-
tain value of Ng. In this case, an optimal Ny within the range (500, 1500) can
be selected to maximize the EE, especially when 0 <y < 1. Moreover, the EE
decreases more significantly with a smaller K when Ny is large, and we can
observe that the power scaling law introduced in Corollary 2 can achieve
the maximum EE while achieving power savings in a larger K scenario. In
Fig. 4.3 (b), we can indicate that when K = 30, an optimal y* = 0.3 and op-
timal Nz ~ 1500 can be selected to achieve the maximum EE~ 0.4 bits/J/Hz.

4.6.2.2 Relay and User Transmit Power Scaling

Fig. 4.4 (a) investigates how the transmit powers of each user p, = E,,/N§ and
the relay p, = E, /ng affect the achievable SE. For Relay and User Transmit
Power Scaling, the curves named “Asy” (Asymptotic results) are generated
by Corollary 3. Due to the lack of figure space, the SE performance without
power scaling law is displayed in Fig. 4.3 (a). When o = 1 and/or =1, the
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Figure 4.4: (a) Sum SE and (b) EE v.s. number of relay antennas Ny for K = 10,
pp=>5dB, p, = E,/N% with E, = 5 dB and p, = E,/Nb with E, = 10 dB.

SE saturates to a non-zero limit. When « > 1, B > 1, the sum SE gradually
reduces to zero. On the other hand, when we reduce the transmit powers
moderately with 0 < @ < 1 and 0 < f8 < 1, the sum SE grows unboundedly.
The channel estimation accuracy keeps stable and the transmission phase

plays an important role in the SE performance.

The impact of Ng on the EE generated according to Corollary 3 with dif-
ferent a and f is investigated in Fig. 4.4 (b). We can see that when 0 < o < 1
and 0 < B < 1, the EE performance can outperform that without power scal-
ing law (a = 8 = 0) and an optimal Nj; can be obtained to maximize the EE.
Moreover, the moderate power scaling in the transmission phase can help
to optimize the EE performance. Fig. 4.4 (b) shows that when the optimal
Np ~ 500 is selected, the optimal EE can be achieved, especially when o = 0.3
and B = 0.4, the EE can achieve the maximum value € ~ 1.1 bits/]/Hz. In
contrast, when the transmit powers are reduced aggressively, e.g., o = 0.5
and B =1, the EE is a completely decreasing function with respect to Nk.
With regards to this, by considering the trade-off between scaling param-
eters, appropriate values of & and 8 could be selected to optimize the EE

performance.
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4.6.2.3 All Transmit Power Scaling

Fig. 4.5 (a) verifies the trade-off between the transmit powers of each user,
the relay and the pilot symbol. For All Transmit Power Scaling, the “Asy”
(Asymptotic results) curves are obtained via Corollary 4. As a reference, the
SE performance without power scaling law is displayed in Fig. 4.3 (a). For
the aggressive power-scaling scenario, the sum SE progressively converges
to zero, as predicted. Moreover, with the moderate power-scaling parame-
ters, 0 <y<1,0<a < land 0 < f <1, the sum SE increases with respect to
Ng.

Fig. 4.5 (b) illustrates the impact of the number of relay antennas on
the EE following the power scaling law Corollary 4. It is clearly shown that
the EE rises and then descends with respect to Ng while applying moderate
power-scaling parameters; thus, we can obtain the optimal Ny to maximize
the EE, e.g., with y=0.2, & = 0.3 and 8 = 0.4, the maximum EE around 1.25
bits/J/Hz can be obtained when Ny =~ 500. On the other hand, when we cut
down the transmit powers aggressively, the EE approaches to zero straight-

forwardly. Therefore, it is of crucial importance to determine the scaling
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Figure 4.6: Min achievable SE v.s. (a) p, with P"* = P"* =23 dB and (b) number
of relay antennas with p, =5 dB, P"* = P"* for K = 10 and P;"* = 10
dB.

parameters to optimize the EE performance in a specific power-limited sce-

nario.

4.6.3 Max-Min Fairness

We consider three optimization scenarios with the minimum achievable SE
among all user pairs: 1) Algorithm 4.2; 2) Algorithm 4.2 with equal user
power, i.e. pa;=pp;=pu, i=1,...,K;3) Uniform power allocation, i.e. ps; =

K _ : .
pBi=Puwi=1,...K,2Kp,=p, 3 ( y, (T )pastvns) | ’g-) +P, = P™. For

i—1 Neon Cu
1=
a more practical comparison, all users’ large-scale fading parameters are dif-

ferent and can be generated via ff; = D_K/‘{’ where « is the large-scale fading
coefficient, Dy is the distance between the k-th user and the relay, v is the
path-loss exponent [39]. Following our benchmark work in [69], we con-
sider

Bar =[0.3188,0.4242,0.5079,0.0855,0.2625,0.8010,0.0292,0.9289,0.7303,0.4886],

Bpr = [0.5785,0.2373,0.4588,0.9631,0.5468,0.5211,0.2316,0.4889,0.6241,0.6791].
Fig. 4.6 (a) shows the minimum achievable SE versus p,. It can be ob-
served that the minimum achievable SE achieved via Algorithm 4.2 outper-

forms the other two scenarios, Algorithm 4.2 with equal user power and uni-
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form power allocation, especially when p,, is large enough. Moreover, larger
number of relay antennas can help to increase the minimum achievable SE
with the same total power constraint P™*.

Fig. 4.6 (b) shows the minimum achievable SE with increasing num-
ber of relay antennas Ng. Similarly, a higher minimum achievable SE can
be achieved by Algorithm 4.2 compared with the other two power alloca-
tion scenarios. The minimum achievable SE is an increasing function of Ng,

especially with a larger total power constraint.

K 2 4 6 8 10
Nr =500 Algorithm 1 9.318 | 10.021 | 12.745 | 13.136 | 14.721
P"* =23dB | Equal power allocation | 6.485 | 9.548 | 13.233 | 15.936 | 16.110
pp =5dB | Uniform power allocation | 4.100 | 5.529 | 7.504 | 8.997 | 11.298

Table 4.1: Average Run Time (in seconds) for three scenarios of Algorithm 4.2

In Table 4.1, we display the average run time (in seconds) of three op-
timization scenarios defined above with a given tolerance 1 = 10~>. We can
observe that, the running times for all three scenarios are increasing with
respect to K. Moreover, more constraints will introduce a longer operation
time. Then, uniform power allocation has the smallest number of constraints
and, therefore, the running time for this scenario is the shortest, while Al-
gorithm 1 experiences the longest running time but the highest minimum

achievable SE performance.

4,7 Conclusion

This chapter has studied the sum SE and EE performance of a multi-pair two-
way half-duplex DF relaying system with ZF processing and imperfect CSL
Note that this setup extends considerably a stream of recent studies on mas-
sive MIMO relaying by leveraging tools of Wishart matrix theory. In partic-
ular, a large-scale approximation of the achievable SE was deduced. Mean-
while, a practical power consumption model was characterized to study the

EE performance. Furthermore, in view of approximations, three specific
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power scaling laws were investigated to present how the transmit powers of
each pilot symbol, each user and the relay can be scaled to improve the sys-
tem performance. These results have their own adding value as they trans-
late mathematical formulations into system design guidelines for power sav-
ings. Finally, a formulated optimization problem was studied to optimize the
minimum achievable SE among all user pairs. Our numerical results demon-
strated emphatically that the proposed system with ZF processing is able to
enhance the EE while preserving the SE performance with moderate system
configurations. Moreover, the simulation results of the optimization prob-
lem demonstrated that our proposed max-min fairness scheme can achieve
higher minimum achievable SE among user pairs compared with the bench-
mark schemes where equal user power and uniform power allocation are

applied.
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Chapter 5

Space-Constrained Multi-Pair

Two-Way Relaying System

This chapter is based on our works in [C1], [C2], []J3].

5.1 Introduction

In the previous chapter, our studies on the multi-pair two-way relaying sys-
tem focus on the uncorrelated antenna arrays at the relay. However, an exces-
sive number of antennas in physically constrained arrays give rise to increas-
ing spatial correlation. Moreover, the varying channel between transmission
frames results in channel aging. Therefore, this chapter focuses on the per-
formance analysis of a space-constrained multi-pair two-way half-duplex DF
relaying system via exploiting the spatial correlation and the effect of chan-
nel aging.

As a promising technique for next-generation wireless communications,
relay technologies can enhance cellular coverage and improve network ca-
pacity and throughput in relay-aided communication systems [131, 132]. A
two-way relay system where users can exchange information via a shared re-
lay with a shorter required time has been introduced to improve SE [62, 105,
133]. Several relay schemes have been widely studied, such as decode-and-
forward (DF), amplify-and-forward (AF), which have been introduced in
Chapter 2.4.2 43,130, 134]. AF protocol is commonly used in most previous
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studies on multi-pair two-way relaying. Normally, the DF two-way relaying
can perform separate linear processing on each relaying communication di-
rection [68, 110]. Ideally, the SE of full-duplex two-way massive MIMO relay
systems is expected to double compared to half-duplex [62, 135]. However,
in practice, due to the immense power difference between the self-loop inter-
ference and the desired signal and hardware deficiencies, perfect self-loop
interference cancellation is hard to acquire. In this case, half-duplex is con-
sidered, where the relay transmits and receives in orthogonal frequency or
time resources, having the practical relevance and simplicity of implemen-

tation [68, 132].

As introduced in Chapter 2, massive MIMO has been popular because
of the ability to achieve higher data rates and improve link reliability by serv-
ing numerous users simultaneously and providing large array gains [9, 44].
Therefore, it is of great interest to incorporate massive MIMO into multi-pair
two-way relaying. With massive arrays at the relay, the main factor limit-
ing system performance, inter-pair co-channel interference, could be miti-
gated to improve the system performance and network capacity [9, 99, 106,
131]. Note that deploying a large number of antennas in a physically con-
strained space would increase the spatial correlation because of insufficient
inter-antenna distance [9, 76, 136]. Although both spatial correlation and
mutual coupling are widely studied in the MIMO literature [137, 138], we
neglect the effects of mutual coupling with the assumption that impedance
matching techniques compensate them for tractable analysis [92]. The im-
pacts of spatial correlation on ergodic capacity and symbol error rate (SER)
in one-way relay systems with single-antenna nodes are studied in [139,
140, 141, 142]. [143] and [62] derived asymptotic power scaling laws with
the Zero-forcing reception/Zero-forcing transmission (ZFR/ZFT) and Max-
imum ratio combining/Maximum ratio transmission (MRC/MRT), respec-
tively. Both works considered correlated channels while [143] illustrated a

single-pair massive MIMO full-duplex relay with only two MIMO users, and
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[62] studied a two-way full-duplex multi-pair massive MIMO relay. [144]
derived the SE lower-bound for a spatially correlated massive MIMO two-
way full-duplex AF relay, valid for an arbitrary number of relay antennas.
[145, 146] studies a multi-pair two-way full-duplex AF massive MIMO re-
laying system with non-negligible direct links between all user pairs. Fur-
thermore, the spatial correlation between adjacent antennas could lead to the
similarity among channels. Exploiting spatial correlation may unexpectedly

alleviate the requirement of CSI acquisition [17, 147].

Additionally, channel aging making the estimated CSI out of date be-
tween transmission frames has also become an interesting topic in the multi-
pair massive MIMO relay system, most of the relevant studies are operated
in full-duplex AF mode [148, 149, 150] or half-duplex AF mode [148], while
multi-pair two-way half-duplex DF relay system with channel aging is over-
looked. This can also be analyzed in the device-to-device (D2D) communi-
cations. The deployment of a two-way relay allows resource limited device
pairs to exchange information with each other simultaneously with the aid of
the relay. This deployment improves the SE performance and allows longer

distance communication with D2D mode [104, 142, 149, 151].

Because of the above-mentioned considerations, we propose a method
that involves deactivating a subset of relay antennas and activating the re-
maining antennas to acquire CSI at the channel estimation stage. The CSI
of deactivated relay antennas is obtained by averaging the instantaneous
CSI of adjacent activated antennas by exploiting the similarity between spa-
tially correlated channels. Moreover, the proposed analysis could trade off
the computational complexity and power consumption of Radio frequency
(RF) chains in the channel estimation stage against the resulting estimation
accuracy. This also motivates us to study the effects of the number of relay

antennas without explicit CSI on the system performance.

To the best of our knowledge, no previous work has jointly studied in-

complete CSI and spatial correlation in the DF multi-pair half-duplex two-
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way relay systems. In this case, we focus on a space-constrained multi-pair
two-way half-duplex DF relaying system with linear processing and incom-
plete CSI acquisition [69, 111]. Although our studies can be applied in
both Time-division-duplex (TDD) and Frequency-division-duplex (FDD)
scenarios, we concentrate on TDD systems in this chapter for their simplic-
ity and practical importance in massive MIMO [9, 152]. A detailed analy-
sis of the sum SE with MRT and Zero-forcing (ZF) processing is presented
and we illustrate a practical power consumption model to analyze the EE
performance of the proposed relaying system. In addition, incomplete CSI
acquisition is studied thoroughly to further make use of the spatial correla-
tion. The effects of channel aging are also presented with MRT processing
to evaluate the effects of outdated CSI. Specifically, the main contributions

of this chapter can be summarized as

e We study a multi-pair two-way DF relaying massive MIMO system de-
ployed in a physically-constrained space. This gives rise to an inter-
esting trade-off between antenna gain and spatial correlation with an
increasing number of antennas. The large-scale approximations of the
sum SE with MRT processing and ZF processing are presented with a

large but finite number of antennas and imperfect CSI.

e We evaluate the impact of channel aging [148]. We analyze the SE per-
formance of the proposed system by exploiting the spatial correlation
and the time correlation generated by channel aging jointly with MRT

processing schemes.

e We investigate a practical and common power consumption model de-
rived from [17,43]. Itis employed to analyze the EE performance of the
proposed system with different linear processing schemes, and reveal

the gains of incomplete CSI acquisition.

e We employ and analyse a low-complexity incomplete CSI acquisition

scheme that exploits the spatial correlation in space-constrained mas-
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sive MIMO inspired by [17]. We analyze the system performance and
derive the computational complexity analysis to reveal the benefits of

the incomplete CSI acquisition.

Based on the above contributions, this chapter has also revealed a num-

ber of insights which we summarise below:

e The space-constrained deployment of increasing antennas at the re-
lay introduces a trade-off in spatial diversity where, by increasing the
numbers of antennas as signal sources diversity is enhanced, while the
resulting diminishing inter-antenna spacing introduces spatial corre-

lation and limits the diversity gains;

e The increased spatial correlation due to the space-constrained deploy-
ment can be readily exploited through incomplete CSI acquisition,
where significant complexity gains in CSI acquisition are traded-off

with the impact of inaccurate CSI on the system SE;

e The space-constrained antenna deployment results in saturating gains
in SE as the number of antennas increases. As the consumed power
persistently increases with the increase in antenna numbers, this re-
sults in a concave EE performance with antenna numbers and scenario-

dependent optimal numbers of antennas;

e The time correlation is modelled by the channel aging effect as a re-
sult of channel variation between transmissions. When the antenna
deployment is space-constrained, the degree of spatial correlation due
to antenna proximity and time correlation due to channel aging can
be jointly tolerated in the massive MIMO regime without significant

degradation of performance.

e Incomplete CSI provides higher EE performance with respect to full
CSI in such scenarios, while reducing the CSI acquisition complexity

and even the total power consumption. To the best of our knowledge,
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Figure 5.1: Multi-pair two-way DF relaying system with space-constrained massive
MIMO relay.

no other previous work has studied CSI relaxation with spatial cor-
relation and a systemic complexity analysis in the proposed scenario.
Our results first show that in space-constrained antenna deployment,
acquiring CSI for down to half the deployed antennas achieves negli-
gible SE performance loss, while significantly enhancing the system’s

EE, especially with moderate spatial correlation.

5.2 System Model

5.2.1 Spatially-Correlated Channel Model

As shown in Fig. 5.1, a space-constrained multi-pair two-way half-duplex
DF relay system is investigated. K pairs of single-antenna users are de-
fined as T4; and Tp;, where subscripts A and B denote the communica-
tion nodes in any pair of i, i = 1,...,K. User pairs can exchange informa-
tion with each other via the relay Tz equipped with Ng > K closely-spaced
antennas. The spatially-correlated Rayleigh fading system under TDD pro-
tocol is adopted [56, 113, 153]. The uplink and downlink channels between
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Tx; (X = A,B) and Tg can be defined as hyg; € C¥¢**! and hip,i=1,..,K,
respectively. Hence, the uplink channel matrix can be further given by
Hxg = [hxr1,...,hxr k] € CV**K where X = A,B. In particular, the uplink
channel matrix from Ty ; to the relay in the spatially-correlated system can

be defined as [56, 154]
hXR,i = AzHgXR_ﬁ (51)

where 8xRi ™ CN(0, Bxr,l;,) and L; denotes the number of signal propaga-
tion paths with different angles of departure. For simplicity, we consider
Li=L (i=1,...,K) in the following. Bar; and Bpr; represent the slow large
fading effect, composing path loss and shadowing effect. When the uniform
linear array (ULAs) topology is applied, where Nj, = Ng and N, = 1. In this

case, A; € CI*M, the transmit steering matrix at Ty ;, can be given by [17, 34]

Al‘ = \%[aT(G,-J),...,aT(G,-’L)]T. (5.2)

Here, 6;;, [ = 1, ..., Lrepresents the spreading angle describing the directions
of departure. The corresponding steering vectors of ULA topology are in

terms of [56]

a<9i l) — [17€j27rdsin(9,-yl)7 m’ej27r(NR—l)dsin(9i_1)] (53)

Y

where d = % is the inter-antenna distance with D;,;, the total spacing

length normalized by the carrier wavelength A. Similarly, if the topology
of uniform rectangular arrays (URAs) is applied, A; € CF*Mr is the transmit

steering matrix at Tx ; given by [34]

A= \%[aT(ei,h@',l), o al (60, ¢i )7, (5.4)
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while the respective horizontal and vertical array steering vectors can be

characterized as [56]

a,(6,0:1) [17eﬂﬂ[dhsm(9i,1)si"(¢i,z)]’ 7eJ'Zﬂ[(Nh—1)dhsin(@i.z)Sin(ﬁbi,z)]]7 (5.5)

a,(6;,0:,) = [1’ej27f[dvsin(9i,l)003(¢i,1)]’ ’ejZW[(Nv_l)dvsm(ei,l)cos(@,lﬂ], (5.6)

where 6;; and ¢;; (I =1,...,L) are elevation and azimuth angles of departure
respectively [57]. The steering vector a(6;;,¢;;) for the specific departure

direction (6;,,¢;;) at the i-th user can be decomposed as

a(6;y,¢11) = vec(ay(6;y, ¢i1) 2 (6;1, ;1)) (5.7)

_ [1 : 27 ldnsin(6;1)sin(@i)] . 7ej27r[(Nh_l)dhsm(eij)Sin(¢i,l)+(Nv_1)dvsm(eij)Cos(qjiﬁl)]

Y

where the vector valued operator vec(-) can map a m x n matrix to a mn x 1
column vector. The total number of relay antennas can be defined as N =

Np X Ny. Ny and N, stand for the number of antennas deployed in the hori-

zontal and vertical directions respectively. Moreover, dy;, ,, = NZ{‘"}VEI is the
inter-antenna distance where Dy, ,, is the respective horizontal and vertical
lengths of the antenna arrays normalized by the carrier wavelength A. For
sake of simplicity, we assume that dj, = d, = d and N, = N,. Note that in prac-
tice, the inter-user distance is greater than 4, it is readily assumed that there

is no receive correlation [56].

5.2.2 Channel Aging

Similar to [148, 149, 150], we assume that the channel varies between trans-
missions and results in channel aging. To model the time correlation gener-
ated by channel aging between consecutive channel instantiations, the time-
variant channel vector at the time instant n after the most recent channel

estimation can be given by

hxg,i(n) = phygi(n—1)+exri(n) = p" 'hxri(1)+ Y p" Fexri(k), (5.8)
k=2
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where p € [0, 1] is the time correlation parameter and exg ;(n) is the channel
aging error at the time instant n with zero mean and Gezx «;(n). For notational
simplicity, we assume that all channel vectors experience the same time cor-
relation parameter. In (5.1), we consider that gxg; varies between transmis-
sions and A; is assumed to be fixed during all time instants at Tx ;, X = A, B,
i=1,...,K. In addition, the channel matrix at the time instant n can be further

defined as HXR(n) = [hXR,l(l’l), ...,hXR,K(n)] € CNRXK,X :A,B.

5.2.3 Multiple Access Broadcast Transmission Process

5.2.3.1 Fundamental Transmission Process

In our study, the data transmission process consists of two equal time-slot
phases, and this two-phase protocol is called Multiple Access Broadcast
(MABC) protocol [68]. In the Multiple Access Channel (MAC) phase, all
users transmit signals to the relay at the same time, and then the received

signal at the relay is obtained as [43, 69, 155]

K
yr= Z (\/PaMar ixar,i +/PBMBR,XBR,) + R, (5.9)
i=1

where xxg; is the Gaussian signal with zero mean and unit power transmit-
ted by the i-th user Tx ;. px,;is the transmit power of Tx; (X =A,B). ng
represents the Additive White Gaussian noise (AWGN) vector with (i.i.d)
CN(0,1) elements at the relay. We assume low-complexity linear processing

at the relay, with which the transformed signal is expressed as

zr = Fyacyr (5.10)

where Fyac € C2X*Mr ig the linear receiver matrix.

Then, in the Broadcast Channel (BC) phase, the relay decodes the re-
ceived signal and then encodes and broadcasts the information to users [69].

The linear precoding matrix Fpc € CN#*2K is deployed to generate the trans-
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mit signal of the relay as

y: = porFpcx, (5.11)

XA

where x = displays the decoded signal and ppr is the normalization
XB

coefficient related to the relay power constraint E {|y;||*} = p;,. To this end,

the received signals at Tx ; (X = A, B) can be given by

Xi= h)T(R,in +nx.is (5.12)
and considering the standard AWGN at Tx ;, nx ; ~ CN(0, 1), where X = A, B.

5.2.3.2 Transmission Process with Channel aging

As per the MABC protocol [68], the two-way relayed data transmission pro-
cess is also divided into two stages with equal time slots. At the time instant
n, all devices transmit signals to the relay simultaneously in the MAC phase

and the received signal at the relay is given by [69, 150, 155]

y(n) = f Z (\/mXR7l‘(l’l)SXR7i(n)) +ng(n), (5.13)
i=1X=A,B

where syg ;(n) is the Gaussian signal with zero mean and unit power trans-
mitted by the i-th device Ty ; at the time instant n, py ; is the average transmit
power of Ty ;, X = A, B. ng(n) is the vector of AWGN with elements satisfying
(ii.d) CN(0,1). Assuming low-complexity linear processing at the relay, the

transformed signal can be given by

z,(n) = Fpyac(n)y,(n) . (5.14)

Here, Fyac(n) € C*M is the linear receiver matrix.

In the BC phase, the relay first decodes the received information, then
encodes and broadcasts it to device pairs [69]. The linear precoding matrix

Fpc(n) € CV#*2K in the BC phase is applied to obtain the transmit signal of
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the relay
y:(n) = ppr(n)Fpc(n)s(n), (5.15)

where s(n) = [s] (n),s}(n)] " denotes the decoded signal at the time instant n

and ppr(n) is the normalization coefficient determined by the average relay
power E {||y:(n)||*} = p,. With the standard AWGN ny ;(n) ~ CN(0, 1), the
received signal at the i-th device Tx ; (i =1,...,K,X = A,B) is given by

zx,i(n) = h)T(R,i(”)yt(n) +nyx i(n). (5.16)

5.2.4 Linear Processing and Channel Estimation

52.4.1 Linear Processing

We consider two linear processing methods, namely, MRT and ZF process-
ing. For brevity, we assume Fyac and Fpc in (5.10)-(5.11) as the general
linear processing matrices in the MAC phase and BC phase respectively. Fur-
ther respective calculations of Fy4c € C2K*Nk and Fge € CNe*2K for MRT and
ZF processing are studied in Chapter 5.3.2. First, the MRT and ZF processing
matrices for the proposed system are given by
MRT Processing: The linear receiver matrix in the MAC phase can be
given by
Fyac = [I:IAR,I:IBR]H, (5.17)

while the linear precoding matrix in the BC phase can be defined as
Fpc = [Hgr, Har] " (5.18)

Moreover, the respective MRC/MRT processing matrices Fyac(n) € C2K*Nk

and Fpc(n) € CVR2K with channel aging at the time instant n can be given

by
N }H

Fuac(n) = [Har(n),Hgr(n) (5.19)

)

Fpc(n) = [Hgr(n),Aar(n)] . (5.20)
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Here, ﬁXR(n) represents the CSI estimates at the time instant n, X = A, B. For
notational simplicity, we define that F{X .(n) € CK*Nr FBR (n) € CK*Nr are
the first K rows and the rest K rows of Fyac(n), respectively. FRE(n) € CNe*K,
F&4(n) € CNe*K represent the first K columns of and the second K columns
of Fpc(n), respectively.

ZF Processing: The linear receiver matrix in the MAC phase is mathe-

matically presented as

N N N N -1 _, N
Fuac Z([HAR,HBR}H[HAR,HBRD [HAR,HBR]H, (5.21)

meanwhile, the linear precoding matrix in the BC phase can be written as

Fgc = [I"\IBR, ﬁAR] ' < [ﬁBR, I"\IAR} ! [ﬁBR7 I,'\IAR} *> ) (5-22)

here, in both MRT and ZF processing expressions (5.17)-(5.18) and (5.21)-
(5.22), Hyr, X =A,B represents the estimated channel matrices which would

be defined later.

Furthermore, with the expression of the linear precoding matrix Fpc,

the normalization coefficient in the BC phase with (5.11) can be given by

por= [T (5.23)
V E{I1Fscl [}

Similarly, the normalization coefficient in the BC phase with channel

aging at the time instant n presented in (5.15) can be expressed as

por(n) = b

5.2.4.2 Channel Estimation

In addition to linear processing methods, imperfect CSI is also considered
as perfect CSI is not attainable in practical applications. To obtain channel

estimation at the relay, transmitting pilot symbols is employed in TDD sys-
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tems [17, 69]. In this case, 17, symbols are used as pilots for channel estima-
tion in each coherence interval with 7n.,, symbols. Accordingly, we apply an
minimum mean square error (MMSE) channel estimator in which case the

channel estimates are given by [50, 99]

hyr; = hyr;+Ahxg; = A¥gyr; + A qxr,, (5.25)

where ﬁXRJ' and Ahyp; are the i-th columns of the estimated matrices Hyz
and estimation error matrices AHxg, X = A, B, respectively. Remark that gxz ;,
derived from gyr; defined in (5.1), is uncorrelated with qxg ;. The elements

in gxr; and qxg; are Gaussian random variables with zero mean, variance

2. — npppﬁ)%k,i L(
XR,i 1-+1,ppBxr.i 14+npppBxr,i

while p), is the transmit power of pilot symbol [69].

and 6§R7i = X =A,B, i=1,...,K) respectively,

Similarly, we can obtain the channel estimates for all time instants by
applying the MMSE estimator. In this chapter, we assume that CSI is only
estimated at the time instant 1 and explore the SE degradation in the follow-
ing time instants; therefore, the channel estimates at the time instant 1 can

be expressed as

hxg (1) = hyg (1) +Ahxg (1) = Afgxr (1) + Af qxr (1), (5.26)

leRJ(l) and Ahyg (1) are the estimated channel vector and the estimation
error vector at the i-th device respectively. Furthermore, the respective esti-
mated channel matrix and estimation error matrix at the time instant 1 can
be given by ﬁXR(l) and AHxg(1). The elements in gxz;(1) and qxg (1) are
Gaussian random variables with zero mean, variance c3 ri(1) and Gﬁhmi(l),
X =A,B,i=1,...,K, respectively. Supported by (5.26) and the effect of time
correlation defined in (5.8), the respective estimated channel vectors and

estimation error vectors of the i-th device Tyr; (X =A,B, i=1,...,K) in the
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following time instants can be further simplified as
hxri(n) = p" hyxri(1) = p" ' Al gxri(1), (5.27)

Ahyg i(n) = p" ' Ahyg (1) = p" ' AH qxr (1), (5.28)

while the relevant channel estimates at the time instant n could be obtained

via (5.8), (5.27)-(5.28) and the detailed expression can be given by

hyri(n) = p" 'Afgxr(1)+p" 'Afqxpr (1) + ) p" exr.i(k). (5.29)
k=2

5.3 System Performance Analysis
5.3.1 Exact results of Spectral Efficiency

5.3.1.1 Numerical expressions

In this sub-chapter, the sum SE performance of the proposed system is in-
vestigated. In the MAC phase, based on (5.9)-(5.10), the transformed signal

at the relay associated with the i-th user pair is given by

IR = Z':i +Zfi, (5.30)

where 7%, is defined as

AR BR i
Zfi = VDX, (FMAC,i + FMAC,i) hxg ixx.i
desired signal

+/Px.i <Fﬁ‘4§c,i + F%ac,i> Ahyp ixx i (5.31)

estimation error
AR BR XR
+Y \/Px, (FMAC,i + FMAC,i) hxr jxx,j+Fyac,Dr,
J# M

v noise

'

inter-user interference

8

S

and z, = € C2x1, with zX¥ € CK*! (X = A,B) as shown in (5.10).
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Meanwhile, the transformed signal vector at the relay can be expressed as
g = (2 +28) € CK*1. With the assistance of (5.30)-(5.31), we can specify the
power of the estimation error, inter-user interference and compound noise

in zg; as

Ai = X;q BpX (lFMAClAhXRl| + |FMAC lAhXRl| ) ) (532)

b

2 2
B; = . % B Y px,j (}Fﬁ‘/ﬁc;hx&ﬂ + |[Fifac x| )7 (5.33)
SaBiZi

- HFMAClH +‘|FZI\3/1154C1H ’ (5'34)

respectively. With the expressions of desired signals in (5.31), the signal-to-
noise-plus-interference ratio (SINR) from Ty ; (X = A, B) to the relay can be

obtained as

Fific bl + 5k bxe|)

A;+B;+C;

px,
SINRyz; = 1 (5.35)

In addition, this chapter applies the standard lower capacity bound
related to the worst-case uncorrelated additive noise [37, 69]. The lower
bounding method was suggested in [156] and to avoid repetition, a more
systematic study is leaning on the studies from [156]. To this end, the achiev-

able SE of the i-th user pair in the MAC phase can be given by

Neoh — rlp
2nc0h

Li=—Ff

)

(5.36)

2
BR T,
+ ‘ Fyrac Mar,i

2 ~ 2 ~
+ P8 ar i )+P8,i( Fifac Meri

A;+B;+C;

PA,i < }FAMIch,ihAR.i

E<{log, | 1+

Meanwhile, the SE of the user Tx ; (where X = A, B) to the relay can be

expressed as

Necoh — np

o E{log2(1 +SINRXR,i)}. (5.37)

Rxri=
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In the BC phase, Fpc is applied to generate the relay’s transmit signal,
and then the received signal at Tx; can be obtained by (5.12). For a more

detailed description, z4 ; can be given by

AT LRA T wRA
za,i = Porhygg ;Fpc ixp i+ porAhy g Fpe ixp i

Vv Vv
de51red signal estimation error

(5.38)
+PpF Z i F5o ixa i+ Ppr Y Whg FEC ixp.j+ na -
j=1 JF M

N _ hoise
v

inter-user interference

Similarly, to obtain zz ;, the subscripts “AR”, “BR” in the channel vectors and
estimation error vectors, the subscripts “RA”, “RB” in linear precoding vec-
tors, and “A”, “B” in signal and noise terms can be replaced with the sub-
scripts “BR”, “AR”, the subscripts “RB”, “RA”, and “B”, “A” in z4 ;, respec-
tively. With the assistance of (5.38), we can obtain the SINRgy ; from the
relay to Tx; (X = A, B) straightforward,

SINRRX i = |hXR ngé i ’2
|AhXR,F’§§J + Z (\hxm e | +]h§RlF§gj|) [l F Bcl} + 4

(5.39)
Consequently, the SE of the relay to the i-th user Tx ; (X = A, B) is given by

Rrxi= w X E{10g2(1 —|—SINRRX7,')}. (5.40)

coh

Moreover, the SE of the i-th user pair in the BC phase is obtained by the
minimum sum of the end-to-end SE from 7, ; to 7p; and the end-to-end SE

from Tp; to Ty ; [69],

R>; =min (Rag,;,Rgp,) + min (Rpgi,Rra ;). (541)

Based on the above, the sum SE of the proposed system can be summed as
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the total SE of all user pairs

min R1 ,,Rz,) (5.42)

HM»

e Lo

where R; for the i-th user pair is determined by the minimum SE in the two

phases [103, 109].

5.3.1.2 Numerical expressions with Channel aging

Inspired by Chapter 5.3.1.1, we focus on the SE performance with channel
aging. First, in the MAC phase, the transformed signals are obtained by ap-
plying the linear processing matrix Fysac(n) to the received signals at the time
instant n. Thus, the power of desired signals at Tx ;, (i=1,...,K, X =A,B) at

the time instant n can be given by

X{'MAC( le|hAR1 hXRl ‘ +le‘hBRl hXRl( )|27 (543)

where X = A, B. The respective power of estimation and channel aging er-
ror, inter-device interference of the post-processing signals z,(n) for the i-th

device pair at the time instant n can be expressed as

CMCn) =Y px.i (lﬁgR,i(n)AhXRJ(n)‘z"i' Z |p" ﬁI;R,i(”)eXRJ(J')}z)

X=A,B
‘2

+ P )ﬁgR,i(”)AhARJ( )’ + Z
)

p" hBR i(n)ear.i(j)

p" il [(n)esri(j)

Y

A 2
+PB.i )th,i(n)AhBRJ(n)‘ +Zz ‘
j:

(5.44)
D?/IAC@):Z Z PA Kk “ﬁgR,i(n)ﬁARk | +}hXRl AhARk( )‘2]
KEX=AB
+Z Z DAk Z;:z|pn_jﬁ§R,i(n)eAR7k(j)}2]
£ X=A,B -
+Y. Y sk Y () gk (n ’ +|h¥g i (n)Ahgg i (n )|2]
ki X=A,B -
+Z Z DBk ijz|Pn7]ﬁ§R,i(”)eBR,k(j)}2]7
kZiX=A,B -

(5.45)
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and the compound noise power is given by

EMAC(n )—’ AR (1 ‘ +‘hBRz }2 (5.46)

In the following, we define that (1) = n“’T’; > and x(n) =4 (n# 1) with N
and 7, representing the coherence interval length and pilot sequence length
respectively, since CSI is only estimated at the time instant 1. Additionally,
supported by (5.43)-(5.46) and the standard lower capacity bound with the
worst-case uncorrelated additive noise [155, 156], the respective SE of the i-

th device pair and the SE of the device Ty ; (X =A,B, i = 1,...,K) to the relay

are defined as

L X
Ry i(n)=x(n) xE{log, [ 1+ CMAC(n)X_:gi/IAC(n) TEC] (5.47)
XMAC
Rxgi(n) = x(n) xE {10g2 (1 + CVAC (1) +D11-”ACEn; +EMAC(n)> } . (548)

In the BC phase, Fpc(n) is applied to generate the transmit signal of the
relay and then the received signals are obtained at Ty ; at the time instant .
In the following, we take the relevant terms at 7 ; (i=1, ...,K) for details. We
can obtain the power of desired signal, estimation and channel aging error

respectively,
2

APC(n) = ‘ﬁgR,i(”)ﬁth,i(”) . (5:49)

eAR i )ﬁZR,i(n) (5.50)

A 2
BEC (n) = AhiR,i<n>h:R,,-<n>\ |

Meanwhile, the the inter-user interference power and the noise power can
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be given by

CrC(n Zk;ﬁ DhARz hARk ”)‘ +‘AhARz(n)hARk( )|2]
+Zk¢l [Z Z‘Pn jeARz(])hARk( )}2]
+Zk 1“hARz hBRk(n)‘ + |Abg () i (n )‘2]
Y (X o ek ()]

2
By — L Pr .
DEm) = =Y (VE{HFBC ||F}> (5:2)

Therefore, the SE of the relay to the i-th device T ; at the time instant # is

(5.51)

given by

ABC(n
Reailn) =) x B {10g2 (1 "B )+ C;cﬁ,j + D (n) ) } ' (5:53)

Similarly, Rgp ;(n) can be obtained by replacing AR, BR with BR, AR in (5.49)-
(5.53). The sum SE of the i-th device pair in the BC phase is denoted as the
sum of the end-to-end SE from 7} ; to Tp; and the end-to-end SE from Tp; to

T4 i, which can be expressed as

R27i(1’l) = min (RAR’,'(H),RRBJ(H)) -+ min (RBR,,'(I’L),RRAJ(H)) . (554)

Based to [69, 103], the sum SE at the time instant n can be obtained by

Zmln Rll Rz,( )) (555)

The average SE of the whole transmission process with channel aging can be

further given by

1 N, total

Rayr = R(n), (5.56)

Niotal n=1

where N, is the number of total time instants.
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5.3.2 Large-scale Approximations of Spectral Efficiency

This sub-chapter studies the respective large-scale approximations of the
sum SE with two linear processing methods in the case of Nr increasing to

large but finite numbers.

5.3.2.1 Maximum Ratio Method

First, we study the SE approximations of the system with MRT processing.

The linear processing matrices defined in (5.17)-(5.18) can be rewritten as

I’_‘IH

Fuyac = A?{R : (5.57)
BR

Fac = Mg, Hie (5.58)

respectively. The approximation of the normalization coefficient ppr in

(5.23) is obtained by

MRT __ Pr
PoF™ = | %

2 2 Lo R
)y (GARJ—}_GBRJ) Y L |Amn

i=1 m=1n=1

S (5.59)

When Ny increases to large but finite numbers, the approximations of
the achievable SE in the MAC phase and the SE between the relay and user
pairs defined in (5.32)-(5.37), (5.39)-(5.40) can be expressed as

RYFT = % x log, <1 + YA%;””), (5.60)
RURT _ Teoh " Mp. 06 (1 + 24 ) (5.61)
’ choh Zi
L L
4+ £ o)
pMRT _ Tleon — Mp " ha

RA.i xlog, | 1+

2 Necon
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L L L L
Yx,i=px, (N1%+ Z Z \®(Cl,b)’2> 'G§R,i+G§R,iG§R7i Z Z ®mnl® |
a=1

b=1 m=1n=1
b#a
(5.63)
2 2 & 2
Zi = (paiGari+ PBiGsr;) (Oari+ ori) Y, Y, |Omal
m=1n=1
Sy 2 (5.64)
j#l m:1n:1
+ N (G,ZR,i+G§R,i) ;
L L )
T;= = Dr GARIGARl+ZBARlGARJ+ZﬁARZ BR,j Z Z ’®m,n|
—1 — 1 n—1
Us / m=tn (5.65)

+
J

(GXR,j_f’GI%R,j) Y ) Al
1 m=1n=1

K L Ng

where X = A,B. For simplicity, we assume ® = AA" and A; = A i (=
1,...,K), which are also applied in the following simulations. Based on
(5.61)-(5.65), IéBR’i and I?RB,,- can be obtained by using pg;, pa,;, and the sub-
scripts “BR”, “AR” to replace pa ;, pp,i;, and the subscripts “AR”, “BR” in I?ARJ
and I?RAJ, respectively. Thus, the SE approximation in the BC phase can be

obtained by

Ry ;= min (Rag ;,Rgp,;) +min (Rpr ., Rra ;). (5.66)

According to the above expressions, the approximations of the sum SE
of the proposed system R associated with R; and the respective SE approx-
imations in the MAC and BC phases, while R; — R; — 0, Ry;— R i —0and
Ry — Iézﬂ- — 0, is given by

K K
R=Y Ri=) min(R;Ry;). (5.67)

Proof: Please see Appendix C.
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5.3.2.2 Maximum Ratio Method with Channel Aging

Note that Gxr(1) = [gxr.1(1),...,&xrk(1)] € C-*K based on (5.26), X = A, B.
When Nf increases to a large number, the vectors in Gy r(1) could be assumed
to become asymptotically mutually orthogonal. Therefore, G,(1)Gxr(1)
approaches a diagonal matrix [76]. In this case, the approximations of corre-
sponding SE terms of the power of desired signals, the power of estimation
and channel aging error in the MAC phase at the time instant n defined in

Chapter 5.3.1.2 can be given by,

A (n) = pasp D) x oy, (z ¥ [0(a,b)f + X ica(a,a)@(b,b))

b= a=1b=1
b

1
) L L )
+PA,iP (1=1) % GARzGBR Z Z |©(a,b
a=1b=1

(5.68)
AMAC dn—1) o 4 | & & 2, &
B/"“(n) = ppip X Opp; Z Z| (a,b)|"+ ¥ ¥ ©(a,a)0(b,b)
4(n—1 2 2 L 2
+ppip*Y x OiriO8r: Y, 3 |9(a,b)[",
a=1b=1
(5.69)
CHAC(n) = 0V (03 1+ 0;) - X X 10(ab)x
’ a=1b=1
< 2 ) S 2(1-)) 2
pA,lO-AhARJ-I_pB,lGAhBR_i -I_Zp pAJGeAR’ (.])+sz eBR,i (]) )
=2
(5.70)

while the approximations of the inter-user interference and the compound

noise power is given by

y L L
DIC(n) = p*01) (03 + 0By ) - X ¥ [O(a,b)x
a= lb 1
Z [(PAkﬁARk+PBkﬁBRk +ZP (1=J) <pAk eARk(J)+PBk eBRk(])>]7
ki J=2
(5.71)
_ L
EMAC (1) — p2(n-1) (GquiJrGgR i) . Y. O(a,a). (5.72)
’ ’ a=1

Supported by (5.47)-(5.48) and (5.68)-(5.72), we can obtain the SE ap-
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proximations R; ;(n) and Rxg :(n),

L XC(n)
Rii(n) =x(n) xE{ log, | 1+ 54D
)l - 2 ~ ™ o
CMAC (n) 4+ DYAC (n) + EMAC (n)

(5.73)

KMAC (1)

Rxgi(n) = x(n) xE {10g2 (1 + VA ) +D;."1AC(n) —|—EMAC(n)) } . (5.74)

wherei=1,....K,X=A, B.

Meanwhile, in the BC phase, the approximated normalization coeffi-

cient ppr(n) can be expressed as

Pr
K L Ng
pZ(n_l) Z <GARJ + O-BR j> g );1 ’Am,nlz

j=1

Por(n) = (5.75)

Moreover, the approximations of the SE terms at Ty ; in the BC phase

at the time instant n defined in Chapter 5.3.1.2 can be given as

- e L L X " L L
ABC () = p* 1).6;‘1,?71. (Za_lzb_le) (a,a)® (b,b)+za:lzig |®(a,b)|2)’

(5.76)
. L L )
BE(n) = p* ™) 03 (R, + L™ 02, () X Y. 10(a,b)
a=1b=1
(5.77)
3 L L
CEC(n) = p*" V- Y Y |O(a,b)*x
a=1b=1
K
{@%R,i(ZﬁAR,k-i- Z BBRk) + Z P 20 eAR, (Z GARk+ Z GBRk)}
ki k=1 j=2 k#i 378)
n— K L .
DfC(n Z GAR]+GBR] Y Z Al (5.79)
j=1 m=1n=1

Therefore, Rga ;(n) can be obtained by (5.53) and (5.75)-(5.79), and ex-

pressed as,

. A<
Roa i) = 200 <E-{bots (14 e s ) |- (550
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Similarly, Rgp ;(n) can be obtained by replacing AR, BR with BR, AR in (5.75)-
(5.79). With the assistance of all approximation terms derived above, the SE

approximation in the BC phase can be expressed as

R27,-(n) = min (RAR’,'(FL),RRB’,'(H)) + min (RBR7,'(I’Z),RRA7,~(I’Z)) . (581)

Moreover, the sum SE approximation of the proposed system at the time

instant n can be obtained by

Z min ( ),R2i(n)). (5.82)

The approximation of the average SE of the whole transmission process with

channel aging can be further given by

1 Ntoml

avr —

R(n), 5.83
Niotal n=1 ( ) ( )

where N, is the number of total time instants.

5.3.2.3 Zero Forcing Method

In this sub-chapter, the SE approximations of the system with ZF pro-

cessing are studied. Recall that Gxr = [BxR1,-- 8xR K] € CLxK

and gxgr; ~
CN(0, oxr1L), X = A,B; moreover, gxg; and gxg ; (i # j) are uncorrelated.
When Ny increases to large number, the inner product of any two columns

in Gyg can be simplified as [76, 98, 118]

2 . .
I .y . OXR,i> 1=

A 'g)IL(IR,igXR,j — S (5.84)
R 0, i#j

Therefore, when the number of relay antennas goes to a large number,

the inner product of any two columns in estimated channel matrices ﬁXR
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(X =A,B) can be approximated as

~H ~ .
RN (G i i=
B g { SXRETBXR I (5.85)

0, i 7]

With (5.85), the ZF linear processing matrices Fyac and Fpc defined in
(5.21)-(5.22) can be approximated as

ATl A 1A
Fyic — (HiRHar) Hig (5.86)
(A Fipe) ™ ALy

Fac — A (e fie) g (A0 MR) |, (587)

respectively. The approximation of normalization coefficient ppr can be

given by
pZE — Ng - Pr
DF K[ (5.88)
y ( ) ) Y An
i=1 AR,i BRi / m=1n=1

According to the above analysis and highlighting the properties of ZF
processing of eliminating inter-channel interference [119], the approxima-
tions of the SE in the MAC phase and the corresponding approximations of

the SE between the relay and user pairs are given by

N — i T DPB,i
RZE — Neon — Mp %1 |4 PAITPBI 5.89
Li 2N con 0% (1 denominator (5:89)
Y4 Neoh — np ( PAji )
R4E . — x 1 14— .
AR~ 2Neon o821 denominator/’ (5.90)
ncoh - np
REE . — Joh TP
R 2ncoh
NI%pr
10g2 H K 6/%1%1 GARl
pry | o Z Z‘G) Z Z‘Amn’
j=1 OAR.j GBR/ m=1n=1 GBRJ m=1n=1

(5.91)
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respectively. In (5.89)-(5.90), denominator can be expressed as with
p y p

@l

M=

K &3 &3
. AR, j AR, j
denominator = E DA.j 4 /
Y\ Nio2,. Nio}
j=1 ROAR,i ROBR,i
=2 2

K Grp Grp
BR, BR,
+ Z PB.j ( L+ ] )
Jj=1

) )
NiOir; NgOpg;

D= T 1=
M-

2 (5.92)

|®m,n

3
I
—_
3
I
—_

1 1
2 2
NROjr; NrOpg;

_|_

Based on (5.90)-(5.92), Rgr,; and Rgp ; can be obtained by replacing the trans-
mit powers pa;, pp;, and the subscripts “AR”, “BR” in Rag; and Rga; with
the transmit powers pg;, pa,i, and the subscripts “BR”, “AR”, respectively.

Then, the SE approximation in the BC phase can be expressed as
Ry ; =min (Rag i, Rrp,;) +min (Rpr i, Rra.;).- (5.93)

Accordingly, the approximations of the sum SE R related to R; and the SE
approximations in the MAC and BC phases with R;; — 1?17,- — 0 and Ry; —

Iézyi — 0, respectively, while R, — R; —0,is given by

R -
1 i

fé = min (R\l,i,R\Li)a (594)

F'Mw
1P

Proof: Please see Appendix C.

5.3.3 Energy Efficiency

In general, the EE can be defined as the ratio of the sum SE to the total power

consumption of the system, given by [44, 120],

R

E=—
Ptot’

(5.95)
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where R represents the sum SE defined in (5.42) and P, represents the total

power consumption by particularizing (2.19),

Pior = i(PA,i + Pgi) + Pr + Pyatic- (5.96)
i=

In practice, the total power consumption of the two-way relay system de-
fined by (2.19) consists of the transmit powers, the powers consumed by
static circuits, and the RF components in all RF chains. Typically, one an-
tenna is connected to one RF chain by digital beamforming architecture
[44, 157]. Moreover, Pyuic is the power consumption of all static circuits
in the system [44]. In this chapter, we consider a common power con-
sumption model referring to the model introduced in Chapter 2.2.3 and de-
veloped in Chapter 4.3.2 where the respective power consumption terms
can be referred to (4.33)-(4.36). Similar to Chapter 4.3.2, we consider that
Ci = & = &, Ppac,i = Ppac,r = Poac, Puixi = Poixr = Prixs Pritei = Priter = Prits
and Py, ; = Pyynr = Pyyn for i = 1,2, ..., K in the following simulations for sake

of simplicity.

54 Incomplete CSI Acquisition

In practical massive MIMO relay systems, the dense deployment of relay an-
tennas leads to an increasing spatial correlation between adjacent antennas.
Higher spatial correlation can obtain greater similarity between the channels
of these closely spaced antennas [9, 17]. Therefore, apart from imperfect CSI,
we implement incomplete CSI acquisition by collecting the CSI for a subset
of relay antennas during the channel estimation stage and generating the
CSI of the rest antennas via the averaging method. This may take advan-
tage of the similarity of channels, and dramatically reduce CSI overhead in
transmission.

As illustrated in Chapter 3.2.2, the example of the active antenna distri-
bution is displayed by Fig. 5.2. Similarly, let # and ¢ represent the subsets

of indices for active and inactive relay antennas during the channel estima-
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Ny

antennas

Ny, antennas

Figure 5.2: Example CSI distribution pattern for a URA with N, =9, N. = 5. Colored
and white elements represent antennas with and without CSI acquisi-
tion respectively.

tion stage respectively with |#| = N,, and |¢’| = Ng — N, [17, 158]. Moreover,

we express the design of the CSI distribution pattern as

e 1) First, to guarantee that each inactive relay antenna could have at

least one adjacent active antenna, N./Ng > 0.3 is considered.

e 2) The basic number of antennas with CSI each row should be |[N,/N, |

and evenly distributed.

e 3) Then, we shift the patterns circularly to determine the CSI distribu-

tion in the following rows.

e 4) When N, > N, x |N./N, |, the additional antennas N, — N, x |[N./N, |
with CSI should be added from the last row with the same even distri-

bution pattern.

This CSI distribution ensures that the antennas with CSI are evenly dis-
tributed and that each inactive antenna has at least one adjacent active an-
tenna. For the sake of simplicity, the channel estimates for active antennas
in # can be obtained by (5.25) and the channel estimates of inactive anten-

nas in ¢ are obtained by averaging the estimated vectors of adjacent active
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antennas
Ng

A 1 .
o = — @ 5.97
hxg i, Ne, L;lhx iz’ (5.97)

where Ny, represents the number of antennas with instantaneous CSI that is
used to approximate the CSI of the inactive antenna ¢’;. Intuitively, the CSI
of the ¢;-th antenna is computed through averaging the CSI of its closest
active antennas, %’f’ ,a=1, ...,N(gj. With the averaging method, the actual
channel estimate of inactive antenna ¢’; can also be derived via averaging the

actual channel estimate of active antennas,

Ng,
Lh s
a1 XR,iAB,
N(gj

h o 5.98
Z <hXR,z:%‘f’ +AhXR,i%‘f’ ) ( )

a=1
. 1
= Bxri; Ny, Z AhXR i
‘51- a=1 slBa

1
Ne,

1
Ng,

hxr iz, =

5.4.1 Power Consumption Model

Considering both the total power consumption model defined in Chapter
5.3.3 and the proposed incomplete CSI acquisition model, we note that only
N RF chains are required to generate the transmit signals. Therefore, the
power consumption of RF components in RF chains for the relay with N,

active antennas can be given by

Prrr = Ne(Ppac + Puix + Pritr) -+ Pyyn. (5.99)

With the assistance of (5.96), (5.99) and (4.33)-(4.35), the proposed incom-

plete CSI acquisition model can achieve power reductions in the total power
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consumption as

K
For =Y (Pai+Ppi) + P+ Pua

i=1
B K ((Meon—Mp)Px,i+ MpPp\ | Pr (5.100)
- ZX:A],\I; Y ( 2Meonl >1+ 20
+ (K+ TC) . <PDAC + Pix +Pfilz> + (K+ E)Rsyn + Pya.

5.4.2 Complexity Analysis

In this sub-chapter, we study the total computational complexity of the pro-
posed system and analyze the complexity reduction achieved by the incom-
plete CSI strategy. Based on the system model in Chapter 5.2, the signal
processing operations performed in the proposed multi-pair two-way TDD
relaying system can be divided into three phases, namely, channel estimation
phase, the MAC phase and the BC phase. To this end, the total complexity

of the proposed system can be expressed as follows.

5.4.2.1 Channel Estimation Phase

The main computational complexity of the MMSE estimator lies in comput-
ing the matrix inversion [50]. For simplicity, long-term statistics are assumed
to remain constant, and the effect of channel coherence time is taken into ac-

count. Therefore, the complexity can be simplified as [50, 159]
Ciivse = Ne- 2K - (2Nem, — 1), (5.101)

where 1, is the length of the pilot sequence. Meanwhile, since the CSI of in-
active antennas is obtained by averaging the CSI of adjacent active antennas,
the additional flops are related to the number of adjacent active antennas
Ng, for ¢-th inactive antenna. As a more general introduction, we assume
that all inactive antennas have an equal number of adjacent active antennas.

Accordingly, additional operation flops with two complex-scalar additions
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are considered [160]

Ce' =2K-4(Ng —N,). (5.102)

avr

Here we assume that each complex-scalar addition requires two real
flops. Remark that the division by N, shownin (5.98) does not introduce ex-
tra complexity. In this case, the complexity of the channel estimation phase
can be stated by

C = C88h e+ COL (5.103)

5422 MAC phase

The overall complexity of the MAC phase depends on the operations in-
volved in generating the precoding matrix and calculating the transformed
signals. First, the complexity of implementing the precoding matrix can be
given by [97]

CMAC — N..2K - yac, (5.104)

imp
where Nyac is the number of symbols in the MAC phase. Moreover, com-
pared with MRT processing, ZF processing introduces extra computational
complexity related to the conventional singular value decomposition (SVD)
approach used to compute the pseudo-inverse precoding matrix [159, 160].
Thus, the complexity of this process is given by [158]

CMAC —24. (2K)? 4+ 16Ng - (2K)* + 2K + 4KNg + 8Ng - (2K)*. (5.105)

mny

Subsequently, the generated precoding matrix is multiplied with the sym-
bols to generate the transformed signal. The complexity of computing the
transformed signal in (5.10) is given by

CYMAC _ 18N, -2K 42 (Ngr —N.)] - pac- (5.106)

comp —
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Hence, with MRT processing, the complexity of MAC phase is given by

cuac _ C%?,C +C%fn§- (5.107)

The complexity of MAC phase for ZF processing is given by

CMAC _ MAC | ~MAC | ~MAC (5.108)

ZF imp comp iny

5.4.2.3 BC phase

The BC phase also generates a precoding matrix and computes the precoded
signal. Moreover, decoding the received information at the relay introduces

additional complexity. The complexity of decoding is given by [97]
Ciee = Ne 2K - e, (5.109)

where 1npc is the number of symbols in the BC phase. Besides, the complexity
of implementing precoding matrix is given by

CBC = N,-2K -npc. (5.110)

imp

As with the MAC phase, when ZF processing is applied, the SVD ap-
proach is applied to calculate the pseudo-inverse precoding matrix. There-
fore, the complexity of this process is

CBC =24 x (2K)* + 16Ng x (2K)* + 2K +4KNg + 8Ng x (2K). (5.111)

[244%

Furthermore, the complexity of computing the transmit signal in (5.11) can

be expressed as

., = [8N.-2K +2 (Ng — N,)] - nsc- (5.112)

comp —
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Thus, the complexity of the BC phase can be given by

C C C
Citrr = Caee + Chup + Coomps (5.113)
CES = CEC + CBC - CES,, +CEC, (5.114)

for MRT processing and ZF processing respectively.

5.4.2.4 Total Complexity

The total complexity of the proposed system with different processing meth-
ods (X = MRT, ZF) can be given by

C;(ot — et _,’_Cg(/IAC —l—C)l?C. (5.115)

5.5 Numerical Results

In this chapter, numerical results are presented to evaluate the system per-
formance of the proposed space-constrained two-way relaying system. The
following parameters are employed until otherwise stated. We consider a
standard Long Term Evolution (LTE) frame with coherence interval length
Neon = 196 (symbols) and pilot sequence length 1, = 2K [69]. An equal
number of angular directions L = 200 is applied until specifically stated, and
the angle spreads of the azimuth and elevation angles of departure are fixed
to w/4 and m/3 radians respectively. For the power consumption model,
we assume that ps; = pp; = pu, i = 1,...,K, Ppac = 7.8mW, Py = 15.2mW,
Py = 10mW, Py, = 25mW and Py, = 2W [99]. With considered path loss
model, all users’ slow large-scale fading parameters are different and can be
arbitrarily achieved by f; = (D—"X)%, where k represents the shadowing effect
with typical values ranging from 2 to 6, Dy is the distance between the k-th
user and the relay, and v is the path loss exponent [38, 39]. It is assumed

that the relay is located in the center of a cell and all users are randomly
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Figure 5.3: Sum SE vs. inter-antenna distance d with MRT processing for K = 5,
pp =0dBand p, =5dB.

distributed within the cell. To make the results more practical, we consider
Bar = [0.3188,0.4242,0.5079,0.8550,0.2625,0.8010,0.2920,0.9289,0.7303,0.4886),
Bsr = [0.5785,0.2373,0.4588,0.9631,0.5468,0.5211,0.2316,0.4889,0.6241,0.6791].

5.5.1 Large-scale Approximations

5.5.1.1 MRT Processing

Fig. 5.3 shows the sum SE v.s. inter-antenna distance d. Note that the “Ap-
proximations” are obtained by applying (5.60)-(5.67), and the “Numerical
Results” are generated according to (5.32)-(5.37) and (5.39)-(5.42). We can
observe that large-scale approximations closely match the numerical results,
and the sum SE increases with increasing inter-antenna distance while expe-
riencing a smaller spatial correlation. However, the growth trend decelerates
when d > 0.54. The larger transmit power of pilot symbols can achieve a bet-
ter sum SE performance due to the estimation accuracy enhancement, and
the performance can gradually approach the ideal one with perfect CSI. In

addition, the growing number of relay antennas also has a positive impact.

In Fig. 5.4 (a), simulation results are presented to show the effects of

an increasing number of relay antennas on the sum SE. With the increase of
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Figure 5.4: (a) Sum SE and (b) EE vs. number of relay antennas Nz with MRT pro-
cessing for K =5, p, = p, =0dB and p, =5 dB.

Ng, the sum SE grows without limit as there is no pilot contamination. Sim-
ilar to Fig. 5.3, a larger inter-antenna distance can help to obtain a better SE
performance. However, it is critical to note that in all cases, as Ny increases,
the benefits of adding further antennas decline. Fig. 5.4 (b) particularly pro-
nounces the relationship between the EE and the number of relay antennas
Ng. The power consumption increases linearly with the number of antennas,
while the growth trend of the SE gains decrease to large Ng. Accordingly, it
is shown in Fig. 5.4 (b) that the EE performance would be saturated after
reaching a particular EE value. We can find that when N; ~ 300, an optimal
EE can be achieved, especially, when d = 0.54, the maximum EE around 0.3
bits/J/Hz is obtained. To this end, with a fixed inter-antenna distance, the
EE performance can be optimized with specific Nz while reducing power

consumption and sacrificing a specific SE performance.

5.5.1.2 MRT Processing with Channel Aging

For the imperfect channel estimation, the CSI is only estimated at the time
instant 1 with G}%R,k(l) = %, GthR,k(l) = ﬁ,X =A,B,k=1,...,K. For channel
aging, the variance of channel aging error is GeZXR‘k (n) =0.1, X =A,B, k =

1,...,K, in all time instants and the time correlation parameter is p = 0.8 until
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otherwise stated. Moreover, for simplicity, the large-scale fading parameters
are defined as Bag; = Bpri=1,i=1,....K.

Fig. 5.5 shows the instantaneous SE at the selected time instant » after
the most recent channel estimation and the average SE for all time instants
v.s. the number of relay antennas respectively. The "Approx.” (Approxima-

tions) are obtained by (5.68)-(5.83). Moreover, numerical results are gener-
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ated by (5.43)-(5.56). It can be observed that the large-scale approximations
can match the numerical results closely. We can also observe that both the
average SE and the instantaneous SE for the selected time instant n grow
unboundedly with increasing Ng. Moreover, both larger N, and n could
reduce the average SE and the SE at the selected time instant due to the effect

of channel aging respectively.

Fig. 5.6, the direct effect of spatial and time correlation is explored,
where we show the average SE with increasing inter-antenna distance and
the total number of time instants, with the CSI estimated at the time instant
1. Similar to Fig. 5.5, larger N can help to achieve a better SE performance.
In Fig. 5.6 (a), the average SE increases with inter-antenna distance and
starts to saturate especially when d > 0.54 with moderate spatial correlation.
Meanwhile, Fig. 5.6 (b) shows that the total number of time instants plays
a negative role on the average SE. Nevertheless, it is important to note that
significant performance degradation only appears for inter-antenna spacing
d < 0.31, and for channel aging more than 4 to 5 time instants. This can
be exploited for significant physical space savings and channel estimation

relaxation.
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Figure 5.8: Sum SE vs. inter-antenna distance d with ZF processing for K =5, p, =
p.=0dBand p, =5 dB.

In Fig. 5.7, the effect of the time correlation parameter on the average
SE is illustrated. It is obviously shown that the average SE would increase
with growing time correlation parameter p which represents increasingly
retained channel accuracy and similar to Fig. 5.5, larger Ng has positive ef-
fects on the average SE. Moreover, Fig. 5.7 can further clarify that increasing
d has positive effects, however when d is large enough to achieve moderate
even low spatial correlation, the average SE could tend to saturate. This can
show that the joint spatial and time correlation could be tolerated in terms

of the SE performance.

5.5.1.3 ZF Processing

Fig. 5.8 shows the sum SE v.s. inter-antenna distance d with ZF processing.
Note that the "Approximations” are obtained by applying (5.89)-(5.94), and
the "Numerical Results” are generated by (5.32)-(5.37) and (5.39)-(5.42).
We can see that the sum SE increases as the inter-antenna distance increases
and begins to saturate when d > 0.5A. Furthermore, compared with Fig. 5.3,
ZF processing can outperform MRT processing by eliminating inter-user and
inter-pair interference. Moreover, increasing channel estimation accuracy

with higher transmit power of pilot symbols is beneficial for the SE perfor-
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Figure 5.9: (a) Sum SE and (b) EE vs. number of relay antennas Nz with ZF pro-
cessing for K =5, p, = p, =0dB and p, =5 dB.

mance to achieve the perfect CSI performance. The greater Ny is beneficial

to the performance of sum SE.

Fig. 5.9 (a) displays the relation of the sum SE to the number of relay
antennas. The sum SE grows unboundedly with increasing Ng. Similar to
Fig. 5.8, a greater inter-antenna distance is beneficial to the SE performance.
The power consumption increases linearly while the growth trend of the SE
decreases at increasing Ng. Thus, in Fig. 5.9 (b), we can observe that the
EE performance would slowly decline after achieving an optimal EE with a
specific Ng, especially, the optimal EE around 0.37 bits /] /Hz can be achieved
with Ng ~ 250 when d = 0.5A. In this case, Ng ~ 250 can be selected to be the
optimal number of relay antennas to improve the EE performance. Com-
pared with Fig. 5.4, system performances of ZF processing can outperform
those of MRT processing, which is clarified by Fig. 5.8. Furthermore, the
ideal approximations of matrix inversion in ZF processing result in less accu-
racy when Nk is small. In the non-asymptotic regime, the numerical results

could closely match approximations when Ng becomes larger.
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5.5.14 ZF Processing with Varying Path Number

For simplicity, the large-scale fading parameters are defined as Bar ; = Bpr.i =
1,i=1,...,K, to better evaluate the effect of spatial correlation on the system
performance.

Fig. 5.10 shows the sum SE vs the number of relay antennas Nz with
different settings of the signal propagation path number L. Note that the
"Approx.” (Approximations) are obtained by applying (5.89)-(5.94), and
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the "Exact” (Numerical results) are generated according to (5.32)-(5.37) and
(5.39)-(5.42). We can observe that the sum SE grows unboundedly with
respect to Ng, Moreover, larger number of L can help to achieve better sum
SE, especially when Nk is small.

As shown in Fig. 5.11, simulation results are presented to display the
relationship between the sum SE and the inter-antenna distance d of the pro-
posed physically constrained system. Similar with Fig. 5.10, larger L can help
to achieve a better SE performance; moreover, d = 0.5 normalized by the car-
rier wavelength A can be selected to make better use of spatial correlation to
achieve greater sum SE while antennas are closely spaced.

Fig. 5.12 represents the relationship between EE and the number of an-
tennas Ng. It is clearly shown that after achieving an optimal EE perfor-
mance, EE would decrease with respect to Ng, and larger L has a positive
effect on EE when Ny, is small. Moreover, we can observe that when D;,; = 100
normalized by the carrier wavelength A, the optimal EE can be achieved
when Ng = 300 while d = Dy, /Ng = %, similarly, when D,,; = 60, the opti-
mal EE is achieved when Ng = 200 with d = D,,;/Ng = 0.3. In this specific
case we considered here, d ~ 0.3 can be determined to achieve an optimal

EE in the proposed physically spaced system.
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5.5.2 Incomplete CSI Acquisition

5521 Complexity Analysis

The development of total complexity is studied in Fig. 5.13. It is shown that
Fig. 5.13 (a) explores the complexity of an incomplete CSI strategy with an
increasing ratio of active antennas and compares it with the complexity of a
complete CSI acquisition. First, the matrix inversion in ZF processing could
generate additional computational complexity; therefore, the system pro-
posed with ZF processing experiences higher complexity than the system
with MRT processing. We can observe that the incomplete CSI strategy can
reduce the total complexity of the proposed method. Fig. 5.13 (b) shows
that total complexity increases dramatically as the number of relay antennas
increases. Similar to Fig. 5.13 (a), a smaller ratio of active antennas achieves

computational complexity reductions.

5.5.2.2 MRT processing

The effect of the inter-antenna distance on the sum SE and EE performance

with incomplete CSI acquisition and MRT processing is shown in Fig. 5.14.
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Fig.5.14 (a) shows that an increasing inter-antenna distance plays a positive
role in the sum SE performance. Moreover, a larger number of active anten-
nas help achieve a higher sum SE, and the sum SE meets a saturation when
d > 0.54, especially when N, < 0.5 x Ng. The EE performance is demon-
strated in Fig. 5.14 (b). It can be observed that when d is small, namely,
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higher spatial correlation, a smaller number of active antennas with CSI can
closely achieve the EE performance with full CSI. When d > 0.5A, the EE
would also approach a saturation with incomplete CSI acquisition. To this
end, spatial correlation, and incomplete CSI acquisition can jointly attain po-
tential EE benefits and complexity reduction.

Fig. 5.15 shows the effect of the ratio of active antennas on the sum SE
and EE performance. Fig. 5.15 (a) underlines that the sum SE increases with
the increasing ratio of active antennas. It can also be observed that more an-
tennas with CSI are required as the inter-antenna distance increases to attain
the ultimate performance achieved by the full CSI acquisition. The EE per-
formance is studied in Fig. 5.15 (b). We can observe that the EE growth
rate would start to slow down when N. ~ 0.5 x Ng, especially when d is
small. In this case, when relay antennas are strongly correlated, the pro-
posed scheme could select a specific ratio of active antennas to achieve the
desired EE performance. Therefore, the proposed incomplete CSI acquisi-
tion can help maintain the required system performance and reduce com-

plexity.

5.5.2.3 ZF Processing

In Fig. 5.16, the relationship between the inter-antenna distance and the sys-
tem performance with ZF processing is examined. First, compared with
Fig. 5.14, it can be seen that ZF processing can significantly outperform MRT
processing in this proposed system. Moreover, the results in Fig. 5.16 (a)
show that increasing the inter-antenna distance benefits the sum SE. The
sum SE could begin to saturate when d > 0.44, especially with fewer ac-
tive antennas. However, larger N, could help achieve a higher sum SE with
increasing d. In Fig. 5.16 (b), the performance of EE is illustrated, where the
EE increases and then saturates for d. Additionally, we can observe that the
reduction in the number of active antennas with CSI can benefit EE, espe-
cially when d < 0.54, this will be further clarified by Fig. 5.17. Therefore,

when d is small to achieve a high spatial correlation, a moderate incomplete
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CSI acquisition can help enhance the EE performance while maintaining the

SE performance.

Fig. 5.17 shows the effect of the ratio of active antennas on the sum SE

and EE performance. Specifically, Fig. 5.17 (a) indicates that the sum SE

increases with an increasing ratio of active antennas. Similar to Fig. 5.16, a
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greater inter-antenna distance achieves a better sum SE performance. The EE
performance is studied in Fig. 5.17 (b). It can be observed that an increasing
number of active antennas could play a negative role in EE performance after
achieving an optimal result. It shows that when relay antennas are highly
correlated, an optimal EE can be obtained with N. = 0.5 x Ng. Moreover,
when inter-antenna distance is large, like d = 0.54 with lower spatial corre-
lation, the EE would approach the maximum when more than half antennas
are active, which is also clarified in Fig. 5.16 (b). Intuitively, this occurs be-
cause the small loss in the SE is compensated by the substantial reduction in
the power consumption. Therefore, N. = 0.5 x Ng could be the benchmark
number of active antennas to maximize the EE while maintaining a required

sum SE in moderate and high spatial correlation scenarios.

5.6 Conclusion

This chapter has studied the sum SE and EE performance of a space-
constrained multi-pair two-way half-duplex DF relaying system with linear
processing methods, incomplete CSI and the effect of channel aging. In par-
ticular, the large-scale approximations of the achievable SE with MRT and
ZF processing were derived respectively. Meanwhile, a practical power con-
sumption model was characterized to study the EE performance. To exploit
spatial correlation, an incomplete CSI approach was introduced and anal-
ysed. Our analysis and results demonstrated the important design guide-
lines for the studied scenario and verified that the proposed system with
spatial correlation and linear processing methods is able to enhance the EE
while preserving the sum SE performance with specific system configura-
tions. Moreover, the closed-form large-scale approximations of the SE with
channel aging are investigated to show that both space savings and chan-
nel estimation relaxation can be exploited to maintain system performance
while reducing costs. Supported by the above-mentioned results, our anal-

ysis shows that the moderate spatial correlation and channel aging can be
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tolerated at the relay in the massive MIMO regime.
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Chapter 6

Two-stage Alignment Method

Design for Beam Alignment

This chapter is based on our works published in [C3].

6.1 Introduction

Millimeter-Wave (mmWave) communication is a promising domain for fu-
ture wireless communication because of its ample frequency spectrum avail-
ability and the throughput enhancements it can offer to cellular communi-
cation [21, 73, 74]. The advantages of mmWave communication include the
high data rates thanks to the large bandwidth with mmWave frequencies
and the line-of-sight (LOS) communication nature which is key to control
interference between systems [75]. The short wavelength of the mmWave al-
lows large-scale antenna arrays to be implemented in a small physical space
[161]. However, a fundamental challenge in mmWave communication is se-
vere path loss. To compensate for this challenge, high-gain beamforming
together with accurate transmitter (Tx) and receiver (Rx) beam alignment
is required to acquire large antenna array gains [162, 163].

Several theoretical beam alignment techniques for mmWave communi-
cations to achieve high antenna gains have been developed in previous stud-
ies. The work in [75] has studied hard-alignment algorithms for uniform

linear array (ULA) scenarios and extended to dual-polarized array in [164],
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while a soft-alignment algorithm scanning the channel subspace with dual-
polarized antennas has been presented in [162]. The iterative search has
been studied in [165, 166 ], in which the beam codebook is pre-designed and
independent of the beam-alignment protocol; this results in sub-optimal per-
formance. The beam alignment techniques presented in [167, 168, 169] can
be employed in single-user ULA mmWave system to investigate a promising
channel estimation performance of the angle of departure (AoD) and angle
of arrival (AoA). Another common technique studied in [75, 170] is beam
training achieved by spatial scanning; however, this is generally applied to
the one-sided scenario. In this case, a conventional approach to adjust Tx
and Rx beams jointly is performing an exhaustive method by examining all
potential beam pairs in the given angle range and determining the best beam
pair that maximizes the antenna gain [171, 172]. A tree-fashion hierarchical
beam codebook design with ULA arrays compared to conventional exhaus-
tive search has been illustrated in [20], and [173] has proposed wider beams
to speed up beam scanning. The work in [161] has exploited the exhaus-
tive method to propose a pseudo-exhaustive beam training method with full
beam search. However, significant computational complexity and signalling
overheads might occur when a great number of beam pairs are steered or

suffers losses in the antenna gain if the scan interval is large.

This work focuses on a detailed electromagnetic simulation of the an-
tenna arrays at the Tx and Rx, based on NEC’s commercial-level simulation
environment. To provide a scalable trade-off between the complexity and an-
tenna gain discussed above, we propose two-stage alignment methods start-
ing with wider beams achieved by deactivating antennas at the Tx and Rx
to speed up the coarse beam scanning, and then refined with a precise esti-
mate of the direction range to attain both required performance and potential
measurement and complexity reduction. To further achieve low-complexity
beam alignment, we propose a further two-stage alignment method, that

also starts with a wider-beam coarse scanning, and at the second stage em-
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Figure 6.1: Free Space Communication Link with yz-plane planar array

ploys an algorithmic approach based on the gain difference generated by ad-
jacent beams and the known beam pattern of our transceiver antenna arrays.
Our methods are supported by a steerable, hybrid antenna array architecture
with massive multiple-input multiple-output (MIMO) arrays at the Tx and
Rx. The performance of the proposed beam-alignment methods is analyzed
in terms of achievable total Tx-Rx antenna gain, beam misalignment prob-
ability, number of measurements, and total complexity. Numerical results
avail complexity-performance trade-offs by tuning key scanning parameters
of the methods governing the performance and demonstrate the effective-
ness of our proposed alignment methods under the considered practical sce-

nario.

6.2 System model

6.2.1 Free Space Propagation Model

We consider an xHaul point-to-point link as shown in Fig. 6.1, which is typ-
ically dominated by a strong LOS component [75]. To simplify our electro-
magnetic simulation, we employ the free space propagation model to model
the LOS path incurred in a free space environment between the Tx and Rx
in mmWave communication. We further assume that the Tx and Rx anten-
nas are matched in impedance to their connecting transmission lines with

identical and aligned polarizations [78, 82]. According to the well known
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Friis formulation, we calculate the received signal power in free space at a

distance R from the Tx as [73, 79]

GTx GR)C)L 2

Pry = PTXW7

(6.1)

where Pg, and Pr, are the received power and transmit power respectively.
Gry and Gr, are the receive and transmit antenna gains. R is the Tx-Rx sepa-
ration distance and A = ¢/ f is the carrier wavelength where f is the mmWave
frequency and ¢ = 3 x 108 m/s is the speed of light. A convenient dB-form of

(6.1) reads as

Pry(dBm) = Pr,(dBm) + Gr.(dB) 4+ Gg.(dB) — 20logh (km ) (62)
—20logf(MHz) —32.44, .

where, Liree space = —20logR(km) — 20log f(MHz) —32.44 represents the free
space path loss. (6.2) indicates the way to quantify the link performance,
and the determination of the received power Pg,(dBm) for a given mmWave
frequency f relies on three key system factors: transmit power Pr.(dBm),
transmit antenna gain Gr,(dB), and receive antenna gain Gg,(dB). To val-
idate the communication link, the actual received power should be greater
than the minimum required received signal level; the gap between the min-
imum received signal level and the received power is called the link margin
[78, 82].

Moreover, as shown in Fig. 6.1, GiX; (dB) and GXX; (dB) are optimal

antenna gains acquired by ideal beam alignment, A + B is the gain loss caused

by misalignment. Then, the optimal antenna gain can be defined as
Gopr (dB) = Gajy (dB)+Giiyy (dB). (6.3)
While, the achievable Tx-Rx antenna gain in (6.2) can be extended to

G (dB) = Gr, (dB) + Gy (dB) = G}y (dB) + Gy (dB) — (A+B).  (64)
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In our studies, the target is to achieve close-to-optimal antenna gain by im-

proving the achievable G (dB) and satisfying the required A + B.

6.2.2 Antenna Array and Antenna Gain

We define the array factor as AF(6,¢) in massive MIMO antenna arrays,
where (6,¢) denotes the angle coordinates of elevation and azimuth direc-
tions of AoD/AoA. By controlling the progressive phase difference between
antennas, the maximum radiation can be targeted toward the desired direc-
tion to form a scanning array [80]. In the phase-shifted antenna array, we as-
sume that each antenna element is excited with a signal at an amplitude of 1.
However, the phase shift of each antenna achieved by analog beamforming
where the phase excitation is done at the phase control unit will be different
due to various transmission paths between antennas [174]. Therefore, the
phase-shifted array factor of the N, x Nj, uniform planar array (UPA), shown
in Fig. 6.1, can be written as [78, 82, 83]

N, N,
— Z Z 27”' rmn"‘ﬁmn (65)
n=1m=1

Here, B is the phase shift for the mn-th antenna. N, and N, are the number
of antennas deployed in the vertical and horizontal directions respectively.

I is the unit vector pointing in AoD/AoA [78, 82]:
I = sinfcosgX + sinfsing§ + cosOZ. (6.6)

The antennas for a three-dimensional array are located with position vectors

normalised by carrier wavelength from the origin to the mn-th antenna:
Cyn = xmnﬁ+ymny+zmn2- (67)

Fig. 6.1 shows an example of a planar array, where the antennas are arranged
uniformly along a rectangular grid in the yz-plane [78, 82]. Moreover, z rep-

resents elevation direction, and y represents azimuth direction. The phase-
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shifted array factor of yz-plane planar array can be expanded from (6.5) to
]vh NV
AF(G d)) _ Z Z ej27r(ym,,smesin¢+zmncosl9—ymnsmeosin(l)o—zmncoseo) (6.8)
n=1m=1

where B, = —(YmnSin6psingy + z,,cos6p) is the phase shift defined in (6.5).
6y and @ are the elevation and azimuth phase excitation achieved by Inter-
mediate Frequency (IF) phase control in NEC’s mmWave radio unit. Note
that the phase-shifted antenna array using analog beamforming where the
phase adjustment is done at RF or IF frequencies and there is one set of data
converters for the entire antenna. Generally, by tuning 6y and ¢y on each
side to match the optimal values, we can achieve beam alignment [78]. For

simplicity, we assume N, = Nj, = N in the following studies.

In general, the actual antenna elements do not have isotropic patterns.
Therefore, the field pattern of a single antenna is defined as a product of an
element factor and a pattern factor [78, 82]. Similarly, the complete array pat-
tern can be acquired by pattern multiplication as the product of the element

pattern and the phase-shifted array factor [78, 80, 82] with the expression

F(6,9)=2(6,0)AF(6,9). (6.9)
Here, we employ the element pattern provided by NEC’s equipment

cos~!(cos@sing)

0,0) =—min|12

)2,SLL|, (6.10)

where, HPBW is the half-power beamwidth (HPBW) with inter-antenna dis-

tance d normalized by the carrier wavelength 4,

50.8
HPBW = —". 6.11
Nd (6.11)

SLL is the side lobe level (SLL) introducing the information of how large (or
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how small) is the ratio of the side lobe compared to the main lobe [80, 175]

(6.12)

the maximum value of largest side lobe>
the maximum value of main lobe

SLL =20-Tog,
The antenna directivity is the ratio of the radiation intensity in a given
direction from the antenna to the radiation intensity averaged over all direc-
tions. The average radiation intensity is equal to the total power radiated by

the antenna divided by 47 [80]. In mathematical form, it can be written as

47U (0, ¢)

: 6.13
Prad ( )

D(@,(])) =

here, D(8, ¢) is the dimensionless directivity. U(8,¢) = |F(6,¢)|? is the radi-
ation intensity in terms of the power radiated from an antenna per unit solid

angle [78, 82]. P, is the total radiated power with the mathematical form

Py = / ” / )sin(6)d6do. (6.14)

Then, (6.13) can be re-written as

U(o,9)

PO =T a1 6,9 sin(0)d0d9

(6.15)

The antenna gain, applied in the communication link, is defined as 47
times the ratio of the radiation intensity in a given direction to the power
input by the antenna [78, 80]. The total radiated power is related to the total

input power by P,,; = e, - Pj,. Then, the antenna gain can be given by

U(o,9)

G(0,9) =4m—’

—e,-D(6,9), (6.16)

where e, is the antenna radiation efficiency. For simplicity, we assume e, = 1.
Later, 10 log would be applied to acquire the dB-form antenna gain defined
in (6.2)-(6.4).
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6.3 Design of Two-Stage Alignment Methods

In this chapter, we propose the design of two-stage alignment methods by ex-
ploiting an antenna deactivating approach [17, 20] and the theoretical beam
pattern. The proposed beam alighment methods focus on achieving mea-
surement and complexity reductions while satisfying the minimum antenna

gain requirement.

6.3.1 Fundamental Techniques

Before the method design, we first introduce the deactivating approach, the
scanning approach and the S-curve generation, which are applied in the de-

sign and will support the alignment methods.

6.3.1.1 Deactivating Approach

As shown in Fig. 6.1, we assume N x N-element antenna arrays in yz-plane
for both Tx and Rx, and each circle represents one antenna element. The
antenna-position vectors for yz-plane planar array defined in (6.7) can be
extended to

o = V¥ + ZmmZ,m=1,...N,n=1,....N, (6.17)

where y,,, and z,,, are the mn-th elements in y. x Iy and z. x Iy, respectively.
Since the origin is the center (0,0), then, the initial position coordinates y =

z="P € C"" can be given by
P=2d-[-(N—1),~(N—3),... (N—1)], (6.18)

where d is the normalised inter-antenna distance. If deactivating approach is
applied in the N x N antenna array with only Nyeive X Nycrive antennas active
for beam scanning, the determination of the position coordinates of active

antennas is expressed as

() _Nactive 44 U+Nac‘tive

2 ' 2 )

Puctive =P(5+ (6.19)
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Figure 6.2: Scan range in square grid array with DD-BA. 6 x 6 active antennas in
Stage 1, initial scan range = [—15,15], scan interval = 0.4 - HPBW, red
points represent the optimal AoD and AoA.

Where/ L= (Nactive—l - LNactiveJ . Thus/ Yactive = Zactive = Pactive will help to ac-

quire the position vectors of active antennas according to (6.17).

6.3.1.2 Scanning Approach
With the assumption that the link’s optimal AoD (6ry,¢ry) and AoA

(6rx, Prx) remain constant at Tx and Rx during the alignment phase, we
steer the phase excitation achieved by IF phase control within the given scan
range to match the optimal AoD and AoA. The Tx and Rx antennas can
be aimed toward each other to form the maximum gain. In this case, the
angle variables (¢*, uX), X = Tx, Rx represents the phase excitation in the
following. Moreover, X and uX stands for the elevation and azimuth phase
excitation, respectively.

The initial elevation and azimuth scan ranges for Tx and Rx are defined
as [—@x, x| and [—ux,ux|, X = Tx, Rx, respectively. The scan interval is
a-HPBW to determine the coordinates of scanning points with a, the tun-
able scan interval parameter. Fig. 6.2 displays an example of scan range in a
square grid array with a specific Dual-Deactivating Alignment Method (DD-
BA) which will be introduced in the coming chapters. In Fig. 6.2, the empty

circles are the coordinates of phase excitation (¢*,u*) in Stage 1, while
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the stars are the coordinates of phase excitation in Stage 2. Each scanning
point will achieve its own antenna gain Gx (X, uX), X = Tx, Rx, according
to (6.16). The process of the scanning approach to generate the table matri-

ces displaying the gain acquisition can be obtained by

Step 1: The table matrix for Tx is defined as Hr, € CMr:x3  where
My, = My*M* is the total number of scanning points, My* and M,* are the
number of phase excitation in elevation and azimuth direction respectively.
The coordinate of scanning point (¢, uij) and its relevant antenna gain
Gro(@/ 1), i=1,...,M{*,j = 1,...,M[* can be obtained. The generation

process can follow the instructions in Algorithm 6.3.

Step 2: Similarly, the table matrix for Rx is defined as Hg, € CMr:x3,
where Mg, = MM is the total number of scanning points and Mg* and
Mﬁx are the number of phase excitation in elevation and azimuth direction
respectively. The coordinate of scanning point (@, ,ufx ) and its relevant an-
tenna gain GRX((pfx,ufx), i=1, ...,ng,j =1, ...,Mﬁ" can be obtained. Simi-
larly, the generation process can be instructed by Algorithm 6.3.

Step 3: Now we focus on the gains of scanning point pairs as G (dB) =
Grx (dB) + Ggy (dB) defined in Chapter 6.2. If we observe Tx with a spe-
cific phase excitation (@™, [,LJ.TX), all phase excitation at Rx will be scanned,
namely, Mg, scanning point pairs will be steered to select the phase excitation
team which can achieve the maximum G (dB). This process will be repeated
for all phase excitation at Tx; thus, an updated table matrix Hy, € CM7<7

will be obtained, which is further instructed by Algorithm 6.3.

Step 4: This step applies a similar process at Rx. If we observe Rx with
a fixed phase excitation (¢**, ufx), we will scan all phase excitation at Tx to
steer Mr, scanning point pairs for the selection of the phase excitation team
achieving maximum antenna gain G (dB). This process will also be repeated
for all phase excitation at Rx; thus, an updated table matrix HEE € CMrx7

will be obtained according to Algorithm 6.3.

Step 5: Based on the above-mentioned updated table matrices, we can
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find the specific Tx and Rx phase excitation to achieve the maximum antenna
gain or the narrowed range in which the optimal AoD and AoA are located

to promote the beam alignment.

6.3.1.3 S-curve Generation

The generation of the gain difference between adjacent beams can be ob-
tained off-line using the theoretical beam patterns produced by the Tx or Rx
arrays. Owing to its shape, we denote this theoretical function as the S-curve,
which is the key of the Deactivating S-curve Alignment Method (DS-BA).
The S-curve is one-dimensional; therefore, we have to obtain the elevation
and azimuth S-curves separately. Fig. 6.3 shows the elevation S-curve gen-
eration, and we take this elevation S-curve generation as an example. We as-
sume that the estimated elevation direction is ¢y and the angle error between

¢o and the optimal AoD/Ao0A is ¢, which equates to Ox = ¢y +¢, X = Tx,Rx.

Algorithm 6.3 Table matrix generation at Tx and Rx

Input: My, M, MX, gx € C¥o !, iy € CMi*! X = Tx, Rx.
Output: Hy € CYx>*3 H,P ¢ CMx*7, X = Tx, Rx.
Tx/Rx Table matrix:

1: index =0

2: fori=1: Mg do

3 for j=1:M; do

4: index = index + 1;
5: Hy (index, 1) = ¢x (i);
6: Hy (index,2) = ux(j);
7: Hy (index, 3) = 10log,,Gx (¢, u¥), here dB-form is applied and
GX((piX,[,Lf) is obtained by (6.16).
8: end for
9: end for
Updated Table matrix:

10: Hy"(;,1:3) =Hy

11: fori=1:Mx do

12: [m] = find(Hx ({,3) + Hy (:,3) == max(Hx (i,3) + Hy (:,3)));
13: ng(i,4 :6) = Hy(m,:);

14 HP(i,7) = Hx(i,3) + Hy(m,3);

15: end for

16: Note: If X = Tx, Y = Rx, vice versa.
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AoD/Ao0A: 0x= ¢, + ¢, X=Tx, Rx

Estimated Direction: ¢

Beam 1: ¢y — A
Beam 2: ¢, + A

Elevation Direction

Figure 6.3: S-curve generation of elevation direction

Two beam angles are sampled with measured beam gains G(¢o+ A, i) (dB)
and G(@y— A, it)(dB), where A is the interval between the sampled beam an-
gles and the estimated direction ¢y. Therefore, the S-curve can be obtained
prospectively as a function of ¢ by calculating the gain difference between

the two sampled beams,

Guaifr(g) (dB) = G(@o+A,u¥) (dB) — G(gy — A, u*) (dB)

(6.20)
= G(6x — ¢ +A,u¥) (dB) - G(6x —g— A, u¥) (dB),

where X = Tx, Rx. In general, the directions of the two sampled beams
should be within the range of the main lobe to guarantee the alignment ac-
curacy; thus, we can set up the angle error range, ¢ € [A— HPBW,HPBW — A

with 0 < A < HPBW. The mathematical extensions of Gy;s7(¢) for elevation
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direction can be given by

NXNNXN .
L X gi(g) e Mo

¢ . m=1 n=1
Gdlff(G) - 1010g10 <length(é)length(¢)N><NNxN . )
L L X Y laslab)e i

a=1 m=1 n=1
NxNNxN (6'21)

L L g (g)e Mo
— lOlogm( m=l =l > ;

length(6)length(d) Nx N NxN

y L LY x(a)g(a,b)?e* P

a=1 b= m=1 n=1

with

Nug . = (sinfysingy —sin(0x — ¢ +A)sinu™) - (y(m) —y(n))
+ (cosBx —cos(0x — G +A)) - (z(m) —z(n))

o (6.22)
Deg, . = (sind(a)sing (b) — sin(6x — ¢ +A)sing™) - (y(m) — y(n))
+(cosB(a) — cos(6x — g +A)) - (z(m) — z(n)),
Nug —p = (sinBysingy —sin(0x — g — A)sinu™) - (y(m) —y(n))
+ (cosBx —cos(0x — ¢ —A)) - (z(m) —z(n)) (623)

Dey _p = (sinf(a)sing (b) —sin(Bx — ¢ — A)sinpu™) - (y(m) — y(n))
+ (cosB(a) — cos(8x — ¢ —A)) - (z(m) —z(n)).

Similarly, the S-curve of azimuth direction will be generated via the

above-mentioned process and expressed as

NXNNXN

Y X v(g) e N
G“. . (¢) = 10log e ]
diff 10} length(8) length(¢) N x N N x N ,
L L L L xl@glabpenius
a=1 m=1 n=1
NxNNxN (6.24)
Y L y(g) et Nuua
_1010g m=1 n=1
10 length(8) length() N x N N xN ’

): Y ¥ x(a)g(a,b)2e™Pou-a

a=1 m=1 n=1
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with

Nuy, - = (sinBysingy —sing*sin(¢x — g +A)) - (y(m) — y(n))
+ (cosBy —cos@™) - (z(m) —z(n))

A R (6.25)
Dey s = (sind(a)sind (b) — sin@™sin(gy — -+ A)) - (y(m) — y(n))
+ (cosB(a) — cos@X) - (z(m) — z(n))
Nuy, —a = (sinBysingy —sing*sin(¢x — ¢ —A)) - (y(m) —y(n))
+ (cosBy — cos@X) - (z(m) — z(n)) (6.26)

Dey 5 = (sinf(a)sind (b) —sing™sin(¢x — ¢ — A)) - (y(m) —y(n))
+ (cosB(a) — cos@X) - (z(m) — z(n)).
Moreover, the expressions of relevant element patterns in (6.21) and (6.24),

can be given by

- — inpX
g+(g) = —min[12(*2 (COS(ZPB‘% A)sing ))Z,SLL} , (6.27)
y:(¢) = —min [12(“’5_1 (Cos‘p;jjgv(“fx —cEW)yp sti, (6.28)
. cos~!(cosB(a)d(b))
gla,b) = —mm[12( e )Z,SLL} . (6.29)

Here, § € (0,7) and ¢ € (—xn/2,7n/2) are applied to calculate the total ra-
diated power with intervals Ag and Ay, respectively. Note that x(a) =

siné(a)%n/lgo)2 is defined and applied in (6.21) and (6.24).

Fig. 6.4 shows the example elevation and azimuth S-curves for AoD =[0
2] and AoA=[-4 1] generated by (6.21)-(6.26) as functions of the angle error
G (deg). Both elevation and azimuth S-curves for Tx and Rx share the same

curve as we assume a symmetric antenna array at both the Tx and the Rx.
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Figure 6.4: S-Curve v.s. Angle error, AoD=[02] and AoA=[-41].

6.3.2 Two-stage Beam Alignment Methods

6.3.2.1 Deactivating-Activating Alignment Method (DA-BA)

In this method, we deactivate a subset of antennas at Stage 1 to obtain a
wider beam and a first approximate scan of the angle range. Then in Stage
2 we activate all antennas to obtain a finer scan over a narrowed scan range
and maximize the total link gain.

Stage 1: The deactivating approach with Ny¢sive X Nycrive antennas is em-
ployed within the scan range of [—¢x, ¢x| and [—pux, ux], X = Tx, Rx. The scan
interval, a- HPBW, with HPBW| = 50.8/(Nycrived ), is applied to determine the
scanning point coordinates. If the maximum antenna gain obtained in Stage
1is G}, (dB), the narrowed scan range would be determined by selecting
the phase excitation pairs with G (dB) > G, (dB) — & (dB) referring to the
table matrices, where 6 (dB) is the threshold in the observed link gain that is
used to determine the narrowed scan range. Thus, the narrowed scan range
can be summarised as [@%, ¢,"F' | and [ul*Y, 1, PP, X = Tx, Ry

Stage 2: All N x N antennas are active to steer within the narrowed scan-
ning range obtained by Stage 1. b- HPBW, with HPBW, = 50.8/(Nd) and b,
a new tunable scan interval parameter, is used as the scan interval to deter-

mine the scanning points in Stage 2. After steering all scanning point pairs
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in Stage 2 and obtaining the table matrices of Stage 2. Then, we can get the
achievable maximum antenna gain G, (dB) and its relevant Tx/Rx phase

excitation.

6.3.2.2 Dual-Deactivating Alignment Method (DD-BA)

In this method, the deactivating approach is applied in both stages with the
same number of active antennas.

Stage 1: The scanning process in this stage is the same as Stage 1 in
the DA-BA method, where the scan interval is a - HPBW; with HPBW, =

50.8/(Nactived). In this case, the narrowed scan range can be obtained as

1 upper 1 upper
(o™, (0% ] and [u", Uy

tion pairs in the table matrices to satisfy G (dB) > G, (dB) — & (dB). The

|, X = Tx,Rx, with selecting all phase excita-

completion of the scanning approach and generation of table matrices sup-
port this process.

Stage 2: Deactivating approach with Nycive X Nycrive active antennas is
still applied to complete the scanning within the narrowed scan range ob-
tained by Stage 1. b- HPBW, with HPBW, = 50.8/(Nyctived) is used as the scan
interval to determine the new scanning points in Stage 2. After steering all
scanning point pairs in Stage 2 and obtaining the table matrices of Stage 2,
we can find the optimal angles of the Tx and Rx phase excitation. Then,
all antennas are activated to point to the selected directions with maximum

Tx-Rx antenna gain G, (dB).

6.3.2.3 Deactivating S-curve Alignment Method (DS-BA)

In the DS-BA method, we deactivate a subset of antennas at Stage 1 to ob-
tain a wider beam and a first approximate scan of the estimated directions.
Then in Stage 2, we activate all antennas to exploit the S-curves generated in
Chapter 6.3.1.3 for linear interpolation and maximize the total Tx-Rx antenna
gain.

Stage 1: The scanning process in this stage is the same as Stage 1 in
the DA-BA and DD-BA methods. In this case, if the maximum antenna gain

obtained in Stage 1is G),,, (dB); then the scanning points attaining G, . (dB)
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will be selected, i.e., ((p;t?gel, ,u)s(t?gel) will be selected, X =Tx, Rx,i=1,...,N, x

with N, x, the total number of scanning points achieving G}, (dB). Then,

an averaging method will be applied to obtain

_stagel 1 Npx stagel

S v DAt (6:30)

_ stagel _ Z stagel (6 31)
where, X = T'x, Rx. (b)s( fagel and ,L'LStag will be used as the estimated directions

to apply off-line S-curves and accomplish the gain difference interpolation
in Stage 2.

Stage 2: All N x N antennas are active in this stage, and off-line eleva-
tion and azimuth S-curves generated by (6.20)-(6.26) will be exploited to

accomplish gain difference interpolation; thus, the process is:

o Step 1: We first calculate the gain difference in the elevation direction

1 _ 1 1 _ 1
by Gl (dB) = G(¢x "5 +A, i ") (dB) — G(9} "% — A, 15 ™) (dB).

e Step 2: We interpolate the elevation gain difference G, .rr (dB) obtained
in Step 1 to S-curve by using Matlab function interp1() to obtain the

elevation angle error g, and then the achievable elevation direction

—stagel
+ Gop-

equates to x = @y

e Step 3: Similarly, we then calculate the gain difference in the
azimuth direction by Ggl.ff (dB) = G((pStagel ,L'LStage1 + A) (dB) —
G(q_))s(tagel,‘a)s(tagel —A) (dB).

e Step 4: We interpolate the azimuth gain difference G, ;7 (dB) obtained
in Step 3 to S-curve by using Matlab function interp1() to obtain the az-

imuth angle error ¢, and then the achievable azimuth direction equates

stagel

to lx = Uy + Su-

o Step 5: If G(Qrx, firx) (dB) + G(Prx, Arx) (dB) < Gopr (dB) — 3¢ (dB), the

new estimated directions ¢x and fix, X = Tx, Rx, will be applied to
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repeat Step 1-4 until G4 (dB) = G(@rx, firx) (dB) + G(@rx, fArx) (dB) >
Gopr (dB) — » (dB). This repetition might last for L times.

The summary of the key system parameters applied in the two-stage align-
ment methods is in Table 6.1. Note that when comparing the achievable
maximum antenna gain G, (dB) with the optimal antenna gain G, (dB),
if Gopr (dB) — Gpax (dB) < 5 (dB), where s (dB) is the maximum acceptable

gain loss, the target of required antenna gain can be attained.

6.4 Performance Metrics

6.4.1 Misalignment Probability

The Probability of misalignment of the two-stage alignment methods is de-
fined as probability that the achievable Tx-Rx antenna gain is smaller than a

certain threshold [75, 171, 176],

Ggp[—%

Paiss = Prob(Guax < Gopr — ) = / F(x)dx. (6.32)

—o0

Here, G4 is the antenna gain acquired by the two-stage alignment methods,
and G,y is the optimal antenna gain, f(x) is the probability density function
of Gynax. Typically, Gax can be admitted as a noncentral chi-square random
variable of two degrees of freedom with non-centrality parameter A, [74]

and s is the threshold which equals to the maximum acceptable gain loss.

Description Stage 1 Stage 2 Note

Deactivating-Activating | No. active antennas | Ni = Nycrive N, =N 1 < Nactive <N
Beam Alignment Scanning interval a-HPBW; b-HPBW, HPBW, > HPBW>;a > b
(DA-BA) Scanning range | Pre-defined | Narrowed Range | Determined by Stage 1

Dual-Deactivating No. active antennas | Ni = Nyctive Ny = Nyctive 1 < Nygtive <N
Beam Alignment Scanning interval a-HPBW,; b-HPBW, HPBW, = HPBW>;a > b
(DD-BA) Scan range Pre-defined | Narrowed Range | Determined by Stage 1

Deactivating S-curve | No. active antennas | Ni = Nacrive N =N 1 < Nactive N

Beam Alignment Scanning interval a-HPBW; / /

(DS-BA) Scan range Pre-defined ((i))s(tm‘;el , ﬂ;tagm) Determined by Stage 1

Table 6.1: Two-stage Alignment Method Summary



6.4. PERFORMANCE METRICS 181

Referring to [75, 171], we can simplify the mathematical form of misalign-

ment probability as

Pmiss =1- Ql( V )“mam V Gopt - %)7 (633)

Q1 (x,y) is the first-order Marcum Q function. We refer readers to [75,171] for
a more systematic study to avoid repetition. Note that, G,.x and G,; — > are
symbolic expressions in dB-form, actual mathematical calculations employ

the dimensionless form transferred from dB-form.

6.4.2 Number of Measurements and Complexity

6.4.2.1 Number of Measurements

In our studies, we consider that one scanning point pair equates to one mea-
surement until specifically stated, where scanning points are determined by
scan range and scan interval as shown in Fig. 6.2. In Stage 1, the predefined
scan ranges are the same for both directions; thus, both Tx and Rx have the
same number of scanning points M;.,,. Then, the total number of scanning
point pairs in Stage 1, in other words, the total number of measurements,
is Mcan - Mscan. For the DA-BA and DD-BA methods, in Stage 2, the scan
ranges are narrowed by the scanning in Stage 1; thus, both Tx and Rx have
their respective number of scanning points, which are, M7, and Mg,, due to
different narrowed scan ranges. The number of measurements in Stage 2 is
Mty - Mgy. In this case, we can obtain the general mathematical expression of
the number of total measurements of the DA-BA and DD-BA methods by,

Mtoml = M2 + M7y - MRy (634)

scan

For the DS-BA method, the gain difference interpolation in Stage 2 employs
two sampled beams, namely, two scanning points for both elevation and az-
imuth directions. We assume one scanning point equates to one measure-

ment for S-curve interpolation. Therefore, when the process of S-curve in-
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terpolation at Tx and Rx repeat for L times, the total measurements of the
DS-BA method can be given by

M,prqg = M2, +2 x 4L. (6.35)

scan

6.4.2.2 Complexity

The computational complexity shows how many flops are needed to com-
plete the gain measurements [81, 97], and the overall complexity of our
methods depends on the operations required to calculate antenna gains and
attain the table matrices. We recall that the power consumption of digital
signal processors (DSP) in RF chains dedicated to antennas is positively de-
termined by the computational flops [81]. In this case, computational com-
plexity reduction becomes a vital topic in achieving power consumption re-
duction and energy efficiency [177]. Both stages in the DA-BA and DD-BA
methods have a similar process with different numbers of active antennas
and scanning points; then, we can provide a general expression of complex-
ity. In this case, for Stage x, x € [1,2], the complexity of implementing Ny x N,
phase-shifting matrix to achieve phase-shifted antenna array at both Tx and
Rx, y = Tx, Rx, can be given by [81, 97]

C,” s = 10N X Ny X M, (6.36)

where M is the number of scanning points. In our studies, we consider the el-
ement patternin (6.10) for pattern multiplication, the calculation of element

pattern increases the complexity as [81]

Cop = ngogz(M). (6.37)
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Subsequently, we come to calculate the radiation intensity, and then antenna

gains. The complexity of this process turns to
Cap = 8M. (6.38)

After obtaining antenna gains for all scanning points, the generation of table

matrices defined in Chapter 6.3.1.2 will introduce extra complexity

’z(able = 3M;or- (6'39)

The total complexity for the DA-BA and DD-BA methods can be ex-

pressed as

X, ; y
Ctotal = Z Z (szlaf + Cgpy + C;(py) + ’z(able‘ (6.40)
x=1,2y=Tx,Rx
Note that M = M., for both Tx and Rx with M;,; = Mszcan in Stage 1, M = Mr,
for Tx complexity and M = Mg, for Rx complexity with M,;,; = Mr.Mg, in
Stage 2.

Similarly, the DS-BA method employs the same Stage 1, and the com-
plexity difference compared with the DA-BA and DD-BA methods relies on
Stage 2. In Stage 2, (6.36)-(6.38) are operated with M =2 and N, = N for both
elevation and azimuth directions at Tx and Rx. Note that no table matrices
are generated in Stage 2 of the DS-BA method. Meanwhile, the complexity
of linear interpolation equates to four flops [178]. If the process of S-curve
interpolation at Tx and Rx repeat for L times, the total complexity for the

DS-BA method can be expressed as

1, 1, 1,
Coal = Y, (CYs+Cep +Cap ) +Clapje +4L(20N* +25). (6.41)
y=Tx,Rx
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6.5 Numerical Results

Our setup involves an 8 x 8-element antenna array. For deactivating ap-
proach, N2, ./N* > 1/3 is required to obtain a satisfactory performance
in realistic massive MIMO systems [17]. The inter-antenna distance D =
3.15 mm and the mmWave frequency f = 47.619 GHz; then the normalized
inter-antenna distance d = D/(c/f) = 0.5. The interval parameter in Stage
2 of both DA-BA and DD-BA methods is fixed to be b = 0.05. We propose
» (dB) = 0.03 dB as the maximum acceptable gain loss for the DS-BA method
according to NEC'’s simulation requirement. The values of AoD and AoA at
Tx and Rx are randomly selected from [—5,5] (deg) in both elevation and az-
imuth directions to evaluate the average performance by Monte-Carlo simu-
lation. The parameters of NEC’s experimental communication link are given
in Table 6.2. In our current experimental scenario, the initial scan range is
[—15,15] (deg) for elevation and azimuth directions. The interval between
the sampled beam angles and the estimated direction in the DS-BA method
isA=5 (deg).

6.5.1 DA-BA and DD-BA

Fig. 6.5 shows the effect of the interval parameter a in Stage 1 on the achiev-
able antenna gain with different values of § (dB). We can observe that both
DA-BA and DD-BA methods can outperform the conventional one-stage ex-
haustive method with varying interval parameters. Moreover, the achiev-

able antenna gain matches the maximum value, for the region of a < 0.3 for

Parameters
Tx power 18.0 dBm
Distance 500 m
Path loss -123.6 dB
Gopr = Gixy +GiXr | 45.3213dB
Minimum Rx Power -80 dBm
Acceptable Gain loss | 7 < 19.7213 dB

Table 6.2: Parameters of Experimental Communication Link
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both methods with varying N, and varying 6 (dB).

0.15 (dB

).

Nevertheless, the

achievable antenna gain drops rapidly when a > 0.3 with § = 1(dB) and

a > 0.6 with § = 3(dB). Larger scan intervals and smaller d (dB) can jointly

result in potential misalignment since these two parameters can increase the

possibility that the optimal AoD and AoA are outside the narrowed scan

range of Stage 2.

The misalignment probability v.s. interval parameter a in Stage 1 is dis-
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played in Fig. 6.6 with the maximum acceptable gain loss s = 0.15 (dB).
For simplicity, we assume A,qx = Gmay is applied in (6.33) according to [75,
171]. We can observe that both DA-BA and DD-BA methods can outperform
the conventional one-stage exhaustive method when the interval parameter
a > 0.1. It also shows that when a < 0.3 with § =1 (dB) and a < 0.6 with
0 = 3 (dB), both methods with varying N,.iv. can satisfy the acceptable gain
loss s and achieve close to zero misalignment probability. As clarified in
Fig. 6.5, smaller § (dB) and larger a can jointly result in potential misalign-
ment; therefore, smaller § (dB) has a negative impact on misalignment prob-

ability when a is increasing.

Fig. 6.7 examines the relationship between the misalignment probability
and the maximum acceptable gain loss > (dB). We can observe that a higher
value of » (dB) achieves a larger tolerance to the loss in the link gain, and the
misalignment probability will significantly reduce for both DA-BA and DD-
BA methods. The conventional one-stage exhaustive method obtains a larger
misalignment probability compared with both proposed methods. More-
over, smaller § (dB) can increase the misalignment probability when other

key parameters are the same, because smaller § (dB) may cause the opti-
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mal AoD and AoA out of the narrowed scan range in Stage 2, as clarified
in Fig. 6.5. We can observe that » = 0.15 (dB) and » = 0.25 (dB) in respec-
tive moderate and small interval parameter scenarios, i.e., 6 =3 (dB) with
a <0.6,6 =1 (dB) with a < 0.4, can be selected for both proposed methods
to achieve close-to-zero misalignment probability.

The number of measurements and total complexity of the DA-BA and
DD-BA methods are examined in Fig. 6.8 and Fig. 6.9. It shows that the DD-

BA method offers reduced measurements and complexity compared to the
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DA-BA method, especially when a < 0.6. This occurs because the deacti-
vating approach in Stage 2 of the DD-BA method has a wider interval to
decrease the number of measurements and complexity. It can be observed
that, in Fig. 6.9, based on Section 6.4.2, the total complexity is entirely deter-
mined by the number of measurements and N,ive, especially the number of
measurements. Moreover, a smaller § (dB) benefits the measurement and
complexity reductions because it leads to a narrower scan range for Stage
2. Thus, by tuning key parameters of the beam scanning process, both DA-
BA and DD-BA methods can offer measurement and complexity reductions
while satisfying the antenna gain requirements.

Fig. 6.10 shows the direct performance-complexity trade-off in terms
of the achievable antenna gain and the number of measurements of both
DA-BA and DD-BA methods. It shows that a larger number of measure-
ments can benefit the achievable antenna gain. Nevertheless, both methods
can approach their respective achievable maximum antenna gains within a
low-measurement/complexity regime, especially when M,y < 1 x 10* and
M, a1 < 0.5 x 10* for the DA-BA and DD-BA methods with § = 1 (dB) re-
spectively. It should be noted that power consumption is positively associ-

ated with computational complexity. Our proposed two-stage beam align-
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ment methods can offer significant antenna gain benefits and reductions in
the number of measurements/complexity, extending their range of applica-
tion to the energy efficiency enhancement and other complicated mmWave
scenarios where the computational cost is cumbersome. Referring to the re-
sults, when the interval parameter is small or moderate, DA-BA experiences
a smaller misalignment probability than DD-BA, while DD-BA achieves
higher complexity /measurement reduction than DA-BA. Therefore, when
the target is to maintain the achievable antenna gain stably, DA-BA will be
applied. On the other hand, DD-BA can achieve better complexity reduction

even energy efficiency enhancement.

6.5.2 DS-BA

Fig. 6.11 shows the relationship between the achievable antenna gain and the
interval parameter a in Stage 1. It can be observed that the DS-BA method
can outperform the one-stage exhaustive method and meet the antenna gain
requirement regardless of the varying interval parameter. This is because
the configuration of Step 5 in Stage 2 guarantees that the required gain loss
2 =0.03 (dB) will be satisfied. According to these results, the DS-BA method

could be considered as a close-to-optimal beam alignment method to cer-
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tainly achieve the antenna gain requirement by exploiting the theoretical
beam pattern. Moreover, it is crucial to study DS-BA’s benefits on the mea-
surement and complexity reductions, which can further evaluate the perfor-

mance of the DS-BA method.

Fig. 6.12 illustrates the number of measurements and total complexity
of the DS-BA method. First, ”E-” in the legends indicates the randomly es-
timated directions. The results of the one-stage S-curve method (i.e. ap-
plying the S-curve approach without a preceding coarse beam scanning)
with AoD=[0 2] and AoA=[-4 1] indicate that the linear interpolation to
S-curve helps to closely match the optimal AoD and AoA. However, the
S-curve interpolation will be repeated L > 1 times if smaller s(dB) is re-
quired, or the estimated directions for the S-curve interpolation are outside
the main lobe range, where the main lobe range consists of ¢ € [6x — HPBW +
A,0x +HPBW — A] and u € [¢x — HPBW + A, ¢x + HPBW — A, X = Tx,Rx.
Therefore, the randomness of the estimated directions has an impact on
the number of measurements and complexity. It can be observed that the
DS-BA method can outperform both the one-stage S-curve method and the

one-stage exhaustive method, especially when both Ny, and a are small.
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Moreover, compared with Fig. 6.8 and Fig. 6.9, when off-line S-curves are
generated in advance, DS-BA can significantly reduce the complexity while
achieving the antenna gain requirement. This is because the deactivating
approach in the DS-BA method can guarantee the estimated directions are
in the main lobe range and leads to L = 1, i.e., Stage 2 will be processed only
once to achieve further measurement and complexity reductions. Therefore,
Nyetive = 5 and a = 0.8 can be selected for the DS-BA method to attain the re-
quired antenna gain with the minimum number of measurements and com-
plexity in our experimental scenarios. According to these results, the DS-BA
method could be considered as a close-to-optimal beam alignment method
to completely achieve the antenna gain requirement with the highest com-
plexity/measurement reductions when the knowledge of beam pattern is

known.

6.6 Conclusion

This chapter has studied the design of low-complexity two-stage beam align-
ment methods in LOS mmWave systems. The DA-BA and DD-BA methods
achieve coarse steering in Stage 1 by deactivating antennas and relatively
fine steering in Stage 2 to match the optimal AoD/AoA. The DS-BA align-
ment method obtain the estimated directions in Stage 1 by deactivating an-
tennas and utilizes them to complete linear interpolation supported by off-
line S-curves exploiting the beam pattern. Our performance evaluation has
demonstrated that proposed two-stage beam alignment methods could at-
tain the target of antenna gain satisfaction and measurement/complexity re-
duction with properly selected parameters. Channel models with non-LOS
paths and other noises, including but not limited to wind or rain, will also

be explored in the future.
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Chapter 7

Conclusions and Future Work

This Thesis demonstrated that energy efficiency improvements are essential
to the realistic implementation of future wireless communications systems.
Simultaneously, an increase in the number of antennas appears necessary to
meet the increasing spectral efficiency requirements of serving a large num-
ber of mobile devices simultaneously. Accordingly, this Thesis has proposed
and studied several schemes to enhance the energy efficiency and reduce the
computational complexity of massive MIMO communication systems with

compact antenna arrays. A number of practical insights have been revealed.

7.1 Conclusions

In this Thesis, a general overview of energy-efficient multi-antenna systems
is provided in Chapter 2. Conventional precoding schemes and channel
models are described, followed by a fundamental description of coopera-
tive communication and mmWave communication, a description of general
strategies in relay-aided multiple antenna systems. The characteristics of an-
tennas applied in multi-antenna systems are also presented. After identify-
ing the above techniques and highlighting areas that need further investi-
gation, the main contributions of this Thesis are presented in Chapter 3 -

Chapter 6. More specifically:

e Both the increasing spatial correlation experienced by closely-spaced

antenna arrays and the temporal correlation among channels of adja-
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cent transmission frames determined by user mobility were leveraged
in Chapter 3 by partial CSI acquisition for reducing the complexity of
massive MIMO systems and enhancing their energy efficiency. Specif-
ically, a simultaneous reduction of hardware and signal processing
complexity was demonstrated by exploiting the spatial correlation and
temporal correlation existing in physically-constrained massive MIMO
systems. The reduced number of RF chains and transmission frames
required by the proposed scheme facilitates the deployment of mas-
sive MIMO systems in communication channels with high spatial and

temporal correlations. The central results within this chapter are:

C3.1 The proposed scheme is studied in the moderate SNR range
SNR=15 dB with inter-antenna spacing d = 0.3A for the massive
MIMO systems considered in this Thesis and without incorpo-
rating the effect of mutual coupling. These user mobilities are
those where there is sufficient temporal correlation to employ the
proposed strategy without a significant spectral efficiency perfor-
mance degradation, but the energy efficiency can be enhanced.
Intuitively, if the effect of mutual coupling is considered, these
ranges should not be significantly modified with the generally

pronounced impact for the small inter-antenna distance [179].

e The objective of Chapter 4 is to improve the performance of a relay-

aided massive MIMO system in the scenario of the half-duplex decode-
and-forward protocol with zero-forcing processing. Power scaling
laws and max-min optimisation for efficient power distribution have
been investigated. The proposed studies also consider the imperfect ac-
quisition of CSI, and therefore a robust operation under realistic condi-
tions has been ensured. The following specific remarks can be derived

from the results of this chapter:

C4.1 With a general multi-pair massive MIMO two-way relay-aided
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system employing the DF protocol, a new large-scale approxima-
tion of the SE with ZF processing and imperfect CSI when the
number of relay antennas approaches infinity has been presented.
A practical power consumption model is also studied to analyze

the EE performance of the proposed system.

C4.2 The chapter investigates three power scaling laws to illustrate the
trade-off between the transmit powers of each user, each pilot
symbol and the relay; in this case, the same SE, even the same
EE, can be achieved with different configurations of the power-
scaling parameters. Generally, when the scaling parameters of
transmit powers of the user, relay and pilot symbol satisfying
0 < a, B,y < 1and properly selected, the EE performance can out-
perform the performance without power scaling law. This pro-
vides excellent flexibility in the practical design of the system and
forms a roadmap to select optimal parameters to maximize the EE

performance in specific scenarios.

C4.3 An optimisation problem is formulated to maximize the mini-
mum achievable SE among all user pairs with imperfect CSI to
improve the sum SE and achieve fairness across all user pairs. It
shows that when the transmit powers of the user, relay and pi-
lot symbol are all independent to complete the optimisation, the
better performance of minimum achievable SE could be achieved.
The analysis of the complexity of the proposed optimisation prob-
lem has also been studied and shows that improved optimisation

performance has a higher cost of time.

e The considerations and results described in Chapter 3 and Chapter 4
have motivated the studies in Chapter 5. Here, the incomplete and
imperfect CSI acquisition is performed to achieve complexity reduction
and CSl relaxation. The consideration of space-constrained BSs and the

path loss model leads to the exploitation of the spatial correlation. At
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the same time, technical specifications such as channel aging have been

analyzed. The main contributions of the chapter can be highlighted in

the following list:

C5.1

C5.2

C5.3

A multi-pair two-way DF relaying massive MIMO system is de-
ployed in a physically constrained space. This gives rise to an in-
teresting trade-off between system performance and spatial corre-
lation when the number of antennas grows large. The large-scale
approximations of the sum SE with MRT and ZF processing are
presented with a large but finite number of antennas since a large
but finite number of antennas attracts attention due to its prac-
ticability. However, the orthogonal characteristics obtained by an

infinite number of antennas can still be used in theoretical studies.

It is essential to investigate a practical and standard power con-
sumption model to evaluate the system energy efficiency char-
acteristics. Different processing schemes are considered, where
the performance of ZF processing can outperform that of MRT
processing due to the potential of better interference cancellation.
In addition, the study is evaluated by revealing the gains of in-
complete CSI acquisition. The low-complexity incomplete CSI
acquisition scheme that exploits the spatial correlation in space-
constrained massive MIMO is studied. Obviously, the incomplete
CSI benefits the computational complexity reduction. The num-
ber of active antennas N. = 0.5 - M could be the benchmark number
of active antennas to maximize the EE while maintaining the re-

quired sum SE in moderate and high spatial correlation scenarios.

In general, the channel aging problem might reduce the accuracy
with a more significant channel aging parameter p causing out-
dated channel estimation. The effect of channel aging is studied
with MRT processing. At the same time, it can be observed that

when channel aging exists, a higher spatial correlation between
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adjacent antennas might also worsen the system performance.
Moreover, the number of transmit steering vectors in the steering
matrix plays a positive role in the performance since more paths
can help to strengthen the received level. Different degrees of spa-

tial correlation are adjusted by varying the angle spread.

e The development of two-stage beam alignment methods exploiting an-

tenna gains in mmWave communication systems is illustrated in Chap-

ter 6. Analytical and numerical results show that the proposed meth-

ods avail measurements and complexity reductions compared to the

existing exhaustive scheme while maintaining the essential antenna

gain requirement.

C6.1

C6.2

Two-stage alignment methods are studied to manage beam align-
ment by evaluating the achievable antenna gain and the to-
tal number of measurements/complexity in the communica-
tion links. The methods apply the deactivating approach with
only Nycrive X Nacrive active antennas to achieve wider beams for
beam scanning in the N x N antenna array in the first stage and
the second stage applies either deactivating or exhaustive ap-
proaches. Compared with conventional exhaustive methods, the
proposed two-stage alignment methods greatly benefit measure-
ments/complexity reduction and satisfy the required antenna
gain. The trade-off between performance and complexity forms a
guideline to select optimal key parameters of two-stage alignment

methods to improve the performance in practical cases.

Another two-stage beam alignment method exploiting the knowl-
edge of beam patterns is also evaluated, where the gain difference
between adjacent beams can be obtained off-line and this theoret-
ical function is denoted as the S-curve. This method can further

reduce the measurements/complexity and attain close-to-optimal
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antenna gains, while extending their range of application to other

complicated mmWave scenarios.

7.2 Future Work

The studies in this Thesis have presented the foundation for future works
and motivated further investigations that aim at increasing the energy effi-
ciency of multiple-antenna systems, especially in the area of future massive
MIMO systems. In particular, the following research lines of work are of

interest for future work:

e Partial CSI acquisition under different channel and propagation
models: The scheme introduced in Chapter 3 was applied to exploit
the spatial correlation resulting from insufficient inter-antenna dis-
tance and the temporal correlation of the channels between adjacent
transmission frames. The partial CSI acquisition could be extended to
generic scenarios by considering the specific structure of the channel
statistics and the practical vehicle velocity playing a fundamental role
in the channel estimation quality. The study of the implications of the
partial CSI in FDD massive MIMO systems for improving energy effi-
ciency is worthwhile. The employment of alternative channel models
and the potential effect of vehicle velocity on channel models also have
their research value. In addition, more intricate and efficient strategies
to determine the antennas with CSI and how to interpolate the infor-

mation will be one of the subjects of our future work.

e Relay-aided Massive MIMO in D2D communications: The power
scaling laws and max-min fairness analysis developed in Chapter 4
aim at enhancing the energy efficiency performance of the proposed
system. The key parameters govern the performance, and this pro-
vides excellent flexibility in practical system design. Moreover, the
incomplete CSI acquisition supporting by the shareable similarity be-

tween channels due to high spatial correlation could facilitate attain-
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ing complexity reduction and potential EE improvement in Chapter 5.
Based on current works, relay-aided systems can be applied in device-
to-device (D2D) communications in Internet of Things (IoI') environ-
ments supporting multiple pairs of resource-limited and long-distance
spaced devices to achieve performance improvements while allowing
longer distance communication [151]. Compared with a conventional
relay-aided system, the direct link between user pairs plays an impor-
tant role. Meanwhile, the system can also be considered as a wireless-
powered communication network where the relay transfers power to
all devices. Therefore, the subsequent work could illustrate the per-
formance of this proposed D2D system and relevant power transfer
scheme based on incorporating prior knowledge to indicate energy-
efficient strategies or power scaling methods in achieving power con-

sumption reduction and EE improvement jointly.

Beam Alignment Extension in mmWave communication systems:
Two-stage beam alignment methods exploiting deactivating approach
and beam pattern in Chapter 6 are studied to manage beam align-
ment by evaluating the achievable antenna gain in the communication
links. Compared to the conventional exhaustive method, the proposed
two-stage alignment methods can significantly improve the measure-
ment/complexity reductions and attain the maximum gain loss re-
quirement. The results motivate further research aimed at develop-
ing more energy-efficient and effective alignment methods for beam
management. In addition, a detailed study of alternative channel pat-
terns with non-LOS propagation paths and noise caused by wind or
obstacles will be valuable. Similarly, to achieve energy-efficient beam
alignment, a method designed to minimize power consumption while
maintaining the required gains seems potential to investigate relevant

contributions.

To finally summarise, this Thesis has presented several energy efficient
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schemes, each designed for a specific multiple antenna system structure. It
is hoped that the results and observations from this Thesis may serve to im-
prove the realistic implementation and enhance the system energy efficiency
in multiple antenna systems for the future 5G and beyond wireless commu-

nications.
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Appendices

Appendix A: Proof of Lemma 1-Asymptotic Chan-
nel Orthogonality

In this appendix, we provide the calculations of Lemma 1. With the assump-
tion that all estimated channels with ﬁXR.,i ~ CN <075§R,iINR> and lAIXR’ i~
CN (0, 6}%}%, jINR) are mutually independent when i # j, i,j = 1,...,K. When

Ng — o, we can have

If i = j,
1 A A 1 A 2 1 ~ ~
N—Rth,ihXR,i = Ne |hxri|” = Nr -NrGip; = Oxr,is (A1)
Ifi+#j,
1oy o«
e Yribxr;=0. (A.2)
R

With the computation of (A.1)-(A.2), we can obtain Lemma 1 in (4.21).

Appendix B: Derivation for SE approximations in

uncorrelated relaying system

In this appendix, we present the detailed derivation for 1?1,,- and 1§va i, while
IéXRJ- can be obtained in a straightforward way. At first, some useful results

widely used in the calculation are given in Lemma 2.

Lemma 2: Assume that h; ~ CN(0,67Iy,) and h; ~ CN (0, O'JZINR> are



202 Appendices

mutually independent when i # j, i, j = 1,...,K. Therefore, we have

. (B.1)

With the assistance of (4.22)-(4.25), Lemma 1 and Lemma 2, we derive
the calculation of the corresponding approximations in the following. First,
we focus on 1?17,-, I?XR,,-, X = A, B in the MAC phase, consisting of four terms
defined above. When Nk — =, we can have

1) Desired signal power of Tx ;, X = A, B,

(|FMAC thRz} + ‘FMACthRl’2>

1 fH . 12
—‘hAR_‘jhARJ‘ Pai, X=A
AR,i s ’

AR n 2 .
PA,i’FMACJhAR,i’ N PA,i

BR 1 2 1 {+H § 2 _
P.i|Fific har,i PB,i| 57— hjr pr.i| ppi. X =B
' ROBR :

2) Estimation Error A;,

1 . 2 A 2
Ai— Z PX.i ‘—zhfoR,iAhXRJ —thI:IIR,iAhXRJ}
NROR ; i

X=AB RZBR.i
&2 G2
<pA,zGAR7i +pB7lGBR,i) 1 1
— T | (B.3)
Ng Oiri  OBR,i

3) Inter-user Interference B;,

Bi= Y ¥ px ([P (e + Ahxr ) |+ [Fific, (Rxe 4+ Ahxr ) )
X=AB jZi

= ¥ Y px (FMficithy, |+ }Fﬁ'ic,iAhXR,j\2>
X=A,B jZi

Z prj<|NRGAthARlA XR,/‘ +‘

X=A,B j#i

1 1 1
——+—— | Y (Pa.j6ar j+ PB.iObr ;) (B.4)
p jOAR,j jOBR.j);
NR (GARz GBR,i) i

hBR zAhX R,j ‘
BR i



Appendices 203
4) Noise C;,

11
Ci— |l Ve, Bl |+ | GBthBRzH M(%Jr%) (B.5)

Substituting (B.2)-(B.5) into (4.13)-(4.15), we can obtain R, ;, Rxg i, X = A,B
in (4.28), (4.30). Then, we focus on IéRX7,~, X = A,B, in the BC phase. Simi-
larly, the corresponding terms in Rgy ; can be computed as following when

NR—)OO,

1) Normalization coefficient,

_ Pr _ Pr
o JE{HFBCW} \/E{zNR 25 [Fac (i)}

. Pr , (B.6)

K 1L
i=l NRG/%R,;' NRGI%RJ

2) Desired signal,

R 1 A~
hlp FRX 17 o Wk e ———hie: | — 1, (B.7)
’ XR,i* BC, z‘ | XRJNRG}%RJ XR,i

3) Estimation error,

ARG X2 5 [ AR R S
— P ; ?
XR,i* BC,i XR, INRGZ XR,i

2
XR,i NROxR ;

) (B.8)
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4) Inter-user interference,

M=

(‘hXRzFBC]| +|hXR1FBCJ ) ‘hXRzFBCz‘
1

~.
I

I
=

(‘(hXRz‘f‘AhXRz FBC]| +} hXRl+AhXR1)FBCj ) ‘(hXR1+AhXRz)FBCz|

2 2
Z {AhARngg]} +Z ‘AhARz BC,j Z ‘AhARzN BR’ } -|-Z ‘AhARlNAR]Al
— - 2
’Zl{AhBRl BCJ} * Z ‘AhBR’FgcJ‘ Z ‘AhBRzN AR, } + Z ‘AhBRzNBR]jl
\ Jj=
(& Gf‘%Rl G/‘%Rl o
; NRGBR + Z NRGAR. X _A
AT A : (B.9)
g alzi’R.i _|_ Z 6[%}3’1‘ X _ B
\ j=1 NRG/%RJ j#i NRGL%R,,"

By applying (B.6)-(B.9) to (4.17)-(4.18), we can obtain Rgx;, X = A,B,
in (4.31). With other additional computations, we complete the proof of the

SE approximations shown in Corollary 1.

Appendix C: Derivation of SE approximations in
correlated relaying system
In this appendix, we present the respective detailed derivation of all SE terms

for two linear processing methods. With the assumption that ® = AA# and

© = A A, we can have the following derivations.

7.2.1 MRT Processing

With the assistance of (5.57)-(5.58), the calculation of the relevant approxi-
mations is derived as follows. First, in MAC phase, the four terms in 1@1’,- and

Rxr; (X = A,B) are given by
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1) Desired signal power of Tx ;, X = A, B,
PX.i (‘Fﬁfaxaiﬁxkz“z + |FE/1154C,iﬁXR7i‘2) = DX, <‘§§R,i®gXR,i‘2 + ’ggRJ@gXR,i|2>

L L L L
= pxi|oxri- | ¥ Y 10(a,b))*+ ZZ@aa@bb
b#a

L
+Px.i (GARLGBRz Z Z ) 5 (C1)

2) Estimation Error A;,

Aj= ZX:A,B Pxi (‘Fﬁﬁaaz‘AhXR,i | 4 ‘F%XCJAhXR’i | 2>

=Y x_apPX.i (}QXRJGQXRJ !2 + |85k Oaxr, i‘2>
] (C2)

L
2
%ZX:ABPXJ [(GARzGXRz+GBRzGXRz Z Z (a,b)]
a=1b=1
3) Inter-user Interference B;,

Bi= Y Y px; (‘FMACthRJ‘ + |Fifac.hxe, | )
XZA B jZi

Y Y ox; <‘FMAC1 hxg j+ Ahyg, j) ‘ + ‘FMAC,i (ﬁXR,j"'AhXR,j) ‘2>
X=A,B j#i

ZPX]

X=AB j#i

L L
+ Z ZPX]< GBRIGXR]+GBRIG}%RJ Zazlzb:J@(Cl,b)\z),
X=A,B j#i

~2 L L 2
(OARiOXR j + OARIOKR ) Yorey Yoy |O(a,b)] >

/\

(C.3)

4) Noise C;,

Ci=||[Fificl |+ |[Fhcl |* = | |8 Al + | |8k Al

— (4R + Or,) 'Za:1 O(a,a). (C.4)

Substituting (C.1)-(C.4) into (5.35)-(5.37), we can obtain R; ;, Rxg; (where
X =A,B) in (5.60), (5.61), (5.63) and (5.64). Then, we focus on Rgy; in the



206 Appendices

BC phase. Similarly, the relevant terms in I?Rx,,-, X = A, B can be computed as
following when Ny increases to large number,

1) Normalization coefficient,

pllt)4§T_ Pr _ Pr
Vel | R )

Pr
— _ (C.5)
\/ZNR = I(GARJ +0gg 100, i)

2) Desired signal,
2
|k, zFBCz’ = [hig ihyg,|
L L L L * *
e (LL Lprlot@n)l + L Xi 0 @ae b)), (o)
3) Estimation error,

2 2 L L 2
|AhXRzFBCz‘ |AhXthXRz — OXRiOXR Yoy Ly 1O(a D)%, (C7)

4) Inter-user interference,

Z (‘hXRzFBC]‘ +’hXRzFBCJ> ‘hXRzFBCz}

= ijl <| hXR,i +Ah)T(R,i) ﬁj\R,j‘ + | (ﬁ}T(R,i +Ah)T(R,i) ﬁZR,jF) - | (ﬁ)T(R,i +Ah)T(R,i) ﬁ;}R,i‘z

K /a ~ 2 ~ ~ 2
X | (B At i [+ L | (B, + At ) e ) X =4
—>
Zl|<hIT}Rt+AhBRz>hZR]‘ +Z|(htT3Rz+AhBRl>h§R]’ X =B
L
)
L L )
ZlﬁARlGBRJ+ZﬁARlGARJ : glbgl‘G(a’b)’ , X=A
) s i# o . (C.8)
ZIBBRIGAR]+§ﬁBRlGBRJ Y Zl|®(a b)]>, X=B
L U= J a=1b=

By applying (C.5)-(C.8) to (5.39)-(5.40), Rrx ; (X =A,B) in (5.62) and (5.65)

is obtained and the proof completes.
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7.2.2 ZF Processing
First, we derive the matrix inversion in ZF processing. With the assistance
of (5.84)-(5.85), the matrix derivation can be described as

-1

8%r198xr1 - BYp O8xrk
A A -1 ) )
(H)I}IRHXR) —
8¥rxO8xr1 - BYrxOBxrk
- 1
§§R71®QXR,1 e 0
- (C.9)
0 o g?R,KGQXR,K
- 1 _
5 T e O
Oxp.1 La=1 O(a;0)
— : :
0 1
L GJ%R,K Yo 10(a,a) |

Moreover, according to (5.86)-(5.87) and (C.9), we can derive the calculation
of the relevant SE approximations. First, Ry ;, Rxr;, X = A,B are derived.
When Ng grows to large number, we can obtain the approximations,

1) Desired signal power of Tx ;, X = A, B,

PX,i (\Fﬁﬁqiﬁxm{z + |F%xc,iﬁXRvi‘2>

~H A
85r OBxR,i

GI%R,i r_10(a,a)

~H A
gARJ'@gXR,i

G/%R,izgzl O(a,a)

— DX.i — DX.i (ClO)

2) Estimation Error A;

A=Y, PXJ‘(‘F?/[IE\CJAhXRJ‘Z‘*'|F1€[RAC7iAhXRai‘2)
XZAB

. Z » | g§R7i®QXR,i ‘2_’_‘ ggRJ@(lXR,i ‘2
X i
X=AB Gf%R,i v-10(a,a) G§R,i215:1®(aaa)

52 52 L L 2
67,. Ofp. YL 1®(a,b
N x| | ZXRi OXRi a=12p-119(a;b)|
X=AB

, (C.11)
GAZR,i Gl%R,i 1 X5-10(a,a)0(b,b)
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3) Inter-user Interference B;,

Bi= ) ZPX,_i<|F?415XC,ihXR7J ZHF%CJhXR’j‘Z)

X=A.B jZi
Z ZP <| ngIR,iA (BXRJ + AhXRJ) ‘2 ‘ggR,iA (ﬁXRJ +AhXR-,j) }2)
X,j
X=A,B jZi ! Gj&i v_10(a,a) GI%RJ _10(a,a)

~ = L L 2
OxRr,j , OXR, a=1Lp—1/0(a,b)] )
— DX.j + . , (C.12)
X—Z/‘4’7sz"7éi ’ <( G%R,i GL%RJ ) Yo 1 X1 ©(a,a)0(b,b)

4) Noise C;,

_HFMACzH +HFMACz ?
N H gARJA Hz H ggRJA Hz
G/%R,i 5-10(a,a) Gl%R,i 5_10(a,a)
1 1

— + : (C.13)
Gf%R,i YL 0(a,a) GI%R,i Yl 10(a,a)

Substituting (C.10)-(C.13) into (5.35)-(5.37), Ry, Rxri, X = A,B in (5.89)-

(5.90) and (5.92) are proofed. Then, we focus on RRX,i in the BC phase. I?RXJ,

X = A, B can be obtained with the following calculation when Ny increase to

large number,

1) Normalization coefficient,

pggz\/ Dr _ Dr
2 R
E{[[Facl ] {Z ¥ Fac i) }

i=1j=1

Pr
Aﬁe )15( Lo - O(i, i) ’ (C14)
=11 04r i Opr;’ Lh1 Xhoi O(a,a)0(b,b)

2) Desired signal,

T Tax
‘ hyg A 8xg; |2

Y (C.15)
OYR.i Yo 0%a,a)

|hXR lFBCl|
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3) Estimation error,

L L
sk < O(a,b)|?
Ah)T(R,iATgXR,i 2 G)%R,i a§1 b§1| (,5)]
‘AhXR tFBCz| ‘ 7 o2 L L , (C.16)
GXR! Z o* (LZ Cl) XR,i Z Z ®(a’a)®(bvb)
a=1 a=1b=1
4) Inter-user interference can be obtained by
K
Z (}hXR lFBC]‘ + ‘hXR lFBC] ) }hXR zFBCz|
j:
A~ ~x 2
f ‘ hix zATgAR g2 ’ h)T(R,iATgBR, i 12 hXR zATgXRz
=i \! 0tk Le-107(a,a) Opr,; La—1 ©*(a,a) G}%Rz 1 0%(a,a)

K [ Sir,i SR . i1 Li—1|©(a,b)|? _
{121 (GI%RJ)—i—Z#i(Gf%RJ)} ( ; 125 10(a,a)0(b,b ))’ XA
BR,i Gir.i . a—1 Xi—11©(a,b)? _ .
{Z (%R,,) Zﬁéi(“}%ﬁj)} ( aleb:l ©(a,a)O(b,b )>’ r=r

(C.17)

By applying (C.14)-(C.17) to (5.39)-(5.40), we can obtain Rgyx; (X = A,B) in
(5.91) and the proof completes.
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