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Abstract

The aurora and associated current systems are hazardous to space and ground-based

infrastructure. In this thesis, the auroral boundaries determined from satellite im-

ages have been used to evaluate the performance of an operational auroral forecast

model and explore the location and dynamics of the auroral boundaries in the con-

text of the wider magnetosphere.

The performance of the OVATION-Prime 2013 auroral forecast model is com-

pared against the observed auroral boundaries. The analysis shows that the model

performs well at predicting the location of the auroral oval, however the perfor-

mance is reduced during periods of higher geomagnetic activity and in the high

latitude nightside auroral oval. The model also underpredicts the probabilities of

aurora occurring. The results of this analysis provide a benchmark against which

future generations of auroral forecast models can be assessed.

The lower model performance in the high latitude nightside sectors is likely

due to substorm activity and so the statistical motion of the poleward auroral bound-

ary and open-closed field line boundary (OCB) during substorms is analysed. The

results show that the OCB does not contract uniformly after substorm onset. In

sectors closest to the onset sector, the OCB contracts immediately while in sectors

further from onset the OCB contracts later, distorting the shape of the OCB. How-

ever, the total nightside flux content of the polar cap decreases immediately at onset,

in contrast to recent studies.

Finally, the alignment between the equatorward auroral boundary and the

plasmapause is explored. The statistical locations of the equatorward auroral bound-

ary and the ionospheric projection of the plasmapause are compared. The two
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boundaries are found to be statistically offset in all sectors by 4 – 11◦, suggesting

that the equatorward auroral boundary does not map to the plasmapause. How-

ever, the separation between the two boundaries decreases with increasing levels of

geomagnetic activity.
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Chapter 1

Impact Statement

The aurora is the most visible space weather phenomenon at Earth and is of interest

to many members of the public, with auroral alert services such as AuroraWatch UK

having over 112,000 Twitter followers to date. Space weather, including the aurora,

poses a significant threat to infrastructure that society relies on and was added to the

UK National Risk Register in 2012. The high-energy, charged particles precipitat-

ing into the upper atmosphere and ionosphere that cause the bright auroral emission

also disrupt radio communication networks used by emergency responders and air-

craft for long range communication and tracking, resulting in flight diversions and

significant costs to airlines. Meanwhile, the associated auroral current systems can

cause ground-induced currents (GICs) which can damage electricity supply net-

works and increase the rate of corrosion in oil and gas pipelines. Space weather

research and modelling efforts provide stakeholder industries with advanced warn-

ing of disruption due to space weather to mitigate the risk of space weather impact

on essential services.

The research in this thesis presents a rigorous evaluation of the operational

implementation of the OVATION-Prime 2013 auroral forecast model. Evaluation

techniques that are routinely used in weather forecast verification, but not yet widely

applied to space weather forecast models, are used to assess the model’s ability to

predict the location and probability of the auroral occurrence. The analysis provides

quantitative benchmarks against which future developments in auroral modelling

can be assessed and can inform space weather forecasters about the operational
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performance and biases of the auroral model. This analysis has been carried out in

collaboration with the Met Office and has been published in Space Weather.

An increased understanding of the auroral oval boundaries and their dynamics

in response to large-scale processes in the magnetosphere will help to improve space

weather modelling capabilities for use in both scientific studies and operational

forecasting centres. The research presented in this thesis also explores the statis-

tical analysis of the auroral boundaries. The analysis examines the detailed motion

of the poleward auroral boundary during substorms and shows that the boundary

does not respond uniformly in all nightside local time sectors. In sectors near the

substorm onset sector, the auroral boundary moves immediately poleward while the

boundary in sectors further from the onset sector continues to expand equatorward

until the closure of flux convects round to these sectors. This research has been

published in the Journal of Geophysical Research.

The dynamics of the equatorward auroral boundary and how it relates to the

wider magnetospheric structure is poorly understood. There is significant evidence

of a close association between the equatorward auroral boundary and the plasma-

pause, under certain conditions. However, the analysis presented in this thesis

shows that on average, the equatorward auroral boundary maps to a region out-

side the plasmapause. A better understanding of the sharp decrease in the auroral

emission at the equatorward auroral boundary is required. The open questions high-

lighted from this study are timely in relation to the upcoming international magneto-

spheric science mission, SMILE, which will provide a global view of the solar wind

– magnetosphere – ionosphere interaction and will help improve our understanding

of the auroral oval and dynamics in the larger context of the magnetosphere.



Chapter 2

Introduction

The Sun is the largest and most massive body in the solar system. The Sun’s mass

generates a huge gravitational force that causes all the planets and planetary bod-

ies in the solar system to orbit around it. Due to the high temperatures of the Sun,

its matter exists as a highly ionised plasma. The Sun also has a very strong and

complex intrinsic magnetic field which has far reaching consequences throughout

the solar system. The solar wind is a constant stream of charged plasma particles

that expands radially outward from the Sun’s atmosphere and carries the intrinsic

solar magnetic field to the outer edges of the solar system. Planets that have an

internal magnetic field, such as the Earth, are largely protected from the solar wind.

The planetary magnetic field creates a protective cavity, known as a magnetosphere,

which diverts the majority of the solar wind around the planet. However, the inter-

action between the solar wind and the magnetosphere drives geomagnetic activity.

When this activity results in disruption or damage to technology or daily services at

Earth, it is termed space weather. The most visible space weather phenomenon is

the aurora, which can be enhanced during strong space weather events.

The research in this thesis primarily focuses on understanding the large-scale

structure and dynamics of the aurora in the wider context of the magnetosphere in

the hope that the knowledge can be applied to future generations of auroral forecast

models which can help to mitigate the impact of future space weather events at

Earth.

In this Chapter, the background physics that governs the interaction between
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plasma particles and electromagnetic fields is introduced. An overview of the

Earth’s magnetosphere is then provided in which each region of the magnetosphere

is briefly introduced and the large-scale processes that govern the dynamics of the

magnetosphere and coupling between regions is described in detail. Finally, the

current understanding of the source regions of the particles which cause the aurora

and the physical processes which result in the auroral emission are summarised.

2.1 Basic Plasma Physics

2.1.1 The Quasi-neutrality and Collective Behaviour of Plasmas

A plasma is a distinct state of matter consisting mostly of electrically charged parti-

cles but may also contain some neutral particles. The particles in a plasma are free

to move. The presence of charged particles means that electric and magnetic fields

can play a critical role in the dynamics of the plasma.

Although plasma particles are electrically charged, plasmas generally have an

approximately equal number of positive and negatively charged particles, making

plasmas effectively electrically neutral, termed quasi-neutral, on large scales when

they are in a steady state. Plasmas maintain quasi-neutrality by either having sim-

ilar ionisation and recombination rates or alternatively by having very low number

densities of particles such that the recombination rate between ions and electrons

or between charged particles and neutrals is sufficiently low, as is often the case

in space plasmas. Many plasmas, particularly plasma populations in the magneto-

sphere are generally considered to be collisionless.

A collection of charged particles, such as in a plasma, generate large-scale

electric and magnetic fields. The behaviour of particles in a plasma is determined

by both local, near-neighbour particles and more distant particles in the plasma.

Similar to a gas, the individual plasma particles are free to move independently from

one another with the average kinetic energy of each particle exceeding the average

electrostatic potential from its nearest neighbours. However, plasmas also exhibit

collective behaviour where the plasma responds as a whole. Collective behaviour

results in the particles in a plasma moving in an organised way which is determined
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by the large-scale electromagnetic forces generated from all the particles in the

plasma and external fields. For example, plasmas react collectively to maintain or

restore charge neutrality. If a localised charge imbalance occurs in a plasma, the

electrons and ions in the immediate vicinity of the charge imbalance immediately

reconfigure. The electrostatic potential created by the movement of the electrons

and ions counters the electrostatic potential of the charge disturbance, acting to

shield the rest of the plasma from the local charge imbalance and restore the local

charge neutrality. This process is known as Debye shielding. The electrons respond

much more quickly to the charge imbalance because the mass of an electron is

much smaller than the mass of a proton. The redistribution of plasma is generally

simplified to only consider the displacement of the electrons in response to a charge

imbalance with the ions in the plasma remaining stationary, whereas in reality, the

ions would experience an equal but opposite force but the acceleration would be

∼ 2000 times slower. An illustration of Debye shielding in a plasma in response to

a localised charge imbalance is shown in Figure 2.1.

The influence of the charge imbalance is reduced by a factor of 1
e , where e is

the base of the natural logarithm, at the Debye length (λD) of the plasma which is

defined by Equation 2.1, where ε0 is the permittivity of free space, kB is the Boltz-

man constant, Te is the electron temperature, ne is the number density of electrons

and qe is the electron charge.

λD =

√
ε0kBTe

neq2
e

(2.1)

Debye shielding is an example of the collective behaviour of a plasma. For a

plasma to exhibit collective behaviour, there must be a high enough number density

of plasma particles within a Debye sphere (a sphere with radius equal to the Debye

length) to shield a charge disturbance and return the plasma to quasi-neutrality. The

number of plasma particles in the Debye sphere, known as the plasma parameter, is

described by Equation 2.2 where ND is the number of particles in a Debye sphere,

ne is the electron density and λD is the Debye length.
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Figure 2.1: A cartoon illustration of Debye shielding in a plasma. Panel (a) shows a quasi-
neutral plasma before the introduction of a charge imbalance. Panel (b) shows
the response of the plasma to shield the localised charge imbalance φ , illus-
trated by the red positive charge. Panel (c) shows the electric potential of the
charge imbalance with distance from the charge. At a radius of the Debye
length (λD), the potential from the charge imbalance φ is reduced by a factor of
1
e .

ND =
4π

3
neλ

3
D (2.2)

When the electrons in the plasma are displaced from their equilibrium position
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the charge separation creates an electric field that acts as a restoring force to return

the electrons towards their initial equilibrium position. However, the action of the

restoring force causes the particles to overshoot their equilibrium position and the

direction of the restoring force reverses, resulting in the oscillation of the particles

about their equilibrium position at the plasma frequency (ωs), defined in Equation

2.3 where ns,ms and qs, refer to the number density, mass and charge of the particle,

respectively and the subscript s is generalised to any plasma particle species.

ωs =

√
nsq2

s
ε0ms

(2.3)

As previously mentioned, a plasma may contain some neutral particles how-

ever for a collisionless plasma the collision frequency between the charged and

neutral particles must be less than the natural plasma frequency, ωs, such that the

neutral particles do not interfere with or impede the collective behaviour of the

plasma. This is generally true of collisionless plasmas in the magnetosphere but

not the case in the collisional ionospheric plasma where there is a higher number

density of neutral particles.

2.1.2 Single Particle Motion

The main constituents of a plasma are electrically charged and so plasmas interact

with electric and magnetic fields. The following section describes the motion of a

single plasma particle in response to uniform and non-uniform electric and magnetic

fields.

2.1.2.1 Particle Motion in Uniform Electromagnetic Fields

The Lorentz force describes the force a charged particle experiences in an electro-

magnetic field. The Lorentz force is given by Equation 2.4 where q is the charge

of the particle in the electromagnetic field, E and B are electric and magnetic field

vectors, respectively and v is the particle velocity vector.

FL = q(E+v×B) (2.4)
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The motion of a particle in an electromagnetic field can be examined by con-

sidering the forces from the electric and magnetic fields separately.

If the charged particle is exposed to a uniform electric field but no magnetic

field, the particle will be continually accelerated. Electrons and ions are accelerated

in different directions in the electric field, due to their opposing charge. Positively

charged ions are accelerated in the direction of the electric field while negative

electrons are accelerated in the opposite direction. The acceleration of the particle

is inversely proportional to the mass of the particles which results in a much faster

acceleration of the electrons compared to the heavier, positive ions. The force on

the particle due to the electric field is shown in Equation 2.5 where m and q are the

mass and charge of the particle, respectively, a is the acceleration of the particle due

to the electric field and E is the electric field vector.

ma = qE (2.5)

In the case where the charged particle is exposed to a uniform external mag-

netic field but no electric field, the resulting motion of the particle depends on the

initial velocity of the particle. If the particle is initially at rest, the vector cross prod-

uct from Equation 2.4 (v×B) is zero and thus there is no force applied to the particle

and the particle remains at rest. However, if the initial velocity of the charged par-

ticle is non-zero and the initial velocity has a component which is not parallel to

the magnetic field direction, the force on the particle is directed perpendicular to

both the particle velocity and magnetic field direction. The resulting motion is the

gyration of the particle around the magnetic field axis. A cartoon illustration of the

resulting motion is shown in panel (a) of Figure 2.2. The radius and period of the

gyro-orbit are defined in Equations 2.6 and 2.7, respectively where rL is the gyro-

radius, also known as the Larmor radius, ωc is the gyroperiod or cyclotron period,

m is the mass of the particle, v⊥ is the velocity perpendicular to the magnetic field

vector, q is the particle charge and B is the magnitude of the magnetic field vector.

rL =
mv⊥
qB

(2.6)
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Figure 2.2: An illustration of single particle motion in a uniform magnetic field. Panel
(a) shows the resulting gyromotion for a particle which has a non-zero initial
velocity in the direction perpendicular to the magnetic field for electrons in
green and positive charges in pink. Panel (b) shows the resulting motion for
particles which non-zero initial velocity components both perpendicular and
parallel to the magnetic field direction.

ωc =
qB
m

(2.7)

As the gyroradius of the particle is dependant on both the charge and the mass

of the particle, ions and electrons gyrate in different directions around the magnetic

field, with ions gyrating anti-clockwise when viewed in the direction of the mag-

netic field, with a larger gyroradius and electrons gyrating clockwise when viewed

in the direction of the magnetic field, with a smaller gyroradius.

If the charged particle initially has a non-zero velocity component parallel to

the magnetic field direction, the particle moves in a helical path around a guiding

centre as illustrated in panel (b) in Figure 2.2. The force of the magnetic field only

acts perpendicular to the particle velocity and magnetic field direction, resulting in

the gyromotion. There is no force from the magnetic field in the direction parallel

to the particle velocity and so the non-zero parallel velocity component of the par-

ticle is unchanged by the magnetic field and the particle continues to move along

the magnetic field direction while gyrating around the magnetic field, resulting in a

helical path. The pitch angle, α is the angle between the particle velocity and the

magnetic field vectors and can be calculated from the ratio of the velocity compo-
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nents perpendicular (v⊥) and parallel (v‖) to the magnetic field direction, as shown

in Equation 2.8.

tan(α) =
v⊥
v‖

(2.8)

Returning to the Lorentz equation (Equation 2.4), if the charged particle is

exposed to a uniform electric field with a component which is perpendicular to the

magnetic field, the particle is accelerated by the electric field and can be accelerated

from rest. The combined motion of both the electric and magnetic field causes the

charged particle to gyrate around a guiding centre while drifting in the direction

perpendicular to both the electric and magnetic field directions, as illustrated in

Figure 2.3. This is known as the E×B drift and is defined in Equation 2.9 where E

and B are the electric and magnetic field vectors, respectively and B is the magnitude

of the magnetic field. Note that the E×B drift is independent of the particle’s

charge, mass and initial velocity, thus all charged particles drift in the same direction

with the same drift velocity.

vE×B =
E×B

B2 (2.9)

2.1.2.2 Particle Motion in Non-Uniform Magnetic Fields

Non-uniformities in the magnetic field, including gradients or curvatures, can also

introduce drifts in the motion of a charged particle in the magnetic field. If a charged

particle experiences a spatial gradient in the magnetic field perpendicular to the

magnetic field direction, the particle drifts in the direction perpendicular to both the

magnetic field vector and the gradient in the magnetic field. The gradient in the

magnetic field causes the Larmor radius of the particles gyromotion to vary as the

particle drifts, with smaller gryoradii in regions of stronger magnetic fields for a

particle with a fixed energy. An illustration of particle gradient drift is shown in

Figure 2.4. The magnetic gradient drift velocity v∇B is defined in Equation 2.10

where W⊥ is the perpendicular component of the particle kinetic energy, B is the

magnetic field vector, ∇B is the gradient in the magnetic field and q is the particle



2.1. Basic Plasma Physics 38

Figure 2.3: A cartoon illustrating the resulting motion of positive and negatively charged
particles in uniform electric and magnetic fields. In this figure, the electric
(E) and magnetic (B) field directions are perpendicular to each other and the
magnetic field direction points out of the page.

charge. Due to the dependence on particle charge, electrons and ions gradient drift

in opposite directions.

v∇B =

(
2W⊥

B

)
B×∇B

qB2 (2.10)

If the charged particle is moving along a curved magnetic field the particle

experiences a centrifugal force that is directed outward from the centre of curvature

of the field. This results in a curvature drift of the charged particle in the direction

perpendicular to the magnetic field vector and the centrifugal force. The curvature

drift velocity (vc) is defined by Equation 2.11 where W‖ is the parallel component

of the particle kinetic energy, Rc is the radius of curvature of the magnetic field

line, B is the magnetic field vector and q is the particle charge. The curvature

drift is dependent on the charge of the particles which causes electrons and ions to

curvature drift in opposite directions.

vc =

(
2W‖
R2

c

)
Rc×B

qB2 (2.11)

In the case where the magnetic field strength varies due to the curvature of the
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Figure 2.4: A cartoon illustrating the resulting motion of a positive and negative charge in a
non-uniform magnetic field which has a gradient in the strength of the magnetic
field. The magnetic field is pointing out of the page and is increasing in strength
from left to right.

magnetic field, such as in a dipolar or dipole-like field, charged particles experience

a combined gradient, curvature and E×B drift motion. The velocity of a charged

particle in an electromagnetic field is comprised of the sum of the velocity contribu-

tions from the E×B drift, the magnetic field gradient and curvature drifts, as shown

in Equation 2.12. For high energy particles, the particle motions are dominated by

the gradient and curvature drift motions, whereas lower energy particle motions are

dominated by the E×B drift motion.

v = E×B
B2︸︷︷︸

E×B
dri f t

+
(

2W⊥
B

)
B×∇B

qB2︸ ︷︷ ︸
Gradient

dri f t

+
(

2W‖
R2

c

)
Rc×B

qB2︸ ︷︷ ︸
Curvature

dri f t

(2.12)

If a particle is in a non-uniform magnetic field which is very slowly varying

with time or not changing at all, in the absence of an electric field, the particle

kinetic energy is the sum of the particle energy components in the directions per-

pendicular and parallel to the magnetic field.
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The magnetic moment of the gyrating particle, µ is defined in Equation 2.13

where W⊥ is the perpendicular component of the particle energy and B is the

strength of the magnetic field. The magnetic moment is a conserved quantity if the

magnetic field changes over timescales that are longer than the particle gyroperiod.

µ =
W⊥
B

(2.13)

If the particle experiences a gradient in the magnetic field strength and gy-

rates into a region where the magnetic field strength increases, the perpendicular

component of the particle kinetic energy increases proportionally to conserve the

magnetic moment. The parallel component of the particle’s energy along the mag-

netic field direction decreases to conserve the total kinetic energy of the particle. If

the magnetic field strength is high enough, the parallel velocity of the particle can

be reduced to zero such that the particle stops moving along the magnetic field. The

particle motion is reversed and the particle gyrates back to the region of lower mag-

netic field strength. The velocity component parallel to the field begins to increase

as the perpendicular component decreases. The reflection of the particle in regions

of high magnetic field strength is known as a magnetic mirror. Gyrating particles

can become trapped between regions of strong magnetic fields, known as a mag-

netic bottle. The point where the particle mirrors in the magnetic field depends on

the pitch angle of the particle’s gyration in the region of minimum magnetic field

strength and the minimum and maximum magnitude of the magnetic field strength.

Figure 2.5 shows an illustration of the motion of a charged particle trapped in a

magnetic bottle.

2.2 Magnetohydrodynamics: The Fluid Description

of a Plasma

Single particle motion is useful to understand the interaction between individual

charged particles and external magnetic and electric fields. However, to study the

macroscopic properties of a body of plasma, a simplification can be made which
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Figure 2.5: A cartoon of a charged particle trapped in a magnetic bottle. The orange arrow
indicates the mirror point in the magnetic field where the parallel velocity of
the particle decreases to zero and then reverses direction.

treats the plasma as a conducting, magnetised fluid, known as magnetohydrody-

namics (MHD), which averages across the single particle motions.

2.2.1 The MHD Equations

The basic laws of electromagnetism that are central to the MHD description of a

plasma are defined in Equations 2.14 - 2.17 and are collectively known as Maxwell’s

equations. In Equations 2.14 - 2.17, the symbols have their usual meanings where

E and B are the electric and magnetic field vectors, respectively, ρ is the charge

density, j is the current density and ε0 and µ0 are the permittivity and permeability

of free space, respectively.

Poisson’s law, defined in Equation 2.14, shows that the net electric flux as-

sociated with the volume of space surrounding any charge density is non-zero. In

other words, any charge density in space is either a source or sink of electric field,

depending on whether the charge is positive or negative. In contrast, Gauss’ law, de-

fined in Equation 2.15, shows that the magnetic flux in a volume of space is always

conserved i.e. the magnetic flux into a volume of space is equal to the magnetic flux

out of the same volume. This also dictates that magnetic monopoles cannot exist.

Faraday’s law, in Equation 2.16, demonstrates an inherent link between evolving

magnetic and electric fields in that a magnetic field that evolves with time is related

to a circulating electric field. Equally, a circulating electric field is related to a time-
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evolving magnetic field. Finally, Ampère’s law, defined in Equation 2.17, illustrates

that a circulating magnetic field is associated with a conduction current (j) or a dis-

placement current associated with an electric field evolving with time (ε0
∂E
∂ t ) and

vice versa.

• Poisson’s Law:

∇ ·E =
ρ

ε0
(2.14)

• Gauss’ Law:

∇ ·B = 0 (2.15)

• Faraday’s Law:

∇×E =−∂B
∂ t

(2.16)

• Ampère’s Law:

∇×B = µ0

(
j+ ε0

∂E
∂ t

)
(2.17)

MHD is further governed by a set of equations which describe the plasma in

terms of its macroscopic properties including particle number density (n), velocity

(v), charge density (ρ), current density (j), pressure (P), the electric and magnetic

fields (E and B, respectively), magnetic diffusivity (η), number density of electrons

(ne), electron mass (me), polytropic index (γ) and time (t). In the MHD framework,

mass, charge, momentum and energy are conserved quantities as demonstrated in

Equations 2.18 - 2.21. Equation 2.22 defines the spatial and temporal evolution of

a current.

• Mass Conservation
∂n
∂ t

+∇ · (nv) = 0 (2.18)

• Charge Conservation
∂ρ

∂ t
+∇ · j = 0 (2.19)



2.2. Magnetohydrodynamics: The Fluid Description of a Plasma 43

• Equation of Motion

ρ

(
∂v
∂ t

+v ·∇v
)
=−∇ ·P+ρE+ j×B (2.20)

• Equation of State (
∂

∂ t
+v ·∇

)(
Pρ
−γ
)
= 0 (2.21)

• Generalised Ohm’s Law

E+v×B = ηj︸︷︷︸
Resistive

term

−
(

∇·P
ne

)
︸ ︷︷ ︸
Electron
pressure

+ me
n2

e

∂ j
∂ t︸︷︷︸

Electron
inertia

+ j×B
ne︸︷︷︸

Lorentz
f orce

(2.22)

A few assumptions can be applied to simplify the MHD and Maxwell equa-

tions. The first assumption is that plasmas are quasi-neutral, and in the case of ideal

MHD there is no distinction between plasma species i.e. between ions and elec-

trons, so the net charge density (ρ) is zero. Poisson’s law can then be simplified

to ∇ ·E = 0 and the ρE term in the equation of motion is also often neglected.

Secondly, the fluid motions of a plasma are assumed to be slow compared to the

characteristic time and length scales of a plasma. In Ampère’s Law, this means

that the displacement current (ε0
∂E
∂ t ) is assumed to be insignificant, compared to

the conduction current and thus Ampère’s law can be simplified to ∇×B = µ0j.

In the Generalised Ohm’s Law, the electron pressure, electron inertia and Lorentz

force terms are also averaged out over large time and length scales and so they can

also be neglected. A final assumption in ideal MHD is that the fluid is a perfect

conductor which means that the diffusivity is zero (η = 0) and this term can also be

neglected from the Generalised Ohm’s Law. These assumptions are generally valid

when considering plasmas in the solar wind and Earth’s magnetosphere. Applying

these assumptions to the generalised form of Ohm’s Law in Equation 2.22 greatly

simplifies Ohm’s law to:

E+v×B = 0. (2.23)
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2.2.2 Magnetic Forces

The j×B term in Ampère’s Law (Equation 2.17) can be further expanded to ex-

amine the forces acting on a magnetic field line in more detail which results in

Equation 2.24 where the symbols have the same meanings as previously defined.

The first term on the right hand side defines the magnetic pressure, which is a lat-

eral pressure arising due to a gradient in the magnetic flux density. The magnetic

pressure acts perpendicularly to the magnetic field line and opposes the squashing

of the magnetic field. The second term on the right hand side defines the magnetic

tension force which acts axially along the field line, opposing the bending of mag-

netic field lines. The magnetic pressure and tension forces are important in later

discussions of magnetic processes such as reconnection, which is discussed further

in Section 2.5.1.

• Magnetic Forces

Fm =−∇⊥
B2

2µ0︸ ︷︷ ︸
Magnetic
pressure

+ B2

µ0

Rc
R2

c︸︷︷︸
Magnetic
tension

(2.24)

2.2.3 The Convection and Diffusion of a Plasma

By combining the simplified expression for Ohm’s law in the case of ideal MHD

(Equation 2.23), and Ampère’s law (Equation 2.17), an expression which illustrates

the relationship between the plasma mass motion and the magnetic field can be

defined, known as the MHD induction equation (Equation 2.25).

• MHD Induction Equation

∂B
∂ t

= ∇× (v×B)︸ ︷︷ ︸
Convection

+ η

µ0
∇2B︸ ︷︷ ︸

Di f f usion

(2.25)

The first term on the right hand side (∇× (v×B)) describes the convection

of the magnetic field by the motion of the plasma particles, in other words the

motion of the magnetic field and particles is strongly linked. The second term on

the right hand side ( η

µ0
∇2B) describes the diffusion of the magnetic field through
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the plasma particles, in other words, the motion of the particles and magnetic fields

being independent. The ratio of the convection and diffusion terms defines the

magnetic Reynold’s number (Equation 2.26), where the symbols are the same as

previously defined and L is the length scale.

• Magnetic Reynold’s Number

Rm =
Convection
Di f f usion

=
µ0vL

η
(2.26)

From the assumptions that were previously stated in the ideal MHD frame-

work, the plasma is assumed to be a perfect conductor and so the magnetic diffu-

sivity term (η) is very small. Hence, in the ideal MHD case, the convective motion

dominates which means that the motion of the magnetic field is associated with the

motion of the plasma particles. This is known as the frozen-in flux theorem.

An interesting consequence of the frozen-in flux theorem is that two plasma

populations from different sources in close proximity to one another are prevented

from mixing. If two bodies of convection-dominated plasma come together the

magnetic fields cannot overlap and so the plasma particles which are tied to the

magnetic flux tubes cannot mix. Plasmas can only mix in regions where the frozen-

in flux theorem breaks down and the diffusion term becomes significant again

which can occur in boundary regions between plasma populations. If the mag-

netic Reynold’s number is approximately unity, neither convection nor diffusion are

dominant and both processes need to be taken into consideration. This situation

can arise on short length scales such as thin current sheets. The frozen-in flux the-

orem and the limits under which it breaks down will be important in Section 2.5.1

in the discussion of magnetic reconnection and the interaction between the Earth’s

magnetosphere and the solar wind.

Similar to the Reynold’s number, the plasma β parameter is the ratio of plasma

pressure to magnetic pressure as defined in Equation 2.27. The plasma β parameter

ties into the frozen-in flux theorem in that it also helps to describe whether the

magnetic field is dominated by the plasma motion in the high β regime, for example
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in the Earth’s plasma sheet, or the plasma motion is dominated by the magnetic field

in the low β regime, for example in the magnetotail lobes.

• Plasma β Parameter

β =
Plasma Pressure

Magnetic Pressure
=

2µ0P
B2 (2.27)

2.3 The Earth’s Magnetosphere
Magnetised bodies in the solar system, such as Earth, have a magnetosphere in

which the magnetic field of the body is the dominant force acting on the plasma.

Figure 2.6 shows a schematic diagram of the magnetic field structure of the Earth’s

magnetosphere, illustrating the main features. To a first approximation, Earth’s in-

trinsic magnetic field is dipolar and is thought to be generated by the motion of the

molten iron core of the Earth, however as the magnetic field expands into space,

it is deformed by its interaction with the solar wind. The magnetosphere is filled

with plasma. The majority of the plasma originates from the upper atmosphere

where atmospheric particles are ionised and frozen-in to the magnetic field, filling

up the magnetic flux tubes; however, some of the plasma is also captured by the

magnetosphere from its solar neighbourhood. In the following sections, the struc-

ture of the magnetosphere is outlined and the external processes that influence the

magnetospheric structure are discussed.

2.3.1 The Ionosphere

The ionosphere is the upper region of the atmosphere where the particle population

transitions from the neutral atmosphere to the fully ionised plasma of the magne-

tosphere. The ionosphere extends from approximately 60 km to over 1000 km in

altitude. The temperature and plasma density vary significantly with height in the

ionosphere. The plasma temperature of the ionosphere is low and generally less

than 0.13 eV. The plasma density ranges from ∼ 103−106 cm-3. The atmospheric

neutral particles are mainly ionised by the incident solar ultraviolet (UV) radiation

(photoionisation) on the dayside. Secondary ionisation sources, such as precipitat-
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Figure 2.6: A cartoon illustrating the main regions of the magnetosphere. Solid purple/red
lines indicate closed/open magnetic field lines.

ing auroral particles from the magnetotail or highly energetic solar particles ejected

during eruptive solar events, also ionise the neutral particle population, however the

rate of ionisation by these secondary methods is more variable. The ionosphere

has a high neutral particle population. This leads to a higher collision rate between

ions and neutral particles which de-couples the ions from the magnetic field. The

plasma in the ionosphere is therefore not a fully ionised plasma and the ideal MHD

framework cannot be applied to the ionospheric plasma. At higher altitudes in the

ionosphere the number density of neutral particles decreases, reducing the num-

ber of collisions between ions and neutral particles and the plasma becomes fully

ionised. Ion outflows from the ionosphere are a large source of magnetospheric

plasma.

The ionosphere is in hydrostatic equilibrium such that the Earth-directed grav-

itational force balances the upwards pressure gradient force, as shown in Equation

2.28 where P is the pressure, g is the acceleration due to Earth’s gravity, k is the

Boltzmann constant, T is the temperature, m is the particle mass and z is the height

from the Earth’s surface.

dP
P

=−gMdz
kT

(2.28)

Due to the smaller mass of electrons compared to ions, the electrons have a
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higher scale height i.e. the altitude at which the atmospheric pressure decreases by

a factor of e is higher for electrons than protons. The resulting altitudinal charge

separation in the ionosphere is known as the ambipolar electric field which drives

the lighter ions such as H+ and He+ up along the magnetic field lines. Ion outflows

have been measured in the low to middle latitudes, the auroral regions, the polar cap

(the area of open magnetic field lines at the magnetic poles) and at the dayside cusp

region (Kronberg et al., 2014). In the polar cap, low energy ions outflow along the

open field lines into the magnetotail lobes (Kronberg et al., 2014). At low to middle

latitudes, ions outflow along closed field lines into the inner magnetosphere where

they become trapped on closed drift paths, mirroring between the stronger magnetic

field regions near the poles and forming a cold (∼ 1 eV), dense plasma population,

known as the plasmasphere (Kronberg et al., 2014). The ionospheric plasma fills

the magnetic flux tubes, becomes frozen-in to the magnetic field and co-rotates with

the Earth. Due to the low energies of the particles, the cold plasmaspheric particle

motions are dominated by the E×B drift.

2.3.1.1 The Aurora

Charged plasma particles in the Earth’s magnetosphere are trapped between the

strong magnetic field regions near the poles, known as a magnetic bottle as de-

scribed in Section 2.1.2.2. In the polar regions, the magnetic field lines thread

the ionosphere where the neutral particle density increases along the field line. A

trapped particle may encounter and collide with a neutral particle before it reaches

its mirror point. Collisions with neutral particles can change the pitch angle of the

trapped particle trajectory which can result in the particle being scattered into the

loss cone where it is no longer trapped in the magnetic field. The loss cone defines

a range of pitch angles which have mirror points at low altitudes such that the par-

ticle is lost to the atmosphere before it is reflected back along the field line at the

mirror point. Plasma particles from the loss cone precipitate along closed magnetic

field lines and into the upper atmosphere where they undergo collisions with atmo-

spheric particles. The main source of the precipitating particles is thought to be the

nightside plasma sheet, with some plasma also precipitating in the dayside from the
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cusp and magnetosheath.

Initially, the precipitating particles have such high energy that they completely

ionise the atmospheric particle that they collide with, creating a cascade of free

electrons. These free electrons undergo further collisions, losing energy and free-

ing more electrons until they eventually have insufficient energy to ionise neutral

particles and collisionally excite atmospheric atoms and ions (e.g. Oxygen and Ni-

trogen). The resulting de-excitation emits a photon of radiation which is observed

as aurora at altitudes of ∼ 100 km, with different wavelengths of light emitted de-

pending on the particle species and de-excitation energy. Typically, electrons with

energies in the range of 1− 10 keV precipitate to altitudes of 100− 150 km be-

fore colliding with ionospheric particles. Lower energy electrons of < 1 keV can

travel along the field lines to altitudes of ∼ 200 km and higher energy particles can

penetrate to altitudes of ∼ 80 km. Precipitating protons can also emit radiation via

charge exchange in which a precipitating proton captures an electron, producing a

neutral Hydrogen atom and emitting a photon. The auroral emission is observed in

the infrared, visible, UV and X-ray. The UV emission production mechanisms will

be discussed in more detail in Chapter 4. The source regions of the auroral particles

and the dynamics of the aurora will be discussed in more detail in Sections 2.5, 2.6

and 2.7.

2.3.2 The Inner Magnetosphere: The Plasmasphere, Radiation

Belts and Ring Current

The inner magnetosphere (within ∼ 6 RE) is dominated by three distinct, trapped,

particle populations; the high energy radiation belt particles, the ring current parti-

cles and the very low energy plasmaspheric particles. From Faraday’s law in Equa-

tion 2.16, a time varying magnetic field is related to a rotational electric field. The

rotation of the Earth’s dipole magnetic field has a corresponding co-rotational elec-

tric field which is the dominating electric field in the inner magnetosphere.

The plasmasphere is a dense (∼ 103 cm-3, Baumjohann and Treumann, 2012)

torus of cold plasma (< 1 eV , Goldstein, 2007; Delzanno et al., 2021), located in

the inner magnetosphere extending from the ionosphere out to∼ 3−6 RE (Lemaire
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and Gringauz, 1998). The plasmasphere is populated by particles from the upper

ionosphere that drift up along field lines to higher altitudes. The plasmaspheric par-

ticle population is dominated by protons and electrons with a small percentage (5

- 20%) of Helium (He+) ions, which varies with geomagnetic activity (Delzanno

et al., 2021; Darrouzet et al., 2009; Sandel et al., 2000) and a heavy ion population

of mainly Oxygen and Nitrogen ions, contributing ∼ 3% of the particle population

(Delzanno et al., 2021; Grew et al., 2007; Dandouras, 2013). The outer boundary

of the plasmasphere, the plasmapause, is identified by a sharp particle number den-

sity gradient. The plasmasphere often has a plume feature that forms in the dusk

local time sectors and stretches towards the dayside. The plume is known as the

plasmaspheric drainage plume as a significant amount of the cold plasmaspheric

particle population is lost via the plume. The plumes develop during periods of

enhanced geomagnetic activity, such as magnetospheric storms, which causes the

plasmasphere to contract to smaller radii.

The radiation belts are split into an inner and an outer radiation belt, separated

by the slot region between ∼ 2 − 4 RE. The radiation belt particle population is

a lower density plasma (∼ 1 cm-3 Baumjohann and Treumann, 2012), compared

to the plasmaspheric plasma but the radiation belt particles have much higher ener-

gies. The inner radiation belt within∼ 2 RE consists of high energy ions (10 MeV -

1 GeV). The outer radiation belt is located between∼ 3 − 7 RE and consists of high

energy electrons (> 100 keV). The outer radiation belt is highly variable and sen-

sitive to the level of geomagnetic activity. The high energy radiation belt particles

coexist in the inner magnetosphere with the cold plasmapsheric particle population.

However, the two populations are well ordered by magnetospheric wave activity.

The spatial distribution of the important wave activity in the inner magnetosphere is

illustrated in Figure 2.7, from Thorne (2010). The majority of the wave activity oc-

curs outside the plasmapause. Chorus waves, which are discrete, coherent whistler

mode waves, are observed outside the plasmapause in the midnight through dawn to

the noon local time sectors. Inside the plasmapause, incoherent whistler mode hiss

waves are observed in the dayside local time sectors and drainage plume region.
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Figure 2.7: Figure from Thorne (2010): “Schematic illustration of the spatial distribution
of important waves in the inner magnetosphere, in relation to the plasmasphere
and the drift-paths of ring-current (10–100 keV) electrons and ions and rela-
tivistic (≥ 0.3 MeV) electrons.”

Electromagnetic ion cyclotron (EMIC) waves, which are discrete electromagnetic

waves, are also enhanced at the edge of the drainage plume. The wave activity in the

inner magnetosphere is a large source of both energisation and loss of the radiation

belt particles. The plasmasphere and radiation belt particle populations are known

to interact via wave-particle interactions; however, a discussion of this is outside the

scope of this work. Due to the high energies of the particles in the radiation belts,

the particle motions are dominated by gradient and curvature drifts, trapping the

particles on closed drift shells which form the characteristic belt structures around

the Earth. The gradient and curvature drift of the ions and electrons in the outer

radiation belt is dependent on the energy and charge of the particles, causing the

positively charged ions to drift westwards and the negatively charged electrons to

drift eastwards.

The ring current is a westward directed current generated by drifting trapped,

charged particles which are predominantly ions with energies between 1 keV to

a few hundred keV in the equatorial plane of the inner magnetosphere, between

∼ 4− 9 RE (Daglis et al., 1999; Le et al., 2004). Ring current ions originate from
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the ionosphere and the solar wind. Ions from the ionosphere populate the nightside

plasma sheet which are then injected into the inner magnetosphere during periods of

strong magnetospheric convection and during substorms. The ring current is then

enhanced during geomagnetic storms and substorms (Sandhu et al., 2018, 2021).

The associated ring current magnetic field opposes the geomagnetic field inside the

ring current location, but enhances the geomagnetic field outside the ring current.

H+ ions are the dominant ion species in the ring current; however, the O+ ion con-

tent increases during geomagnetically active periods, constituting up to∼ 20% dur-

ing active times (Daglis et al., 1993). After the enhanced geomagnetic activity, the

ring current decays due to charge exchange with cold, neutral Hydrogen particles in

the upper atmosphere, Coulomb collisions with plasmaspheric Hydrogen and wave-

particle interactions (Fok et al., 1995; Daglis et al., 1999). Charge exchange is the

most important loss mechanism for the high energy ring current particles of a few

hundred keV while Coulomb collisions are a more significant loss mechanism for

the lower energy particles of ∼ 10 keV. Coulomb collisions can pitch angle scatter

ring current ions into the loss cone where they precipitate into the ionosphere.

2.4 Solar Wind - Magnetospheric Coupling

2.4.1 The Solar Wind

The solar wind is a stream of plasma particles that expands radially outward from

the Sun into interplanetary space. The solar wind plasma originates from the base of

the solar atmosphere, known as the corona. The visible surface of the Sun, known

as the photosphere, has an effective temperature of∼ 6000 K; however, the temper-

ature of the solar corona reaches temperatures on the order of 106 K. The outward

thermal pressure in the corona exceeds the gravitational force of the Sun, allowing

the ionised coronal plasma to expand radially outwards from the Sun into inter-

planetary space where it forms the solar wind. The solar corona has a low particle

density of ∼ 1014 m-3 compared to ∼ 1023 m-3 at the photosphere (Meyer-Vernet,

2007) and a weaker magnetic field of approximately 10−4 T (Meyer-Vernet, 2007).

In the high latitude regions of the lower corona, the plasma pressure dominates over
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the magnetic pressure (plasma β >> 1). As a result, the magnetic field is dragged

with the convection of the plasma particles, in other words, the magnetic field is

frozen-in to the plasma. The magnetic field, which is frozen-in to the solar wind

plasma, expands outwards and becomes the interplanetary magnetic field (IMF).

The radial expansion of the solar wind in addition to the solar rotation results in the

IMF forming a spiral structure in interplanetary space, known as the Parker Spiral

(Parker, 1958).

2.4.2 The Outer Magnetosphere

The terrestrial magnetosphere acts to shield Earth from the incoming solar wind.

Due to the frozen-in flux theorem, the plasmas associated with the two magnetic

field regimes of the magnetosphere and the IMF are prevented from mixing di-

rectly. As a result, the magnetosphere forms a magnetic cavity around Earth that

largely diverts the solar wind and IMF around the Earth. As previously mentioned,

the Earth’s intrinsic magnetic field is approximately dipolar; however, the magneto-

spheric structure is distorted by the solar wind. The ram pressure of the solar wind

compresses the dayside magnetosphere to a distance of ∼ 11− 15 RE (Fairfield,

1971), where 1 RE = 6371 km is 1 Earth radius. The nightside magnetosphere

expands into the wake of the deflected solar wind and is stretched out into a long

magnetotail which can extend to distances of ∼ 1000 RE (Russell, 1972; Milan

et al., 2004).

2.4.2.1 The Bow Shock, Magnetosheath and Magnetopause

As the solar wind reaches the dayside magnetosphere, the solar wind is travelling

at supersonic speeds which results in the creation of a bow shock upstream of the

magnetosphere. At the bow shock, the solar wind is largely deflected around the

magnetosphere and the solar wind downstream of the shock front is slowed to sub-

sonic speeds. The kinetic energy of the solar wind is converted into thermal and

magnetic energy and so the density and temperature of the solar wind plasma down-

stream of the bow shock increases and the magnetic field strength downstream of the

shock also increases. The region downstream of the bow shock is called the mag-
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netosheath and consists of the hot, dense, slowed solar wind plasma population. In

the magnetosheath region, the plasma is still convection dominated and thus is still

frozen-in to the magnetic field and cannot directly mix with the magnetospheric

plasma. From Ampère’s law, at the boundary between the solar wind plasma pop-

ulation in the magnetosheath and the magnetospheric plasma a thin current sheet

forms, known as the magnetopause or Chapman and Ferraro current (Chapman and

Ferraro, 1931). The magnetopause current flows dawnwards and closes through the

nightside plasma current sheet. Upstream of the magnetopause, the convection of

the solar wind plasma dominates the motion of the IMF and so the plasma β in

this region is very high (β >> 1). In contrast, in the Earth’s magnetosphere, the

magnetic field dominates the motion of the plasma (β << 1). In the magnetopause

current sheet separating these two regions, the plasma β tends towards unity, allow-

ing the two plasma populations in the magnetosheath and magnetosphere to interact

via magnetic reconnection which will be discussed later in Section 2.5.1.

2.4.2.2 The Magnetotail

The magnetotail, at the nightside of the Earth, consists of a northern and southern

lobe separated by a central plasma sheet and the neutral sheet or current sheet, as

shown in Figure 2.6. The magnetotail stores energy and plasma deposited in the

magnetosphere from the interaction with the solar wind. The magnetic field in the

lobe regions is considered to be open and connected to the solar wind. The foot

points of the magnetotail lobes map down to the cusp regions and the polar caps

in the north and south poles in the ionosphere. The central plasma sheet is a hot

plasma population that maps down to the auroral oval, where plasma particles from

the nightside plasma sheet precipitate into the ionosphere near the poles. This is

discussed further in Section 2.6 and 2.7. The current sheet separates the plasma

populations and oppositely directed magnetic field in the northern and southern

lobe regions. Magnetic reconnection can occur in the neutral sheet which acts to

remove some of the stored energy and plasma in the magnetotail.
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2.5 Magnetospheric Dynamics

2.5.1 Magnetic Reconnection

Due to the frozen-in theorem introduced in Section 2.2, to a first approximation

the two plasma populations originating from the solar wind and the Earth’s mag-

netosphere are prohibited from mixing at the dayside magnetopause where the two

magnetic field regimes meet. On small length scales, such as the thin magnetopause

current sheet, the frozen-in flux theorem breaks down allowing the plasma particles

to move independently of the magnetic field. The magnetic Reynold’s number ap-

proaches unity as both diffusion and convection processes are important. On these

small length scales, magnetic field lines can diffuse into the narrow current sheet

where the magnetic field lines from the two regimes can undergo magnetic recon-

nection. In the diffusion region, the frozen-in theorem breaks down because plasma

particles become unmagnetised (Nakamura et al., 2006). The size of the larger, ion

diffusion region is comparable to the ion gyro-radius scale. As the magnetic field

regimes diffuse into this region, the ions become unmagnetised but the electrons,

with smaller gyro-radii continue to convect into the smaller, electron diffusion re-

gion where the electrons then become unmagnetised (Nakamura et al., 2006). Fig-

ure 2.8 shows a cartoon illustrating x-line reconnection and the relative sizes of the

ion and electron diffusion regions. In the diffusion region, the magnetic field lines

then break and reconnect with one of the magnetic field lines from the other regime

(Paschmann, 2008). After reconnection, the two resulting magnetic field lines are

strongly kinked. Magnetic tension acts to straighten out the kinks in the magnetic

field lines and the magnetic field lines exit the diffusion region perpendicular to the

direction in which they entered (Paschmann, 2008), as indicated by the outflow re-

gions in Figure 2.8. The two plasma populations which were associated with each

magnetic field regime now co-exist on the new magnetic field line and are essen-

tially mixed. Reconnection allows the exchange of energy, mass and momentum

between different plasma populations (Paschmann, 2008).

Magnetic reconnection is most efficient between oppositely directed magnetic

field components. During reconnection between the IMF in the solar wind and the
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Figure 2.8: An illustration of magnetic reconnection between two magnetic field regimes.
The black solid lines indicated magnetic field lines. The grey solid lines indi-
cate the separatrices between different magnetic field regimes. The larger pink
box indicates the ion diffusion region and the smaller green box indicates the
electron diffusion region. The red X in the centre indicates where the magnetic
field lines break and reconnect with field lines from the other magnetic field
regime. The newly reconnected field lines then exit, perpendicular to the direc-
tion of inflow. The blue arrows indicate the perpendicular inflow and outflow
of the magnetic field lines.

Earth’s magnetosphere, the most important component of the IMF is the Bz com-

ponent. A negative Bz component of the IMF is anti-parallel to the geomagnetic

field. Reconnection with southward oriented (negative Bz component) occurs at the

subsolar point on the dayside magnetosphere. Under northward IMF conditions,

reconnection can occur in the lobe regions of the magnetosphere where the magne-

tospheric field lines have a large anti-parallel component with the northward IMF

(Russell, 1972; Song and Russell, 1992).

2.5.2 Magnetosphere-Ionosphere Coupling: The Dungey Cycle

The Dungey Cycle, proposed by Dungey (1961), describes the interaction between

the Earth’s magnetosphere and the interplanetary magnetic field frozen-in to the

solar wind. An illustration of the Dungey Cycle is shown in Figure 2.9. During re-
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connection with southward IMF at the dayside magnetosphere, terrestrial magnetic

field lines are opened to the solar wind such that the newly opened magnetic field

lines have one foot point connected down in the ionosphere, in the polar cap and the

other end point is connected out in the solar wind. The opening of magnetic field

lines increases the open magnetic flux content of the magnetosphere and allows the

solar wind plasma into the magnetosphere. From Faraday’s law in Equation 2.16,

a time varying magnetic field is related to a rotational electric field. The motion

of the magnetic field in response to solar wind driving has a corresponding electric

field, known as the convection electric field that is superimposed on the co-rotation

electric field. In the ionosphere, the convection electric field sets up in a twin-vortex

flow of plasma. The open end of the magnetic field line that is still connected out

in the solar wind is dragged anti-sunward by the solar wind electric field past the

Earth and into the magnetotail lobe regions. The addition of open flux to the mag-

netotail lobes increases the magnetic pressure in the lobe regions, compressing the

magnetic field at the nightside current sheet where a reconnection x-line can form.

Reconnection in the nightside current sheet occurs between the anti-parallel fields

of the northern and southern lobes and results in the closure of the open field lines

in the magnetotail, reducing the open flux content of the magnetosphere. The newly

closed magnetic field line dipolarises and moves towards the Earth. From there,

the newly closed field lines are convected sunward by the convection electric field

completing the convection pattern in the ionosphere and restoring the structure of

the dayside magnetosphere for the cycle to continue. A strong or prolonged period

of southward IMF can erode the closed field lines, compressing the dayside magne-

tosphere towards Earth (Aubry et al., 1970; Russell, 1972; McPherron et al., 1973)

and can build up a significant amount of magnetic energy and pressure which is

stored in the magnetotail.

The magnetospheric convection electric field is superimposed on the co-

rotation electric field which dominates in the inner magnetosphere. In the outer

magnetosphere, the convection electric field dominates particle motions. This is

significant for particle trajectories injected towards Earth from the magnetotail. Ini-
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tially their particle motions are determined by the convection electric field but as the

particles come closer to the inner magnetosphere, the particles begin to co-rotate

with the Earth.

2.5.2.1 The Dynamics of the Auroral Oval

The aurora forms a ring of emission around both the northern and southern magnetic

poles, known as the auroral oval. The poleward boundary of the auroral oval is ap-

proximately co-located with, although not directly equivalent to, the open-closed

field line boundary (OCB) where the magnetic field lines transition from being

closed equatorward of this boundary and open, i.e. connected to the solar wind,

poleward of this boundary. The polar cap, encircled by the OCB, is the region

where the footpoints of the open magnetic field lines of the cusp and magnetotail

lobe regions connect to the ionosphere. The dynamics of the polar cap are domi-

nated by the ionospheric convection pattern which occurs as a consequence of the

Dungey Cycle. The area of the polar cap can be used as a measure of the magneto-

spheric open flux content which is an indicator of how much energy imparted from

the solar wind is being stored in the magnetosphere.

In the ionosphere, the flux content of the polar caps, FPC, varies due to imbal-

ances in the rates of dayside and nightside reconnection (Siscoe and Huang, 1985;

Cowley and Lockwood, 1992; Milan et al., 2007; Walach et al., 2017), as defined

in Equation 2.29 where ΦD(t) and ΦN(t) are the rates of dayside and nightside

reconnection, respectively.

dFPC(t)
dt

= ΦD(t)−ΦN(t) (2.29)

As the open flux content of the magnetosphere increases in response to dayside

reconnection, magnetic flux is distributed around the polar cap by excited plasma

flows via polar cap convection (Cowley and Lockwood, 1992) and the polar cap

and OCB expand to lower latitudes, towards the equator. A return convection flow

is set up in response to nightside reconnection, redistributing the reduction in open

flux. The decrease in the open flux content leads to a reduction in the polar cap
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Figure 2.9: A schematic illustration of the Dungey Cycle. (a) Dayside reconnection occurs
at the subsolar point during periods of southward directed IMF, indicated by
the X. (b) Dayside reconnection results in the opening of previously closed
magnetic field lines in the magnetosphere. (c) The newly opened magnetic
field lines convect anti-sunward across the polar cap as the open ends of the
field line are dragged past the Earth in the solar wind.

area and the OCB contracts towards the pole. The changing size of the polar cap

in response to reconnection is known as the expanding and contracting polar cap
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Figure 2.9: A schematic illustration of the Dungey Cycle [continued]. (d) The newly
opened field lines are dragged into the magnetotail lobes where magnetic re-
connection can occur in the nightside current sheet, indicated by the X. (e)
After nightside reconnection, the newly closed field lines dipolarise and con-
vect back towards Earth and a plasmoid is ejected down the magnetotail and
out to the solar wind.

(ECPC) paradigm, proposed by Cowley and Lockwood (1992) and is a key concept

in magnetospheric dynamics.

2.5.2.2 Substorms

If the open flux content of the polar cap is increasing as a result of dayside recon-

nection occurring faster than nightside reconnection, a large amount of open flux

can accumulate in the polar cap. Without nightside reconnection closing and re-

distributing flux back round to the dayside magnetosphere at a fast enough rate,

that open magnetic flux builds up in the magnetotail (McPherron et al., 1973). The

magnetic energy built up in the tail can be explosively released via a large-scale

reconfiguration of the magnetic field, known as a substorm.
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Substorms have three distinct phases: growth, expansion and recovery (Aka-

sofu, 1964; McPherron, 1970). The duration of a substorm is on the order of 3 hours,

on average (Tanskanen, 2009; Forsyth et al., 2015) over which approximately 1015 J

of energy stored in the magnetosphere is released (Tanskanen et al., 2002). During

the growth phase, it is generally considered that the rate of dayside reconnection

dominates over the rate of nightside reconnection. As a consequence, the open

magnetic flux accumulates in the magnetosphere, which results in an increase of

the polar cap area at ionospheric altitudes and an equatorward motion of the OCB

(Milan et al., 2008; Boakes et al., 2011). The duration of the substorm growth phase

has been observed to vary between less than 40 minutes to over an hour (Coumans

et al., 2007; Forsyth et al., 2015).

The beginning of the substorm expansion phase is termed substorm onset and

has traditionally been identified by a sudden brightening in one of the equatorward

arcs in nightside auroral oval (Akasofu, 1964). At some time close to this onset,

nightside reconnection begins on closed field lines in the inner magnetosphere. Af-

ter 5 - 15 minutes reconnection progresses onto open field lines (Baker et al., 1996).

At this point, if nightside reconnection dominates over dayside reconnection, it will

result in the decrease of the open magnetic flux content (Boakes et al., 2011) and

the poleward contraction of the OCB. The auroral oval in the substorm onset sec-

tor widens with the poleward contraction of the poleward auroral boundary and the

OCB forming the auroral bulge. During the expansion phase, the auroral bulge is

observed to expand eastward and westward, with the westward expansion observed

to be faster, corresponding to the westward travelling surge (Kidd and Rostoker,

1991; Gjerloev et al., 2007). In the magnetotail, a large portion of closed magnetic

field, called a plasmoid, is ejected from the distant magnetotail into the solar wind,

during the expansion phase. The substorm expansion phase has an average duration

on the order of 20 minutes (Chu et al., 2015; Forsyth et al., 2015).

The substorm recovery phase is often reported to be the relaxation of the mag-

netosphere to its initial, pre-substorm state but there are significant dynamics ongo-

ing during this time (Opgenoorth et al., 1994; Farr et al., 2010). The substorm re-
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covery phase has a duration of 30-40 minutes on average, (Chu et al., 2015; Forsyth

et al., 2015) but it can last longer. During the recovery phase, although the open

flux content is expected to continue to decrease to a quiescent level, the morphol-

ogy of the auroral oval can change between the expansion and recovery phases, with

the morning sector aurora brightening during the recovery phase, while the evening

sector aurora continues to decay (Opgenoorth et al., 1994).

The typical substorm generally follows the growth-expansion-recovery pattern

and is termed an isolated substorm, however a second substorm onset can occur

during the expansion phase, before the magnetosphere has fully recovered from the

initial substorm onset. If the upstream IMF conditions are favourable, the magneto-

sphere can return to a growth phase after the expansion phase (Forsyth et al., 2015;

Milan et al., 2021). Alternatively, the magnetosphere may also enter a driven state

of steady magnetospheric convection between the substorm expansion and recov-

ery states where the rates of dayside and nightside reconnection are approximately

equal and there is no net change in the open flux content of the magnetosphere

(Kissinger et al., 2011; Walach and Milan, 2015; Walach et al., 2017; Milan et al.,

2021).

The triggering of the substorm expansion phase onset is not fully understood.

The two main competing frameworks for substorm onset are the Near-Earth Neutral

Line (NENL) model and the Current Disruption (CD) model. The significant differ-

ence between the two models is the order in which tail reconnection and disruption

of the cross-tail magnetospheric current occur. It may be the case that both meth-

ods are capable of triggering a substorm expansion phase (Lopez, 2000; Murphy

et al., 2014). The work presented in this thesis is largely concerned with the auro-

ral boundaries and their associated motion during substorms and so the exact onset

mechanism is peripheral to the discussion and only included for completeness.

Substorms have a global impact on the magnetosphere. During the expansion

phase, high energy particles from the magnetotail are injected into the inner mag-

netosphere. Substorms also energise the radiation belt and the ring current particle

populations (Forsyth et al., 2015; Sandhu et al., 2018; Forsyth et al., 2020b) and
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the intense auroral activity and associated ionospheric currents can induce ground

currents which pose a significant space weather risk to ground-based infrastructure

(Freeman et al., 2019).

2.6 Auroral Precipitation

This section discusses the physical processes that produce the auroral emission in

more detail, including the mechanisms that accelerate and scatter particles into the

ionosphere and produce either discrete or diffuse auroral emission.

Particles which precipitate into the ionosphere due to scattering processes in

the magnetosphere produce diffuse and unstructured aurora. Electrons and ions

can also be accelerated into the ionosphere, producing either broadband or discrete

aurora, depending on the acceleration mechanism. Newell et al. (2009) categorised

11 years of particle precipitation profiles measured by the polar orbiting Defence

and Meteorological Satellite Programme (DMSP) satellites between 1 January 1988

through 31 December 1998 into monoenergetic, broadband, diffuse and ion aurora,

based on the signatures observed in the precipitating energy flux observations. The

ion aurora was not subdivided into different categories by Newell et al. (2009) based

on whether the energy flux profiles were diffuse or discrete aurora.

One source of aurora is electrons which are accelerated downwards into the

ionosphere by quasi-static electric fields aligned with the magnetic field. This

method of acceleration results in electrons being accelerated to a narrow range of

energies and is referred to as monoenergetic precipitation. The resulting aurora

from the accelerated precipitating electrons forms discrete auroral arcs, which pro-

duce a signature inverted V structure in spectrograms. An example spectrogram of

an inverted V observed by DMSP is shown in Figure 2.10a. Ions can also be ac-

celerated downwards into the ionosphere by field-aligned quasi-static electric fields

which produce black filament structures in the aurora (Marklund et al., 2011). The

broadband aurora results from electrons which are accelerated by dispersive Alfvén

waves (e.g. Chaston et al., 2003; Watt and Rankin, 2010) resulting in the electrons

being accelerated to a broadband range of energies, as shown in Figure 2.10b.
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Figure 2.10: Figure from Newell et al. (2009). ‘(a) A spectrogram of DMSP F7 particle
data showing a monoenergetic aurora dominated crossings of the nightside
oval. (b) An example in which broadband acceleration is dominant.’

The diffuse electron precipitation category was used to capture all other elec-

tron precipitation that was not identified as being accelerated monoenergetic or

broadband aurora. The diffuse electron category hides a lot of the underlying

physics behind the particle precipitation mechanisms. Unsurprisingly, due to the

catch-all nature of this category, Newell et al. (2009) found that the majority of pre-

cipitating energy flux spectra were categorised as diffuse aurora which contributes

∼ 71 − 84% of the total energy flux from particles precipitating into the iono-

sphere.
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The precipitating ions are pitch angle scattered into the atmosphere when the

ion gyroradius is on the order of the radius of curvature of the magnetic field. On

the nightside, the ions are pitch angle scattered as they cross the magnetotail cur-

rent sheet (Sergeev et al., 1983). On the dayside, ions are pitch angle scattered at

the magnetopause and magnetosheath boundary layers, leading to the dayside cusp

emission which will be discussed further in Section 2.7.2.

Categorising the particle precipitation profiles by location illustrates the phys-

ical processes that cause particles to precipitate into the ionosphere and contribute

to the auroral emission on average, in each latitudinal and local time sector of the

auroral oval and provides information about the source regions of the precipitating

particles. Newell et al. (2009) also looked at the contribution of energy and number

flux of each category of particle precipitation under low and high periods of so-

lar wind driving of the magnetosphere to analyse which types of auroral processes

lead to more or less significant contributions to the auroral flux under different con-

ditions. The energy flux contribution from each category of particle precipitation

increased by a factor of at least 2 between low and high solar wind driving. The

contribution of broadband aurora to the overall energy flux was found to increase

by a factor of 8 between low and high solar wind driving conditions. Based on these

average particles precipitation maps, Newell et al. (2009) developed the OVATION-

Prime auroral oval model which will be discussed in more detail in Sections 3.1.2

and Chapter 5. The categories defined by Newell et al. (2009) are limited and hide

some of the underlying physics such as ion acceleration processes and physical pro-

cesses that result in the diffuse auroral emission. Another limitation of this study

is that the DMSP Special Sensor J (SSJ) instrument has an upper limit of 30 keV

and so precipitating particles which have energies greater than this limit are not

captured, although Newell et al. (2009) extrapolated the diffuse and ion spectra as-

suming a Maxwellian distribution for the energy flux profile to try to account for

this.
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2.7 Auroral Morphology
As previously discussed, the auroral oval forms a ring of emission around the mag-

netic poles in both hemispheres. The term auroral oval is often used to refer to a

narrow band of discrete, structured auroral emission which sits within a wider band

of diffuse aurora, covering a broader range of latitudes. However, this broader band

of diffuse aurora is also referred to as the auroral oval. In this thesis, the term auro-

ral oval refers to the broad oval of diffuse auroral emission. Similarly, the auroral

boundaries are the poleward and equatorward limits of the diffuse auroral emission.

2.7.1 The Nightside Aurora

Morphological mapping links various types of auroral emission observed in differ-

ent local time and latitudinal regions of the auroral oval to the source regions of the

magnetosphere that are thought to be responsible for the auroral emission. Morpho-

logical mapping uses natural tracers which are characteristic properties or features

of the plasma that are largely retained regardless of the altitude the observation is

made, such that the source region of the plasma can be approximately identified.

Morphological mapping is expected to be valid for slowly varying magnetospheric

conditions.

Combining the results of many studies, Feldstein and Galperin (1985) pre-

sented a generalised morphology of the auroral emission and the respective magne-

tospheric source regions of the precipitating particles. A schematic illustration of

the auroral oval emission is shown in Figures 2.11a and 2.11b during low and dis-

turbed geomagnetic activity levels, respectively, adapted from Figure 24a in Feld-

stein and Galperin (1985). The level of geomagnetic activity is defined by Kp. At

very high latitudes over the pole, the polar cap is largely void of any auroral emis-

sion with some very weak emission, known as polar rain observed. The darker blue

band in both Figures 2.11a and 2.11b illustrates the band of diffuse and structured

(discrete) aurora and the broader dotted band which extends both poleward and

equatorward of the discrete aurora represents the diffuse aurora. In Figure 2.11b

during higher levels of geomagnetic activity some low latitude aurora is observed

in the midnight to dawn sectors which is thought to be caused by particles precipi-
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tating from the plasmasphere after substorm activity (Feldstein and Galperin, 1985).

During low periods of geomagnetic activity, in the poleward diffuse aurora, auroral

structures such as sunward aligned polar arcs can also be observed (Feldstein and

Galperin, 1985).

Figures 2.11c and 2.11d show the source regions of the precipitating particles

which are responsible for causing the auroral emission in each region of the iono-

spheric auroral oval illustrated in Figures 2.11a and 2.11b. Figure 2.11e illustrates

the source regions in the magnetotail which are colour coded to match the iono-

spheric projections in Figures 2.11c and 2.11d. In general, particles precipitating to

higher latitudes in the ionosphere tend to originate from sources further down the

magnetotail, whereas particles precipitating at lower latitudes originate from mag-

netic field regimes closer to the Earth. As previously mentioned, the polar cap does

not have a significant amount of auroral flux and is thought to map to the magne-

totail lobes. The diffuse aurora poleward of the discrete emission band is thought

to be mapped to the high latitude plasma sheet (also called the plasma sheet bound-

ary layer) (Feldstein and Galperin, 1985; Galperin and Feldstein, 1996) which is

indicated by the dark pink in Figures 2.11c and 2.11d. The band of discrete and

structured aurora indicated by dark blue in Figures 2.11a and 2.11b originates from

the low latitude or central plasma sheet which is closer to Earth than the high lati-

tude boundary layer, indicated by the light pink region in Figures 2.11c and 2.11d.

The equatorward edge of the discrete aurora is thought to map to the region of the

tail where the magnetic field lines in the magnetotail transition from being dipolar

to more stretched. This region of the magnetotail is also linked to the stable trap-

ping boundary where the magnetospheric particle pitch angle distributions transition

from being isotropic on dipolar field lines to a loss cone on more stretched magnetic

field lines. The lower latitude diffuse auroral emission in the duskward and dawn-

ward local time sectors is thought to originate from different source regions in the

inner magnetosphere, as indicated by the two shades of light blue in Figures 2.11c

and 2.11d. In the dawn sectors, the precipitating particles are thought to originate

from the outer radiation belt. Wave-particle interactions play a significant role in
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Figure 2.11: Figure adapted from Feldstein and Galperin (1985) showing the magneto-
spheric source regions of auroral precipitation in different regions of the iono-
sphere.

Figure 2.11: A schematic illustration of the magnetotail source regions of precipitating
particles and the approximate magnetotail locations that link to the auroral
boundaries defined by Newell et al. (1996). The colours in each region match
the colours in the ionospheric projections shown in panels c and d.

the loss of particles from the outer radiation belt. In the dawn sector regions, outer

radiation belt particles could be scattered into the atmosphere by wave-particle in-

teractions such as chorus waves. This will be discussed in further detail in Section
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3.2.3. During more disturbed periods of geomagnetic activity, a low latitude band of

emission is observed in the post-midnight to dawn sectors which is thought to orig-

inate from the outer plasmasphere as a result of substorm activity (Feldstein and

Galperin, 1985). In the dusk sectors, the lower latitude diffuse emission is thought

to originate from the remnant layer. The remnant layer is a region of the magnetotail

between the plasmapause and the nightside plasma sheet which can exist depending

on the time history of the magnetotail. If the convection rate in the magnetosphere

has been high, the convection dominated region of the magnetotail moves in closer

to Earth, bringing hot plasma inwards which precipitates into the ionosphere. As the

convection weakens, the convection dominated plasma sheet retreats further down

tail and the depleted magnetic flux tubes begin to refill in the remnant layer between

the old and new convection boundaries, resulting in this transition region. Figures

2.11c and 2.11d also indicate the entry layer and plasma mantle as source regions

of dayside auroral precipitation. The dayside aurora is discussed in more detail in

the following section.

Newell et al. (1996) used in-situ particle precipitation low-altitude measure-

ments from DMSP to define a series of observed boundaries in the auroral emission

which indicate transitions in the auroral structure, for example between structured

and unstructured aurora. Newell et al. (1996) linked some of the boundaries to tran-

sitions between different regions of the magnetosphere which largely agree with the

general source regions described by Feldstein and Galperin (1985); Galperin and

Feldstein (1996). The magnetotail regions which correspond to the Newell et al.

(1996) boundaries are indicated in Figure 2.11e.

The B1 boundary is the equatorward boundary of the auroral emission. In the

magnetosphere, the B1 boundary is thought to correspond to the zero-energy parti-

cle drift orbit where the particle motions are co-rotation dominated. Theoretically,

this boundary coincides with the plasmapause location where the particle motions

inside the plasmasphere are co-rotation dominated and outside the plasmapause are

convection-dominated. The B1 boundary corresponds with the equatorward edge of

the diffuse aurora in Figure 2.11 which was thought to map to the remnant layer be-



2.7. Auroral Morphology 70

tween the plasmapause and the nightside plasma sheet in the dusk sectors (Feldstein

and Galperin, 1985; Galperin and Feldstein, 1996). The B2 boundaries correspond

to the highest precipitating particle average energy flux. The highest average energy

electron flux is associated with the Earthward edge of the main plasma sheet while

the highest average energy flux is associated with the Earthward edge of the central

plasma sheet. The B3a and B3b identify the most poleward and most equatorward

mono-energetic auroral peaks respectively, corresponding to the most poleward and

equatorward locations of electron acceleration. The B2 and B3 boundaries defined

by Newell et al. (1996) are similar to the boundaries of the discrete auroral emission

described by Feldstein and Galperin (1985); Galperin and Feldstein (1996) and map

to similar magnetospheric source regions as suggested by Feldstein and Galperin

(1985); Galperin and Feldstein (1996). The B4 boundary distinguishes the transition

between unstructured and structured aurora on spatial scales of ≥ 5−10 km which

was proposed to map to the boundary between the lower latitude central plasma

sheet (unstructured auroral emission) and the higher latitude boundary plasma sheet

(structured auroral emission). The B5 boundary identifies the poleward boundary

of the main auroral emission where the auroral flux decreases significantly over

a short distance (by an order of magnitude over a spatial scale of ∼ 0.2◦). The

B6 boundary is the poleward boundary of the sub-visual drizzle which is poleward

of the main auroral emission boundary (B5) but the emission is distinctly differ-

ent from polar rain. Although not explicitly defined by Newell et al. (1996), both

the B5 and B6 boundaries have been approximated to be the ionospheric footpoint

of the the open-closed field line boundary (e.g. Newell et al., 2002; Hubert et al.,

2006). Given the close association with the open-closed field line boundary, the

sub-visual drizzle observed poleward of the B5 main auroral boundary may result

from particles precipitating on newly closed field lines which are reconnecting in

the distant magnetotail. A similar diffuse emission poleward of the discrete auro-

ral oval is also illustrated in Figure 2.11 from Feldstein and Galperin (1985) which

was expected to map to the high latitude boundary plasma sheet. The boundary

definitions and their respective boundary in the magnetosphere are summarised in
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Table 2.1. Crossing the auroral oval from low to high latitudes, the boundaries were

labeled B1 to B6 where B1 is the most equatorward boundary and B6 is the most

poleward boundary of the auroral emission. Although the B1 and B6 boundaries

are the furthest poleward and equatorward boundaries, the B2 - B4 boundaries are

not strictly found at increasingly higher latitudes, for example, the B3 boundary

may be located poleward of the B4 boundary. In addition, not all boundaries were

identified in every DMSP spacecraft pass over the auroral oval. Many of the bound-

aries were sub-divided to identify the equivalent boundaries in both the electron and

ion data. Overall, the boundaries determined from in-situ particle observations by

Newell et al. (1996) largely agree with the morphological mapping from Feldstein

and Galperin (1985).

As mentioned previously, morphological mapping is valid for slowly varying

magnetospheric conditions however, the magnetosphere is highly dynamic and is

constantly responding to the interaction with solar wind and internal drivers such as

substorms. Morphological mapping provides a general guide of the main sources of

particles which precipitate into the auroral oval. The formation of the remnant layer

is a good example that the time history of the magnetosphere is significant to the

source regions of auroral precipitation. Similarly, some weak auroral emission that

is not polar rain is observed poleward of the diffuse edge of the auroral oval which

maps near the open-closed field line boundary. The weak poleward auroral emission

may be due to particles precipitating on newly closed field lines as it takes time for

the information that the field line has reconnected downtail to be communicated

along the length of the field line.

One interesting question that arises from the morphological mapping is, why is

there a sharp equatorward boundary in the auroral emission, below which the auro-

ral precipitation does not occur at lower latitudes? In the inner magnetosphere, the

plasmasphere contains a population of cold plasma. These particles would not have

enough energy to excite auroral emission if they precipitated into the ionosphere,

however the plasmaspheric population is co-located with the ring current and radi-

ation belt particles which are much more energetic and can excite auroral emission
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when they precipitate. This equatorward auroral boundary and its associated dy-

namics will be explored further in Chapter 3.

2.7.2 The Dayside Aurora

Newell and Meng (1992) identified the source regions of particles precipitating

into the dayside auroral emission by studying the properties of precipitating par-

ticles measured at low altitude by DMSP. Newell and Meng (1992) identified

three distinct auroral particle populations at high latitudes on the dayside, between

∼ 75 − 80◦ and between 08 - 16 MLT, centred on the noon sector on average;

the cusp, mantle and low latitude boundary layer (LLBL). Figure 2.12 shows a

schematic of the average locations in the ionosphere of each of these precipitating

particle populations, adapted from Figure 2 of Newell and Meng (1992).

Figure 2.12: Illustration of the source regions of particles precipitating into the dayside
ionosphere and contributing to the auroral emission, adapted from Newell and
Meng (1992).

The highest latitude mantle population is observed just poleward of the main

dayside auroral oval. The mantle particle population has the lowest ion energy of

no more than a few hundred eV (Newell et al., 1991a). The field lines associated

with the mantle precipitation are generally found to be convecting anti-sunward.
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At slightly lower latitudes, covering a narrower range in local time between

10 - 13 MLT, is the cusp aurora (Newell et al., 1991b; Newell and Meng, 1992).

The cusp particle population is assumed to have direct entry into the magnetosheath

with very high fluxes but low average energies of < 200 eV.

Below the cusp aurora, at lower latitudes, Newell et al. (1991b) identified the

LLBL population. The LLBL particle population is similar to the cusp plasma

population; however, the plasma particles tend to be slightly hotter. The average

energy of the LLBL particles is generally < 400 eV. The LLBL population is also

associated with field lines which are convecting anti-sunward, however near the

equatorward edge of the LLBL aurora, the convection often decreases to zero or

becomes erratic and potentially corresponds to a stagnation region where the sun-

ward and anti-sunward flows act opposite to each other, effectively cancelling out

any significant flow in this region.

The lower latitude emission between∼ 60 − 80◦ has been labelled the bound-

ary plasma sheet (BPS) and central plasma sheet (CPS) emission by Newell and

Meng (1992). The particles precipitating in these regions resemble nightside au-

roral precipitation and are thought to originate from magnetospheric sources in the

magnetotail which drift around on sunward convecting magnetic field lines.

2.8 Summary

As discussed in this chapter, the dynamics of the auroral oval are driven by both

the interaction with the upstream solar wind at the magnetopause and the internal

substorm process. As previously mentioned, the trigger mechanism for the onset of

the substorm expansion phase is not well understood and as such substorm onsets

cannot yet be predicted in advance by auroral forecast models. The research pre-

sented in Chapter 6 of this thesis evaluates the performance of an auroral forecast

model which is only driven by the solar wind and does not account for substorm

activity.

Substorms are a crucial process with widespread impacts in all regions of the

magnetosphere. One of the biggest impacts of substorms is the modulation of the
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open flux content in the magnetosphere. Chapter 7 presents a detailed statistical

analysis on the closure of flux during substorms and how the poleward boundary of

the nightside auroral oval responds to the changes in the open flux content.

The charged particles which produce the aurora are known to precipitate into

the ionosphere along closed magnetic field lines, however the auroral oval has a

relatively sharp equatorward auroral boundary, below which there is very little to no

auroral emission. Morphologically, the equatorward auroral boundary is expected to

map to the plasmapause. The research presented in Chapter 8 uses a magnetospheric

mapping model to compare the ionospheric projection of the observed plasmapause

against the observed equatorward boundary of the auroral oval to determine whether

the two boundaries are co-located, on average.

A better understanding of the auroral boundaries in the structure of the global

magnetosphere and the auroral dynamics during active periods, such as substorms

will help to improve future generations of auroral forecast models.



Chapter 3

Literature Review

The aurora is a manifestation of space weather which poses a threat to the aviation

sector and ground-based infrastructure at Earth. This section describes the real-

world impact of the energetic particles in the upper atmosphere and the ground-

induced currents associated with enhanced auroral emission. Given the space

weather risk, there is a large international effort to forecast the occurrence of aurora.

A version of the OVATION-Prime 2013 auroral forecast model is used operationally

in world-leading space weather forecast centres. The development and underlying

data used in this model are discussed in this chapter and the performance of this

model is then evaluated in Chapter 6 against global auroral image observations ob-

tained from satellite data.

Understanding the externally and internally driven processes that control the

auroral oval location in the context of the wider magnetosphere may provide a path-

way to improvements in future generations of auroral forecasting models and poten-

tially new uses of auroral data. The research presented in Chapters 7 and 8 explores

the physical significance and dynamics of the poleward and equatorward auroral

boundaries.

As discussed in Chapter 2, the poleward boundary of the auroral oval is closely

associated with the open-closed field line boundary (OCB). The dynamics of the

OCB and the poleward auroral boundary are highly dependent on the amount of

open flux stored in the magnetosphere and the net rate at which open flux is being

added by dayside reconnection, at the subsolar point, or closed by reconnection in
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the magnetotail. Substorms play a significant role in the sudden closure of a large

amount of open flux in the magnetosphere. The research in Chapter 7 presents a

statistical analysis of the motion of the poleward auroral boundary, as a proxy for

the OCB, to study the detailed changes in the flux content in each nightside local

time sector during substorms. The content of this Chapter presents a brief overview

of the auroral boundary data and discusses the results and discrepancies in previous

studies which have analysed the dynamics of the OCB during substorms.

As suggested in Chapter 2, it is expected that morphologically, the equatorward

boundary of the auroral oval maps to the plasmapause in the inner magnetosphere,

at least in the nightside local time sectors. In this Chapter, the results from a number

of studies which have used ground-based and in-situ data to show a strong associ-

ation between the equatorward boundary of the auroral oval and the plasmapause

are discussed. However, the data used in these studies have been limited in local

time coverage and under limited geomagnetic conditions. The research presented in

Chapter 8 presents a statistical analysis comparing the locations of the ionospheric

projection of the plasmapause to the equatorward boundary of the auroral oval to

evaluate whether the two boundaries are co-located on average and under what ge-

omagnetic conditions the two boundaries correspond well with each other.

3.1 Forecasting the Aurora

3.1.1 The Aurora as a Space Weather Risk

The aurora poses a significant space weather risk to communication networks and

ground-based infrastructure. High and ultra-high frequency (HF/UHF) radio com-

munications used by aircraft for long-range communication and tracking are de-

graded by the free electrons and excited molecules in the ionosphere (Moore, 1951;

Harang and Stroffregen, 1940; Jones et al., 2017; Cannon et al., 2013). The degra-

dation in radio communication results from the absorption of HF radio signals in

the ionosphere due to the increased electron precipitation (Greenberg and LaBelle,

2002; Jones et al., 2017). The societal impact of radio degradation due to high

energy particles in the ionosphere was highlighted during the Earth-directed solar
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storms and subsequent geomagnetic storms which occurred in September 2017 and

coincided with the hurricane season, during which four hurricanes hit the Caribbean

Islands (Redmon et al., 2018). During the space weather events, disruption to HF

radio links were reported by the Caribbean emergency communication system op-

erators. French Civil Aviation authorities also reported a loss of HF radio com-

munication for 90 minutes (Redmon et al., 2018). While the HF radio disruption

experienced in lower latitude regions such as the Caribbean was due to solar ener-

getic particle events associated with coronal mass ejections and solar flares, similar

impacts occur due to precipitating auroral particles in the high latitude polar re-

gions. The degradation or loss of HF communications can lead to the diversion of

polar flights which results in significant costs for the aviation sector (Schrijver et al.,

2015).

In addition to the degradation of HF radio communications, the increased scat-

tering of radio waves in the ionosphere also results in broadband noise in radio

receivers (Benson and Desch, 1991; Jones et al., 2017) and spurious echoes in radar

systems, known as radar clutter (Elkins, 1980; Jones et al., 2017) which can impact

the defense and military sectors. This ionospheric scattering of HF and radar sig-

nals is a well known property of the ionosphere and can also be used to study space

plasmas with large-scale radar observatories such as the Super Dual Auroral Radar

Network (SuperDARN) (Greenwald et al., 1995).

The aurora is associated with enhanced ionospheric currents which can gen-

erate geomagnetically induced currents (GICs) (e.g. Erinmez et al., 2002; Cannon

et al., 2013; Freeman et al., 2019; Smith et al., 2019). GICs are hazardous to ground-

based infrastructure and can damage electricity supply networks by damaging in-

frastructure such as transformers and introducing voltage instabilities which can

lead to power outages (Cannon et al., 2013; Eastwood et al., 2017) as during the

space weather event on 13 March 1989 which caused widespread power outages

in Québec, Canada (Boteler, 2019). GICs can also change the pipe-to-soil voltage

along oil and gas pipelines which can lead to enhanced pipeline corrosion over time

(Viljanen et al., 2006; Eastwood et al., 2017).
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Given the risk of potentially severe damage and disruption to daily services

caused by enhanced particle precipitation and currents, accurate forecasting of the

occurrence and location of the aurora is necessary. Accurately forecasting the loca-

tion of the aurora provides stakeholder industries with advanced warning of poten-

tially hazardous space weather events, giving them time to take action to mitigate

the risk of damage.

3.1.2 The OVATION-Prime 2013 Model

A number of empirical models have been developed to estimate the location of the

aurora. Hardy et al. (1985) presented a statistical model of auroral particle pre-

cipitation under different levels of geomagnetic activity, defined by Kp. Similarly,

Carbary (2005) developed a statistical model of the auroral boundaries with Kp, de-

termined from averaged ultra-violet (UV) satellite observations of the auroral oval

from the Polar spacecraft. More recently McGranaghan et al. (2021) have devel-

oped a new generation electron precipitation model using machine learning meth-

ods. However, currently both the UK Met Office and the US National Oceanic and

Atmospheric Administration (NOAA) Space Weather Prediction Center (SWPC)

use a version of the OVATION-Prime model (Newell et al., 2009).

The original Oval Variation, Assessment, Tracking, Intensity and Online Now-

casting (OVATION) auroral model was developed by Newell et al. (2002) and was

based on auroral boundaries defined by Newell et al. (1996), observed in near real

time from in-situ DMSP particle precipitation measurements. On the nightside, the

B6 boundary was used as the poleward auroral boundary and to estimate the loca-

tion of the open-closed field line boundary. The B1e boundary was generally used as

the equatorward auroral boundary although sometimes the B2i boundary was used

instead. The location of the dayside equatorward auroral boundary is determined

where DMSP crosses into a region of auroral precipitation from a lower latitude

region which is void of auroral precipitation. The precipitating auroral particles are

thought to have originated from the nightside plasmasheet and drifted to the dayside

(Newell et al., 1991b; Newell and Meng, 1992), illustrated in Figure 2.12. The pole-

ward dayside auroral boundary was identified where DMSP crossed into a region
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of open magnetic field lines identified from cusp, mantle or polar rain precipita-

tion, as in Figure 2.12. The poleward and equatorward boundary shapes were taken

from average boundary shapes determined from 12 years of DMSP data (Sotirelis

and Newell, 2000). The observed DMSP auroral boundaries were then combined

with various other datasets where available, including Polar UVI observations and

meridian scanning photometer data from the University of Alaska. Optional model

precipitation intensities could also be included from Sotirelis and Newell (2000).

The OVATION model was designed to provide an instantaneous nowcast of the au-

roral oval location and prediction of the intensity of the auroral precipitation.

The OVATION-Prime (OP-2010, Newell et al., 2009) and the upgraded ver-

sion, OVATION-Prime 2013 (OP-2013 Newell et al., 2014) models are solar wind

driven auroral precipitation models developed to estimate the location and intensity

of the auroral precipitation in near real time and to provide some level of forecasting

capability of the aurora.

Newell et al. (2009) created averaged particle precipitation maps of the auroral

oval collected by DMSP over a 21 year period between 1984-2005 to create global

particle precipitation maps of the auroral oval and categorised the DMSP particle

precipitation energy spectra into four categories of aurora: mono-energetic electron

aurora, broadband electron aurora, diffuse electron aurora and ion aurora, as previ-

ously discussed in Section 2.6. These averaged global particle precipitation maps

form the basis of the OP-2010 and OP-2013 auroral forecast models.

The OP-2010 and OP-2013 generations of the model are driven by an empir-

ically derived solar wind - magnetosphere coupling function which estimates the

solar wind driving of the magnetosphere based on the upstream solar wind condi-

tions (Newell et al., 2007). A linear relationship between the solar wind driving

and the precipitating auroral flux is assumed in each individual model bin, such that

the auroral flux estimated in each model grid point increases linearly with increased

driving of the magnetosphere by the solar wind as described by the coupling func-

tion.

The original OP-2010 and OP-2013 model code has been adapted for oper-
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ational use by space weather forecast centres such as the UK Met Office Space

Weather Operations Centre (MOSWOC) and the US National Oceanic and Atmo-

spheric Administration (NOAA) Space Weather Prediction Center (SWPC). The

research in this thesis uses a version of the OP-2013 auroral forecast model that

was used operationally in daily space weather forecasts at the UK Met Office Space

Weather Operations Centre until December 2020. This version of the model in-

cludes a conversion of the predicted auroral flux to probability of aurora occurring.

A full and detailed description of the OP-2013 model is presented in Chapter 4. The

conversion to probability is not fully documented in the literature and so it will be

discussed in Chapter 4.

Newell et al. (2010b) explored the seasonal difference in the auroral precipi-

tation. The largest seasonal difference was found to occur in the diffuse electron

aurora in the nightside local time sectors which was found to be 30% higher in

the winter hemisphere than in summer. Newell et al. (2010b) noted that the num-

ber fluxes of the particles which are responsible for producing the nightside diffuse

electron aurora also increased in winter, however the enhancement in the number

flux was smaller than the enhancement in the energy flux, implying that the average

energy of the precipitating particles increases during winter. Newell et al. (2010b)

suggested that local energisation processes occurring above the ionosphere which

energise the particles more in winter may be responsible for the seasonal variations

in the nightside diffuse electron aurora. On the dayside, the auroral fluxes were

found to be higher in the summer hemisphere which is in part due to the tilt of the

cusp, allowing ions more direct entry to precipitate into the ionosphere, and also due

to the fact that the R1 currents are stronger on the dayside during summer (Fujii and

Iijima, 1987), thus requiring greater auroral acceleration. Although there is some

seasonal variation in the auroral precipitation, the variations in the auroral precip-

itation are dominated by the level of solar wind driving. The seasonal variations

in each type of auroral precipitation were implemented in the OP-2013 model by

calculating the predicted auroral flux as a function of season. Additional improve-

ments to the model made in the upgrade from OP-2010 to OP-2013 include further
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noise reduction and a smoother data interpolation in the post-midnight local time

sectors (Newell et al., 2014). Figure 3.1 shows a comparison between the output

from OP-2010 and OP-2013 for low, medium and high solar wind driving which il-

lustrates upgrades made to the OP-2013 version including improved noise reduction

and smoother interpolation in the local time sectors near midnight.

Using the upstream solar wind conditions as input to the auroral model means

that the OP-2013 model can predict the location and intensity of the auroral oval

with some forecast lead time, enabling its use in a space weather nowcasting or

forecasting capacity. The forecast lead time depends on the propagation time of the

solar wind between the L1 point where it is measured upstream and the arrival of

the solar wind at the dayside of the magnetosphere. The propagation time depends

on the velocity of the solar wind. As the OP-2013 model is externally driven by

the upstream solar wind, the model is unable to resolve auroral dynamics which are

driven by internal magnetospheric processes such as substorms.

To capture the contribution of precipitating particles from internal dynamics

such as substorms, the OVATION-SuperMag (OVATION-SM) model was devel-

oped (Mitchell et al., 2013) which includes ground magnetometer data from the Su-

perMag stations. OVATION-SM uses the SuperMag Electrojet (SME) index and the

substorm onset times determined from the SuperMag electrojet data in conjunction

with DMSP particle precipitation data to calculate the auroral energy flux, using

the time since the last substorm onset and the time until the next substorm onset

as input parameters but does not use any upstream solar wind parameters as input

data. The OVATION-SM model is able to capture the large-scale auroral morphol-

ogy, including substorm onsets and auroral brightening and dimming events. The

model also describes 70% of the nightside variance in the aurora when compared to

global UV images obtained from satellites; however, the model did not accurately

capture the dayside auroral dynamics. This suggests that the dayside auroral oval

is well organised by the upstream solar wind conditions and solar wind driving of

the magnetosphere, whereas the nightside dynamics are better described by the in-

ternal magnetospheric dynamics, such as substorms, highlighting the importance of
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including both internal and external drivers in auroral forecast models. Given the

dependence of the model on substorm onset times, the OVATION-SM model can-

not currently be used in operational space weather forecasting until substorm onsets

can be accurately predicted.

The work in this thesis aims to evaluate how well the solar wind driven OP-

2013 model can accurately forecast the aurora and to better understand the magne-

tospheric processes that may reduce the performance of the model.

Previous verification studies have evaluated the performance of the OP-2010

version of the model (Newell et al., 2010a; Machol et al., 2012; Lane et al., 2015).

Newell et al. (2010a) and Machol et al. (2012) evaluated the auroral forecasts of OP-

2010 against data from the ultraviolet instrument (UVI) onboard the Polar satellite

which captured UV images of the auroral oval. Newell et al. (2010a) compared the

instantaneous and hourly averaged predicted auroral power to the observed power

estimated from Polar UVI data. The auroral power predicted by OP-2010 corre-

lated with the observed auroral power from Polar UVI with a correlation coefficient

r2 = 56% for the instantaneous power forecast and an r2 = 58% for the hourly aver-

aged auroral power, demonstrating that just over half of the observed auroral power

can be forecast by the OP-2010 model. The verification of the predicted auroral

power against observations provides no indication of how well the model predicts

the location of the aurora. Machol et al. (2012) used truth table analysis to evaluate

the forecasts from OP-2010 and the suitability of the model as a tool for forecast-

ing visible nightside aurora. Machol et al. (2012) compared the nightside auroral

forecast to the boundaries derived from a fixed brightness threshold of the nightside

auroral emission in the Polar UVI data. From the truth table analysis, Machol et al.

(2012) calculated a number of verification statistics which are commonly used in

weather forecast evaluation. The truth table verification methodology and verifica-

tion statistics are discussed in greater detail in Chapter 4. The result of this verifi-

cation study found that the OP-2010 had a hit rate of 0.58 (the proportion of correct

positive forecasts out of the total positive observations of aurora), a false alarm ratio

of 0.14 (the proportion of aurora forecasts which were not observed) and an overall
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accuracy of 0.86 (the proportion of correct positive and negative forecasts over the

total number of forecasts). The verification analysis by Machol et al. (2012) shows

that the model performs reasonably well compared to the observed aurora with a

higher proportion of correct positive forecasts (hit rate) than the proportion of false

positive forecasts (false alarm ratio). The overall accuracy of 0.86 is also reasonably

high, with a maximum score of 1, however the accuracy statistic can be dominated

by the number of correct negative forecasts in low latitude regions (i.e. forecasting

that aurora will not occur and it does not occur). Lane et al. (2015) performed a

comparison study of predicted location of the equatorward auroral boundary from

3 different models: OP-2010, the Kp-based auroral forecast model by Hardy et al.

(1991), and a ring current model from the Space Weather Modeling Framework

(Fok et al., 2001; Tóth et al., 2005) against the equatorward auroral boundary deter-

mined from particle precipitation measurements from the DMSP satellites. Similar

to Machol et al. (2012), Lane et al. (2015) also used fixed energy flux thresholds

to define the equatorward auroral boundary from each model and the observational

DMSP data. The location of the predicted equatorward auroral boundary from the

OP-2010 model is then compared against the observed auroral boundary location.

The results of the comparison are presented in terms of the prediction efficiency,

which is the model’s ability to describe the percentage variance in the observed

data set. The prediction efficiencies of OP-2010 were found to be 0.55 and 0.58

for the threshold values of 0.4 erg cm-2 s-1 and 0.6 erg cm-2 s-1, respectively, show-

ing that only 55 - 58% of the variance in the location of the observed equatorward

boundary of the auroral oval can be reproduced by the model.

Although the studies of Newell et al. (2010a), Machol et al. (2012) and Lane

et al. (2015) have evaluated the performance of the OP-2010 version of the model to

some extent, the verification studies are limited. The study by Newell et al. (2010a)

compares the forecast and observed auroral power which is a derived product of

the observations and models. While this has been used by Newell et al. (2010a) to

compare the results from 4 different models, the prediction of the hemispheric au-

roral power is not of significant interest to end users of the auroral forecast model.
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End users of the model need to know how well the model predicts the location

and occurrence of the aurora. The analysis of Machol et al. (2012) and Lane et al.

(2015) moves towards answering these questions in evaluating how well the OP-

2010 model predicts the location of the aurora but did not consider where or when

the model performs well (i.e. in what latitudes and local time sectors) and under

what conditions of geomagnetic activity the model performs well. In the research

presented in Chapter 6, an evaluation of the performance of the operational im-

plementation of a version of the OP-2013 model at the Met Office Space Weather

Operations Centre is presented which aims to provide a more detailed analysis of

how well the model predicts the location and occurrence of the aurora, where and

under what geomagnetic activity the model performs well and the limitations of a

solar wind driven auroral forecast model.

3.2 The Auroral Boundaries

Auroral boundary data determined from global images of the aurora obtained from

satellite images are used in Chapter 6 to evaluate the performance of the OP-2013

auroral forecast model. The same auroral boundary data are also used in Chapters

7 and 8 to study the dynamics of the poleward auroral boundary during substorms

and to compare the locations of the ionospheric projection of the plasmapause and

the equatorward auroral boundary. This section contains a brief introduction to the

auroral boundary data which is discussed in further detail in Chapter 4. The discus-

sion then progresses to previous studies that have used the poleward boundary of

the auroral oval as a proxy for the open-closed field line boundary location and the

results from using the open-closed field line proxy to study changes in the open flux

content during substorms in Section 3.2.2. Finally, Section 3.2.3 presents a review

of the evidence from many studies which support the assumption that the equator-

ward auroral boundary maps to the plasmapause and discusses the limitations of

these studies.

While the auroral boundaries can be identified from both ground and space

based observations, this work focuses on the use of auroral boundary data identified
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from spacecraft measurements. The boundaries of the auroral oval can be identified

from spectrograms measured by in-situ particle precipitation instruments onboard

spacecraft such as DMSP, similar to those shown in Figure 2.10 and as previously

discussed in Section 2.7.1. While particle precipitation measurements from satel-

lites such as DMSP provide the most accurate determination of the precipitation

boundaries, the measurements can only be made in the orbital path of the satellite

therefore they are spatially and temporally limited.

The auroral boundaries can also be identified from global auroral image data.

The satellites carrying global auroral imagers onboard such as the NASA Imager

for Magnetopause-to-Aurora Global Exploration (IMAGE) satellite are in highly

elliptical polar orbits, allowing them to image the entire auroral oval. The IMAGE

satellite and the onboard auroral imagers will be discussed in more detail in Chap-

ter 4. Global auroral imagers provide the only dataset from which the location of

the auroral boundaries can be identified simultaneously in all local time sectors.

However, data from the auroral imagers can be limited by reflected solar ultraviolet

emission which can saturate the auroral images on the dayside and by the resolution

of the imaging camera.

The auroral boundaries determined from in-situ particle precipitation measure-

ments and global auroral imagers are not always exactly co-located, due to limita-

tions in the sensitivity of global auroral imagers. By definition, at the boundaries of

the auroral oval, the particle energy flux decreases to a background level. However,

a certain level of energy flux is required to produce auroral emission that is bright

enough for the auroral imagers to detect above the background emission. It is es-

timated that an auroral brightness of between 110− 1000 R is produced per unit

electron energy flux in erg cm–2 s–1 (Germany et al., 1990; Sotirelis et al., 2013).

The minimum brightness threshold of aurora required to be detected by auroral im-

agers varies depending on the instrument. Particle precipitation data can measure

lower energy flux levels and thus may be slightly offset from the auroral boundaries

determined from auroral imagers. The auroral boundaries determined from global

auroral image data are central to the research presented in this thesis.
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3.2.1 The Poleward Auroral Boundary

As discussed previously in Chapter 2, the poleward boundary of the auroral oval

encircles the polar cap and is closely associated with, although not directly equiva-

lent to, the open-closed field line boundary (OCB) (e.g. Baker et al., 2000; Hubert

et al., 2006; Kauristie et al., 1999; Rae et al., 2004). For a small number of events,

Milan et al. (2003) found excellent correspondence between the location of the pole-

ward auroral boundary from individual, global observations of the auroral oval and

the OCB location determined from in-situ particle precipitation measurements. By

comparing the average locations of the poleward auroral boundary identified from

global auroral images relative to the open-closed field-line boundary from particle

precipitation observations, average local-time dependent corrections to the auroral

boundary can be determined to provide the location of the OCB from global auroral

images (Boakes et al., 2008; Carbary et al., 2003; Longden et al., 2010). Discrep-

ancies between the boundary identifications from auroral image data and in-situ

particle data occur from limitations in the techniques used to identify the bound-

ary locations from each dataset. As discussed previously, to identify the auroral

boundary from the background emission in auroral imagers, the energy flux of the

auroral emission must be sufficiently high. Generally, the auroral imagers would

be expected to identify the poleward boundary at slightly lower latitudes than the

in-situ particle precipitation measurements. If the poleward auroral boundary deter-

mined from the auroral imager is at a higher latitude than the boundary determined

from in-situ data, it may suggest a limitation in the criteria used to determine the

boundary in either or both datasets. The in-situ particle precipitation data should

provide a better determination of the poleward boundary of the auroral oval and the

OCB location compared to auroral imager data, although it may depend on how the

OCB has been determined from the particle precipitation data. For example, both

the B5 and B6 boundaries determined from DMSP data, discussed in Section 2.7.1,

have been used as the poleward boundary of the auroral oval to compare against the

OCB determined from global auroral images by Carbary et al. (2003), Hubert et al.

(2006) and Boakes et al. (2008). The location of the poleward auroral boundary
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identified from global auroral images and the OCB identified from particle precip-

itation measurements have been shown to agree within ∼ 2.5◦, on average in all

local time sectors (Longden et al., 2010).

Due to the close association between the poleward boundary of the auroral oval

and the OCB, the poleward auroral boundary can be used as a proxy to estimate the

open flux content of the polar cap (FPC), as illustrated in Equation 3.1, by integrating

the internal magnetic field strength BI over the area of the polar cap in spherical

coordinates (θ ,φ).

FPC =
∫∫

A
BI(θ ,φ)dθ dφ (3.1)

However, this calculation can be simplified by approximating a constant mag-

netic field strength in the ionosphere, BI ∼ 5×104 nT, threading the polar cap area

APC bound by the OCB, as shown in Equation 3.2 (Milan et al., 2003).

FPC = BIAPC (3.2)

Milan et al. (2009b) used the proton auroral oval captured by the SI12 instru-

ment onboard the IMAGE spacecraft to estimate the open flux content from global

auroral images. The proton auroral oval was used because the IMAGE data of the

proton aurora is less affected by dayglow contamination. To estimate the open flux

content from a large number of the auroral images, Milan et al. (2009b) approxi-

mated the auroral oval as a circle offset from the magnetic pole by∼ 5◦ towards the

nightside and ∼ 2◦ towards dusk. Circles with radii of between 8 −35◦ were then

tested to find the best fit circle radius against the auroral brightness. The method

of Milan et al. (2009b) allows the polar cap flux content to be estimated for lower

quality IMAGE observations where only a partial auroral oval is observed due to

poor data, a dim auroral oval or due to dayglow emission encroaching on the day-

side auroral oval and saturating the auroral imager. Figure 3.2 from Milan et al.

(2009b) shows three examples of the circle fitting technique when the auroral oval

is contracted, more expanded and also when the auroral oval is only partially ob-
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served. While this method of estimating the open flux content of the polar cap is

robust in terms of estimating the flux content from poorer quality data, the under-

lying assumption of a circular polar cap breaks down during more dynamic periods

such as substorms and may over-estimate the open flux content (Milan et al., 2021).

Figure 3.2: Figure from Milan et al. (2009b). ‘Three example SI12 auroral images, demon-
strating the fitting technique employed to determine the radius of the auroral
oval. Lower panels show the variation of integrated brightness as a function of
radius. The best-fit oval is shown by a black and white dashed circle in each
panel. The peak of the nightside brightness is shown by small circles.’

Studies by Clausen et al. (2012, 2013) and Coxon et al. (2014) have used a

similar technique to Milan et al. (2009b) fitting a circle to the location of the Region

1 (R1) field aligned currents as a proxy for the OCB, instead of the poleward auroral

boundary from global images. The R1 currents are thought to flow into and out of

the ionosphere in the boundary layer between open and closed magnetic flux. As a

result, the location of the R1 current also moves poleward and equatorward with the

changes in the open magnetic flux content of the polar cap. Clausen et al. (2012,

2013) and Coxon et al. (2014) followed a similar method to Milan et al. (2009b) by

fitting an oval, displaced from the magnetic pole, to the maximum intensity of the

R1 current.
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Hubert et al. (2006) also determined the OCB from global images of the pro-

ton auroral oval obtained by the SI12 FUV instrument onboard IMAGE. In each

image, Hubert et al. (2006) identified the poleward boundary of the auroral oval,

where the auroral emission dropped to the level of the background UV emission.

The poleward boundary of the auroral oval is then fitted with a Fourier series of five

harmonics to provide full local time coverage. Using Fourier analysis to identify

the boundary location allows the extrapolation of the boundary location in regions

where the proton aurora is not bright enough to be detected by the auroral imager.

By comparing the poleward boundary determined from the SI12 data against the

OCB and poleward auroral boundaries determined from DMSP measurements, Hu-

bert et al. (2006) applied a correction of ∼ 0.55◦ poleward to their OCB identifica-

tion in all local time sectors, except in one local sector centred on noon to account

for cusp emission which generally occurs on open field lines.

The methods employed by Hubert et al. (2006), Milan et al. (2009b), Clausen

et al. (2012) and Coxon et al. (2014) to determine the location of the OCB pro-

vide a reasonable estimate of the open flux content of the polar caps under quiet

geomagnetic activity. However, the methods used are based on an assertion that

pre-determines the shape of the auroral oval, (Milan et al., 2009b; Clausen et al.,

2012; Coxon et al., 2014) or at least constrains the shape of the auroral oval (Hubert

et al., 2006) which may over-estimate the open flux content and importantly, breaks

down during dynamic periods.

An alternative fitting method to estimate the open flux content of the polar cap

from global auroral image data was presented by Longden et al. (2010). In this

method, Longden et al. (2010) identified the poleward and equatorward boundaries

of the auroral luminosity in each local time sector. The exact details of this method

will be discussed in more detail in Chapter 4. Using the OCB identified from DMSP

data, Longden et al. (2010) calculated the statistical offset between the location of

the poleward auroral luminosity boundary and the OCB in each local time sector,

such that an average correction could be applied to the poleward auroral boundaries

in each local time sector, from each global auroral image, to identify the location of



3.2. The Auroral Boundaries 92

the OCB. By identifying the poleward auroral boundary in each local time sector,

this method does not assume a pre-determined shape of the auroral oval and captures

more detail of the auroral oval dynamics during active periods, such as substorms.

As such, this method provides a more accurate proxy OCB location and thus a more

accurate estimation of the open flux content than the methods previously discussed.

While the method of Longden et al. (2010) does not assume a predetermined shape

for the auroral boundaries, it does assume a latitudinal emission profile in each lo-

cal time sector and models the auroral emission as either a single or double peaked

Gaussian function with a quadratic component to model the background emission.

This assumption may breakdown under certain conditions when the latitudinal auro-

ral emission profile is more complex and the identification of the auroral boundaries

could be less accurate.

The poleward and equatorward auroral boundaries and the proxy OCB location

identified by Longden et al. (2010) are used extensively in the research presented in

this thesis and will be discussed in more detail in Chapter 4.

3.2.2 Dynamics of the Poleward Auroral Boundary

As previously discussed in Chapter 2, substorms are an important process in the

magnetosphere and in the modulation of the open flux content of the polar cap.

The dynamics of the polar cap in response to changes in the open magnetic flux

content can be described by the expanding and contracting polar cap (ECPC) model

(Cowley and Lockwood, 1992). A diagram of the ECPC model is shown in Figures

3.3 and 3.4. During the substorm growth phase, magnetic field lines are opened

via enhanced dayside reconnection faster than they are being closed in the nightside

through reconnection in the magnetotail, forming a bulge of newly opened magnetic

flux in the polar cap boundary, as shown in Figure 3.3b. Ionospheric convection

transports the newly opened flux across the polar cap to the nightside, circulating

the newly opened flux around the entire polar cap, as illustrated in Figure 3.3c.

This redistribution of open magnetic flux causes an increase in the area of the polar

cap and the OCB expands to lower latitudes, indicated by the dot-dashed line in

Figure 3.3b. At substorm onset, the rate of nightside reconnection is expected to
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immediately exceed the rate of dayside reconnection, resulting in the net closure

of open magnetic flux. After the onset of nightside reconnection, the newly closed

field lines form a bite out of the polar cap boundary, as illustrated in Figure 3.4b.

This bite out is observed in the auroral oval as the formation of the auroral bulge.

Again, the newly closed flux is eventually redistributed around the polar cap by

ionospheric convection flows, which circularise the OCB, resulting in the global

contraction of the polar cap and the poleward contraction of the OCB, as illustrated

in Figures 3.4c and 3.4d.

From a statistical study of the ionospheric flows during 67 substorms using Su-

perDARN data, Provan et al. (2004) showed that, during substorms, the ionospheric

convection was enhanced; however, at substorm onset there is a suppressed flow

region in the substorm onset sectors which could indicate the auroral bulge. The

reduction in flow is associated with high conductivities in the substorm onset sec-

tor (Morelli et al., 1995). After substorm onset, the low-latitude ionospheric return

flow velocities begin to increase until 8 minutes after substorm onset, with the flow

across the polar cap reaching a maximum at 12 - 14 minutes after susbtorm onset.

In a larger statistical analysis of ionospheric flows during substorms, Grocott et al.

(2009) divided the substorms by onset latitude, as lower latitude onset substorms

are generally more intense due to the larger amount of open flux stored in the mag-

netotail. Grocott et al. (2009) found that for lower onset latitude substorms < 64◦,

the localised reduction in flow at substorm onset observed in the onset sector was

more pronounced compared to substorms with higher onset latitudes. The results

from Provan et al. (2004) and Grocott et al. (2009) could suggest that there is a

slight delay in the newly closed flux being redistributed around the polar cap by the

localised reduction in convection immediately at substorm onset, in the substorm

onset sector, in line with the schematic in Figure 3.3 from Cowley and Lockwood

(1992).

Using the technique of Hubert et al. (2006) to identify the OCB from the pro-

ton auroral boundary, Coumans et al. (2007) performed a statistical analysis of the

open flux content during 33 substorms. Coumans et al. (2007) found that the to-
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Figure 3.3: Figure from Cowley and Lockwood (1992) showing the expansion of the polar
cap area due to an increase of dF the open flux content as a result of dayside
reconnection.

Figure 3.4: Figure from Cowley and Lockwood (1992) showing the contraction of the polar
cap area due to an decrease of dF in the open flux content as a result of nightside
reconnection.
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tal open flux content of the polar cap did not immediately decrease during the 20

minutes after substorm onset. Instead on average, the open flux content remained

approximately constant. In at least 5 out of the 33 substorms, the open flux content

continued to increase in the 20 minutes following substorm onset. Similar results

were also observed by Milan et al. (2009a), Clausen et al. (2013) and Coxon et al.

(2014). This is consistent with a delay between the onset of reconnection on closed

field lines and its progression to open field lines at the polar cap boundary. Alter-

natively, Coumans et al. (2007) suggested that there was a delay of 15 - 20 minutes

before the rate of nightside reconnection superceded the rate of ongoing dayside

reconnection. Under favourable IMF conditions, dayside reconnection might con-

tinue to increase the open flux content of the polar cap and exceed the closure of

flux by nightside reconnection. However, the suppression followed by the gradual

increase in the ionospheric convection flows for up to 8 minutes after substorm on-

set suggests that it may take some time for the newly closed magnetic flux to be

circulated in the polar cap. Alternatively, the continued increase in the open flux

content after substorm onset could be a result of the assumption and fitting of a cir-

cular OCB that underpins the estimation of the open flux content in each of these

studies, which would break down during substorms.

As discussed, a modest interval of constant or increasing open flux content

after substorm onset is consistent with the standard substorm model (e.g. Baker

et al., 1996; Angelopoulos et al., 2008). The research presented in Chapter 7 uses

the OCB determined by Longden et al. (2010) from global auroral image data to

determine whether the approximately 20 minute continued increase in the open flux

content reported by Coumans et al. (2007), Milan et al. (2009a), Clausen et al.

(2013) and Coxon et al. (2014) might have been due to the breakdown of the OCB

fitting methods used in these studies. The research presented in Chapter 7 analyses,

in detail, the closure of open flux after substorm onset in each nightside local time

sector and examines how the closure of flux propagates around the polar cap to

understand the detailed motion of the OCB and the poleward auroral boundary in

response to substorms.
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3.2.3 The Equatorward Auroral Boundary

The relationship between the poleward auroral boundary and the OCB is well es-

tablished, however the physical significance of the equatorward auroral boundary in

the context of the wider magnetosphere is poorly understood.

As discussed previously, the particles precipitating into the ionosphere form-

ing the main auroral oval precipitate on closed magnetic field lines. Most of the

particles precipitating into the main auroral oval in the nightside ionosphere are

thought to originate from the nightside plasma sheet (Feldstein and Galperin, 1985;

Newell et al., 1996). Similarly, a significant portion of the lower latitude dayside

auroral emission is thought to be due to nightside plasma sheet particles that have

convected sunward and precipitate into the dayside ionosphere (Newell and Meng,

1992). The precipitating particles which result in the diffuse aurora at the equa-

torward edge of the auroral oval originate from the inner, Earthward edge of the

nightside plasma sheet, while particles precipitating at higher, poleward latitudes

in the ionosphere originate from further down tail. In the dipolar-like magnetic

field which dominates the inner magnetosphere, the magnetic field lines which lie

equatorward of the open-closed field line boundary are closed field lines which map

between the north and south poles. However, auroral emission from particles pre-

cipitating on closed field lines is not observed at all latitudes. Instead, the auroral

emission has a relatively sharp equatorward boundary at approximately 63− 64◦,

on average determined from in-situ DMSP data (Niu et al., 2015). Jaggi and Wolf

(1973) suggested that the abrupt equatorward auroral boundary was due to the zero

energy Alfvén layer in the magnetosphere that coincided with the inner edge of the

nightside plasma sheet, which acts to shield the inner magnetosphere from the ex-

ternally induced convection electric field. The Alfvén layer is a separatrix between

particles on closed and open drift paths. For the zero energy Alfvén layer, particles

Earthward of this boundary are on closed, co-rotation dominated orbits while par-

ticles orbiting at larger radii than this boundary are convection dominated on open

particle trajectories. Alternatively, Thorne et al. (1973) proposed that the cold plas-

maspheric population of the plasmasphere limits the extent of the Earthward edge



3.2. The Auroral Boundaries 97

of the plasma sheet into the inner magnetosphere through wave particle interactions,

mainly hiss waves, which scatter energetic particles into the loss cone, resulting in

the precipitation of energetic particles into the ionosphere.

The equatorward boundaries of the diffuse ion and electron aurora are closely

associated with the zero energy convection boundary (Newell et al., 1996). The

particles precipitating into the equatorward edge of the main auroral emission orig-

inate in a region of the magnetosphere where the particles have such low energies

that their motion is only determined by the E×B convective drift motion. Theo-

retically, the zero energy convection boundary, where the particle motions are only

governed by convection but have no gradient or curvature drift motions, would coin-

cide with the plasmapause, where particle motions transition from being convection

dominated to co-rotation dominated (Nishida, 1966) and the Alfvén layer of zero

energy particles, under steady state convection conditions where magnetospheric

convection has been relatively constant for a sufficient amount of time to allow

particles to respond and establish relatively constant particle trajectories. The mag-

netosphere is rarely in a steady-state configuration, however there is significant ev-

idence linking the source region of the equatorward diffuse aurora to regions in the

magnetosphere near the plasmapause in some local time sectors and under certain

levels of geomagnetic activity.

Simultaneous, ground-based observations of the equatorward edge of the dif-

fuse aurora and the plasmapause, identified by the knee in the magnetospheric den-

sity profile in whistler wave data (Gringauz et al., 1961; Carpenter, 1963; Linscott

and Scourfield, 1976) showed that the plasmapause and the equatorward auroral

boundary were co-located to within approximately 0.25 RE. These observations

were made in the evening magnetic local time sectors (MLT 17 - 19) during an inter-

val of disturbed but quietening geomagnetic activity with Kp decreasing from Kp 5

to 4. Similarly, in-situ observations comparing the location of the plasmapause and

the inner edge of the plasma sheet, thought to be the source region of the particles

precipitating to the equatorward edge of the auroral oval, found that the two were

approximately co-located, within 0.1 - 0.2 L, in the midnight to noon sectors (Frank,
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1971; Horwitz et al., 1982; Fairfield and Viñas, 1984), in the pre-midnight sectors

during a substorm and during the main phase of a geomagnetic storm (Frank, 1971).

Fairfield and Viñas (1984) proposed that during periods of disturbed geomagnetic

activity, the cross-tail convection electric field moves the inner edge of the nightside

plasma sheet closer to Earth, reducing the separation between the inner edge of the

plasma sheet and the plasmapause.

Equally, there are observations which found the Earthward edge of the plasma

sheet and the plasmapause to be significantly separated by between 1 - 5 RE in the

near midnight sectors (Schield and Frank, 1970) and between 1 - 3 RE in the pre-

midnight sectors (Frank, 1971), with an electron trough region observed in the sep-

aration region between the two plasma populations, filled with low energy electrons

(∼ 100 eV) with densities of ∼ 1 cm-3 (Schield and Frank, 1970). The differing

results between some of these studies as to whether the inner edge of the plasma

sheet is co-located with the plasmapause may be due to the different methods or

definitions used to identify the plasmapause or plasma sheet boundaries. But the

results of these studies also suggest that whether the two boundaries are co-located

or not varies in local time and with the level of geomagnetic activity.

Further evidence of a link between the source region of the equatorward auroral

emission and the plasmapause are in auroral features which are observed on or near

the equatorward edge of the main auroral emission, such as undulations and pulsat-

ing aurora. Undulations on the equatorward boundary of the diffuse auroral emis-

sion are auroral structures with wavelengths typically between 200 - 900 km with

amplitudes of 40 - 400 km that are most commonly observed to occur in the dusk

local time sectors, during geomagnetically active periods and persist for around 30

minutes to 3.5 hours (Lui et al., 1982; Motoba et al., 2015; Forsyth et al., 2020a).

The generation mechanism for undulations is unclear, however many of the pro-

posed and observed mechanisms suggest activity at or near the plasmapause bound-

ary, including a Kelvin-Helmholtz velocity shear flow instability at the plasmapause

(Lui et al., 1982), intense sub-auroral polarisation stream (SAPS) flows (Henderson

et al., 2010, 2018) and plasmapause surface waves (He et al., 2020; Horvath and
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Lovell, 2021).

SAPS are sunward flows which occur in the duskside auroral region, at mid-

latitudes below the equatorward edge of the auroral oval during periods of strong

magnetospheric convection. Under these conditions, the ion plasma sheet popula-

tion can be convected significantly further Earthward than the electron plasma sheet.

The plasma flows in the ion plasma sheet are predominantly sunward while the flows

in the co-rotating plasmasphere are directed anti-sunward in the dusk sectors. The

oppositely directed flows create a velocity shear close to the plasmapause which re-

sults in large undulations along the plasmapause. It is thought that these undulations

at or near the plasmapause map to auroral undulations observed in the dusk sector

auroral ovals (Henderson et al., 2010, 2018). The first direct observation of coin-

cident plasmapause surface waves and undulations in the equatorward edge of the

dusk sector auroral oval was presented by He et al. (2020). The plasmapause surface

wave was detected from in-situ data collected by the two Van Allen Radiation Belt

Probes (A and B) and the Exploration of energisation and Radiation in Geospace

(ERG, also called Arase) spacecraft. The in-situ data showed multiple plasmapause

crossings by the spacecraft, suggesting a sawtooth-shaped plasmapause undulation.

Figure 3.5 from He et al. (2020) shows a model of the plasmapause with the surface

wave along the duskward edge, with the spacecraft trajectories shown in panel (a)

and the in-situ measurements made by each spacecraft in panels (d) - (i). Panels (b)

and (c) show the auroral observation from the DMSP satellite in the northern and

southern hemispheres respectively, showing the coincident auroral undulations in

the same dusk local time sectors as the plasmapause surface wave. He et al. (2020)

suggested that the plasmapause surface wave could be excited by fast storm time in-

jections, resulting in a sudden enhancement in the duskside ring current or plasma

sheet.

Similarly, patches of diffuse aurora which exhibit quasi-periodic variations in

luminosity, known as pulsating aurora, have been shown to have a strong correla-

tion with chorus waves (Tsuruda et al., 1981; Ozaki et al., 2012, 2015; Hosokawa

et al., 2020), which are typically observed outside the plasmasphere (e.g. Lauben
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Figure 3.5: Figure from He et al. (2020). Panel a shows a model of the plasmapause shape
illustrating the plasmapause surface wave and the tracks of the in-situ data from
the two Van Allen Probes A/B shown in red/blue and the Arase spacecraft,
shown in pink. Panels b and c show the auroral images captured by DMSP
with the coincident undulation of the equatorward edge of the diffuse aurora
observed in both hemispheres. Panels d - f and g - i show the in-situ data from
the Van Allen Probe A and Arase, respectively.

et al., 2002). The pulsating aurora is generally observed in the equatorward part of

the main auroral oval (Hosokawa et al., 2015; Ozaki et al., 2015), in the morning

local time sectors, between midnight and dawn, during the substorm recovery phase

(Hosokawa et al., 2015). The drift speed of the auroral patches corresponds to the

E×B drift velocity, suggesting a link between the pulsating aurora and cold mag-

netospheric particle populations, such as the plasmasphere (Nakamura and Oguti,

1987). The coincident chorus waves observed at or near the plasmapause in the

equatorial region scatter electrons into the loss cone which then precipitate into the
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ionosphere, modulated by the frequencies of the chorus waves.

In summary, the poleward boundary of the auroral oval is reasonably well un-

derstood in the context of the wider magnetosphere and is strongly associated with

the open-closed field line boundary. There is significant evidence that the equa-

torward boundary of the auroral oval maps to the plasmapause boundary; how-

ever, previous studies have been limited in local time and geomagnetic activity by

data coverage. The final study in this thesis presents a statistical analysis which

compares the average locations of the equatorward auroral boundary against the

ionospheric projection of the plasmapause to identify whether the two boundaries

are co-located and under what geomagnetic conditions the two boundaries are co-

located, on average. This could provide an indication of the plasma configuration

in the magnetosphere, potentially increasing the usefulness of auroral forecasts.

3.3 Open Questions
From this thorough review of recent literature, a number of open questions remain.

The OVATION-Prime 2010 and 2013 auroral forecast models are used world-wide

in space weather forecasting centres but, how well can an empirical solar wind

driven model accurately predict the aurora, particularly in different local time sec-

tors and under different levels of geomagnetic activity? The observation and anal-

ysis of the poleward and equatorward auroral boundaries contain a considerable

amount of information about the global scale structure and dynamics of the mag-

netosphere. It is well understood that the poleward boundary of the auroral oval is

closely associated with the open-closed field line boundary and that substorms play

a significant role in modulating the open flux content of the magnetosphere. How

do the details of the auroral dynamics fit into the wider understanding of the closure

of flux in the magnetosphere, particularly during substorms? And, what does the

equatorward auroral boundary translate to in the inner magnetosphere in all local

time sectors? Understanding the physical significance of the auroral boundaries,

their dynamics and controlling factors will help to improve future generations of

space weather forecast models.



Chapter 4

Instrumentation and Data

4.1 The IMAGE Spacecraft

The NASA Imager for Magnetopause-to-Aurora Global Exploration (IMAGE)

satellite was a medium-class explorer (MIDEX) mission that was developed as part

of NASA’s Sun-Earth Connection program. The IMAGE mission studied the global

magnetospheric response to the interaction with the solar wind and carried a suite

of instruments which were largely focused on global imaging of magnetospheric

plasma regimes including the aurora, the plasmasphere and the neutral Hydrogen

plasma in the geocorona. The observations of the IMAGE satellite could be used in

conjunction with in-situ plasma measurements, such as those from within the mag-

netosphere observed by the ESA Cluster satellites and the upstream solar wind in-

situ measurements from the NASA Advanced Composition Explorer (ACE) satel-

lite to provide the context of the in-situ data and the global configuration of the

magnetosphere. The IMAGE mission carried 3 suites of imaging instruments in-

cluding neutral atom geocorona imagers (NAI), far ultraviolet global auroral im-

agers (FUV) and an extreme ultraviolet plasmapshere imager (EUV). In addition

the IMAGE mission also had a radio plasma instrument to measure in-situ plasma

resonance frequencies which consisted of two 10 m boom antennae and four 250

m wire antennae. The main science objectives of the IMAGE mission were to de-

termine the dominant mechanisms for plasma injections into the magnetosphere

on magnetospheric storm and substorm timescales, to observe the response of the
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magnetosphere to changes in the solar wind driving and to identify the locations

and processes in the magnetosphere where plasma is energised, transported and lost

during magnetospheric storms and substorms. Figures 4.1 and 4.2 show diagrams

of the IMAGE satellite and the layout of the IMAGE instrument plate.

Figure 4.1: A schematic diagram of the IMAGE satellite, created by the Southwest Re-
search Institute, with a number of key features labelled including the RPI an-
tennae and the location of the FUV apertures.

Figure 4.2: A diagram, created by the Southwest Research Institute, showing the layout of
the instrument plate on the IMAGE satellite illustrating the location of the FUV
and EUV instruments.
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The IMAGE satellite was operational between 2000 and 2005 in a precessing

polar orbit with a perigee of 1,000 km and an apogee of 44,000 km (∼ 7 RE) (Mende

et al., 2000b). The IMAGE satellite was spin-stabilised, rotating about its axis once

every 2 minutes. Over the first 2 years of nominal operations between 2000 and

2002, the orbital apogee was situated over the northern hemisphere and the incli-

nation of the orbit precessed from 40◦ to 90◦, directly over the pole and returned

to 40◦. Figure 4.3 shows a plot of the IMAGE satellite orbits from the same day

in July 2000, 2001 and 2002. The mission duration was extended past the 2 years

of nominal operations and the orbit precessed so that the apogee was situated over

the south pole. In October 2000, September 2001, August 2002 and September

2004, the IMAGE satellite suffered repeated damage to the Radio Plasma Instru-

ment (RPI) antenna (Frey, 2010) which affected the satellite pointing and resulted

in an increased uncertainty in spacecraft pointing.

Figure 4.3: A figure showing the IMAGE precessing orbit plotted using data from 15 July
2000, 2001 and 2002.
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The spin-stabilisation of the satellite presented unique design challenges for

the imaging instruments on IMAGE to capture high, science quality images. The

details of how the spin of the spacecraft was overcome for the FUV auroral and

EUV plasmaspheric imagers is discussed in more detail in the following sections,

however the damage sustained to the RPI antenna and the subsequent uncertainty

in spacecraft pointing had a significant impact on the image quality, particularly of

the FUV data, from August 2002 onwards.

The IMAGE mission ended in 2005 due to a communications failure with the

satellite which likely resulted from an instantanous failure of the transponder power

supply (IMAGE Failure Review Board, 2006). The IMAGE satellite was rediscov-

ered by an amateur astronomer in 2018, however, communications with the satellite

could not be reestablished. Overall, the IMAGE mission was considered highly

successful in achieving its scientific objectives and providing the most extensive

coverage of global magnetospheric images to date.

4.1.1 Imaging the Far-Ultraviolet Auroral Oval

The IMAGE satellite carried three far-ultraviolet (FUV) instruments to image the

FUV auroral emission; a wideband imaging camera (WIC) and two spectral imagers

(SI12 and SI13) (Mende et al., 2000b). Observation images were taken by each

FUV instrument approximately every 2 minutes determined by the spin period of

the IMAGE satellite (Burch, 2000). The FUV images were processed using Time

Delay Integration. When the Earth was in view of the FUV instruements as the

IMAGE satellite rotated, the FUV cameras captured the instantaneous field of view

of the auroral emission. Subsequent FUV images were then superimposed with a

time delay to account for the rotation of the spacecraft. The wider field of view of

the WIC instrument meant that the WIC observations were made over a 10 second

period, while the SI observations were made over a 5 second period. The full,

raw FUV images were then corrected for the rotation and distortion by the onboard

image processing system.

The WIC instrument was sensitive to emission in the 140 – 190 nm wave-

length range dominated by the N2-Lyman-Birge-Hopfield band system (Mende



4.1. The IMAGE Spacecraft 106

et al., 2000a) while the two narrower passband spectral imaging cameras, SI12 and

SI13, were centered on 121.8 and 135.6 nm, respectively (Mende et al., 2000c).

The SI12 passband detected the Doppler-shifted Lyman-α emission while re-

jecting the geocoronal Lyman-α and the nearby intense emission of Nitrogen at

120 nm. The Lyman-α emission detected by the SI12 instrument can be gener-

ated by charge exchange between the neutral Hydrogen atmospheric particles and

high energy protons precipitating into the upper atmosphere, thus the SI12 observa-

tions capture the auroral emission associated with precipitating protons. The narrow

passband and rejection of the geocoronal Lyman-α emission of the SI12 instrument

meant that the SI12 observations were less affected by dayglow emission, compared

to the WIC and SI13 instruments, although as demonstrated by Figure 4.6, the SI12

observations are sometimes still inferior for boundary determination due to the gen-

erally weaker emission. The SI13 instrument was sensitive to 135.6 nm Oxygen

emission which is a bright, discrete auroral emission line associated with electron

precipitation (Mende et al., 2000c).

The WIC instrument was higher resolution and had a slightly larger field of

view of 17◦ × 17◦, containing 256× 256 pixels compared to a field of view of

15◦× 15◦, containing 128× 128 pixels for the SI instruments. Each of the three

instruments were designed to be able to resolve auroral features on the order of 100

km at apogee.

4.1.2 Imaging the Plasmasphere in the Extreme Ultraviolet

A second instrument onboard the IMAGE satellite was the Extreme Ultraviolet

(EUV) imager which was designed to observe the plasmasphere (Burch, 2000;

Sandel et al., 2000). Figure 4.4 shows an example image of the plasmasphere taken

by the EUV imager from Sandel et al. (2003), highlighting the main features of the

plasmasphere. As discussed in Chapter 2, He+ ions are the second most abundant

element in the plasmasphere. The He+ ions resonantly scatter solar radiation at 30.4

nm wavelengths which was observed by the EUV imager (Meier and Weller, 1972;

Sandel et al., 2000). The 30.4 nm emission observed from the He+ ions is used

because the most abundant ion H+ has no optical emission (Sandel et al., 2000).
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Figure 4.4: An image of the plasmasphere captured by the IMAGE EUV instrument at
07:34 UT on 24 May 2000 from Sandel et al. (2003). The main features of the
plasmasphere are labelled and the white circle shows the approximate location
and size of the Earth.

The EUV imager consisted of three identical sensors, each with a 30◦ field

of view. The three sensors were tilted relative to each other to form a fan shape

which results in an 84◦× 30◦ instantaneous field of view (Sandel et al., 2000). As

the IMAGE spacecraft spins, the three EUV sensors sweep an 84◦ × 360◦ field

of view (Sandel et al., 2000). The EUV images are integrated over 5 spacecraft

spins, providing one EUV image every 10 minutes, with a spatial resolution of 630

km (∼ 0.1 RE) (Sandel et al., 2000). The lower sensitivity threshold of the EUV

emission at the edge of the plasmasphere was estimated to be ∼ 40±10 ions cm-3

from comparisons with in-situ RPI data (Goldstein et al., 2003).

The underlying assumptions of the EUV imager are that the spatial distribution

of He+ ions is representative of the whole plasmaspheric distribution (Sandel et al.,

2000) and that the 30.4 nm emission is optically thin i.e. that the 30.4 nm pho-

tons can pass through the plasmasphere without being absorbed (Meier and Weller,
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1972; Sandel et al., 2000). As a result, the intensity of emission observed by the

EUV imager is directly proportional to the line-of-sight integrated column density

of He+ ions (Sandel et al., 2000).

4.2 Auroral Boundary Identifications from the FUV

Dataset
Between 2000 - 2002, the apogee of IMAGE was situated over the northern hemi-

sphere, thus the satellite was in an optimal position to capture images of the northern

hemisphere polar cap and auroral oval.

Using the FUV data from this period, Longden et al. (2010) identified the pole-

ward and equatorward auroral boundary for each of the three FUV datasets (WIC,

SI12 and SI13) between May 2000 - October 2002 inclusive. The auroral bound-

aries were determined by dividing the auroral images of the northern polar cap into

24 local time sectors and creating a latitudinal intensity profile of the UV emission

for each sector. Each intensity profile was fitted with two model functions: a sin-

gle Gaussian plus a quadratic component modeling a continuous auroral oval with

no bifurcation or splitting, or a double Gaussian plus a quadratic component which

better models a bifurcated auroral oval. The quadratic component modelled the

background emission while the Gaussian functions modelled the auroral emission.

The equations for both the single and double Gaussian plus quadratic fitting models

are shown in Equations 4.1 and 4.2, respectively where λ is the magnetic latitude,

A, µ and σ are the peak amplitude, peak latitude, and width of the Gaussian, re-

spectively, and B, C, D, E, F and G are the coefficients of the quadratic background

of the function.

fs(λ ) = A0exp

[
− (λ −µ0)

2

2σ2
0

]
+B+Cλ +Dλ
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In Equation 4.2, the coefficients with subscripts e are the coefficients for the

most equatorward Gaussian function, while coefficients with subscripts p are the

coefficients for the most poleward Gaussian function.

The Levenberg-Marquardt non-linear least squares fitting method was used to

fit the Gaussian plus quadratic background models to the latitudinal intensity pro-

files of the auroral emission. Initial values for the functional fitting were estimated

from the latitudinal intensity profile. The fitting was then iterated up to a maximum

number of 200 times, until the model fits converged. The goodness of fit of the

two model functions was evaluated in each local time sector using the reduced χ2

statistic. Improvements in the model fit were considered negligible when the de-

crease in the reduced χ2 statistic between subsequent iterations was less than 0.01.

The parameters from the final iteration were then used to estimate the poleward and

eqautorward luminosity boundary locations of the auroral oval. If the double Gaus-

sian model function was a better fit, the poleward/equatorward auroral boundary

was identified to be at the poleward/equatorward full width half maximum of the

most poleward/equatorward Gaussian peak, offset from the centre of the peak, as

shown in Equations 4.3 and 4.4. If the single Gaussian model function provided a

better fit, the auroral boundaries were identified as the poleward and equatorward

full width half maximum of the Gaussian peak offset from the centre of the peak, as

shown in Equations 4.3 and 4.4 with µe = µp = µ0 and σe = σp = σ0 for the single

Gaussian function.

λe = µe−2
√

2ln(2)σe (4.3)

λp = µp +2
√

2ln(2)σp (4.4)

Figure 4.5 from Longden et al. (2010) shows an example of fitting the Guassian

plus quadratic background models to the latitudinal intensity profiles of the auroral

emission in two local time sectors and the identification of the poleward auroral

boundary location from both the single and double Gaussian model. Figure 4.6
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shows an example of the auroral boundaries determined by Longden et al. (2010)

over-plotted on simultaneous WIC, SI12 and SI13 observations from 3 December

2000. The figure demonstrates the lower resolution of the SI12 and SI13 data com-

pared to the WIC observations and also that the auroral boundaries determined by

Longden et al. (2010) were not always able to be identified in all local time sectors.

Figure 4.5: Figure from Longden et al. (2010). Panel (a) shows an auroral observation
from the IMAGE WIC instrument at 00:10 UT 1 February 2001 in Altitude-
Adjusted Corrected Geomagnetic (AACGM) coordinates in which all count
values > 1600 have been saturated. The solid black lines highlight the 0200
- 0300 and 2200 - 2300 local time sectors. Panel (b) shows two examples
fitting the model functions to the latitudinal intensity profile in the 0200 - 0300
and 2200 - 2300 local time sectors. The mean count values and the associated
standard error of the observed latitudinal intensity profile are shown by the
black diamonds and error bars. The blue/red curves show the result of the
single/double Gaussian functions plus quadratic background models fit to the
observational data. The blue and red dashed lines show the location of the
poleward auroral luminosity boundary in each of the two local time sectors
identified using the single and double Gaussian models, respectively.
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Figure 4.6: An example of the auroral boundary locations identified by Longden et al.
(2010) plotted on the WIC, SI12 and SI13 auroral observations from 07:05:22
on 3 December 2000. Figure provided by Colin Forsyth.
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The method follows a similar approach to the techniques of Carbary et al.

(2003) and Boakes et al. (2008), which both fitted single Gaussian functions to the

luminosity profiles, and the method of Mende et al. (2003), which used a double

Gaussian profile to account for bifurcation or splitting of the auroral oval. Fitting

both Gaussian functions allows for automation without prior knowledge of the level

of bifurcation, or splitting, in the auroral oval in different MLT sectors (Longden

et al., 2010). The latitudinal profile of auroral emissions is assumed to be well

described by either a single or double Gaussian and does not account for more

complex auroral emission profiles.

4.2.1 The Poleward Auroral Boundary as a Proxy for the Open-

Closed Field Line Boundary

Using the location of the poleward auroral luminosity boundary (PALB), Longden

et al. (2010) determined the statistical offset between this boundary and the OCB

location identified from particle precipitation measurements from DMSP to provide

a correction factor from which the OCB location can be calculated.

Statistical studies have shown that the true location of the OCB determined

from precipitating particle fluxes measured by low-Earth orbiting spacecraft can be

offset from the auroral boundary by several degrees (Kauristie et al., 1999; Carbary

et al., 2003; Boakes et al., 2008). These precipitating particle fluxes are usually

only available four times per spacecraft orbit and provide a local determination of

the OCB location. In contrast, auroral imagers such as the FUV cameras provide

a global snapshot of the location of the aurora, thus the poleward boundary of the

UV oval provides a useful global proxy for the OCB. Boakes et al. (2008) char-

acterised the difference between the DMSP particle precipitation data and the UV

poleward auroral oval boundary for each of the IMAGE FUV instrument data sets

(WIC, SI12, and SI13) in each local time sector. Longden et al. (2010) extended

the work of Boakes et al. (2008) to determine the average correction factors in

each local time sector and for each of the FUV cameras for their poleward auro-

ral boundaries. Similar to Boakes et al. (2008), Longden et al. (2010) found that

for all FUV data sets, statistically, the PALBs near noon and midnight were found
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to lie poleward of the OCB location determined from DMSP particle precipitation

measurements. In the dawn sectors, SI12 PALBs were also found to lie poleward

of the particle precipitation OCB, while the WIC and SI13 PALBs required little

correction in this region. In the dusk sectors, the SI12 PALBs were located slightly

equatorward, while the SI13 and WIC PALBs were poleward of the OCB location

determined from DMSP particle precipitation measurements. All the corrections

in the OCB location are within ±4◦, with the majority of the corrections between

±2◦. The statistical corrections for the OCB location determined for the WIC, SI12

and SI13 datasets in all local time sectors are shown in Figure 4.7. The statistical

offset between the OCB determined from the particle precipitation boundaries and

the poleward auroral boundary identified by Longden et al. (2010) may be due to

the definition of the boundary location by Longden et al. (2010) as the full width

half maximum, offset from the centre of the peak of the Gaussian function. This

definition of the poleward boundary location may identify the poleward boundary

at slightly higher latitudes than the location of the poleward particle precipitation

boundary. The poleward offset could also be due to the spreading of the auroral

emission captured in the IMAGE FUV data resulting in a diffuse edge of the latitu-

dinal emission profiles. The full description of the method can be found in Longden

et al. (2010).

The poleward and equatorward luminosity boundaries and the determination

of the OCB location from Longden et al. (2010) are used extensively in the research

presented in this thesis.

4.3 EUV Plasmapause Identifications

There are a number of methods that can be used to identify the plasmapause bound-

ary, including ground-based or in-situ observations, which have been discussed

briefly in Chapter 3. Similar to the auroral boundaries, identifying the plasma-

pause boundary using in-situ data provides the most accurate measurement of the

plasmapause boundary, however, in-situ data is spatially and temporally limited.
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Figure 4.7: The statistical offset between the poleward luminosity auroral boundary loca-
tion identified by Longden et al. (2010) and the OCB determined from particle
precipitation measurements obtained by DMSP for each magnetic local time
sector (MLT). A positive/negative correction (∆λFUV ) indicates that the OCB
is located at higher/lower latitudes than the poleward auroral luminosity bound-
ary. Figure from Longden et al. (2010).

Goldstein et al. (2003) identified the global plasmapause from IMAGE EUV

observations by eye, as the sharp edge of the He+ emission observed in the EUV

images, and showed that the extracted plasmapause identifications corresponded

well with in-situ measurements of the plasmapause location identified from IM-

AGE RPI data. The plasmapause locations were then mapped to the equatorial

plane, assuming a dipolar magnetic field model. The dipolar field line model was

used to calculate the magnetic field line with minimum distance away from Earth

in the equatorial plane, known as the L value, providing a corresponding coordi-

nate for the plasmapause location in the equatorial plane in magnetic local time and

L value (in Earth radii). Figure 4.8 shows an example plasmapause from Gold-

stein et al. (2004b) determined from the IMAGE EUV data. The uncertainty in the

plasmapause locations identified by eye was estimated to be between 0.2 - 0.8 RE,

depending on the sharpness of the He+ emission edge (Goldstein et al., 2003).
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Figure 4.8: Figure from Goldstein et al. (2004b). ‘Example of extraction of plasmapause
curve from IMAGE EUV, 10 July 2000, 7:07 UT. (a) EUV image, mapped
to the magnetic equator (Earth at center; Sun to the right). Dotted lines are
X- and Y-axes; dotted circle is geosynchronous orbit. The colour bar gives
line-of-sight integrated He+ column abundance. Black region in upper right
is sunlight contamination. Filled white circles are manually-extracted (‘click’)
points along the plasmapause. (b) Fourier expansion of the click points (circles)
is plotted as the solid curve.’

For 47 orbits in June 2001, Goldstein et al. (2003) compared the plasmapause

identifications from the EUV data with in-situ measurements of the plasmapause

location identified using the Radio Plasma Instrument (RPI) data. The plasmapause

location was identified in the RPI data by a sharp gradient in the electron density

data. Comparing the L values of 47 plasmapause locations identified from the EUV

image that was observed closest in time to the RPI data crossing the plasmapause,

Goldstein et al. (2003) showed that 77% of the plasmapause locations agreed within

0.5 L. Goldstein et al. (2003) also found a reasonable correlation between the L

values of the plasmapause locations identified using the in-situ versus the remote

sensing data of r = 0.83 (r2 = 0.69).

To account for the time difference between the EUV observations and the

RPI in-situ measurement, Goldstein et al. (2003) assumed that the evolution of the

plasmapause was dominated by co-rotation only and the RPI measurements were

rotated, either forwards or backwards, in local time to align with the EUV obser-

vations. This assumption may break down in some local time sectors, particularly

in the dusk sectors, where convection is known to play a significant role in the
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plasmapause dynamics especially in the formation and evolution of the drainage

plume during geomagnetically active periods. No duskside data were included in

the comparison between the EUV and RPI plasmapause locations. The time differ-

ence between the EUV and RPI observations is expected to be the largest source

of error and the main reason for observed differences in the plasmapause location

identified from each dataset as the convection rate or rates of filling or depletion of

the plasmasphere, which affect the radial extent of the plasmapause, are difficult to

account for.

The reasonably good correlation between the plasmapause location identified

by eye from the EUV data mapped to the equatorial plane and the assumed true

plasmapause location measured from in-situ RPI data indicates that the plasma-

pause location extracted from the EUV images gives a reasonable estimation of the

plasmapause location.

Goldstein et al. applied the technique of identifying the plasmapause location

from the He+ edge of the EUV data by eye and mapping the extracted plasmapause

to the equatorial plane to to a larger set of 3143 EUV images between 2000 - 2004.

The plasmapause identifications in L value and magnetic local time are available at

https://enarc.space.swri.edu/EUV/. The plasmapause locations from

this database determined by Goldstein et al. are used in the research presented in

Chapter 8 of this thesis, which is referred to as the Goldstein plasmapause database.

The Goldstein plasmapause database does not have complete coverage of the

plasmapause location for the full period between 2000 - 2004. This may be due

to the time intensive nature of extracting the plasmapause locations by eye from

the EUV images or it could be due to limitations in the EUV data such as a limited

number of observations where the plasmasphere is bright enough to easily detect the

He+ edge. Alternatively, Goldstein et al. may have taken a more targeted approach

and only determined the plasmapause location during specific periods of interest,

such as geomagnetically active periods e.g. Goldstein et al. (2004a). However,

the Goldstein plasmapause database identifies multiple plasmapause locations in

each magnetic local time sector and also identifies the inner (Earthward) and outer

https://enarc.space.swri.edu/EUV/
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boundaries of features such as the plasmaspheric drainage plume.

Alternative databases of plasmapause locations extracted from the He+ edge

of the EUV observations are available, for example, Katus et al. (2015) and Zhang

et al. (2017) which use automated techniques to identify the plasmapause location

from the EUV data. The database of plasmapause locations identified from EUV

data by Zhang et al. (2017) were explored as an alternative database to the Goldstein

plasmapause database that was used in this thesis. However, Figure 4.9 shows the

distribution of the differences in the radius of the plasmapause locations identified

from both the Goldstein et al. and Zhang et al. (2017) databases and illustrates that

while the majority of the plasmapause identifications agree with those of Goldstein

et al. within ±1 RE, some of the Zhang et al. (2017) plasmapause locations lie

up to approximately ±4 RE away from the Goldstein et al. locations. Such large

differences in the location of the plasmapause will have a significant impact on

the magnetic field line tracing used to map the plasmapause location to ionospheric

altitudes. The reason for the large differences in the plasmapause location from both

data sets is unknown but may be due to the different methods used to identify the

plasmapause, with Goldstein et al. identifying the plasmapause by eye in each EUV

image and the automated technique applied by (Zhang et al., 2017). It may be that

the different methods identify the plasmapause at different brightness thresholds or

that the automated method occasionally picks out an erroneous plasmapause due to

poor or inconsistent EUV data.

Due to the large difference in the plasmapause locations between the two

databases, the decision was taken to use the Goldstein et al. database as these

plasmapause identifications were individually extracted by eye and so each EUV

image and subsequent plasmapause identification was carefully checked. Future

work could involve an investigation into the use of different plasmapause databases

and identification methods.
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Figure 4.9: Figure showing a histogram of the radial difference in plasmapause locations
identified by Goldstein et al. and by Zhang et al. (2017).

4.4 Forecasting the Auroral Oval: The OVATION-

Prime 2013 Model
The OVATION-Prime 2013 (OP-2013, Newell et al., 2014) auroral forecast model

predicts the precipitating electron and proton auroral flux based on upstream so-

lar wind conditions, measured at the Lagrange 1 (L1) point. Particle precipita-

tion measurements collected by the Special Sensor J (SSJ) instruments onboard the

DMSP satellites are used as the underlying model data, with additional UV auroral

data from the Global Ultraviolet Imager (GUVI) instrument onboard the Thermo-

sphere Ionosphere Mesosphere Energetics and Dynamics (TIMED) satellite which

was added to improve the performance of the model at higher values of Kp, between

Kp = 5 to Kp = 8 (Newell et al., 2014).

The OP-2013 model grid covers 50° - 90° magnetic latitude (MLAT) and all

magnetic local time sectors with a grid resolution of 0.5◦ MLAT and 0.25h MLT

(Newell et al., 2010b, 2014). In each model grid point, the auroral power is pre-

dicted from a linear scaling of the upstream solar wind conditions in the form of

Equation 4.5, where, dφMP
dt is the solar wind-magnetosphere coupling function, given
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by Equation 4.6 (Newell et al., 2007) and a and b are constants. The auroral power

in each grid point is calculated for each of the four types of diffuse, monoenergetic,

broadband and ion aurora, as discussed in Section 2.6 and Chapter 3, as a function

of season.

Auroral Power(MLAT, MLT, season, auroral type) = a+b
dφMP

dt
(4.5)

The solar wind driving of the magnetosphere is calculated from the empirically

derived solar wind coupling function (Newell et al., 2007) in Equation 4.6, where

the Bz and By are components of the interplanetary magnetic field, BT is the total

magnetic field strength, vsw is the solar wind velocity and θc is the IMF clock angle.

dφMP

dt
= v4/3

sw B2/3
T sin8/3

(
θc

2

)
(4.6)

The resultant maps of linear scaling coefficients are then used to predict the

precipitating electron and proton fluxes under all upstream conditions. Full details

of the OP-2010 and OP-2013 models can be found in (Newell et al., 2007, 2009,

2010b, 2014).

4.4.1 Met Office Implementation of OVATION-Prime 2013

A version of the OP-2013 auroral model was used operationally in daily space

weather forecasts at the UK Met Office Space Weather Operations Centre until De-

cember 2020. The operational implementation of the OP-2013 model at the Met

Office takes the previous 4 hours of solar wind data as input to produce an auroral

forecast that predicts the occurrence of aurora in 30 minutes time, i.e. 30 minutes

after the most recent solar wind observations. A weighted average is applied to the

solar wind parameters which gives the highest weighting to the most recent solar

wind data. Using 4 hours of solar wind data makes the operational auroral forecast

less vulnerable to solar wind data outages and also incorporates some time history of

the solar wind conditions which might result in a slightly different magnetospheric

response. In this thesis, archived solar wind data provided by the U.S. National



4.4. Forecasting the Auroral Oval: The OVATION-Prime 2013 Model 120

Oceanic Atmospheric Administration (NOAA) were used to reproduce the auroral

hindcasts between 2000 - 2002. Auroral forecasts that were produced in near real

time by Met Office space weather forecasters were not evaluated in this thesis. The

auroral hindcast dataset produced from the Met Office operational implementation

of the Ovation-Prime 2013 nowcast model that was used in this study was pro-

vided by the Met Office and is available at: http://doi.org/10.5281/zenodo.4653288

(Marsh and Mooney, 2021).

In the operational implementation of the model, the combined precipitating

particle flux from all types of aurora at each grid point is linearly scaled into an

estimated probability of aurora occurring which is interpreted as the probability of

an observer seeing the visible aurora. In the version of OP-2013 that was used oper-

ationally at the Met Office, the predicted auroral fluxes are converted into a proba-

bility of aurora occurring. The linear conversion applied to convert the auroral flux

to a probability of aurora in each grid point is probability = 8 × auroral f lux+10,

where the auroral flux is the combined precipitating particle flux from all four

types of aurora in each grid cell in erg cm-2 s-1. A further scaling is then ap-

plied to the probability of aurora occurring nowcast in each grid cell: probability =

1.8 × probability, with a maximum probability of 100%. The conversion of auro-

ral flux to probability implemented in this version of OP-2013 at the Met Office is as

originally developed by the U.S. NOAA Space Weather Prediction Center (SWPC)

and could be further refined. The forecast probabilities were tuned by SWPC in re-

sponse to citizen science observations under the assumption that the forecast prob-

abilities of aurora occurring were mainly used by members of the public and may

under-predict the probability of aurora occurring (Rodney Viereck, private commu-

nications).

An example output of the Met office implementation of the version of the OP-

2013 model is shown in Figure 4.10. The figure was reproduced using archived solar

wind data from 16 July 2000 during the Bastille Day geoeffective solar storms. In

this version of the model, the forecast location of the auroral oval is plotted over a

geographical map with the colours showing the probability of aurora occurring in
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30 minutes time.

Figure 4.10: An example auroral forecast output from the operational implementation of
the version of the OP-2013 model at the Met Office Space Weather Operations
Centre. This example was produced using archived solar wind data from 16
July 2000 during the Bastille Day storm. The map shows the forecast location
of the auroral oval in 30 minutes time with the colour bar showing the fore-
cast probability of aurora occurring, where green/red indicates a lower/higher
probability of aurora.

A version of the OP-2013 auroral forecast model has been implemented in

leading space weather forecasting centres including the SWPC, the U.S. Depart-

ment of Defense, Space Weather Operations Centre (Jones et al., 2017) as well as

the UK Met Office. The OP-2013 model was originally supplied to the Met Office

by SWPC, however the operational implementations at the Met Office and SWPC

have since diverged. In 2016, the Met Office converted the code to Python and

returned the Python version of OP-2013 to SWPC. In October 2020, SWPC im-

plemented an upgraded version of OVATION termed OVATION 2020 which differs

from the Met Office implementation. OVATION 2020 uses an improved geomag-
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netic field model to provide a more accurate auroral location. In addition, OVA-

TION 2020 provides the modelled energy flux in erg cm-2 s-1 as well as the scaled

probability of seeing the aurora. SWPC have also implemented an estimate of the

solar wind driving based on Kp data to use as an alternative to run the model when

upstream solar wind data is unavailable. Details of the SWPC auroral forecast using

OVATION 2020 can be found on the SWPC website.

In the operational version of OP-2013 implemented at the Met Office and used

in this thesis, a fixed solar wind propagation time of 30-minutes is assumed such

that the model produces a forecast of the aurora 30-minutes ahead. This corresponds

to a fast solar wind speed of ∼ 700 km/s. The Met Office also run a version of OP-

2013 which produces auroral forecasts up to 3 days ahead, and which is driven by

Kp index forecasts instead of solar wind data. This Kp-driven version of OP-2013

was developed at the Met Office independently of the SWPC Kp-driven model. In

this thesis, the 30-minute auroral forecast is referred to as a ‘nowcast’ to distinguish

it from the alternative 3-day auroral forecast.

4.5 Additional Data Sources
A number of additional data sources have been used in this thesis including Van

Allen Probe, solar wind and geomagnetic activity index data which are described in

the following sections.

4.5.1 Van Allen Probes

The Van Allen Probes were a set of 2 identical spinning spacecraft launched in

2012 to explore the characteristics and behaviour of Earths radiation belts. The Van

Allen Probes were placed into elliptical Earth orbits in the inner magnetosphere

with a perigee of 0.1 RE and an apogee of 4.7 RE.

The Van Allen satellites carried a number of radiation hardened instruments

which could withstand the high energy particle regime of the radiation belts, includ-

ing Energetic Particle Composition and Thermal Plasma Suite (ECT), the Electric

and Magnetic Field Instrument Suite (EMFISIS), the RBSP Proton Spectrometer

(RPS), the Electric Field and Waves Instrument (EFW) and the RBSP Ion Compo-
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sition Experiment (RBSPICE).

In this thesis, plasma wave data from the EMFISIS instruments have been used

to determine the plasma density in observations of the inner magnetosphere as per

Equation 2.3 in Chapter 2. In addition, data from the ECT Helium Oxygen Proton

Electron (HOPE) instrument which measures particles with energies in the range

≤ 20 eV - 45 keV have been used to observe the distribution of particle populations

in the inner magnetosphere.

4.5.2 Kp Index

The Kp index is a 3 hourly index which quantifies the intensity of geomagnetic ac-

tivity on a planet-wide scale and is considered a proxy for the level of solar wind

driving of the magnetosphere (Bartels et al., 1940; Bartels, 1949; Matzka et al.,

2021a,b). The Kp index is determined from disturbances in the horizontal com-

ponent of the Earth’s magnetic field measured by 13 geomagnetic observatories at

subauroral latitudes (between 44 − 60◦) in both the northern and souther hemi-

spheres. The Kp index is determined from the weighted mean of the measurements

from the 13 observatories to average out local time and seasonal variations in the

observed geomagnetic disturbance. The weighted-mean deflection is then converted

to the Kp index scale, which is a quasi-logarithmic scale with 28 possible values of

0o,0+,1−,1o,1+,2−, ...,8+,9−,9o, using conversion tables originally developed

by Bartels et al. (1939).

The Kp index is used in many magnetospheric and space weather applications

including, for example, the parameterisation of empirical magnetospheric magnetic

field models (Tsyganenko, 1989) and global patterns of auroral precipitation (Hardy

et al., 1985). It is also used by NOAA SWPC and the Met Office to categorise

geomagnetic storms, ranging from a minor storm for Kp = 5 to an extreme storm

for Kp = 9.

The Kp data used in this thesis were provided by International Service of Geo-

magnetic Indices (ISGI) German Research Centre (GFZ) Potsdam and are publicly

available.
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4.5.3 Solar Wind Data

4.5.3.1 ACE Solar Wind Data

The Advanced Composition Explorer (ACE) spacecraft is located along the Sun-

Earth line and makes in-situ measurements of the incoming solar wind and inter-

planetary magnetic field (IMF) upstream of the Earth. The ACE satellite orbits

around the Lagrangian 1 (L1) point which is an equilibrium point where the gravi-

tational force of the Sun and the Earth are balanced.

The upstream solar wind data are used extensively in solar wind - magneto-

spheric coupling research and often provide the input data for many magnetospheric

and space weather models, including the OP-2013 auroral forecast model.

Historical ACE data from 2000 - 2002, provided by NOAA, were used in this

thesis to produce the auroral hindcasts using the Met Office operational nowcast

version of OP-2013.

4.5.3.2 OMNIWeb Data

The OMNIWeb dataset is a large dataset which combines near-Earth solar wind

plasma and IMF data from several spacecraft in geocentric or L1 orbits, includ-

ing ACE. The OMNIWeb data are available in low and high resolution (1-minute,

5-minute and hourly averaged) and span from 1963 to present day. The OMNI2

dataset also includes geomagnetic activity indices such as Kp.

OMNIWeb data are used in this thesis as input to the Tsyganenko 1996 mag-

netospheric model (Tsyganenko and Stern, 1996). OMNIWeb data are provided by

the NASA Goddard Space Flight Center, Space Physics Data Facility and publicly

available at https://omniweb.gsfc.nasa.gov/html/ow_data.html.

https://omniweb.gsfc.nasa.gov/html/ow_data.html


Chapter 5

Verification Methodology

5.1 Auroral Forecast Verification; An Application of

Auroral Boundary Data

Forecast evaluation is an important step in both the implementation and develop-

ment of space weather forecast models. Model verification assesses the quality of

the forecast by comparing the output to an appropriate, independent and unbiased

set of observational data. Verification can provide information on the skill, accuracy

and reliability of models and provides quantitative benchmarks to compare different

forecast models. A variety of forecasting methods and metrics exist. The research

presented in this thesis focuses on three main forecast verification methodologies;

truth tables, relative operating characteristic analysis and reliability analysis.

5.1.1 Evaluating Deterministic Forecasts

The output of a forecast model generally falls into two categories: those that either

return a discrete prediction out of a finite set of possible values; or those that return

a continuous, probabilistic prediction, that provide an estimate of the likeliehood of

an outcome. Forecast models that provide discrete forecasts are termed determinis-

tic forecasts and forecasts that predict the likelihood of a certain outcome occurring

are termed probabilistic forecasts. The verification methods and metrics applied to

a given forecast model depend on whether the model provides a deterministic or a

probabilistic forecast.
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The verification study presented in this thesis evaluates the operational imple-

mentation of the OP-2013 model at the Met Office against the observed auroral

boundaries determined by Longden et al. (2010). The OP-2013 model is a proba-

bilistic model as it outputs a predicted probability of aurora occurring in each grid

cell. However, it can also be assessed as a deterministic forecast by discretising the

forecasts into two outcomes such that:

• Outcome 1 the aurora are predicted to occur, defined by a forecast probability

of aurora occurring greater than a specified value.

• Outcome 2 the model predicts that the aurora will not occur when the proba-

bility of aurora occurring is less than the specified value.

The auroral boundaries provide a poleward and equatorward limit on where the

auroral emission was observed in each magnetic local time sector, providing a band

of observed auroral emission in magnetic latitude. Between these two boundaries,

the observational outcome is that the aurora was observed to occur, outside of these

boundaries (i.e. at higher latitudes of the poleward boundary or at lower latitudes

than the equatorward boundary), the aurora did not occur. The forecasts can then

be evaluated where observational data are available.

5.1.1.1 Truth Tables

Truth tables are a method of model verification that is often applied to deterministic

forecasts to compare the predicted forecast against the observed outcome. Truth

tables present the verification data in a Y ×Z table, illustrating the Y ×Z possible

combinations of forecast and observation pairs. The simplest is a 2× 2 truth table

that compares discrete predictions (an event will or will not happen) to discrete

occurrences (an event did or did not happen).

An example 2×2 truth table is shown in Table 5.1. For each forecast that has

corresponding observational data, the predicted and observed outcomes are evalu-

ated. The truth table is populated by increasing the value in the relevant table entry

depending on the outcome of forecast-observation comparison. There are four pos-

sible outcomes of a 2×2 truth table.
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• True positive or hit: the event is forecast to occur and was subsequently

observed.

• False positive or false alarm: the event is forecast to occur but subsequently

did not occur.

• False negative or missed forecast: the event is not forecast to occur but it

subsequently did occur.

• True negative or correct rejection: the event is not predicted to occur and

is not subsequently observed.

Table 5.1: An example 2×2 truth table.

Observed
Yes No

Forecast Yes A = True Positives B = False Positives
No C = False Negatives D = True Negatives

A number of useful verification statistics can be derived from truth tables.

These include the Hit Rate (Equation 5.1) which is the number of true positives

divided by the total number of yes observations and the False Alarm Rate (Equation

5.2) is the number of false positives divided by the total number of no observations.

The False Alarm Ratio, defined by Equation 5.3, is the fraction of yes forecasts that

are false positives. The proportion of True Positives, defined by Equation 5.4, is the

fraction of yes forecasts that were true positives. The proportion of False Negatives,

defined by Equation 5.5, is the fraction of no forecasts which were false negatives.

The accuracy, defined by Equation 5.6, is the proportion of correct forecasts (either

true positives or true negatives) out of all the data in the truth table. In Equations 5.1

- 5.6, A, B, C and D are as defined in Table 5.1. The definitions of these equations

have been taken from Wilks (2006). Each verification metric on its own provides

a limited summary of the forecast performance, particularly as most of the met-

rics, with the exception of accuracy, are calculated using only two values from the

truth table. Although the accuracy is calculated using all the coefficients in the truth

table, it can be dominated by the number of correct rejections which may give a
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misleadingly high value and hides the false alarms and missed forecasts. Verifica-

tion analysis is often reported using a combination of metrics which provide a more

complete description of the model performance.

Hit Rate =
A

(A+C)
(5.1)

False Alarm Rate =
B

(B+D)
(5.2)

False Alarm Ratio =
B

(A+B)
(5.3)

Proportion of True Positives =
A

(A+B)
(5.4)

Proportion of False Negatives =
C

(C+D)
(5.5)

Accuracy =
A+D

(A+B+C+D)
(5.6)

5.1.1.2 Relative Operating Characteristic (ROC) Analysis

ROC analysis (Swets et al., 1955; Swets, 1988; Mason, 1982) can also be used to

assess deterministic forecasts by evaluating how well a forecast model correctly

predicts a binary event, in this case, whether the aurora occurs or not. ROC curves

evaluate the model’s ability to distinguish between the observed occurrence and

non occurrence of an event, known as the model discrimination. ROC curves are

obtained by plotting the Hit Rate against the False Alarm Rate, calculated from

the truth table. An example ROC curve is shown in Figure 5.1, produced from a

single value for the Hit Rate and False Alarm Rate calculated from a truth table

which forms the knee of the ROC curve. A good forecast model which exhibits

high discrimination in distinguishing between events and non events will have a

high Hit Rate and a low False Alarm Rate such that the knee of the ROC curve
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tends towards the top left hand corner of the plot, maximising the area under the

curve. As described previously, for a probabilistic forecast, a minimum threshold

probability can be set so that only forecasts with a value greater than the threshold

value are considered to be a positive forecast that the event will occur. The threshold

can be increased incrementally between 0 - 100% to produce a truth table for each

probability threshold. This allows the verification statistics, such as the Hit Rate and

False Alarm Rate to be determined for each probability threshold. In the analysis

presented in this thesis, 10% probability increments have been used. Calculating the

verification statistics from a series of truth tables for different forecast thresholds

provides a higher number of data points for the ROC curve and can inform the user

at what probability threshold the model performs best as a deterministic model.

Figure 5.1: A figure of an example ROC curve. The ROC curve is shown in pink. The
shaded area under the ROC curve is the area used to calculate the ROC score,
shown in the lower right corner. The grey line indicates the y = x line of no
skill.
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A ROC score provides a quantitative summary of the model discrimination

indicated by the ROC plot and a quantitative measure to fairly compare different

models and monitor upgrades made to models. The ROC score is defined as the

proportional area under the ROC curve and ranges between 0 - 1. A ROC score of 1

indicates that the model always correctly discriminates events from non-events. A

ROC score of 0 means that the model always incorrectly discriminates events from

non-events, i.e. the observations are always the opposite to what is forecast. A ROC

score of 0.5 indicates that the forecast model has no skill at discriminating events

from non-events. In this case, the model is no more skillful than a 50:50 chance

prediction. A ROC score above 0.5 indicates that the Hit Rate exceeds the False

Alarm Rate for the majority of forecasts. If the model has a perfect ROC score

of 1.0, the Hit Rate tends towards 1.0 for all non-zero values of the False Alarm

Rate and 0.0 when the False Alarm Rate is zero. All forecast models that have a

ROC score greater than 0.5 have some skill and ability to discriminate events from

non-events.

5.1.2 Evaluating Probabilistic Forecasts

5.1.2.1 Reliability Analysis

Reliability or attribute diagrams (Jolliffe and Stephenson, 2012; Wilks, 2006) as-

sess the reliability of the probabilities that are forecast by a model by plotting the

observed occurrence rate (or observed frequency) of an event determined from the

observational data, within different probability bands.

To produce a reliability curve, the forecast probabilities are divided into prob-

ability bins. In this thesis, 10% probability intervals have been used. To calculate

the observed occurrence rate (or observed frequency) for a single probability bin,

for each forecast in the probability bin, the number of times that the corresponding

observation is that the event occurred (i.e. that the aurora was observed) is counted.

This value is then divided by the total number of observations for this forecast prob-

ability. The occurrence rate is essentially the fraction of times that the event was

actually observed to occur when a forecast probability of the event occurring be-

tween X - Y% was predicted. For example, for a probability bin of 10 - 20%, say
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there are 100 times that the forecast probabilities lie within this range with corre-

sponding observations. If in 25 out of these 100 forecast-observation pairs the event

was observed, the occurrence rate for this forecast bin would be 25%.

If the model is perfectly reliable, there will be a one-to-one correspondence

between the forecast probability and the observed occurrence rate of aurora occur-

ring in each forecast probability bin. The resulting reliability curve would form a

diagonal line from (0,0) to (1,1). For example, for a perfectly reliable forecast, a

probability bin centred on a forecast probability of p% will have an observed oc-

currence rate of p%. Reliability curves can be used to determine whether the fore-

cast probabilities in each probability bin are being under-forecast or over-forecast

by comparing the reliability curve to the diagonal, perfect reliability curve. If the

points on the reliability curve lie above the diagonal, the probability values in that

bin are being under-forecast i.e. the aurora occurs more frequently than the model

predicts. Similarly, if the points on the reliability curve lie below the diagonal, the

probability values in that bin are being over-forecast i.e. the aurora occurs less fre-

quently than the model predicts. Reliability diagrams can therefore be used as a

calibration curve to improve the forecast probabilities of the event occurring, pre-

dicted by the model by correcting the probabilities with which events are forecast.

ROC curves and reliability diagrams provide complementary information and are

often presented together in verification studies. Reliability analysis can only be ap-

plied to a series of model forecasts and observations to assess trends in whether the

model is under-forecasting or over-forecasting the probability of an event occurring.

It cannot be applied to a single forecast and observation pair.

Additional information can be added to a reliability diagram such as his-

tograms showing the distribution of the forecast probabilities, the average within-

sample climatology and the line of no skill. The average within-sample climatology

is calculated from the observational dataset and is the proportion of observations in

which the event is observed to occur out of the total available observation data. The

line of no skill is calculated as the halfway between the perfect reliability diago-

nal line and the within-sample climatology. Reliability diagrams with the inclusion
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of this additional information are known as attribute diagrams (Hsu and Murphy,

1986). An example attributes diagram is shown in Figure 5.2.

Figure 5.2: An example attributes diagram. The reliability curve is shown in solid purple.
The grey line shows the y = x line of perfect reliability. If the reliability curve
lies above/below the perfect reliability, the model is under-predicting/over-
predicting the probability of occurrence. The dashed vertical and horizontal
lines indicate the average within-sample observed climatology. The solid pink
diagonal line indicates the line of no skill. Points on the reliability line which
lie in the shaded region contribute positively to the Brier Skill Score. The his-
togram in the corner shows the distribution of the forecast probabilities.

5.1.3 Brier Skill Score

The Brier Score is the mean squared error between the forecast probability values

(yi) and the corresponding binary observations (oi), where an observation value of

oi = 1 represents an observation where the event occurred and an observation value

of oi = 0 represents an observation where the event did not occur. The squared

errors are then summed over n numbers of forecasts and divided by n to give the

mean square error as shown in Equation 5.7.



5.1. Auroral Forecast Verification; An Application of Auroral Boundary Data 133

Brier Score =
1
n

n

∑
i=1

(yi−oi)
2 (5.7)

By comparing the reliability curve with a reference forecast, a quantitative

measure known as the Brier Skill Score (Brier, 1950; Murphy, 1973) can be deter-

mined from the reliability analysis. The Brier skill score evaluates how well the

forecast probabilities from the model compare with those forecast by a reference

model. Points on the reliability curve which lie within the shaded region in Fig-

ure 5.2 delimited by the line of no skill and the vertical climatology line contribute

positively to the Brier Skill Score. The within-sample observed climatology (mean

occurrence of the event determined from observations) is a commonly used refer-

ence forecast and is used in the analysis presented in this thesis. To calculate the

Brier Score of the reference climatology, all forecast probabilities (yi) were set to

the within-sample climatology value. However, the reference model could also be

a previous generation of the same model, for example, to quantitatively assess im-

provements and upgrades made to the model which may be expected to improve the

probabilities forecast by a model.

The equation to calculate the Brier Skill Score is shown in Equation 5.8, where

the Brier Score in the numerator refers to the Brier Score of the forecast model and

Brier Scorere f refers to the Brier Score of the reference forecast model.

Brier Skill Score = 1− Brier Score
Brier Scorere f

(5.8)

Brier skill scores range from −∞ to +1 with positive scores indicating that the

forecast model being tested is more skilled than the reference model and negative

scores indicating the opposite. A Brier skill score of zero indicates that the model

provides no improvement on the reference model. If the observed climatology is

being used as the reference model, a Brier Skill Score of zero suggests that the

probabilities predicted by the forecast model provide no improvement on forecast-

ing the average, climatological probability of aurora occurring.

In summary, forecast verification assesses the performance of forecast models
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by comparing the model output against a suitable observational dataset. ROC and

reliability analysis are standard methods used in forecast verification by the weather

community (for example, Dube et al., 2017) and they are being adopted by the space

weather community. They have been used to evaluate flare forecasts from the Met

Office Space Weather Operations Centre in studies by Murray et al. (2017) and

Sharpe and Murray (2017), to evaluate the performance of a new radiation belt

forecast model (Forsyth et al., 2020b) and to assess a sudden storm commencement

probabilistic forecast model (Smith et al., 2020). ROC scores and Brier Skill Scores

provide quantitative summary values of the model performance.



Chapter 6

Evaluating OVATION-Prime 2013

Auroral Forecasts Against Observed

Auroral Boundaries

The aurora is a readily visible phenomenon of interest to many members of the pub-

lic and has become more accessible via auroral alert systems such as AuroraWatch

UK and Aurorasaurus (Case et al., 2017; MacDonald et al., 2015). The aurora

and associated phenomena can significantly impact communication networks and

ground-based infrastructure. Forecasting the location of the auroral oval is there-

fore a key component of space weather forecast operations. A version of the solar

wind driven OVATION-Prime 2013 (OP-2013) auroral precipitation model (Newell

et al., 2014) is currently used by the UK Met Office Space Weather Operations

Centre (MOSWOC). The operational implementation of the version of the OP-2013

model at the UK Met Office evaluated in this study delivers a 30-minute forecast of

the location of the auroral oval and the probability of observing the aurora, derived

from the predicted particle fluxes.

This chapter presents an evaluation of the performance of auroral forecasts

from the 30-minute forecast version of OP-2013 that was being used operationally

at the Met Office until December 2020. The model’s ability to predict the loca-

tion and probability of the aurora occurring is assessed by comparing the forecasts

with observed auroral boundaries determined by Longden et al. (2010) from global
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FUV images of the auroral oval obtained by the IMAGE satellite between 2000 and

2002, using weather forecast evaluation techniques as described in Chapter 5. The

analysis assesses the model performance in predicting the location of the auroral

oval using truth tables and the results are presented using Relative Operating Char-

acteristic (ROC) curves. The probabilities of aurora occurring output by the model

are also assessed using reliability curves. The performance of the MOSWOC im-

plementation of the OP-2013 model is evaluated by season, in magnetic local time

sector and under different levels of geomagnetic activity, defined by Kp level and

substorm phase.

A selection of the results presented in this chapter have been published in

Space Weather with the citation: Mooney, M. K., Marsh, M. S., Forsyth, C.,

Sharpe, M., Hughes, T., Bingham, S., Jackson, D. R., Rae, I. J. and Chisham, G

(2021) Evaluating auroral forecasts against satellite observations, Space Weather,

https://doi.org/10.1029/2020SW002688.

6.1 Introduction

Forecasting the location and intensity of the aurora is of interest to many stakeholder

industries such as the aviation, defense and energy sectors (Cannon et al., 2013).

The free electrons and excited molecules in the upper atmosphere are known to de-

grade long-range radio communications in high to ultra-high frequency (HF/UHF)

wavebands used by aircraft (Moore, 1951; Harang and Stroffregen, 1940; Jones

et al., 2017; Cannon et al., 2013). Radio wave scattering can cause radar backscat-

ter, resulting in radar clutter (Elkins, 1980; Jones et al., 2017), and can also result

in broadband noise in radio receivers (Benson and Desch, 1991; Jones et al., 2017).

Increased electron precipitation in the upper atmosphere can also cause increased

absorption of radio signals in the ionosphere (Greenberg and LaBelle, 2002; Jones

et al., 2017). Ionospheric currents associated with enhanced auroral activity can

induce currents in the ground which can damage ground-based infrastructure such

as electricity supply networks e.g. (Erinmez et al., 2002; Cannon et al., 2013; Free-

man et al., 2019; Smith et al., 2019). In addition, forecasting the occurrence of
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visible aurora is of importance for auroral tourism and is a key tool in promoting

public awareness and engagement with space weather, through projects such as Au-

rorasaurus (MacDonald et al., 2015) and AuroraWatch UK (Case et al., 2017).

The OVATION-Prime 2013 (OP-2013) auroral forecast model (Newell et al.,

2014) is an empirical model which predicts the location of the auroral oval based

on the upstream solar wind conditions. The model uses average particle precipita-

tion maps obtained from Defense Meteorological Space Program (DMSP) satellites

(Hardy et al., 1984, 1985) spanning 21 years between 1 January 1984 to 31 Decem-

ber 2005, UV auroral data from the Global Ultraviolet Imager onboard the TIMED

satellite and real time solar wind conditions measured at the L1 point to produce

maps of the predicted auroral flux. A full description of the OP-2013 model and

the Met Office operational implementation of the model at MOSWOC has been

provided in Chapter 4.

In this chapter, the 30-minute auroral forecast is referred to as the nowcast

version to distinguish it from an alternative 3-day Kp driven version of the OP-

2013 model developed at the Met Office. The Kp driven version of OP-2013 is not

assessed. In this study, hindcasts of the output from the 30-minute nowcast version

of OP-2013 used at the Met Office were produced using historical solar wind data

for the period between May 2000 to October 2002, not auroral forecasts that were

issued in near real time by the Met Office.

Figure 6.1 shows an example hindcast for the northern hemisphere from 25

September 2000 produced using the Met Office 30 minute nowcast version of the

OP-2013. The model output was produced using historical Advanced Composition

Explorer (ACE) solar wind data, provided by NOAA. The auroral oval is plotted

on geographic coordinates with the colour scale showing the forecast probability of

aurora occurring. The operational implementation of the model assumes a fixed 30

minute propagation time for the solar wind measured at the L1 point to arrive at

Earth, providing an auroral forecast for both the northern and southern hemispheres

30 minutes ahead of the current time.
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Figure 6.1: An example output forecast from the Met Office operational implementation of
the OP-2013 nowcast model showing the northern hemisphere auroral forecast
30 minutes ahead for 23:00 on the 25 September 2000, in geographic coordi-
nates. The central meridian is centred on 2300 local time. The colour scale
shows the probability of aurora occurring with green/red showing lower/higher
probabilities. The day/night terminator is indicated on the map as the line sep-
arating the dark and light faces of Earth and the estimated total hemispheric
auroral power is shown in the top right hand corner.

6.1.1 Observational Auroral Boundary Data

In this study, the poleward and equatorward auroral luminosity boundaries deter-

mined from the IMAGE WIC data by Longden et al. (2010) are used as a ground

truth observational data set to compare with the auroral hindcast probability maps.

A full description of the auroral boundary identification was presented in Chapter

4. The auroral boundaries from the WIC dataset are used as the WIC instrument

is sensitive over the largest wavelength range of auroral emission and thus is most
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comparable to the auroral emission predicted by the model, compared to the SI12

and SI13 datasets. Generally, the precipitating electrons contribute a higher pro-

portion of the number flux, energy flux and hemispheric power of the aurora than

the precipitating ions, particularly for higher levels of geomagnetic activity (Hubert

et al., 2002; Newell et al., 2009). In addition, the WIC instrument also had a higher

resolution than the SI12 and SI13 imagers. The auroral boundary data available

for the northern auroral oval spanned 30 months from May 2000 to October 2002

(Chisham, 2017).

Figure 6.2: The OP-2013 forecast (colour shading) for the same date and time as in Figure
6.1 but plotted in AACGM magnetic coordinates (magnetic latitude by mag-
netic local time). The black lines show the equatorial and poleward boundaries
of the aurora from Longden et al. (2010) for the forecast date and time. The
central meridian is centred on 0000 local time and so the contours are effec-
tively rotated by 1 MLT sector, compared to Figure 6.1.
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Figure 6.2 shows a comparison of the probability nowcast maps from the Met

Office operational version of OP-2013 with the poleward and equatorward auro-

ral boundaries determined by Longden et al. (2010) in magnetic local time (MLT)

and magnetic latitude coordinates. The colours show the 30 minute hindcast of the

probability of aurora occurring as output from OP-2013. Grey regions indicate a

forecast probability of aurora occurring of less than 1%. The black lines show the

corresponding observed boundaries. In this example, there is a lack of observed

auroral boundaries in some dayside local time sectors. While the method of Long-

den et al. (2010) aims to identify the poleward and equatorward auroral luminosity

boundaries in each local time sector, the number of successful boundary identifica-

tions in dayside sectors is lower than on the nightside. The dayside aurora tends to

be dimmer and thinner (Holzworth and Meng, 1975; Carbary, 2005) and is more

contaminated with dayglow making it more difficult to identify the dayside auroral

boundaries. In this study, the model is only evaluated where there are corresponding

observational auroral boundaries.

6.2 Forecast Verification

For this analysis, the OP-2013 auroral hindcasts were produced spanning the period

of May 2000 - October 2002, coinciding with the available observational auroral

boundary data from Longden et al. (2010), using historical solar wind data measured

by the ACE satellite, provided by the National Oceanic Atmospheric Administration

(NOAA). In particular, and in contrast to Machol et al. (2012), Newell et al. (2010a)

and Lane et al. (2015), this study examines the output auroral probabilities from

the operational auroral hindcasts, rather than the physical quantities (the predicted

auroral power, energy or auroral flux) provided by the underlying OP-2013 model.

In the 30-minute nowcast version of the model, each hindcast requires four hours

of input solar wind data, thus in order to ensure that the hindcasts were independent

of one another, the hindcast dataset was down-sampled to a four hour resolution.

To match the model hindcast and the observational ground truth auroral boundaries,

the auroral boundaries that are closest in time and within±2.5 minutes of the 4 hour
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separated forecast time were used. This resulted in 3360 corresponding hindcast and

observation pairs. The model performance in predicting the location of the auroral

oval is assessed using truth tables and the results are presented in ROC curves. The

hindcast probabilities of aurora occurring output by the model are also assessed

using reliability curves. A detailed description of truth tables, ROC and reliability

analysis is presented in Chapter 5.

Truth tables evaluate how well the OP-2013 model discriminates between auro-

ral and non-auroral regions, compared to the Longden et al. (2010) auroral bound-

aries and thus evaluates how well the model performs as a deterministic forecast

for predicting the location of the auroral oval. Since OP-2013 provides a contin-

uous probability output between 0 - 100%, rather than a binary output, the truth

table analysis is performed by setting a threshold probability value, above which

the deterministic forecast is that aurora will occur. The threshold probability levels

are increased between 0 - 100% in 10% increments. For each forecast probability

threshold, in each grid point with available hindcast and observation data where the

hindcast probability is greater than the probability threshold, the hindcast and obser-

vational data are compared to determine the input value to the truth table from each

individual grid point. This test is repeated for each probability threshold to build up

truth tables for different forecast probability levels. From the truth tables for each

level, the hit rate and false alarm rate can be calculated. These hit rates and false

alarm rates are combined and presented on ROC curves (Swets et al., 1955; Swets,

1988; Mason, 1982). The model performance is summarised by a ROC score which

is calculated from the area under the ROC curve.

Secondly, the validity of the forecast probabilities against the observed oc-

currence of the aurora is assessed using reliability (or attribute) diagrams (Wilks,

2006; Jolliffe and Stephenson, 2012). The forecast model would be completely

reliable if, over all the occasions during the assessment period when the forecast

probability was p, the aurora was observed p% of the time. However, if the fore-

cast probabilities and observed frequencies of occurrence do not have a one-to-one

correspondence, the reliability diagram provides information on whether the model
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is under-forecasting or over-forecasting the probabilities. This information can be

used to re-calibrate the forecast probabilities by rescaling the probability of aurora

occurring against the observed occurrence of aurora.

The spherical geometry of the auroral forecasts means that the area of each

grid cell is not uniform. This can influence how well the forecast is judged to

perform. For example, near the pole, where aurora are not generally expected to

occur, there is a greater concentration of grid cells than at 60°, where there is a

greater likelihood of auroral activity. To account for this, the inputs into our ROC

and reliability analysis were weighted by the cosine of the latitude of each grid cell

(e.g. Young, 2010).

6.3 Model Evaluation Results

6.3.1 Overall Model Performance

Figure 6.3 shows the ROC curve from the comparison of all hindcast and observa-

tional pairs between May 2000 and October 2002 in all local time sectors. The ROC

curve shows that at each 10% probability increment the model hit rate is higher than

the false alarm rate. The probability bin centred on 10% has the largest difference

between the hit rate and the false alarm rate, also referred to as the Peirce Score

(Peirce, 1884). This shows that a probability of between 5 - 15% is the threshold

at which the OP-2013 model performs the best at discriminating between regions

of aurora and no aurora, compared to the observed auroral boundaries. Over the

2.5 year verification period, the model has a ROC score of 0.83, showing that the

model performs well at predicting the location of the auroral oval. The overall ROC

score compares well with that of other space weather forecast models. For example,

Murray et al. (2017) evaluated M-class solar flare forecasts issued by the Met Office

and found ROC scores of 0.71 - 0.82.

The uncertainty in the ROC score was evaluated using a bootstrap sampling

method by randomly selecting 1000 forecast and observation pairs to calculate 1000

ROC scores. Although a range of ROC scores were determined (0.72 - 0.91), the

95% confidence level was 0.825±0.05, in line with the overall result.
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Figure 6.3: The result of the ROC analysis from the 2.5 years of model and observation
comparisons. Each point on the ROC curve corresponds to the hit rate vs false
alarm rate in each 10% threshold bin. The high ROC score of 0.82, defined by
the fractional area under the ROC curve, shows that the model performs well
as a deterministic forecast at predicting the location of the auroral oval.

Figure 6.4 shows the reliability diagram for the full ∼ 2.5 year verification pe-

riod, plotting the occurrence rate of auroral observations for given forecast probabil-

ity ranges. Figure 6.4 shows that the model largely under-predicted the occurrence

of aurora, with the occurrence frequencies greater than the forecast probabilities

for probabilities up to 80%. The lowest non-zero probabilities of 10% and 20%

are under-predicted by a factor of ∼ 6 while the 80% probabilities are only under-

predicted by a few percent. The 90% and 100% probability bins slightly over-

predicted the probability of aurora occurring with the highest probability value of

100% over-predicting the occurrence by ∼ 20%, a factor of 1.25.

The dotted horizontal and vertical lines indicate the observed climatological

frequency of occurrence of aurora is 0.30, calculated as the fraction of positive

auroral observations that the aurora did occur out of the total number of auroral

observations. The histogram in Figure 6.4 shows the number of data points in each
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Figure 6.4: The result of the reliability analysis on the forecast probabilities of aurora oc-
curring from the 2.5 years of model and observation comparisons, plotting the
observed frequency of aurora against the forecast probability of aurora occur-
ring. The histogram shows the distribution of the forecast probabilities over
the 2.5 year period. The grey diagonal line indicates the perfect reliability line
of 1:1 correspondence between the forecast probabilities and the observed au-
rora. Regions where the pink reliability line lies above/below the grey diagonal
line indicate that the model is underforecasting/overforecasting the occurrence
of aurora. The vertical and horizontal dashed lines show the observed clima-
tology. The solid pink diagonal line of no skill delineating the shaded region,
lies mid-way between the diagonal line of perfect reliability and the horizontal
climatology line. Data points within the shaded region contribute positively to
the Brier skill score.

forecast probability bin. The histogram shows that the probabilities forecast by

the OP-2013 model are distributed across all probability bins and are not clustered

around the climatology value. The lowest forecast probability bin contains all fore-

casts issued with a probability of 5% and lower and has the largest number of data

points. This bin is dominated by the grid points where the main auroral oval is

rarely or never predicted to occur, for example at low and high magnetic latitudes.

The large number of forecasts with a low probability of aurora occurring in this bin

correspond to a large number of observations where the aurora was not observed
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to occur which reduces the overall observed climatology (mean occurrence). The

solid pink diagonal line of no skill lies mid-way between the diagonal line of perfect

reliability and the horizontal climatology line. Points on the reliability curve which

lie above/below the line of no skill, contribute positively/negatively to the Brier skill

score. Pink shading indicates the region where the forecast is skilful compared with

the in-sample climatology. The majority of points on the reliability line lie in the

shaded skill region except for probabilities of 10% and 20% which appear to be ex-

tremely under-predicted by the model. The Brier skill score of -0.03 indicates that

overall, the model is not more skilful at predicting the probability that the aurora

will occur than simply always forecasting the within-sample climatology of 0.30.

While the Brier skill score indicates that the model provides no additional fore-

cast skill compared to using a simple climatological forecast, the attributes diagram

shows that the majority of forecast probabilities are skillful. The discrepancy in the

conclusions drawn from these two analyses metrics highlights the increased under-

standing of the model performance that can be gained from using the full attributes

diagram rather than only using the value of the Brier skill score.

6.3.2 Model Performance with Season

The seasonal variation in the precipitating particle number and energy flux density

was examined by Newell et al. (2010b), as previously discussed in Chapter 3, and

implemented in the OP-2013 model by calculating the predicted auroral flux as

a function of season. Here, the seasonal variability in the model performance is

evaluated. For the seasonal analysis, data and forecasts from 5 February 2001 into

4 February 2002 are used as this is the only complete year of WIC observational data

including all seasons. The seasons were defined similarly to those used by Newell

et al. (2010b) as being 90 days centred on the equinoxes and solstices. The start and

end dates of each season were then adjusted slightly to include the six uncategorised

days that fall between the seasons by this definition. The seasonal dates used in the

analysis are as follows: spring is between 5 February to 6 May; summer is between

7 May to 8 August; autumn is between 9 August and 6 November; winter is between

7 November and 4 February.
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Figure 6.5 shows the ROC curves for each season in 2001 - 2002. There is

some seasonal variation in the ROC scores, with ROC scores ranging from 0.79 -

0.86; however, these scores are within the bootstrapping range and indicate that the

model performs well in identifying the auroral oval in all seasons. The results of the

ROC scores for each full season between May 2000 - October 2002 are summarised

in Table 6.1. On average, the spring and winter ROC scores are consistently highest,

with spring and winter seasons having mean ROC scores of 0.86, while the summer

ROC scores were the lowest, with a mean of 0.77 across the three summer periods.

Figure 6.5: (a) The results of the ROC analysis for each season in 2001. The high ROC
scores for each season demonstrate that the OP-2013 model performs well all
year round.

The seasonal variation in the ROC score may be indicative of the model per-

formance but it may also be due to the seasonal variations in the identification of

the auroral boundaries. Figure 6.6 shows the number of successful auroral bound-

ary identifications in all local time sectors, in each season. The exact values for

each season are also shown in Table 6.1. The winter seasons consistently contain

the highest number of successful boundary identifications, with winter 2000 and

2001 containing approximately 3 times the number of successful boundary identi-
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fications in summer 2000 and 2001. During the summer months, the increased UV

contamination from reflected sunlight reduces the number of successfully identified

auroral boundaries in the WIC data. The ROC scores and the number of successful

boundary identifications in summer and autumn 2002 are reduced compared to the

same season in previous years. In summer 2002, the IMAGE satellite suffered dam-

age to the boom which affected the satellite pointing and resulting in an increased

uncertainty in spacecraft pointing (Frey, 2010) and thus increased uncertainty in the

location of the auroral boundaries.

Figure 6.6: A histogram showing the total number of successful auroral boundary identifi-
cations in all local time sectors, in each season determined by Longden et al.
(2010).

Newell et al. (2010b) identified seasonal variability in the number and energy

density of the precipitating particles which would impact the performance of the

conversion of the auroral flux to probability. Figure 6.7 shows the reliability dia-

gram for each of the seasons in 2001. The seasonal reliability is consistent with

the overall reliability shown in Figure 6.4. In all seasons, the occurrence frequency

increases rapidly with probability, thus there is an under-prediction of the auro-

ral occurrence. For autumn and spring forecasts, the observed auroral occurrence
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Table 6.1: ROC scores and number of auroral boundary identifications for all seasons be-
tween summer 2000 - autumn 2002.

Season Year ROC Score
Number of

Auroral Boundary
Observations

Summer 2000 0.78 155911
Summer 2001 0.79 151498
Summer 2002 0.74 86641
Autumn 2000 0.84 284914
Autumn 2001 0.81 181704
Autumn 2002 0.80 111276
Winter 2000 0.85 499954
Winter 2001 0.84 412769
Spring 2001 0.86 225738
Spring 2002 0.84 197712

Figure 6.7: The results of the reliability analysis for each season in 2001. The reliability
results for spring, summer, autumn and winter are shown by dotted pink, dot-
dash green, dashed orange and solid blue lines, respectively. The histogram
shows the proportion of data in each season, for each probability bin. The
histogram results for spring, summer, autumn and winter are shown in pink,
green, orange and blue, respectively.
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plateaus at ∼ 0.8 and ∼ 0.9 respectively for mid range forecast probabilities be-

tween ∼ 20− 70%, whereas the occurrence rate in summer and winter increases

steadily with probability above a forecast probability of 20%. Only the autumn

forecasts are over-predicted at the higher probability values of 80-100%, indicating

that the over-prediction at these probability levels observed in the overall results

in Section 6.3.1 are dominated by the over-prediction during the autumn period.

There was no significant difference in the solar or geomagnetic activity between the

seasons in 2001 however, there were a number of large geomagnetic storms and at

least one Earth-directed halo CME (Jing et al., 2004) in late October 2001 which

may have resulted in the over-prediction of high forecast probabilities of aurora

occurring in Autumn 2001.

6.3.3 Magnetic Local Time Dependence

The shape of the auroral oval varies with local time sector. Typically, the day-

side auroral oval tends to be thinner and dimmer (e.g. Holzworth and Meng, 1975;

Carbary, 2005) while the nightside aurora generally extends over a wider magnetic

latitude range and is more variable with enhanced auroral precipitation linked to

magnetospheric activity such as substorms. Here, the model performance is eval-

uated in the noon, dawn, dusk and midnight regions. Each region is defined as

three hours of MLT centred on MLT sectors 00, 12, 06 and 18. Three hour local

time segments were chosen to ensure there were a sufficient number of forecast and

observational pairs to produce the ROC curves while also not covering too large a

range of local times that may average out the MLT dependence in the model perfor-

mance. A single local time sector, particularly MLT 12, may not have had sufficient

data coverage to produce a full ROC curve whereas using five or six hours of MLT

centred on MLT sectors 00, 12, 06 and 18 might have averaged out the results. The

ROC curves of each 3-hour MLT sector are shown in Figure 6.8 and show that the

model performs well in the dawn, dusk and midnight sectors, with ROC scores of

between 0.78-0.86. However, the ROC score from the noon region is considerably

lower, at 0.59 showing that the forecast model does not perform as well in this re-

gion. Using a probability threshold of 10% to indicate the presence of aurora only
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gives a hit rate of ∼0.2, much lower than the hit rates of 0.6-0.85 observed in the

other local time sectors. The results in the truth table for the noon analysis are dom-

inated by false negative (or missed) forecasts and true negative forecasts (or correct

rejections) where the aurora is not forecast by the model. The lack of forecast au-

rora in this region may be because of a data gap in the underlying DMSP particle

precipitation data, due to the dawn-dusk orbit of the spacecraft. The midnight data

gap was interpolated over in the upgrades between OP-2010 and OP-2013 (Newell

et al., 2010b) to improve the coverage of the forecast aurora in the near-midnight lo-

cal time sectors, however there are no details on whether the corresponding dayside

data gap around the noon local time sector was interpolated.

Figure 6.8: A ROC analysis for 4 MLT regions of the auroral oval. The MLT sectors for
midnight (23 - 01), dawn (05 - 07), dusk (17 - 19) and noon (11-13) and are
shown by dotted navy, solid orange, dot-dashed pink and dashed light blue
respectively.

Figure 6.9 shows a map of the ROC score calculated for each grid cell using all

forecast-observation pairs. The grey dashed lines in Figure 6.9 show the average lo-

cation of all the observed poleward and equatorward auroral boundaries determined

by Longden et al. (2010), between May 2000 - October 2002. In the nightside local

time sectors, there is a band of grid cells between∼ 55−68◦ which have high ROC

scores between 0.51 - 0.8. This band of reasonably high ROC scores extends into
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most dayside sectors, except around noon, and extends poleward to about 70◦ and

reflects the average location of the observed auroral oval. In the dayside sectors,

there is an additional band of high ROC scores, generally between 0.6 - 0.8 at high

latitudes between 75 - 80◦. In the nightside sectors between ∼ 67 - 75◦, there is

a band of ROC scores which are less than 0.5, suggesting that in this region, the

model forecasts often predict the opposite to what is observed, corresponding to a

high number of missed forecasts or false alarms in the truth table. In the very low

and very high latitudes regions, less than 55◦ on the nightside, below ∼ 60 - 65◦ on

the dayside and above ∼ 75 - 80◦, the ROC scores tend towards 0.5 as the aurora is

rarely predicted or observed to occur at these latitudes. The high ROC scores at the

lowest latitudes between ∼ 55− 65◦ in the nightside to post-dawn (e.g. MLT 18 -

09) local time sectors, indicate that the model performs well at predicting the loca-

tion of the auroral oval near the equatorward edge in these regions. The low ROC

scores of < 0.5 in the high latitudes regions between ∼ 65− 75◦ in the nightside

local time sectors, between MLT 18 - 06 indicates that the model does not perform

well at predicting the location of the poleward auroral boundary and instead often

results in false alarm or missed forecasts in this region.

Figure 6.10 shows the reliability diagrams for each three hour MLT region.

The reliability curves for the dawn, dusk and midnight sectors are similar to those

of the 2.5 year verification shown in Figure 6.4 with forecast probabilities below

70 - 80% being largely under-predicted and greater than 80% being over-predicted.

The reliability curve for the noon MLT sectors is quite different to the other MLT

sectors, showing that the model tends to under-predict when forecasting aurora with

probabilities less than 30% and over-predict when forecasting aurora with probabil-

ities between 30% and 60%; whereas, aurora was not forecast with probabilities

>70%.

6.3.4 Model Performance during Substorms

The nightside auroral oval is typically more dynamic than the dayside, particularly

on timescales of∼ 30 minutes. The nightside auroral dynamics are primarily driven

by internal processes, such as substorms which cause a rapid expansion and bright-
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Figure 6.9: A map of the ROC score in each grid cell in the MLT x Mlat grid. Blue/red
regions indicate grid cells which have a ROC score above/below 0.5. White
regions indicate a ROC score of 0.5. The grey dashed lines show the aver-
age latitude of all the observed poleward and equatorward auroral boundaries
determined by Longden et al. (2010), between May 2000 - October 2002.

Figure 6.10: The results of the reliability analysis for 4 MLT regions of the auroral oval,
each spanning 3 hours of MLT. The MLT sectors for midnight (23 - 01), dawn
(05 - 07), dusk (17 - 19) and noon (11-13) are shown by dotted navy, solid
orange, dot-dashed pink and dashed light blue, respectively. The same colours
are used in the corresponding histograms.
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ening of the auroral oval. The assumed linear relationship between the upstream so-

lar wind conditions and the predicted auroral flux cannot forecast substorm activity

and the 30-minute resolution of the operational forecasts cannot explicitly capture

substorm dynamics. In this section, the impact of substorms on the performance of

the model is tested.

The forecast and observation pairs were divided by substorm phase using the

SOPHIE substorm phase list (Forsyth et al., 2015) which determines start and end

times of substorm expansion and recovery phases and identifies possible growth

phases from the SML index determined from SuperMAG ground magnetometer

data between 1996 - 2014. Only model and observation pairs from isolated sub-

storms and not enhanced convection events, as identified in the SOPHIE list, have

been used in this analysis. Isolated substorms have a distinct growth, expansion and

recovery phase. Growth phase forecast and observation pairs were selected if they

occurred within 10 minutes before the beginning of the expansion phase. Expansion

phases pairs were selected at 10 minutes before the beginning of the recovery phase

and recovery phase pairs were selected at 10 minutes before the end of the recov-

ery phase, when the system either returned to another growth or expansion phase.

The forecast and observation pairs were selected 10 minutes before the end of each

phase to give the auroral oval time to react to the substorm phase and capture the

maximum dynamics in each phase.

Figure 6.11 shows the results for the ROC analysis for each of the three sub-

storm phases. The results show that during the growth phase, the model performs

well at predicting the location of the auroral oval, with a high ROC score of 0.84.

During the expansion and recovery phases, the ROC scores decrease to 0.60 and

0.68, respectively, indicating a significant decrease in the model performance. Dur-

ing the substorm growth phase, dayside reconnection at the magnetopause domi-

nates over nightside reconnection resulting in the accumulation of open flux. Per-

haps the OP-2013 model performs well during this phase because it is driven in

real time by the upstream solar wind conditions and so it performs well during the

growth phase when the magnetosphere is predominantly being externally driven by
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the solar wind, whereas the expansion and recovery phases are dominated by inter-

nal driving.

Figure 6.11: A ROC analysis for the model during substorm phases. The ROC curves for
the substorm growth, expansion and recovery phases are shown by the dot-
dashed blue, the solid orange and the dotted green, respectively.

Figure 6.12: A reliability diagram for the model during substorm phases. The ROC curves
for the substorm growth, expansion and recovery phases are shown by the
dot-dashed blue, the solid orange and the dotted green, respectively.
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The reliability diagram in Figure 6.12 shows a similar performance to the over-

all reliability analysis in Section 6.3.1, with forecast probabilities of less than 80%

being under-predicted and forecast probabilities of 90% and above slightly over-

predicted. Interestingly, the reliability curve from the substorm expansion phase

lies slightly closer to the perfect reliability line from probabilities of 80% or less,

compared to the reliability curves for the growth and recovery phases. The slightly

improved reliability curve could suggest the linear relationship converting auroral

brightness to probability in the operational version of the OP-2013 model performs

better during the expansion phase when the nightside aurora may be brighter.

6.3.5 Model Performance with Kp

In the following section, the model performance under different levels of geomag-

netic activity is evaluated. The level of geomagnetic activity is defined by Kp level.

In a space weather context, Kp levels of 5 and above are generally considered to be

geomagnetically active periods and so it is important to evaluate the performance

of the OP-2013 model during these levels of geomagnetic activity which can have

a real impact on daily services at Earth. The OP-2010 model was known to break

down at higher levels of geomagnetic activity of Kp ≥ 5 (Newell et al., 2014). This

led to the inclusion of additional GUVI data at higher Kp levels (Kp 5 - 8) as part

of the upgrade to the OP-2013 generation.

All corresponding forecast and observation pairs between May 2000 and Oc-

tober 2002 were divided into subsets based on the level of Kp measured at the time.

The results of the ROC analysis, including all the ROC scores for each Kp level,

are shown in Figure 6.13. The ROC scores generally decrease for increasing levels

of Kp, with Kp = 1 having a ROC score of 0.83 and Kp = 8 having a ROC score

of 0.55. The ROC scores for Kp = 1 - 6 are within 0.05 of each other, implying

that the model performs relatively well at discriminating between auroral and non-

auroral regions at these levels of activity. However, at the highest activity levels of

Kp = 7 and Kp = 8, the ROC score drops to 0.7 and 0.55 respectively. While these

ROC scores indicate that the forecast has some skill in identifying where the aurora

will be, these forecasts are less skillful than at lower activity levels. The results
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Figure 6.13: A ROC analysis for the model during different levels of geomagnetic activity
spanning Kp = 1 - 8.

for Kp = 8 show that the hit rates are lower and the false alarm rates are higher

compared to the results for lower Kp levels, indicating that the model is predict-

ing that aurora will occur but not always in the correct locations, compared to the

observed auroral boundaries. It is not uncommon for models which perform well

within a nominal range of average conditions to perform less well during extreme

events. Despite the improvements made to the OP-2013 model using GUVI data

during higher levels of Kp, these observations are likely limited due to the rarity of

periods of extremely high Kp. It would be informative to repeat this analysis with

the predecessor OP-2010 model to quantify the improvement made by including the

GUVI data at high levels of Kp.

Figure 6.14 and 6.15 show the reliability diagrams for Kp levels of 1-8. The

reliability curves for Kp levels 1-5 plateau at an observed frequency of ∼0.8 - 0.9

for forecast probabilities of 30% and above. The reliability curves for Kp levels 6-7

plateau at a lower observed frequency of aurora of∼ 0.7 - 0.8 for forecast probabil-

ities of 10% and above. Kp = 8 shows the reliability curve dropping with increasing

probability such that the observed occurrence of high probabilities is much lower

than the forecast probability indicating a more concerning over-prediction. From
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Figure 6.14: A reliability diagram for the model during different levels of geomagnetic
activity spanning Kp = 1 - 4.

Figure 6.15: A reliability diagram for the model during different levels of geomagnetic
activity spanning Kp = 5 - 8.
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the histogram, note that Kp levels between 1-3 are the most common, with the

highest number of points in these categories representing low geomagnetic activity.

Kp levels of 7 and 8 are statistically much more rare events and have the lowest

number of data points in the ROC and reliability analysis. There are 18 forecast and

observation pairs for Kp = 7 and only 5 forecast and observation pairs for Kp = 8,

compared to Kp = 2 which has 640, the highest number of forecast and observation

pairs for any Kp level. The inclusion of more data in the analysis for this level of

high geomagnetic activity would help to confirm this evaluation of the OP-2013

model during these high Kp levels.

6.4 Discussion

This study has evaluated the performance of the version of OP-2013 that was used

operationally by the Met Office in daily space weather forecasts by comparing the

forecast outputs with the FUV auroral boundaries identified from the IMAGE WIC

observations by Longden et al. (2010). Forecast evaluation techniques which are

routinely used in weather forecast verification have been used to assess both the

deterministic and probabilistic nature of the auroral forecast model. Overall, as a

deterministic model, the OP-2013 model performed well at predicting the location

of the auroral oval, with ROC scores of between 0.6 - 0.8 in most local time sectors,

although the forecast skill was lower around noon sectors (ROC score of 0.59). The

overall ROC scores are similar to the ROC scores of M-class solar flare predictions

issued by the Met Office (ROC scores = 0.71 - 0.82) (Murray et al., 2017). In the

high latitude region of the nightside auroral oval, between 65 - 75◦, the ROC scores

were generally below 0.5, indicating that in these regions there are a high number

of missed forecasts or false alarms. The OP-2013 model predicts the location of the

auroral oval reasonably well under most geomagnetic conditions of Kp ≤ 7 (ROC

scores ≥ 0.7) and during all substorm phases (ROC scores ≥ 0.6).

As a probabilistic model, the forecast probabilities tended to under-predict the

occurrence of the aurora, with the observation frequency of the aurora typically

being ∼0.8 for forecast probabilities exceeding 20%. This means that 80% of the
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time the model output a forecast probability of aurora occurring greater than 20%,

the aurora occurred in the observational data. For a perfectly reliable forecast, the

forecast probability and the observed occurrence would have a 1:1 correspondence,

for example, 20% of the time that the aurora is predicted to occur with a probability

of 20%, the aurora should occur in the observational data.

6.4.1 Deterministic Auroral Forecasts

The results of the ROC analysis shows that the model performs well at discriminat-

ing between regions of aurora and no aurora. In the seasonal analysis, the summer

ROC scores were consistently the lowest while the ROC scores during spring and

winter were generally the highest. While there is some seasonal variability in ROC

scores, all ROC scores are greater than 0.74, indicating that the model performs

well year-round. This suggests that seasonal statistical variations in the location of

the aurora are well captured by the model. The impact of seasonal dependence in

the model could be evaluated by reproducing the auroral hindcasts with the seasonal

dependence in the model turned off and repeating the ROC analysis. The difference

in the ROC scores for hindcasts produced with and without the model seasonal de-

pendence would quantify the value added by the seasonal dependence in the model

and in which seasons the auroral forecasts are improved the most by including the

seasonal dependence.

In the evaluation of the auroral hindcasts by local time sector, the model had

a lower ROC score in the dayside local time sectors centred on the noon MLT (11-

13 MLT). The noon MLT sectors had a ROC score of 0.59 compared to the dusk

(17-19 MLT), dawn (05-07 MLT) and midnight (23-01 MLT) sectors which had

ROC scores between 0.78 - 0.86. The higher ROC scores in the nightside local

time sectors indicate that the model performs better at predicting the location of the

aurora in these regions.

The further break down of the model performance by ROC score in each grid

cell showed that the model performed well at predicting the average location of the

auroral oval in most local time sectors with ROC scores generally between 0.6 -

0.8, except the noon MLT sectors where the ROC score tended towards 0.5. In the
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high latitude nightside local time sectors, the ROC scores decreased to less than 0.5,

indicating that these grid cells are dominated by missed forecasts or false alarms.

The lower ROC scores near the nightside poleward auroral boundary could be due

to an offset in the location of poleward edge of the auroral boundary identified from

global FUV image data compared to particle precipitation measurements, such as

those from DMSP (Kauristie et al., 1999), or due to substorm activity. In the evalu-

ation of the model performance during substorms, the model performed well during

the growth phase with a high ROC score of 0.84 however the ROC scores dropped

significantly to 0.60 and 0.68 during the expansion and recovery phases, respec-

tively. The location of the auroral oval, particularly at the poleward edge, is much

more variable during the expansion and recovery phases in response to the rapid clo-

sure of flux. The solar wind driven OP-2013 model is unable to forecast substorm

activity and the 30 minute resolution of the operational forecasts cannot capture

substorm dynamics, which may result in a higher number of missed forecasts or

false alarms in the poleward edge of the auroral emission. Further investigations

into the detailed dynamics and timescale over which the poleward auroral bound-

ary contracts in response to substorm onset and the motion of the boundary during

the recovery phase could lead to improvements in the performance of OP-2013 and

other auroral forecast models.

The model performed well in predicting the location of the equatorward bound-

ary with ROC scores above 0.5, suggesting that the linear relationship between the

upstream solar wind conditions and the predicted auroral flux and the 30-minute

resolution of the operational forecasts capture the location and dynamics of the

equatorward edge reasonably well. This raises interesting questions regarding what

controls the dynamics of the equatorward edge of the auroral boundary and the re-

sponse timescales of the equatorward boundary to driving processes that are either

external or internal to the magnetosphere.

In the evaluation of OP-2013 under different geomagnetic conditions, the ge-

omagnetic index, Kp, was used to define the level of geomagnetic activity. In a

space weather context, Kp levels of 5 and above are generally considered to be ge-
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omagnetically active periods, with Kp = 7 and Kp = 8 classed as strong to severe

geomagnetic storms which reflect the possible impact on daily services at Earth.

The results showed that the ROC scores decreased with increasing Kp levels from

0.83 to 0.55 for Kp = 1 and Kp = 8, respectively. All ROC scores for Kp 1 - 7 are

greater than 0.70. For higher Kp levels, the hit rates are lower while the false alarm

rates are higher, indicating that the model is predicting that the aurora will occur but

not in the correct locations, compared to the observed UV auroral boundaries. The

results show that the model generally performs reasonably well at forecasting the lo-

cation of the auroral oval during most levels of geomagnetic activity. However, the

model performance is significantly lower during severe geomagnetic storm periods

which have the potential to have a significant impact on global, daily services. The

inclusion of GUVI data in the upgrade to the OP-2013 model was hoped to improve

the performance of the model for higher levels of geomagnetic disturbance, for Kp

levels between 5 - 8 (Newell et al., 2014). The relatively high ROC scores above

0.70 for geomagnetic activity up to Kp = 7 may indicate that the additional GUVI

data may be having a positive effect on the performance of OP-2013 at disturbance

levels between Kp 5 - 7, however a similar study evaluating the performance of

OP-2010 during periods of Kp 5 - 7 would be required to confirm this.

The higher Kp levels occur less frequently as shown by the histogram of Figure

6.15 and so there are fewer forecast and observation pairs at higher Kp levels and

thus the model is less well constrained. This could suggest that the linear scaling

of auroral flux with solar wind driving used by Newell et al. (2007) to construct the

OP-2010 and OP-2013 models breaks down during more extreme and statistically

more rare events of Kp ≥ 7.

6.4.2 Evaluating the Forecast Auroral Probabilities

The reliability diagrams show that the forecast probabilities of aurora occurring

tend to be under-predicted, that is that the aurora occurs more frequently than the

model predicts, particularly for lower probability values of less than 80%. At the

highest forecast probability values, greater than 80%, the model tends towards a

slight over-prediction of the probability of aurora occurring. This is observed in
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most cases from the seasonal, MLT sector and geomagnetic activity analysis.

The observed frequency of aurora does not increase linearly with the forecast

probabilities but instead is relatively constant between 0.7 - 0.9 for all the forecast-

observation pairs for forecast probabilities of 20% and above. This means that the

lower forecast probabilities of 20% are under-predicted by a factor of ∼6. As the

forecast probability of aurora occurring tends towards the observed frequency of

aurora, the difference between the forecast probability and the observed frequency

decreases and so the factor of how much the aurora is under or over-predicted also

decreases.

The results of the reliability analysis show that the conversion from auroral

flux to probability of aurora occurring is not particularly robust, however, this con-

version is a non-trivial task. As previously mentioned in Chapter 4, the conversion

of auroral flux to probability was tuned by SWPC to reduce the number of false

alarm forecasts for the benefit of members of the public using the auroral fore-

casts to try to observe the aurora (Rodney Viereck, private communications). It is

therefore unsurprising that the forecasts generally under-predict the occurrence of

aurora. Using the results of the reliability analysis, a correction to re-calibrate the

probabilities forecast by the model could be developed to improve the reliability

of OP-2013 auroral forecasts against the observed FUV auroral boundaries. The

probabilities forecast by the OP-2013 model vary with season, MLT sector and ge-

omagnetic activity (Kp level) which would need to be accounted for if a correction

were to be developed. However, the results of the reliability analysis showed that for

forecast probabilities above 20 - 30%, the observed occurrence of aurora is approxi-

mately constant at around 0.7-0.9, which would make it difficult to linearly re-scale

the forecast probabilities. All forecast probabilities of ∼ 20% or above would be

re-scaled to an ∼ 80% probability of aurora occurring, effectively producing a de-

terministic forecast.

The relatively constant observed frequency of aurora between 0.7 - 0.9 reflects

the fact that the occurrence of the aurora is binary. Once a certain flux threshold

of precipitating particles is exceeded (i.e. some threshold at which the aurora is
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detectable either by eye or from global FUV images), the aurora is observed. Below

this threshold, the aurora is not detectable and thus is classed as not occurring. For

the aurora to be visible to the naked eye, the auroral brightness must exceed∼ 1 kR

(Kivelson and Russell, 1995) which corresponds to a precipitating electron energy

flux of ∼ 1 erg cm-2 s-1 (Germany et al., 1990; Sotirelis et al., 2013). If the flux

of precipitating particles increases, the observed aurora may be brighter but it is

not more likely to occur. The OP-2013 model is an empirical statistical model that

provides a single value of predicted flux with no estimation of the uncertainty in

the flux. Without a range or uncertainty in the predicted flux, a true probability of

aurora occurring cannot be predicted.

Rather than scaling the predicted flux into a probability of aurora occurring

it may be preferable to develop a flux threshold system. For example, in regions

where the predicted auroral flux is greater than zero indicates that there may be

some auroral effects. In regions where the auroral flux exceeds a certain brightness

threshold (e.g. 1 erg cm-2 s-1) would indicate that the aurora should be visible

with the naked eye and the brightest aurora would be predicted in the regions of

maximum auroral flux.

6.4.3 Comparisons with Previous Auroral Forecast Evaluation

Studies

Newell et al. (2010a); Machol et al. (2012) and Lane et al. (2015) evaluated the

auroral forecasts from OP-2010. From these three studies, the truth tables methods

applied by Machol et al. (2012) are the most comparable to the analysis applied

in this study. Machol et al. (2012) evaluated the use of the OP-2010 model as an

operational forecast model for visible aurora by assessing the deterministic ability

of the model to forecast the location of the aurora compared to Polar UVI observa-

tions. This study has similarly examined how well the OP-2013 model performs as

a deterministic forecast of the location of the aurora, although IMAGE FUV data

have been used as the ground truth dataset and ROC curves and scores have been

used to examine the performance of the model. Extending this, this study has also

examined the validity of the forecast probabilities of aurora occurring as well as
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examining the performance of the model with season, local time and geomagnetic

activity.

The most notable difference between the analysis presented in this study and

the analysis of Machol et al. (2012), other than the updated model in this study, is

the determination of the ground truth data. Machol et al. (2012) compared the lo-

cations of model predictions of electron fluxes exceeding 1 erg cm-2 s-1 and auroral

luminosities from Polar UVI exceeding 0.25 kR whereas this study used auroral lu-

minosity boundaries determined from IMAGE WIC data by Longden et al. (2010).

As such, a direct comparison between the results cannot be used to infer any change

in performance between the OP-2010 and OP-2013 models, but may still be infor-

mative.

Table 6.2 shows the verification statistics calculated from the 10%, 50% and

80% truth tables in this study with the results of Machol et al. (2012). In the

study by Machol et al. (2012), the results were presented in terms of the false

alarm ratio (as defined by Wilks (2006)). The False Alarm Rate is the num-

ber of false positives divided by the total number of negative observations in

the truth table where aurora was not observed to occur (False Alarm Rate =

False Alarms/(False Alarms + True Negatives)). The False Alarm Ratio is

the fraction of positive forecasts that are false alarms (False Alarm Ratio =

False Alarms/(True Positives+False Alarms)). In Table 6.2 the results are pre-

sented in terms of the false alarm rate and the false alarm ratio, for comparison with

the results of Machol et al. (2012). The equations for all the verification statistics in

Table 6.2 are provided in Chapter 5. Comparing the results of Machol et al. (2012)

and the 10% bin from this analysis, all of the statistics are within 15%. Machol

et al. (2012) found that by increasing the energy flux threshold used to define the

location of the auroral boundaries, resulted in an increase in the number of false

positives and a decrease in the number of false negatives in the truth table. In con-

trast, the truth tables calculated in this study show that as the probability threshold is

increased, the number of false positives decreases and the number of false negatives

increases.
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Overall, the results of the verification statistics from both studies show a similar

performance for both the OP-2010 and OP-2013 generations of the model. The

results of these two studies cannot be directly compared to assess improvements

made between the two generations of the model. Differences in the results between

the two studies presented in Table 6.2 may reflect the upgrades made to the model

between the OP-2010 and OP-2013 generations, however due to the differences

in the observational datasets and the definition of the observed auroral boundaries

between this study and the study by Machol et al. (2012), the comparison of the two

sets of results cannot be used to quantify the upgrades implemented in the model.

Table 6.2: A comparison of the verification statistics derived from the results of the 10%,
50% and 80% probability thresholds from current OP-2013 evaluation study
presented in this paper with those from the OP-2010 evaluation study carried
out by Machol et al. (2012).

Verification
Statistic

Results from
Machol et al. (2012)
Analysis of OP-2010

Results from Present
Analysis of OP-2013

10% 50% 80%
Hit Rate 58% 73% 8% 2%
False Alarm Rate – 11% 0% 0%
False Alarm Ratio 14% 25% 11% 14%
Proportion of True Positives 86% 75% 89% 86%
Proportion of False Negatives 26% 12% 30% 31%
Accuracy 77% 84% 71% 69%

Previous studies have discussed the suitability of using UV data from global

auroral imagers as a ground truth data set for model verification (e.g. Machol et al.,

2012). While particle precipitation measurements from satellites such as DMSP

provide more accurate determinations of the location of the auroral oval, the mea-

surements are spatially and temporally limited. Global auroral imagers are the only

dataset which provide information about the location of the auroral oval boundaries

in all MLT sectors at any one time. In addition, as the OP-2013 model uses averaged

DMSP and TIMED GUVI data, for a forecast evaluation study, it is good practice to

use an observational data set which is independent of the data used in the model to

compare with the model output. The poleward boundary identifications from Long-

den et al. (2010) have been shown to be co-located with the poleward emission
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boundary measured from DMSP within 3°on average in all MLT sectors, making

the boundaries a suitable observational dataset to compare with the OP-2013 fore-

casts.

6.5 Conclusions

This study has evaluated the performance of the version of OP-2013 that was used

operationally by the Met Office in daily space weather forecasts by comparing the

forecast outputs with the location of the auroral oval identified from IMAGE FUV

data by Longden et al. (2010). Forecast evaluation techniques which are routinely

used in terrestrial weather forecast verification have been applied to assess both the

deterministic and probabilistic nature of the auroral forecast model. Overall, the

OP-2013 model performed well at predicting the location of the auroral oval, with

ROC scores of between 0.70 to 0.86, although the forecast skill was notably lower

around noon (ROC score of 0.59) and at higher Kp (ROC score of 0.55, for Kp = 8).

The OP-2013 model is solar-wind driven and is therefore unable to predict

substorm activity and the 30-minute resolution of the operational forecasts can-

not explicitly capture substorm dynamics. The model performed well during the

substorm growth phase (ROC score = 0.94) when the external driving of the mag-

netosphere at the dayside dominates over nightside reconnection resulting in the

accumulation of open flux within the magnetosphere. However, the performance of

the model dropped significantly during the substorm expansion phase (ROC score =

0.60) which is internally driven by nightside reconnection. This result highlights the

need to include external and internal drivers in future generations of auroral mod-

els. The ROC scores were also reduced near the poleward edge of the aurora in the

nightside local time sectors which is likely due to substorm activity when the polar

cap expands and contracts with the changes in the open flux content. In contrast,

ROC scores were higher near the equatorward auroral boundary, which may suggest

that the dynamics of this boundary are well organised by the external driving of the

magnetosphere. These results underline the research questions set out in this thesis

of how do the details of the auroral dynamics fit into the wider understanding of
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the closure of flux in the magnetosphere, particularly during substorms? And, what

does the equatorward auroral boundary translate to in the inner magnetosphere in

all local time sectors? These questions will be address in Chapters 7 and 8.

The reliability analysis showed that the observed frequency of aurora is ap-

proximately constant at 80 - 90% for forecast probabilities of ∼ 20% and above

and does not scale linearly with increasing forecast probability. This results in the

lower forecast probabilities of 20% being significantly under-predicted, by a factor

of 6 (i.e. the aurora occurs 6 times more frequently than the model predicts for a

forecast probability of 20%). The highest forecast probabilities of ∼ 90-100% are

over-predicted by up to approximately 20%; that is the aurora occurs up to 20%

less frequently than the model predicts for these high forecast probability values.

The results of the reliability analysis from this study suggest that the conversion of

auroral flux to probability is not robust and that an alternative, threshold based alert

system might be more appropriate for end users of auroral forecasts.

The ROC and reliability analysis presented in this study show a robust method-

ology that is widely used in terrestrial weather forecast verification that can also be

applied to a wide range of space weather forecast models which have an appropri-

ate set of observations to use in the analysis. These methods can be used to fairly

compare forecasts from similar models or to quantify improvements made to space

weather models during model development. The results presented in this analysis

provide a performance benchmark against which upgrades to the OP-2013 auroral

forecast model or alternative auroral forecast models can be fairly and quantitatively

tested.



Chapter 7

Examining Local Time Variations in

the Nightside Open Magnetic Flux

Content during Substorms

The analysis in Chapter 6 showed that the OP-2013 auroral forecast model per-

formed well at predicting the location of the main auroral emission, however the

performance of the model was reduced in the high latitude region, particularly in

the nightside local time sectors and during geomagnetically active times. The pole-

ward boundary of the auroral oval is closely associated with the open-closed field

line boundary, which expands and contracts in response to the changing open flux

content of the magnetosphere. While this flux may be constantly changing due to

the interaction between the solar wind and the magnetosphere, some of the largest

and most rapid changes are observed as a result of substorm activity. This chapter

examines in detail the motion of the nightside poleward auroral boundary in re-

sponse to substorm activity. The results of the analysis show that after the onset

of nightside reconnection during the substorm expansion phase, the poleward auro-

ral boundary does not contract uniformly in all nightside local time sectors. Close

to the substorm onset sector, the poleward auroral boundary contracts immediately

following substorm onset; however, the poleward auroral boundary in more dawn-

ward and duskward local time sectors continues to expand equatorward for up to

30 - 40 minutes after substorm onset. The poleward auroral boundary is then used
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as a proxy for the open-closed field line boundary (OCB) to examine the change

in the open magnetic flux content in individual nightside local time sectors during

substorm growth, expansion, and recovery phases.

The results show that in the hour prior to substorm onset, the total nightside

open flux content increases by up to 0.12 GWb on average, resulting in an equa-

torward expansion of the OCB, as expected during the growth phase. Following

substorm onset, the open flux content of the substorm onset sector decreases imme-

diately while the open flux content of sectors up to ±6 hours of local time from the

substorm onset sector continues to increase for up to 20 - 40 minutes after substorm

onset. Despite the continued increase in the open flux content of these sectors after

substorm onset, the total nightside open flux content begins to decrease immediately

at substorm onset, eventually reducing by up to 0.14 GWb on average. This indi-

cates that the net nightside reconnection rate exceeds the dayside rate immediately

following substorm onset.

The results presented in this chapter have previously been published in the

Journal of Geophysical Research with the citation: Mooney, M. K., Forsyth, C.,

Rae, I. J., Chisham, G., Coxon, J. C., Marsh, M. S., Jackson, D. R., Bingham, S.

and Hubert, B. (2020). Examining local time variations in the gains and losses of

open magnetic flux during substorms. Journal of Geophysical Research: Space

Physics, 125, e2019JA027369. https://doi.org/10.1029/2019JA027369.

7.1 Introduction

Many studies have used the poleward edge of the auroral oval from UV images as

a proxy for the OCB location to estimate the open flux content of the polar caps

(Boakes et al., 2008, 2009; Coumans et al., 2007; Hubert et al., 2006; Longden

et al., 2010; Milan et al., 2009a,b). Using the technique of Hubert et al. (2006) to

fit a Fourier series of five harmonics to the poleward auroral boundary from global

images of the proton auroral oval as a proxy for the OCB location, Coumans et al.

(2007) performed a statistical analysis of 55 substorms and found that on average,

the open flux content remained constant or continued to increase within the first 20
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minutes of substorm onset. Similarly, a superposed epoch analysis of UV auroral

intensity during substorms by Milan et al. (2009b) found that the latitude of the

maximum intensity continues to move equatorward after substorm onset, particu-

larly in the dawn and dusk regions of the auroral oval, while in the midnight sector,

the location of the maximum intensity moves toward the pole immediately at sub-

storm onset. Clausen et al. (2012) showed that the location of the Region 1 (R1)

Birkeland current system could also be used as a proxy for the OCB. By calculating

the area of a circle fitted to the latitude of the R1 current in each local time sec-

tor Clausen et al. (2013) and Coxon et al. (2014) presented two superposed epoch

analyses of substorms using the R1 OCB proxy location to observe changes in the

open magnetic flux content of the northern hemisphere polar cap during substorms.

The results from these studies indicated that the open flux content continues to in-

crease for up to 15–20 minutes after substorm onset, particularly in the dusk sector

(Clausen et al., 2013). Clausen et al. (2013) and Coxon et al. (2014) suggested

that the results were indicative of dayside reconnection continuing to dominate over

nightside reconnection in the first 15 – 20 minutes after substorm onset in certain

sectors, in agreement with Coumans et al. (2007).

The findings presented in these studies are somewhat unexpected in the con-

text of the standard substorm model (e.g. Baker et al., 1996; Angelopoulos et al.,

2008), given that Baker et al. (1996) specify a 5 - 15 minute delay between substorm

onset and the reduction in the open flux content of the polar cap and the poleward

contraction of the OCB due to nightside reconnection dominating over dayside re-

connection. A delay of up to 20 minutes presents an open question as to whether

other factors are at play. The underlying assumption in the fitting methods used

by Coumans et al. (2007); Milan et al. (2009b); Clausen et al. (2013) and Coxon

et al. (2014) is that the poleward auroral boundary and, by proxy the OCB, retain

a circular shape as they expand and contract uniformly in all local time sectors in

response to the opening and closure of flux. This study examines, in detail, the

expansion and contraction of the OCB in individual nightside local time sectors,

during the substorm growth and expansion phases to reconcile the recent findings
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with the substorm model. Understanding the detailed motion of the OCB and pole-

ward auroral boundary in response to nightside reconnection and during substorm

expansion and recovery phases could result in improved auroral forecasting models

that are able to capture substorm auroral dynamics.

7.2 Data and Method
In this work, a superposed epoch analysis was performed on the OCB locations

determined from the poleward auroral boundary identified from each of the three

IMAGE FUV instruments by Longden et al. (2010) during substorms identified by

Frey et al. (2004). It is noted that the location of the OCB estimated from each of the

three datasets (WIC, SI12 and SI13) may differ, however they are three estimates of

one single OCB location and not three different OCBs.

Milan et al. (2009a) performed a superposed epoch analysis of substorm au-

roral brightness for a list of substorms identified in the IMAGE FUV data by Frey

et al. (2004). In that study, Milan et al. (2009a) subdivided the substorms into five

categories based on their onset latitude, Λonset :

1. Λonset < 62◦

2. 62◦ ≤ Λonset < 64◦

3. 64◦ ≤ Λonset < 66◦

4. 66◦ ≤ Λonset < 68◦

5. Λonset ≥ 68◦

Using these onset latitude categories, Milan et al. (2009a) found that lower

onset latitude substorms resulted in larger expansions of the auroral oval in the mid-

night magnetic local time (MLT) sector. In order to ensure the statistical results

presented in this study are not unduly influenced by these larger events and to aid

comparisons with other studies, the analysis was similarly subdivided by substorm

onset latitude. Milan et al. (2009a) showed the distribution of substorm onset in lo-

cal time and latitude from substorms identified in the Frey et al. (2004) list between
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May 2000 and April 2002. The analysis performed by Milan et al. (2009a) indicated

that the majority of substorm onsets occurred in the premidnight local time sectors

between MLT 21 and MLT 00 and had onset latitudes between 66◦ and 68◦. In this

study, there is no significant difference in the substorm onset local time distributions

in each substorm onset latitude category.

In this study, a superposed epoch analysis of the OCB latitude determined from

the IMAGE WIC, SI12, and SI13 FUV instruments keyed to substorm onset was

performed, covering the hour prior to substorm onset and 2 hours after substorm

onset. Given that substorm onset does not always occur in the same local time

sector, variations in the OCB are examined in sectors relative to the onset sector,

effectively rotating each OCB so that the substorm onset sectors were colocated, as

previously done by e.g. Coxon et al. (2017) and Provan et al. (2004). As the pole-

ward contraction of the OCB after substorm onset in each nightside local time sector

is of particular interest in this study, this rotation acts to minimize the spreading of

the results of the superposed epoch analysis over a range of sectors.

Due to the spin of the spacecraft, there is an interval of just over 2 minutes

between the images collected by the IMAGE FUV instruments and hence between

the OCB identifications. Prior to the superposed epoch analysis, the time series

of OCB latitudes in each local time sector was linearly interpolated to a regular 2

minute cadence. There is no requirement in the superposed epoch analysis that the

proxy OCB location had to be identified in all sectors at all times.

The analysis showed distinctly different results for the highest latitude sub-

storms (greater than 68◦). Further investigation of these showed that the Longden

et al. (2010) technique was occasionally fitting the poleward auroral boundary to

bright, low-latitude artifacts in the FUV data, particularly data from the SI12 cam-

era, prior to substorm onset when the auroral oval was dimmer. This effect was

limited to the high-latitude category; hence, the results are presented for substorms

with onsets latitudes up to 68◦ only.
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7.3 Results

In the following, the results of the superposed epoch analysis of the OCB location

for substorms with onset latitudes between 64◦ and 66◦ are focused on, however

the results for all substorm onset latitudes are also included for completeness. The

64 − 66◦ substorm onset latitude category contains 581 substorms and is in the

middle of the substorm onset latitude categories in this study and as such contains

the midsized substorms. Morphologically, the results of this substorm onset latitude

category are generally representative of the other substorm onset latitude categories.

The superposed epoch analysis of the OCB location was performed on each

data set obtained from the three FUV instruments onboard IMAGE (WIC, SI12,

and SI13). The results of each instrument are presented separately for comparison.

7.3.1 Successful Boundary Identifications in Each Local Time

Sector

In the list of substorm onsets identified by Frey et al. (2004), 581 substorm onsets

were identified by brightenings in the auroral oval at a latitude between 64◦ − 66◦.

If there was a data gap in the OCB data of 10 minutes or more in the hour before or 2

hours following onset, the event was not included in the analysis. In the superposed

epoch analysis, 451 substorms were included in the SI13 data, 469 in the WIC data,

and 449 in the SI12 data. The OCB location did not have to be identified in all local

time sectors to be included in the analysis.

Figure 7.1 shows the number of successful OCB identifications in each local

time sector for the hour before and 2 hours following substorm onset for substorm

onset latitudes between 64◦ − 66◦. The results are shown for each of the three FUV

instruments, SI12 in Figure 7.1a, WIC in Figure 7.1b, and SI13 in Figure 7.1c. In

Figures 7.1–7.6, the substorm onset sector is defined to be MLT = 0, negative MLT

sectors are duskward of the onset sector, and positive MLT sectors are dawnward of

the onset sector. On the y-axis, time is defined from substorm onset at t = 0, where

the onset time is as defined by Frey et al. (2004). Similar figures for substorm onset

latitudes < 62◦, 62 − 64◦ and 66 − 68◦ are shown in Figure 7.2.
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Figure 7.2: Plots showing the number of successfully fitted OCB locations in each local
time sector at each time step during the 3 hours superposed epoch analysis, for
all substorm onset latitudes. The highest substorm onset latitude of 66 − 68◦

in the top row, with substorm onset latitude decreasing down to the lowest onset
latitude category of < 62◦ in the lowest row. The color bar shows five discrete
levels to highlight times and local time sectors which contain a particularly high
or low number of successful OCB identifications. The steps with less than 50
data points, indicated in white, have been excluded from the analysis. In each
row, panels (a)–(c) show the number of successfully determined OCB locations
from SI12, WIC, and SI13 data, respectively.
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Figure 7.1 shows that successful boundary identifications varied with imager

and with time. The highest number of successful boundary identifications in the

WIC data at any 2 minute time interval is around 180, compared to more than 300

and 350 for SI13 and SI12, respectively. The numbers of the successful identifica-

tions in the WIC and SI13 data were relatively symmetric about the onset sector,

with at least 50 identifications in each local time sector between −8 and +8 for WIC

and between −6 and +6 for SI13. In contrast, there were more boundary identifica-

tions duskward of the onset sector for SI12, with at least 50 identifications in each

local time sector between −8 and +6. Despite the lower overall numbers of suc-

cessfully fitted OCB locations from the WIC data compared to the SI12 and SI13

data, the number of successfully fitted OCB identifications in the WIC data is higher

across a wider range of local time, particularly in the dawnward sectors.

In all instruments, for all substorm onset latitude categories, the boundaries

are more successfully fitted in the nightside local time sectors between MLT −6 and

MLT +6 with far fewer (less than 50) fitted in the dayside sectors. One reason for

this is that the auroral emission in dayside sectors is generally dimmer than that of

the nightside sectors, especially following substorm onset, making it more difficult

to fit Gaussian functions to the latitudinal intensity profiles of the dayside sectors.

Furthermore, models generally show the auroral oval to be thinner on the dayside

(e.g. Carbary, 2005; Holzworth and Meng, 1975), which may make a Gaussian fit

more challenging. Given the low number of fits on the dayside, the analysis focused

on the nightside sectors between MLT −6 and MLT +6.

In Figure 7.1, both SI12 and SI13 show higher numbers of boundary identifi-

cations in the onset sector and close to the onset time, with at least 250 identifica-

tions within −10 to +50 minutes of onset. The higher number of successfully fitted

boundaries for the spectral imaging cameras around substorm onset coincides with

the rapid brightening of the auroral oval around the onset sector at substorm onset

and into the expansion phase. When the auroral oval is brighter compared to the

background emission, the poleward edge of the auroral oval and hence the OCB

location may be more easily identified by the technique used by Longden et al.
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(2010). The higher number of successfully fitted boundaries near the substorm on-

set sector prior to substorm onset may be due to pre-existing auroral emission in

the onset sector, as previously observed by Milan et al. (2010). Similar results are

also observed in Figure 7.2 in the 62 − 64◦ and 66 − 68◦ substorm onset latitude

categories. However, for the lowest substorm onset latitude category of < 62◦, the

number of successfully fitted boundaries is approximately the same, between 50 -

150, for all times during the 3 hour period.

7.3.2 Superposed Epoch Analysis of the OCB Location in Night-

side Local Time Sectors During Substorms

Figure 7.3 shows the results of the superposed epoch analysis of the OCB location

in the nightside local time sectors over a 3 hour period covering 1 hour prior to

substorm onset and 2 hours after substorm onset. Substorm onset is defined at t = 0.

The panels in Figure 7.3 show the results from (a) SI12, (b) WIC, and (c) SI13. The

panels in Figure 7.3 have been limited to show only the local time sectors which

contain 50 or more successfully fitted boundary identifications in each time step,

as previously discussed in Section 7.3.1. Gray time steps indicate where there are

fewer than 50 successful boundary identifications. In each local time sector, each

time step shows the difference in the latitude of the OCB in that sector from the

location of the OCB at substorm onset. Blue indicates the boundary was located

at a lower latitude (equatorward) with respect to the latitude at substorm onset, and

red indicates that the boundary was at a higher latitude (poleward) than at substorm

onset. White indicates that there was no change in the latitude of the boundary

compared to substorm onset. The black dots and crosses in Figure 7.3 indicate the

time at which the OCB reaches its most equatorward location in each local time

sector i.e. the time after which the OCB began to contract poleward. This will be

discussed in more detail in Section 7.3.3.

The results from all three instruments show that prior to substorm onset, the

OCB was located poleward of its location at substorm onset, as shown by the red

shading in each cell. This shows that, on average, the polar cap was expanding and

the OCB moved equatorward in all nightside sectors in the hour prior to substorm
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onset due to the accumulation of open flux during the substorm growth phase. At

substorm onset, the OCB in the local time sectors around the onset sector immedi-

ately began to contract poleward as shown by the change in color from white to red.

In the WIC data, the rapid poleward contraction of the OCB following onset oc-

curs most quickly in the substorm onset sector, while the SI12 and SI13 boundaries

show a shift in the most rapid contraction toward dusk and dawn, respectively. The

immediate poleward contraction of the OCB at substorm onset near the substorm

onset sector is indicative of the closure of flux in these sectors following substorm

onset.

The local time sectors further from the onset sector, both duskward and dawn-

ward, show an extended period of continued equatorward motion of the OCB after

substorm onset, indicated by the extended white and blue regions after t = 0. The

OCB location estimated from each of the three FUV imagers continued to expand

equatorward for up to ∼ 20 minutes after substorm onset in the MLT −6 sector and

for 20–40 minutes after substorm onset in the MLT +6 sector. The OCB in these

furthest dawn and dusk sectors remained equatorward of their location at onset for

some time but contracted poleward within an hour of substorm onset.

7.3.3 Rate of the Apparent Motion of the OCB Poleward Con-

traction

Figures 7.4 - 7.6 show the change in the latitude of the OCB for onsets at latitudes

(a) 66 − 68◦, (b) 64 − 66◦, (c) 62 − 64◦ and (d) ≤ 62◦. The results for the WIC,

SI12 and SI13 datasets are shown separately in Figures 7.4, 7.5 and 7.6 respectively.

For brevity and clarity, only the results from WIC are discussed in detail as the re-

sults from SI12 and SI13 are morphologically similar. In Figures 7.3 - 7.6, the time

of the most equatorward location of the OCB in each local time sector is indicated

by a black cross or dot. For all onset latitude categories, the OCB reaches its most

equatorward latitude within 30 minutes of substorm onset in the majority of local

time sectors. The OCB in sectors further from the substorm onset sector contracts

poleward at increasingly later times. This shows an apparent duskward and dawn-

ward motion or expansion of the region of contracting OCB. Linear regression was
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used to further quantify this motion towards the dawn and dusk sectors. The data

points included in the analysis were varied by including or excluding the three data

points from either end, that is, around the substorm onset sector and the far dawn

and dusk sectors. The statistical R2 value indicating the goodness of fit of the line

was used to determine the line of best fit. In Figures 7.3 - 7.6, the crosses show the

data points used to provide the best fit lines given in the figures. The results of the

linear regression analysis are presented in Tables 7.1 and 7.2. The data presented in

Tables 7.1 and 7.2 include the gradients of the best fit lines in the dawn and dusk

directions from each FUV instrument and the average gradients across all the FUV

data sets for each substorm onset latitude category.

In Tables 7.1 and 7.2, the R2 values are higher than 0.5 with the exception

of the dawnward gradients from WIC and generally higher than 0.7. These high R2

values indicate that fitting a linear gradient is a reasonable assumption and generally

provides a good fit to the data across all substorm onset latitude categories. In

the mean gradients averaged across all three IMAGE FUV data sets, the apparent

dawnward motion is slightly slower (∼ |0.2|MLT hours/minute) than the duskward

motion (∼ |0.3|MLT hours/minute) corresponding to a speed of approximately 1.1

km/s at 65◦. This may be indicative of the westward traveling surge; however, the

difference of 0.1 MLT hours/minute is comparable to the level of uncertainty in this

analysis.

There are some differences in the gradients derived from the three instrument

data sets. The gradients derived from the WIC data are generally similar in both

the dawnward and duskward directions and are consistent across all substorm onset

categories. The dawnward gradients derived from the SI12 data and the duskward

gradients derived from the SI13 data tend to be more varied, across the substorm

onset latitude categories. The largest gradients in the duskward direction tend to

be found in the SI13 data, particularly in the lowest onset latitude substorm cate-

gories of less than 62◦. The largest gradients in the dawnward direction are found

in the lower onset latitude categories in the SI12 data (≤ 62◦) and in the WIC data

(62 − 64◦).
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Figure 7.4: The results of the superposed epoch analysis using WIC data for substorms
with onset latitudes in the ranges (a) 66 − 68◦, (b) 64 − 66◦, (c) 62 − 64◦

and (d) ≤ 62◦, presented as per Figure 7.3.
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Figure 7.5: The results of the superposed epoch analysis using SI12 data for substorms
with onset latitudes in the ranges (a) 66 − 68◦, (b) 64 − 66◦, (c) 62 − 64◦

and (d) ≤ 62◦, presented as per Figure 7.3.
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Figure 7.6: The results of the superposed epoch analysis using SI13 data for substorms
with onset latitudes in the ranges (a) 66 − 68◦, (b) 64 − 66◦, (c) 62 − 64◦

and (d) ≤ 62◦, presented as per Figure 7.3.



7.3. Results 184

D
aw

nw
ar

d
SI

12
W

IC
SI

13
M

ea
n

O
ns

et
L

at
itu

de
(◦

)

G
ra

di
en

t
(M

LT
ho

ur
s/

m
in

ut
e)

R
2

G
ra

di
en

t
(M

LT
ho

ur
s/

m
in

ut
e)

R
2

G
ra

di
en

t
(M

LT
ho

ur
s/

m
in

ut
e)

R
2

G
ra

di
en

t
(M

LT
ho

ur
s/

m
in

ut
e)

66
-6

8
0.

4
0.

56
0.

2
0.

73
0.

0
0.

54
0.

1
64

-6
6

0.
1

0.
73

0.
1

0.
94

0.
2

0.
77

0.
1

62
-6

4
0.

3
0.

87
0.

4
0.

43
0.

2
0.

84
0.

3
≤

62
0.

1
0.

97
0.

2
0.

44
0.

2
0.

89
0.

2

Ta
bl

e
7.

1:
T

he
re

su
lts

of
th

e
lin

ea
r

re
gr

es
si

on
an

al
ys

is
tr

ac
ki

ng
th

e
po

le
w

ar
d

co
nt

ra
ct

io
n

of
th

e
O

C
B

to
w

ar
ds

th
e

da
w

n
se

ct
or

s
fr

om
ea

ch
of

th
e

FU
V

in
st

ru
m

en
ts

,i
llu

st
ra

te
d

in
Fi

gu
re

7.
4.

D
us

kw
ar

d
SI

12
W

IC
SI

13
M

ea
n

O
ns

et
L

at
itu

de
(◦

)

G
ra

di
en

t
(M

LT
ho

ur
s/

m
in

ut
e)

R
2

G
ra

di
en

t
(M

LT
ho

ur
s/

m
in

ut
e)

R
2

G
ra

di
en

t
(M

LT
ho

ur
s/

m
in

ut
e)

R
2

G
ra

di
en

t
(M

LT
ho

ur
s/

m
in

ut
e)

66
-6

8
-0

.1
0.

86
-0

.2
0.

98
-0

.1
0.

97
-0

.1
64

-6
6

-0
.2

0.
88

-0
.2

0.
97

-0
.5

0.
69

-0
.3

62
-6

4
-0

.2
0.

93
-0

.2
0.

94
-0

.1
0.

82
-0

.2
≤

62
-0

.7
0.

53
-0

.2
0.

95
-0

.7
0.

94
-0

.5

Ta
bl

e
7.

2:
T

he
re

su
lts

of
th

e
lin

ea
r

re
gr

es
si

on
an

al
ys

is
tr

ac
ki

ng
th

e
po

le
w

ar
d

co
nt

ra
ct

io
n

of
th

e
O

C
B

to
w

ar
ds

th
e

du
sk

se
ct

or
s

fr
om

ea
ch

of
th

e
FU

V
in

st
ru

m
en

ts
,i

llu
st

ra
te

d
in

Fi
gu

re
7.

4.



7.3. Results 185

For the highest latitude onsets between 66−68◦, the OCB in the sectors close

to the onset sector reached its most equatorward position prior to substorm onset

and the OCB does not expand as much prior to onset for these events. A smaller

expansion of the OCB prior to substorm onset is consistent with higher onset lati-

tude substorms accumulating less open flux before substorm onset and hence being

associated with smaller substorms (Milan et al., 2009a). In addition, some of the

brightenings in the higher latitude substorm onset categories identified by Frey et al.

(2004) may be poleward boundary intensifications (PBIs de La Beaujardiere et al.,

1994) or pseudobreakups rather than substorm onsets. PBIs are a repetitive bright-

ening at the poleward boundary in the nightside auroral oval which are thought to

be signatures of reconnection in the distant magnetotail (de La Beaujardiere et al.,

1994). Pseudobreakups are another brightening of the auroral oval which have been

associated with the reconnection in the magnetotail (Kullen et al., 2009). However,

pseudobreakups tend to be short-lived (5 - 16 minutes Kullen and Karlsson, 2004),

compared to substorms and do not lead to a global expansion of the bright auro-

ral region and the closure of a significant amount of open flux as observed during

the substorm expansion phase. PBIs and pseudobreakups can occur during each

substorm phase (Kullen and Karlsson, 2004) and are difficult to distinguish from

substorms onset, particularly from observing auroral brightenings in isolation of

other geomagnetic indices. The main difference between substorm onsets, PBIs

and pseudobreakups are that PBIs and pseudobreakups are more localised auroral

events which may close a smaller amount of open flux compared to a substorm

occurring at a similar onset latitude and there is not necessarily an increase in the

open flux content prior to the observed brightenings, as would be the case in the

substorm growth phase. The inclusion of PBIs and pseudobreakups in the statistical

analysis presented this study may bias the results by reducing the amount of flux

opened/closed before/after substorm onset, particularly in the higher onset latitude

categories.
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7.3.4 Nightside Open Flux Content

The location of the OCB in each nightside local time sector is used to estimate

the open flux content in each sector, using Equation 7.1 where A is the area of the

local time sector and B is the strength of the magnetic field threading the sector,

as previously discussed in Chapter 3. In this analysis, B was assumed to have

a constant magnetic field strength in the ionosphere with a fixed value of BI ∼

5× 104 nT threading the polar cap area (Milan et al., 2003). The summation of

the flux from all local time sectors then provides an estimate of the total nightside

flux content. The flux is calculated for the −6 to +6 MLT sectors for all three FUV

instruments.

φ = A ·B (7.1)

Figure 7.7 shows the results of the superposed epoch analysis of the nightside

flux profiles during the 1 hour before and after substorm onset for each substorm

onset latitude category and for all three FUV data sets. For all substorm onset

latitudes, the total nightside flux content increases prior to substorm onset, consis-

tent with the accumulation of open flux during the substorm growth phase. After

onset, the open flux decreases immediately, indicating that nightside reconnection

becomes dominant over dayside reconnection at substorm onset. This is observed

across all FUV imagers. The continued decrease in the total nightside flux content

during the hour after substorm onset indicates that open flux continues to be closed

even after the end of substorm expansion phase, typically 20–30 minutes after onset

(e.g. Forsyth et al., 2015), and well into the recovery phase.

While the overall trends in open flux are similar for each imager and all onset

latitudes, there are subtle differences in the flux profiles. The nightside flux from

WIC is consistently ∼0.05 GWb lower than that calculated from SI12 and SI13,

which are approximately equal for all but the lowest onset events (Figure 7.7d).

This corresponds to a 7–10% difference in the nightside open flux content at onset

and shows no apparent dependence on onset latitude. The flux profile from WIC

for the lowest latitude events shows a plateau in the total nightside flux content for
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Figure 7.7: Results of superposed epoch analysis of the total nightside flux content cal-
culated between the MLT sectors −6 and MLT +6 for each of the three FUV
instruments in the 1 hours before and after substorm onset. WIC data are shown
in pink, SI12 data are shown in purple, and SI13 data are shown in blue. (a)
shows the total nightside flux content for the highest substorm onset latitude
category with the substorm onset latitudes decreasing in (b)–(d).
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10 minutes after substorm onset. This result is not replicated in the results of any

other substorm onset category or in the SI12 or SI13 data for the same substorm

onset latitude category. By linearly fitting the rate of change in the total nightside

flux content during the 30 minutes before and after substorm onset, the net dif-

ference in the dayside and nightside reconnection rates can be calculated in terms

of a difference in reconnection voltage. The results of the rate of change of total

flux are presented in Table 7.3. The change in flux content during both the periods

before and after onset is greatest for the lowest latitude events and decreases with in-

creasing substorm onset latitude, in keeping with previous results (e.g. Milan et al.,

2009a). The rates of change of flux are 1.7–3.4 times greater for the substorms with

onsets of < 62◦ compared to onsets in the 66 – 68◦ range. The results in Table 7.3

also highlight that the loss of open flux occurs more quickly than the increase in

flux prior to onset. For the highest onset latitude events, flux is closed 1.3–2.1 times

faster than it was opened, whereas for the lowest latitude events, flux is only closed

1.0–1.2 times faster than it was opened.

Growth Phase (kV) Expansion Phase (kV)
Substorm Onset

Latitude (◦) SI12 SI13 WIC SI12 SI13 WIC

66 - 68 8.0 12.2 15.1 -16.6 -21.3 -19.3
64 - 66 12.5 18.8 21.0 -20.4 -25.7 -29.4
62 - 64 21.4 22.3 29.0 -23.8 -27.6 -29.3
≤ 62 27.3 33.7 31.0 -30.3 -38.8 -32.0

Table 7.3: The estimated net difference between dayside and nightside reconnection rates,
calculated from the rate of change in the total nightside flux content in Figure
7.7.

During both the substorm growth and expansion phases, in all substorm onset

latitude categories, the rate of change of flux estimated from the SI12 data is con-

sistently the smallest out of the three FUV data sets. In the growth phase, the rate of

increase of flux estimated from the WIC data is generally the largest for all substorm

onset latitude categories, except the lowest onset latitude category (≤ 62◦). Dur-

ing the 30 minutes following substorm onset, the percentage difference in the total

nightside flux closure estimated from the three FUV instruments is between 5% and
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36%. The largest percentage difference is between the WIC and SI12 instruments

for substorms with onset latitudes between 64 − 66◦.

Figures 7.8, 7.9 and 7.10 show the contribution to the total nightside flux con-

tent estimated from the WIC, SI12 and SI13 data, respectively, for five represen-

tative local time sectors during the hour before and after substorm onset. The flux

contribution from the substorm onset sector (MLT 0) is shown in solid black, a

pre-onset sector (MLT −3) in solid blue, a dusk sector (MLT −6) in dashed blue, a

post-onset sector (MLT +3) in solid red, and a dawn sector (MLT +6) in dashed red.

The results from each of the FUV datasets shown in Figures 7.8 - 7.10 are sim-

ilar. The substorm onset sector, MLT 0, contains the largest contribution to the total

nightside open flux content, approximately 10% for all substorm onset latitude cat-

egories. The pre-onset and post-onset sectors (MLT −3 and MLT +3, respectively)

contribute approximately equal amounts of flux to the total nightside open flux con-

tent throughout the 2 hours period encompassing onset, each containing ∼8% of

the total nightside flux content at substorm onset. The dawn and dusk sectors (MLT

+6 and MLT −6) contain the smallest amount of flux in the nightside local time sec-

tors, each contributing approximately 5–6% to the total nightside open flux content,

in all substorm onset latitude categories. At substorm onset, the open flux in the

onset sector begins to decrease within 2 - 4 minutes of substorm onset for onsets

at all latitudes and then continues to gradually decrease throughout the hour after

substorm onset. One hour after substorm onset, the open flux content of the onset

sector is slightly lower compared to the open flux content 1 hour prior to substorm

onset. The open flux in the pre-onset and post-onset (MLT −3 and MLT +3) sectors

changes more gradually, plateauing at substorm onset before starting to decrease

within 10–20 minutes of substorm onset in keeping with the continued equatorward

expansion of the OCB in Figures 7.3 and 7.4. In the dawn and dusk sectors (MLT

+6 and MLT −6), there is a much smaller change in the flux content over the 2 hour

period; however, the flux content of these local time sectors is observed to increase

prior to substorm onset and continue to increase for up to 10–30 minutes after on-

set. Approximately 30–40 minutes after substorm onset, a slight decrease in the
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Figure 7.8: Superposed epoch analysis results of the open flux calculated from WIC from
five 1 hour local time sectors including the substorm onset sector (MLT 0), a
pre-onset sector (MLT -3), a post-onset sector (MLT +3), and a dawn (MLT
+6) and dusk sector (MLT -6). For clarity, only a selection of local time sectors
are shown. The highest substorm onset latitude of 66 − 68◦ is shown in (a),
with substorm onset latitude decreasing in panels (b) – (d), to the lowest onset
latitude category of less than 62◦ in (d).
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Figure 7.9: Superposed epoch analysis results of the open flux calculated from SI12 from
five 1 hour local time sectors including the substorm onset sector (MLT 0), a
pre-onset sector (MLT -3), a post-onset sector (MLT +3), and a dawn (MLT
+6) and dusk sector (MLT -6). For clarity, only a selection of local time sectors
are shown. The highest substorm onset latitude of 66 – 68◦ is shown in (a),
with substorm onset latitude decreasing in panels (b) – (d), to the lowest onset
latitude category of less than 62◦ in (d).
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Figure 7.10: Superposed epoch analysis results of the open flux calculated from SI13 from
five 1 hour local time sectors including the substorm onset sector (MLT 0), a
pre-onset sector (MLT -3), a post-onset sector (MLT +3), and a dawn (MLT
+6) and dusk sector (MLT -6). For clarity, only a selection of local time sectors
are shown. The highest substorm onset latitude of 66 – 68◦ is shown in (a),
with substorm onset latitude decreasing in panels (b) – (d), to the lowest onset
latitude category of less than 62◦ in (d).
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flux content is observed in these local time sectors for the lower substorm onset

latitudes in panels c and d. In the highest substorm onset latitudes shown in panels

a and b, the flux content of these local time sectors remains approximately constant

during the 40–60 minutes after substorm onset, with no significant change in flux

observed.

For onsets above 62◦, the pre-onset and post-onset sectors (MLT −3 and MLT

+3) and the dawn and dusk sectors (MLT +6 and MLT −6) contain equal amounts of

flux throughout the 2 hours period. In the lowest substorm onset latitude category,

the flux content of the pre-onset and dusk sectors is significantly higher than the flux

content of the corresponding post-onset and dawn sectors. In the highest substorm

onset latitude category (66 − 68◦), the opposite is observed in that the flux content

of the post-onset sectors is marginally higher than that of the pre-onset sectors. This

may suggest an asymmetry in the opening and closure of flux in the pre-onset versus

the post-onset sectors in the highest and lowest substorm onset latitude categories.

7.4 Discussion

This study has examined the detailed motion of the OCB, based on auroral boundary

observations, with respect to substorm onset time and with respect to the substorm

onset sector and the effect this has on the calculation of open magnetic flux in the

polar cap. The results of the superposed epoch analysis of the OCB latitude showed

the OCB does not contract poleward uniformly in all local time sectors immediately

after substorm onset but continues to expand equatorward for 20–40 minutes after

onset at 6 hours of local time away from the onset sector, with the region of con-

tracting OCB expanding dawnward and duskward at 0.2–0.3 MLT hours/minute,

on average. Similarly, using auroral image data from WIC and SI12 Walach et al.

(2017) found that the brightening of the electron auroral oval also expanded toward

the dawn and dusk sectors 10–40 minutes after substorm onset. Despite the con-

tinued equatorward expansion of the OCB in the dawn and dusk sectors, the total

open nightside flux content of the polar cap begins to decrease at substorm onset,

dominated by the change in OCB location close to the onset sector.
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Figure 6.9 in Chapter 6 showed that the poleward edge of the nightside auroral

oval is poorly defined by the solar wind driven OP-2013 auroral forecast model.

In this region, ROC scores of less than 0.5 indicated that the model forecasts often

predict the opposite to what is observed, resulting in a high number of missed fore-

casts or false alarms in the truth table. The results of the superposed epoch analysis

presented in this chapter show the detailed motion of the nightside poleward auro-

ral boundary and OCB in response to substorms. Incorporating the response of the

auroral oval to magnetotail-driven activity in auroral models could lead to signifi-

cant improvements in the next generation of auroral forecast models. However, this

would require the inclusion of an input dataset that captures substorm onsets in real

time in auroral forecast models.

7.4.1 Suitability of the Proxy OCB Determined from FUV Au-

roral Images

The OCB used in this study was identified by Longden et al. (2010) from the pole-

ward auroral luminosity boundary (PALB) derived from global FUV images of the

auroral oval from the IMAGE satellite. In each local time sector, a latitudinal cor-

rection was applied to the PALBs derived from (Longden et al., 2010) to account for

the average statistical offset between PALBs derived from auroral FUV images and

the location of the OCB inferred from particle precipitation measurements, which

provide a more accurate proxy of the OCB location (Boakes et al., 2008; Carbary

et al., 2003; Longden et al., 2010). In the noon and midnight sectors, all PALBs

were found to lie poleward of the particle precipitation boundary. The advantage of

using the PALBs from global auroral image data as an OCB proxy is that the OCB is

defined in all local time sectors around the auroral oval. While particle precipitation

measurements from satellites such as DMSP provide the most accurate determina-

tion of the OCB location, these measurements are spatially and temporally limited.

A superposed epoch analysis of the OCB location during substorms, would not be

possible without using the corrected PALBs as a proxy for the OCB. However, the

correction determined by Longden et al. (2010) and used in this study is a statistical

average and may not be correct in any given case.
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The results show that there are subtle differences between the OCBs calcu-

lated from the WIC, SI12, and SI13 FUV imagers on IMAGE. Overall, the open

flux content estimated from SI12 and SI13 are similar, while the open flux con-

tent estimated from WIC is ∼10% smaller, despite the corrections applied to the

PALBs. This may be the result of the different resolution of the three imagers. For

SI12 and SI13, each pixel covered a minimum of 0.94◦ when looking straight down

at the Earth’s surface, while each WIC pixel covered a minimum of 0.48◦, with this

difference in resolution increasing away from the nadir. Note that a 10% differ-

ence in flux can be accounted for by approximately a 5% difference in the latitude

of the OCB. Comparing the nightside open flux content estimated from each of the

three instruments provides an assessment of the uncertainty in the open flux calcula-

tion. Alternatively, these results may indicate that the corrections to the PALB have

some dependence on geomagnetic activity that is not currently accounted for. It is

unclear from the results of this study which of the OCB identifications from each

of the three FUV instruments provide the closest boundary identification to the true

OCB location or whether the boundaries from any of the instruments consistently

over or under estimate the total flux content of the polar cap. The consistently lower

estimation of the total nightside flux content from the WIC data is relevant for future

upcoming missions, such as SMILE. The SMILE mission will host the ultraviolet

imager (UVI) onboard for science monitoring of the northern hemisphere aurora

(Branduardi-Raymont et al., 2018). The proposed UVI will have a wide passband

sensitive to Lyman-Birge-Hopfield emission which is similar to the passband of the

WIC instrument of 140–190 nm. Future estimations of the polar cap flux content

using data from the SMILE UVI may slightly under-estimate or over-estimate the

total flux content of the polar cap and, by extension, the net difference in dayside

and nightside reconnection rates.

7.4.2 Expansion of the Contracting OCB Region towards the

Dawn and Dusk Sectors

The formation of an auroral bulge and its rapid duskward expansion in a westward

traveling surge were some of the first reported features of the auroral phenomenol-
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ogy of substorms (Akasofu, 1964), with the westward traveling surge moving at

speeds of up to 0.4–2.2 km/s (Craven et al., 1989; Marklund et al., 1998; Gjerloev

et al., 2007). The results of the superposed epoch analysis presented in this chapter

found that the average rate of expansion of the region of contracting OCB toward

the dawn and dusk directions was |0.2| and |0.3| MLT hours/minute, respectively,

corresponding to approximately 1.1 km/s at 65◦ latitude, in agreement with these

earlier studies of the expansion of the auroral brightness and westward and eastward

moving surges. Gjerloev et al. (2007) found that, on average, the eastward propaga-

tion of the auroral bulge toward the dawn was marginally faster than toward dusk.

In contrast, by applying directed network analysis to ground magnetometer data,

Orr et al. (2019) found that magnetic perturbations associated with substorm activ-

ity and loosely linked to the auroral bulge expanded westward toward the dusk local

time sectors after substorm onset before expanding dawnward at a later time. The

results of the analysis presented here suggest that the propagation of the poleward

contraction of the OCB in the dusk direction is slightly faster than the propagation in

the dawn direction, however the difference of 0.1 MLT hour/minute is comparable

to the level of uncertainty in the analysis.

Cowley and Lockwood (1992) argued that a localized decrease in the open

flux content of the polar cap from nightside reconnection would form a bulge in the

OCB that would be redistributed around the polar cap by excited plasma flows. The

plasma flows direct the closed flux away from the near-midnight local time sectors,

where nightside reconnection is occurring downtail, toward the dawn and dusk sec-

tors. The results presented in this study are in keeping with this ECPC framework,

showing that the nightside OCB does not contract poleward uniformly in response

to the sudden onset of unbalanced nightside reconnection at substorm onset, but

rather, there is a localized contraction which spreads duskward and dawnward for

up to 20 - 40 minutes after onset. Furthermore, the OCB in local times further

from the substorm onset sector continues to move equatorward until the contracting

“bulge” expands into those sectors.
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Provan et al. (2004) found that the overall ionospheric convection is enhanced

for all substorms to some degree, but there is a localized reduction in the ionospheric

return flow in the auroral region close to substorm onset. Grocott et al. (2009)

found that the localized reduction in the flow is more pronounced in low onset

latitude substorms (< 64◦) but is less apparent for higher latitude onsets. The

continued expansion of the OCB after substorm onset and particularly in sectors

further from the substorm onset sector shown in this study have been interpreted

as ionospheric flows redistributing closed flux around the polar cap. Based on the

results of previous studies by Provan et al. (2004) and Grocott et al. (2009), it may

be expected that the lower onset latitude substorms in this study would show a

slower redistribution of flux compared to higher onset latitude substorms. However

instead, to the limits of what this study has been able to resolve, the results show

that the poleward contraction of the OCB away from the onset sector was faster for

lower onset latitude substorms, particularly in the duskward direction as estimated

from the SI12 and SI13 data. This could hint that in addition to the ionospheric

flows redistributing newly closed flux, there may be other processes influencing

the results, such as an expansion of the reconnection region in the magnetotail or

the excitation of the westward travelling surge which could decrease the open flux

content in sectors away from the onset sector at a faster rate, particularly in the

duskward direction, than ionospheric convection can redistribute the newly closed

flux.

7.4.3 Variations in the Total Nightside Flux Content

Using the OCB location to estimate the total nightside flux content calculated over

12 hours of local time shows that, on average, the total nightside flux content in-

creases before and decreases immediately after substorm onsets identified by Frey

et al. (2004) consistent with dayside reconnection being dominant before onset and

nightside reconnection being dominant after onset. These results were consistent

across each of the IMAGE FUV instruments and across all substorm onset latitude

categories. However, the exact timing of substorm onset and hence the ordering of

events with respect to onset remain a contentious issue within substorm research.
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Frey et al. (2004) identified onsets as local brightenings that spread azimuthally in

local time for at least 20 minutes, from low spatial resolution FUV images. These

have an inherent timing uncertainty of ±2 minutes due to observational cadence

of the FUV imagers. In addition, small-scale auroral brightenings known as au-

roral beads (e.g. Kalmoni et al., 2015, 2017) and exponential growth in ultralow

frequency (ULF) wave activity (e.g. Rae et al., 2010), which are reported as the

first signatures of substorm activity, can be seen 6–10 minutes before the large-

scale auroral enhancements reported by Frey et al. (2004) (Murphy et al., 2009). As

such, the results presented in this chapter show that, on average, nightside reconnec-

tion becomes dominant, and there is a net closure of flux following the large-scale

brightening of the aurora; however, other physical processes associated with sub-

storm activity may occur before this. The definition of substorm onset is highly

dependent on the onset signature used (e.g. auroral beads, ULF wave activity or

local brightenings in the auroral oval) and how the signature relates to the activity

in the magnetotail and the relative timing of the onset signature with respect to the

exact onset of reconnection in the magnetotail which cannot be directly observed. It

may be that the large scale auroral brightenings identified by Frey et al. (2004) and

interpreted as substorm onsets in this study occur after the onset of reconnection in

the magnetotail, which may explain why the results of this study show the closure

of open flux in the substorm onset sector within a few minutes of onset. However,

the study by Coumans et al. (2007) also used the substorm onset list from Frey et al.

(2004) and observed a continued increase in the open flux content for up to 20 min-

utes after onset in some cases. In contrast, the study by Coxon et al. (2014) used

the AL magnetometer index to define substorm onset. It may be that the substorm

onset identified from the AL index occurs before the onset identified by large-scale

auroral brightenings which is why Coxon et al. (2014) observed that the open flux

content continued to increase for up to 15 minutes after substorm onset. However,

this does not explain the difference in the results presented in this study with those

of Coumans et al. (2007).

The total nightside open flux content at substorm onset ranged from approx-
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imately 0.40 – 0.60 GWb for high to low substorm onset latitudes, respectively.

Previous studies have shown the total open flux content at substorm onset to be be-

tween 0.53 and 1.01 GWb (Boakes et al., 2011; Coumans et al., 2007; Hubert et al.,

2006, 2017); thus, the nightside flux calculated in this chapter accounts for between

60% and 80% of the total flux. This is a natural consequence of the offset of the

center of the auroral oval from the magnetic pole, with the OCB in the midnight

sector typically approximately 6 – 12◦ further from the pole than in the noon sec-

tor (Carbary, 2005; Holzworth and Meng, 1975). Over the hour before onset, the

nightside flux increased by 0.05–0.135 GWb or 10–22% of the flux at onset. Boakes

et al. (2011) reported that the total flux increased over 5 hours before onset by 22%

relative to the flux at the start of the interval. Estimating from the figures of Boakes

et al. (2011) shows that, over an hour before onset the total open flux increased by

0.1 GWb or 15% of the flux at onset. Correcting for the fact that the observations

from this chapter are of the nightside only but that the majority of the auroral oval

is on the nightside, this implies that the majority of the variation in the location of

the OCB in the hour before and after substorm onset is on the nightside.

The rate of change of flux estimated from the three FUV instrument data sets

during the growth and expansion phases showed slightly different results. The rate

of change of flux estimated from the SI12 data was consistently smaller than the

rates estimated from the WIC and SI13 data during both the growth and expansion

phases for all substorm onset latitude categories. In general, the rate of change of

flux estimated from the WIC data during both the growth and expansion phases were

the largest for all substorm onset latitude categories except lowest onset latitude

(< 62◦) category where the rates estimated from the SI13 data were largest for

both the growth and expansion phases. Although this analysis is based on the Frey

et al. (2004) substorm onset list, the data selection criteria mean that the analysis

of the WIC, SI12, and SI13 derived OCBs used different numbers of events (Figure

7.1). The analysis presented in this chapter was repeated using only a subset of

substorms for which there were successful OCB locations derived from all three

FUV instruments but found that this had no impact on the presented results.
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Examining the contribution to the total nightside flux content of five individ-

ual nightside local time sectors (onset MLT 0, pre-onset MLT −3, post-onset MLT

+3, dawn MLT +6, and dusk MLT −6) showed that the substorm onset sector con-

sistently contained the highest flux content throughout the 2 hour period and de-

creased sharply at substorm onset, while the post-onset and pre-onset sectors had a

more rounded peak in the flux profile. The dawn sector flux profiles were observed

to plateau or continue to increase in the hour after substorm onset. A dawn-dusk

asymmetry in the opening and closure of flux during the highest and lowest sub-

storm onset latitude categories was also observed. In the lowest substorm onset lat-

itude category (< 62◦), the flux contribution from the duskward local time sectors

was significantly higher than the dawnward local time sectors, while in the highest

latitude substorm onset category (66 – 68◦), the flux contribution from the dawn-

ward sector MLT +3 was marginally larger than the contribution from the duskward

sector MLT −3 prior to substorm onset.

The continued equatorward motion of the OCB after substorm has previously

been observed in the R1 and R2 currents (Clausen et al., 2012, 2013; Coxon et al.,

2014; Milan et al., 2009b, 2021). From these studies, it has been suggested that the

total open flux content continues to increase after substorm onset (Clausen et al.,

2012, 2013; Coumans et al., 2007; Coxon et al., 2014). Clausen et al. (2012, 2013)

and Coxon et al. (2014) use the R1 Birkeland current as a proxy for the OCB loca-

tion and found that an oval fitted to the boundary of the R1 current (and by proxy,

the OCB) continued to expand equatorward for up to 15–20 minutes after substorm

onset before contracting poleward. Clausen et al. (2013) showed that the contin-

ued expansion in the OCB after substorm onset is particularly notable in the dawn

sectors, which is also shown in the results presented in this study. Clausen et al.

(2013) and Coxon et al. (2014) suggested that the continued expansion after sub-

storm onset may be due to dayside reconnection initially dominating over nightside

reconnection in the dawn and dusk sectors after substorm onset. Milan et al. (2021)

observed that the dayside driving rate remained high after substorm onset in many

substorms which resulted in the open flux content continuing to increase for up to 20
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minutes after substorm onset. Coxon et al. (2018) observed a 20 minute plateau in

the magnetic energy density of the magnetotail lobes around substorm onset. The

authors suggested that this may be due to a 15 minutes uncertainty in the timing

of the substorm onset which may also provide an alternative explanation for the

delayed poleward contraction of the OCB observed by Coxon et al. (2014). The re-

sults presented here show that the OCB continues to move equatorward after onset

in those local time sectors far from the onset sector and may indicate a movement of

open flux propagating toward dawn and dusk sectors before the closure of flux from

nightside reconnection propagates round from the substorm onset sector. The con-

traction of the OCB close to the onset sector is greater than the continued expansion,

and thus, there is a net decrease in open flux after substorm onset. The apparent dis-

crepancy between the results presented in this study, showing a net closure of flux

after onset, and the results of Clausen et al. (2012, 2013); Coxon et al. (2014) and

Milan et al. (2021), showing a continued increase in open flux after onset, may be

explained by dayside reconnection continuing to add more flux than is removed by

nightside reconnection immediately after substorm onset, as has been suggested by

these studies. It may be that it is not until a later time after substorm onset when

the closure of flux as a result of nightside reconnection spreads toward dawnward

and duskward local time sectors that the flux closure begins to dominate and the

total flux content decreases. However, if this were the case, one would expect to

observe a similar result in this study. The discrepancy between these findings may

instead be due to the timing uncertainty between different substorm onset lists using

different signatures of global auroral brightenings and magnetometer data to define

substorm onset. Alternatively, it may be that the results from the oval-fitting meth-

ods are dominated by more sectors showing the equatorward motion of the OCB

than the number of sectors showing a poleward contraction of the OCB initially af-

ter substorm onset. The results from the analysis presented in this study show that

the localised deformation in the OCB can result in an immediate reduction in the

nightside flux content. As such, the circular fitting techniques may not be suitable

for investigating dynamics during substorms but may be applicable for analysis of



7.5. Conclusions 202

the auroral oval and the open flux content before and after substorms.

This study has only been able to examine the change in the flux content of

the nightside local time sectors during substorms and infer the rates of nightside

reconnection, but has not been able to include the changes in the flux content of the

dayside local time sectors or reconnection rates. It would be interesting to repeat

the analysis presented in this study with the substorms sub-divided by low and high

dayside driving after substorm onset. However, the results of this study have high-

lighted that the distorted shape of the OCB is key to understanding the changes in

open flux during substorms.

7.5 Conclusions

This study has examined the detailed motion of the poleward auroral boundary as

a proxy for the open-closed field line boundary during substorms in all nightside

local time sectors. The results of the analysis have shown that the OCB does not

expand and contract uniformly in all local time sectors. During substorms, the OCB

is observed to expand toward the equator during the growth phase in all nightside

local time sectors indicative of open magnetic flux accumulating in the polar cap.

At substorm onset, the OCB in local time sectors around the substorm onset sec-

tor immediately contracts poleward, while in the dawn and dusk regions the OCB

continues to expand toward the equator. After substorm onset, the poleward con-

traction of the OCB appears to propagate away from the substorm onset sectors

round toward the dawn and dusk regions. This results in the OCB in local time

sectors furthest from the onset sector continuing to expand toward the equator for

longer after substorm onset, causing the OCB to become distorted during the sub-

storm expansion phase as the newly closed flux is circulated around the polar cap.

The apparent motion of the flux closure away from the substorm onset sectors was

found to be slightly faster in the duskward direction, indicating that the OCB in the

dusk sectors begins to contract poleward slightly earlier while the OCB in the dawn

sectors continues to expand equatorward.

After substorm onset and into the expansion phase, the magnetic flux content of
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the dusk and dawn sectors (MLT −6 and MLT +6) continues to increase, as indicated

by the continued equatorward expansion. However, the total nightside flux content

decreases immediately at substorm onset. The decrease in the flux content of the

onset sector is shown to dominate the overall decrease in the total nightside flux

content, despite the continued increase in the flux content observed in the far dusk

and dawn sectors.

The total nightside flux content estimated from each of the three FUV instru-

ment datasets differed by up to 10% at substorm onset. The WIC dataset consis-

tently estimated the lowest nightside flux content at substorm onset compared to the

SI12 and SI13 datasets. The lower nightside flux content estimated from WIC data

is relevant for scientific analysis of the polar cap flux content from future missions

which will host a wideband UV instrument similar to WIC, such as the upcoming

SMILE mission.

The non-uniform shape of the nightside poleward auroral boundary during sub-

storms may explain the poor ROC scores of < 0.5 in this region in the verification

analysis of the OP-2013 auroral forecast model presented in Chapter 6. The solar

wind driven OP-2013 model is unable to capture the detailed motion of the auroral

boundaries during substorms which are driven by internal activity in the magneto-

tail. The inclusion of the detailed motion of the poleward boundary of the auroral

oval and OCB in response to substorms in the nightside local time sectors will have

a significant impact on the performance of the next generation of auroral forecast

models. This would require an additional input dataset in future auroral forecast

models that captures substorm onsets in real time.



Chapter 8

Exploring the relationship between

the equatorward auroral boundary

and the Plasmapause

The analysis in Chapter 7 examined the statistical motion of the poleward auroral

boundary in response to substorms. The poleward auroral boundary can be used as

a proxy for the location of the OCB. Magnetic field lines at higher latitudes above

the OCB are considered to be open and connect to the IMF while magnetic field

lines at lower latitudes are closed with both foot points connected to the Earth. The

particles which contribute to the main auroral emission are hence from these closed

magnetic field lines and precipitate down to the ionosphere. The results of Chapter

6 also showed that, on average, the FUV aurora extends down to approximately be-

tween 60 − 70◦ latitude. Below this latitude, the magnetic field lines remain closed

and yet no auroral emission is observed. Since the poleward auroral boundary is

associated with the open-closed field line boundary and the auroral oval doesn’t ex-

tend down to the equator, this raises the question; what is the physical significance

of the equatorward auroral boundary in the magnetosphere? Some studies (e.g. Lin-

scott and Scourfield, 1976; He et al., 2020) have found observational evidence that

implies a link between the equatorward auroral boundary and the plasmapause, the

outer boundary of the plasmasphere. However, the observational evidence linking

these two boundaries is limited and has so far only been presented in a few case
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studies. It thus remains an open question as to whether this link holds more broadly

in all local time sectors and under different levels of geomagnetic activity.

This chapter presents a statistical analysis of the ionospheric footpoint of the

plasmapause location to compare against the equatorward boundary of the auro-

ral oval determined from FUV images of the auroral oval. This chapter aims to

explore why the auroral emission does not extend to lower latitudes and whether

the cold plasmaspheric population plays a role in preventing particles precipitating

into the ionosphere at lower latitudes. In addition, this study also evaluates whether

the equatorward boundary of the auroral oval determined from global FUV images

could be used to model or predict the location of the plasmapause.

8.1 Introduction

A number of previous studies have provided observational evidence identifying a

close relationship between the plasmapause and the equatorward boundary of the

auroral oval. Ground-based observations of whistler-mode waves and in-situ ob-

servations in the dusk local time sectors have identified times when the equator-

ward edge of the diffuse aurora coincided with the plasmapause location to within

∼ 0.1−0.25 L (Linscott and Scourfield, 1976; Horwitz et al., 1982), with the ground

based whistler observations made during disturbed, but quietening, geomagnetic

conditions, when Kp decreased from 5 to 4 (Linscott and Scourfield, 1976). Case

studies have also shown a direct link between whistler-mode chorus waves, which

are typically observed outside the plasmasphere (e.g. Lauben et al., 2002), and pul-

sating aurora (Tsuruda et al., 1981; Ozaki et al., 2012, 2015; Hosokawa et al., 2015).

Recent studies have identified giant undulations and waves in the equatorward auro-

ral boundary in dusk local time sectors from auroral images that have been linked to

waves, instabilities and plasma injections at the plasmapause (Motoba et al., 2015;

Henderson et al., 2010, 2018; Forsyth et al., 2020b; He et al., 2020; Horvath and

Lovell, 2021), providing further evidence that the equatorward auroral boundary

may be closely associated with the plasmapause location in dusk local time sec-

tors. Conversely, in another case study under quiet geomagnetic activity, Schield
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and Frank (1970) found that the inner edge of the plasma sheet, which is thought to

be the source region of the auroral particles precipitating to the lowest latitudes of

the auroral oval in the ionosphere, and the plasmapause were separated by between

1 - 5 RE in the midnight local time sectors. Between the inner, Earthward edge of

the plasmasheet and the plasmapause, Schield and Frank (1970) observed a warm

plasma population with electron energies in the range of≤ 100 eV with an electron

density on the order of ∼ 1 cm-3.

The location of the plasmapause is relevant for radiation belt models and larger

scale magnetospheric models. The plasmasphere impacts the radiation belt dynam-

ics and inner magnetospheric particle populations, such as the ring current, through

wave-particle interactions (Thorne, 2010) which can either act as an energisation

mechanism and accelerate particles in the radiation belt or, as a loss mechanism by

pitch angle scattering radiation belt particles, resulting in particles being lost to the

ionosphere. Despite the importance of the plasmasphere to radiation belt and mag-

netospheric dynamics, there is currently no global monitoring of the plasmasphere

or plasmapause location. Several empirical models of the plasmasphere and plasma-

pause location have been derived from in-situ plasma density observations (e.g.

Binsack, 1967; Carpenter and Anderson, 1992; Moldwin et al., 2002; O’Brien and

Moldwin, 2003) and medium-scale field aligned currents (Heilig and Lühr, 2013),

parameterised by geomagnetic indices including Kp, AE and Dst. Another model of

the plasmapause has been developed from plasmapause identifications from global

EUV images and parameterised by upstream solar wind parameters such as the IMF

BZ component, the IMF clock angle and the estimated dayside reconnection rate by

Larsen et al. (2007), resulting in a predictive model of the plasmapause location.

However, if the equatorward boundary of the auroral oval is linked to the plasma-

pause, monitoring of the auroral boundary would provide a useful, alternative and

more direct way of determining the plasmapause location from observations.

This study analyses the statistical location of the plasmapause mapped to the

ionosphere compared to the equatorward boundary of the auroral oval and evaluates

whether the equatorward auroral boundary determined from global FUV images
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could be used to model or predict the location of the plasmapause.

8.2 Data and Magnetospheric Mapping

Goldstein et al. identified the plasmapause location in 3143 images of the plasma-

sphere taken by the EUV instrument onboard the IMAGE spacecraft in the period

between 2000 - 2004. Between 2000 - 2002, when the FUV auroral boundaries

determined by Longden et al. (2010) are also available, the plasmapause was iden-

tified in 2993 EUV images. The plasmapause identifications span all local time

sectors, although the plasmapause is not identified in all local time sectors in every

EUV image. The plasmapause locations also identify features such as plasmas-

pheric drainage plumes in the dusk local time sectors. This database of plasma-

pause identifications was previously discussed in Chapter 4 and will be referred

to as the Goldstein et al. plasmapause database. The plasmapause identifications

are publicly available at https://enarc.space.swri.edu/EUV/. Figure

8.1a shows a histogram of the plasmapause radius from all the Goldstein identifica-

tions in all local time sectors. The plasmapause radius is generally found between

2−6 RE in agreement with e.g. O’Brien and Moldwin (2003), with a mean radius

of 3.7 RE. The distribution has an extended tail to further radii, with a maximum

radius of 8.0 RE. The furthest plasmapause identifications are likely from plume

features in the dusk and dayside sectors where the plasmasphere extends radially

outwards. The distribution of plasmapause locations at lower radii is steeper and

does not generally extend closer to Earth than ∼ 2 RE.

In this study, the plasmapause identifications determined from IMAGE EUV

data by Goldstein et al. were traced down into the ionosphere using magnetic

field mapping models. The magnetic field mapping of the plasmapause identifi-

cations to the ionosphere is crucial in this study, as such the results of three mag-

netospheric mapping models were tested; the International Geomagnetic Reference

Field (IGRF) model and the Tsyganenko 1989 (Tsyganenko, 1989) and Tsyganenko

1996 models (Tsyganenko and Stern, 1996). From this point, the Tsyganenko 1989

and 1996 models will be referred to as T89 and T96, respectively. The IGRF is a

https://enarc.space.swri.edu/EUV/
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Figure 8.1: (a) The distribution of plasmapause identifications in all local time sectors,
from the Goldstein plasmapause database between 2000 - 2002. (b) The dis-
tribution of the mapped plasmapause locations using the IGRF only (black),
T89+IGRF (orange) and T96+IGRF (blue) and the distribution of the equator-
ward boundary of the auroral oval determined from FUV data by Longden et al.
(2010) between 2000 - 2002 (red).

model of the Earth’s internal magnetic field and provides a more realistic internal

magnetic field model than assuming a simple dipole. The T89 and T96 models pro-

vide larger scale models of the Earth’s magnetic field and account for the interaction

between the geomagnetic field and the IMF and solar wind. In this study, the T89

and T96 mappings both used the IGRF model as the internal geomagnetic field,

rather than a dipole internal field. The inner magnetosphere is largely dominated

by the internal geomagnetic field, however testing the results of mapping from the

IGRF, T89 and T96 models provides an indication of the potential uncertainty in

the mapping.

The average location of the plasmapause identifications mapped to the iono-

sphere can then be compared to the average location of the equatorward auroral

boundary in each local time sector, using auroral boundary identifications from

Longden et al. (2010). The auroral boundary identifications used in this study were

determined from the WIC FUV instrument onboard the IMAGE spacecraft which

captures the wideband auroral emission spectrum from precipitating electrons, as

previously discussed in Chapter 4.

Figure 8.1b shows the mapped plasmapause latitudes using the IGRF, T89 and

T96 in black, orange and blue, respectively. There are some subtle differences in

the distribution of mapped latitudes for all three mapping models. The peaks of the
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distribution are slightly offset and there are some differences in the high and low lat-

itude tails of the distributions. There is a greater difference between the IGRF only

mapping and the Tsyganenko models for higher latitudes, with the IGRF model

mapping to slightly higher latitudes. Overall, there is very little difference between

the T89 and T96 distributions and there is good agreement between all three distri-

butions for lower latitudes below the peak values. The means of the distributions

are between 55.8−57.2◦ indicating that the distributions are relatively similar. This

suggests that the mapping using the T96 and T89 models are dominated by the in-

ternal IGRF model in the inner magnetosphere, rather than the externally driven

component. However, based on the fact that there is some impact of the external

field model, in the remainder of this study the T96 model has been used to map

the plasmapause identifications to the ionosphere. The red histogram in Figure

8.1b shows the latitudinal distribution of the equatorward auroral boundaries iden-

tified from the FUV data by Longden et al. (2010). There is some overlap between

the FUV boundary distribution and the mapped plasmapause distributions; how-

ever, the peak auroral boundary distribution is poleward of the plasmapause with

the mean value approximately 10◦ poleward at 63.7◦, suggesting an overall lack of

agreement between the plasmapause and equatorward auroral boundary. Given the

evidence from previous studies, it is pertinent to assess any agreements between the

two boundaries in any local time sectors or under any geomagnetic conditions.

8.3 Results

8.3.1 Case Study: Comparing the Locations of the Plasmapause

Mapped to the Ionosphere and the Auroral Boundary

In the following section, two examples are presented comparing the plasmapause

identification mapped to the ionosphere against the location of the equatorward au-

roral boundary under different levels of geomagnetic activity. These examples have

been chosen as they have good coverage of both the plasmapause identifications and

the equatorward auroral boundary data.

The first example, presented in Figure 8.2 panels (a) and (b) from 10:33 -



8.3. Results 210

10:43 UT on 10 June 2001, has been taken during the recovery phase of a relatively

small geomagnetic storm when geomagnetic activity is disturbed but quietening.

The peak of the storm occurred shortly before 02:00 UT when the geomagnetic

disturbance reached a minimum level of SY M−H = − 44 nT and Kp = 5. The

geomagnetic activity had been constant with Kp = 3 since 03:00 UT. At 10:38 UT

when the data for this example were taken, the geomagnetic activity level was Kp

= 3 and was decreasing. The plasmaspheric dynamics on the 10 June 2001 have

been studied in greater detail by Spasojević et al. (2003) and Pierrard and Cabrera

(2005).

The second example, presented in panels (c) and (d), is from 05:32 - 05:42 UT

on 18 June 2001 and was taken during the main phase of a geomagnetic storm when

the level of geomagnetic activity was increasing. The storm sudden commencement

occurred around 03:00 UT and the geomagnetic activity reached a minimum of

SY M−H ≈ −80 nT around 08:00 UT. The level of geomagnetic activity during

this example was higher with Kp = 4+ between 03:00 - 06:00 UT and increasing

to Kp = 5 between 06:00 - 15:00 UT. The plasmaspheric dynamics on the 18 June

2001 have been studied in greater detail by Goldstein and Sandel (2005).

The purpose of these two case studies is to show to what extent the plasma-

pause identification mapped to the ionosphere aligns with the location of the equa-

torward auroral boundary under conditions where geomagnetic activity is quieten-

ing in Case Study 1 and where geomagnetic activity is increasing in Case Study 2.

The exact details of the events are peripheral to the discussion.

Panels (a) and (c) in Figure 8.2 show the plasmapause identifications from

the Goldstein et al. database. Panels (b) and (d) in Figure 8.2 show the result of

the plasmapause location mapped to the ionosphere using the T96+IGRF magneto-

spheric mapping model in blue and the equatorward auroral boundary identification

from Longden et al. (2010) in red. Due to the difference in the cadence between

the frequency of the FUV auroral images (one image per 2 minutes) and the EUV

plasmasphere images (one image per 10 minutes), the auroral boundary data have

been averaged across 10 minutes (± 5 minutes of the EUV image time). This also
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Figure 8.2: Panels (a) and (c) show the plasmapause location identified by Goldstein et al.
for 10:38 10 June 2001 and 05:37 18 June 2001, respectively. Panels (b) and
(d) show the mapped plasmapause location using the T96+IGRF (blue) and the
10-minute averaged equatorward auroral boundary location (red) identified by
Longden et al. (2010).
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improves the coverage of the auroral boundary data in local time in these example

comparisons.

8.3.1.1 Case Study 1 - Quietening Geomagnetic Activity

The plasmapause identification in Figure 8.2a shows the outline of a drainage plume

in the dusk local time sectors and a possible dayside plume extending outwards cen-

tred on noon. In the post-noon, post-midnight and dawn sectors, the plasmapause

extends to approximately 3 RE and in the dusk and noon sectors near the plumes

the plasmapause extends out to ∼ 4− 5 RE. Figure 8.2b illustrates that the more

contracted regions of the plasmapause that had a radial extent of∼ 3 RE in the post-

noon, post-midnight and dawn local time sectors map to lower latitudes, as low

as 50◦ in the ionosphere while the extended plume regions map to higher latitudes.

The result of Figure 8.2b shows that the equatorward auroral boundary lies at higher

latitudes than the plasmapause identifications mapped to the ionosphere, in all local

time sectors where there is available auroral boundary data.

8.3.1.2 Case Study 2 - Increasing Geomagnetic Activity

Panel (c) shows a more expanded plasmapause, located between 4− 6 RE with a

plume feature also in the dusk local time sectors, stretching into the late afternoon

sectors. In this example, the plasmapause identifications mapped to the ionosphere

in panel (d) agree well with the FUV equatorward auroral boundary in all local

time sectors with available data. One interesting feature in panel (d) is that the

plasmaspheric drainage plume feature mapped to the ionosphere, indicated by the

black arrow, lies inside the auroral oval. This suggests that the magnetic field lines

in the plasmaspheric drainage plume must be auroral field lines and that the hot

precipitating plasma that causes the auroral emission is superimposed on a cold

plasma population which may result in interesting dynamics.

The results of these two case studies show one event where the plasmapause

identification mapped to the ionosphere and the equatorward boundary of the auro-

ral oval are broadly in agreement during increasing levels of geomagnetic activity

and one event where the plasmapause identification mapped to the ionosphere lies

at significantly lower latitudes than the auroral boundary, during disturbed but qui-
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etening levels of geomagnetic activity. In addition, Figure 8.1 showed that while

there was some overlap between the distributions of the plasmapause identifications

mapped to the ionosphere and the equatorward auroral boundary, overall they were

quite different, with the distribution of the plasmapause identifications mapped to

the ionosphere largely located equatorward of the auroral boundary. This suggests

that the close association between the plasmapause and the equatorward auroral

boundary found in previous studies by Linscott and Scourfield (1976); He et al.

(2020) and others, may not consistently occur. The following sections analyse the

statistical mean locations of the plasmapause identifications mapped to the iono-

sphere and the equatorward auroral boundary.

8.3.2 Mean Boundary Locations

The results presented in this section show the mean latitude of all the FUV auro-

ral boundary identifications and mean latitude of all the mapped EUV plasmapause

identifications, using the T96+IGRF magnetospheric model. There are only 1682

times out of the 2993 that have both Goldstein et al. plasmapause and FUV auro-

ral boundary identifications in at least one local time sector. As such, there are an

insufficient number of events to present meaningful mean latitudes for only times

where both boundaries are available, particularly when the analysis is then further

subdivided by local time. For example, in the noon local time sector (MLT 12)

there were a total number of 5112 plasmapause identifications and 18817 equator-

ward auroral boundary identifications. Limiting the data to times when there is both

a plasmapause identification and a corresponding equatorward auroral boundary

identification reduces the dataset to 395 in the noon local time sector, which corre-

sponds to approximately 8% and 2% of the total plasmapause and auroral boundary

datasets for MLT 12, respectively. This is further reduced when the data was sub-

divided by geomagnetic activity. The low data coverage when using only times

where there is both a plasmapause and auroral boundary identification caused sig-

nificant variability in the distributions in many local time sectors. In contrast, using

the full datasets provides a greater number of events, increasing confidence in the

results. In the following sections, the 2-minute cadence FUV auroral boundary data
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were used to calculate the mean auroral boundary location, unlike in the case study

presented in Figure 8.2 where the equatorward auroral boundaries determined from

approximately 5 FUV images were averaged over a 10 minute period.

Figure 8.3 shows the mean latitudes of all FUV equatorward auroral boundary

identifications in red and all plasmapause identifications mapped to the ionosphere

in blue in each local time sector. The error bars show the standard deviation of

the boundaries in each local time sector. On average, the mapped plasmapause lies

equatorward of the auroral boundary at ∼ 55◦ in all local time sectors. In contrast,

the latitude of the equatorward auroral boundary varies from ∼ 60◦ in 02 MLT to

∼ 70◦ at 14 MLT. In the nightside sectors, between 21 - 03 MLT, the mean latitudes

of the two boundaries are aligned to within one standard deviation of each other. In

the dayside sectors, the auroral boundary is located further poleward, on average,

such that the two boundaries are much further separated, by up to ∼ 15◦.

Figure 8.3: The average location of the mapped plasmapause boundary (blue) and the equa-
torward auroral boundary (red), in all local time sectors, under all geomagnetic
conditions for boundary data available between 2000 - 2002. The error bars
show the standard deviation of the distribution in each local time sector.
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Figure 8.4 shows the latitude distributions of the mapped plasmapause and au-

roral boundaries in all local time sectors. The auroral boundary distributions appear

approximately Gaussian in most sectors, with peak latitudes between 61.5◦ in the

post-midnight sectors to 73◦ in the noon sector. The histograms in MLT sectors 11

- 13 suggest multiple distributions, with an additional smaller peak at lower latitude

just below 60◦. The distributions in some local time sectors, such as the pre-noon

sectors (MLT 9) and the afternoon to dusk sectors (MLT 14, 15 and 18), have a

slightly extended tail in the distribution to lower latitudes. The mapped plasma-

pause boundary distributions are much more complex than the auroral distributions

and have multiple peaks indicative of multiple underlying distributions. This could

be as a result of a selection bias in the more limited database of plasmapause iden-

tifications. The Goldstein et al. plasmapause database does not have a full coverage

of plasmapause identifications for all times when the IMAGE spacecraft was oper-

ational. This could be due to limited data coverage from the EUV instrument or a

limited number of high quality observations from which the plasmapause location

can be well identified. As a result, the Goldstein et al. database of plasmapause

identifications may be biased by containing high densities of plasmapause identi-

fications in certain periods of time which had good EUV data coverage or, under

certain geomagnetic conditions when the plasmapause can be clearly identified. In

the dusk to dayside local time sectors, peaks in the distributions at high latitudes

could be due to radially extended plume features. As also observed in Figure 8.2,

the mean mapped plasmapause location is approximately constant in all local time

sectors between∼ 54−57◦ while the latitude of the largest peak in each distribution

varies between 53◦ in the post-midnight sector (MLT 3) to 64◦ in the noon sector.

The mean and peak latitudes of the mapped plasmapause and auroral bound-

ary distributions are summarised in Table 8.1. The results in Table 8.1 show that the

mean latitude of the two boundaries is offset in all local time sectors, with the mean

auroral boundary generally at higher latitudes than the mean latitude of the plasma-

pause identifications mapped to the ionosphere. The largest differences between

the mean latitudes of the boundaries are in the dayside local time sectors (MLT 06 -
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Figure 8.4: The latitude distribution of the mapped plasmapause locations (blue) and auro-
ral boundary identifications (red) in all local time sectors from MLT0 to MLT
23 in panels (a) - (x).
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Figure 8.4: The latitude distribution of the mapped plasmapause locations (blue) and auro-
ral boundary identifications (red) in all local time sectors from MLT0 to MLT
23 in panels (a) - (x).
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Figure 8.4: The latitude distribution of the mapped plasmapause locations (blue) and auro-
ral boundary identifications (red) in all local time sectors from MLT0 to MLT
23 in panels (a) - (x).
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17), separated by 7.9◦ in MLT 06 and 13.3◦ in MLT 13, while the mean latitudes in

the nightside local time sectors (MLT 18 - 06) are much closer, separated by 3.6◦ in

MLT 23 to 7.7◦ in MLT 18. In the near midnight sectors between MLT 21 - 02, the

difference in latitudes of the largest peaks in the distributions is between 4.5− 6◦.

The peak latitudes for both boundaries are also offset by between 3.5−13.5◦ in all

local time sectors.

Table 8.1: The mean and peak latitude in the mapped plasmapause and auroral boundary
distributions in each local time sector.

MLT Mapped
Plasmapause Latitude (◦)

Mean Auroral Boundary
Latitude (◦)

Mean Peak Mean Peak
0 57.3 56.5 61.1 61.5
1 56.1 55.5 61.0 61.5
2 55.4 55.5 61.1 61.5
3 54.8 53.0 61.5 61.5
4 54.7 53.0 61.9 62.0
5 54.8 59.0 62.2 62.5
6 55.3 58.0 63.2 63.0
7 55.1 56.5 64.2 63.5
8 55.4 55.5 65.6 65.5
9 56.2 56.0 67.0 67.5
10 56.9 56.5 67.8 69.0
11 57.0 58.0 67.6 71.5
12 56.6 64.0 68.1 73.0
13 55.8 62.5 69.1 72.0
14 56.9 62.5 69.6 71.0
15 57.2 62.0 69.1 70.0
16 56.1 61.5 67.6 68.5
17 55.8 60.5 65.9 67.0
18 56.1 60.0 63.8 65.5
19 56.2 59.0 63.3 64.5
20 56.2 58.5 62.8 64.0
21 57.0 58.0 62.3 63.0
22 57.8 57.0 61.9 61.5
23 57.8 57.0 61.4 61.5

8.3.3 The Effect of Geomagnetic Activity

The results presented in Section 8.3.2 show that, on average, under all levels of ge-

omagnetic activity combined, there is an offset between the mean latitudes of the
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plasmapause identifications mapped to the ionosphere and the equatorward auroral

boundary distributions in all local time sectors. However, there is significant over-

lap between the distributions, particularly in the nightside local time sectors. In the

case studies presented in Section 8.3.1, Figure 8.2d showed an example when the

two boundaries show good agreement, during disturbed and increasingly active geo-

magnetic activity. This section examines the effect of geomagnetic activity, defined

by Kp level, on the location of the two boundaries in each local time sector.

Figure 8.5 shows the mean latitude of all the auroral boundary identifications

and plasmapause identifications mapped to the ionosphere separated by the level of

geomagnetic activity, defined by Kp level. As in Figure 8.4, the auroral boundary

generally lies poleward of the mapped plasmapause in all local times, however, the

nightside boundaries start to coincide at higher levels of geomagnetic activity. For

all Kp levels of K p≤ 6 the mean location of the plasmapause boundary mapped to

the ionosphere is fairly circular with a latitude of∼ 55−60◦ in all local time sectors.

For low Kp levels, the plasmapause boundary mapped to the ionosphere has a bulge

extending to lower latitudes in the late afternoon sectors between MLT 15 - 18. A

lower, more equatorward mapped latitude signifies that the plasmapause lies at a

closer radial distance in this region indicating a bite out feature in the plasmapause

boundary. At very high levels of geomagnetic activity of Kp > 6, the plasmapause

boundary mapped to the ionosphere globally expands to lower latitudes between

∼ 50−55◦, on average. This signifies a contracted plasmapause which may be in-

dicative of the loss of plasma from the plasmasphere via the drainage plume during

high levels of geomagnetic activity (e.g. Carpenter, 1966; Carpenter et al., 1993).

Under these conditions, plasma is drained from the plasmasphere faster than it can

be refilled from the ionosphere.

The equatorward auroral boundary, shown in red in Figure 8.5 is approximately

circular but offset from the geomagnetic pole towards the nightside, such that the

boundary lies at lower, more equatorward latitudes in the nightside sectors and at

slightly higher latitudes in the dayside sectors. For low Kp levels, the auroral bound-

ary is located between ∼ 65− 70◦ in the dayside local time sectors and between



8.3. Results 221

Figure 8.5: The average location of the mapped plasmapause boundary (blue) and the equa-
torward auroral boundary (red), in all local time sectors, under different levels
of geomagnetic activity, defined by Kp, from low to very high in panels (a) -
(d), respectively. The error bars show the standard deviation of the distribution
in each local time sector.
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∼ 60− 65◦ in the nightside local time sectors. As geomagnetic activity increases,

the auroral boundary is located at lower, more equatorward latitudes in all local

time sectors. The auroral boundary does not move equatorward uniformly in all

local time sectors with increasing Kp level. The largest change in the equatorward

boundary location is observed in the dusk to pre-midnight sectors, with the mean

boundary location in MLT 21 moving ∼ 12◦ equatorward, on average, from ∼ 64◦

during low Kp (Kp ≤ 2) to ∼ 52◦ during very high levels (Kp > 6) of geomagnetic

activity. In comparison, the boundary in the noon local time sector only moves

∼ 3.5◦ equatorward, on average, from ∼ 68◦ to ∼ 64.5◦ during low and very high

levels of geomagnetic activity, respectively.

At high levels of geomagnetic activity, Kp > 4, there is significant overlap

between the plasmapause boundary mapped to the ionosphere and the equatorward

auroral boundary, particularly in the dusk to post-midnight local times sectors (MLT

18 - 03). The improved agreement between the two boundaries under geomagneti-

cally active periods was also observed in the second case study in Figure 8.2d.

Figure 8.6 shows the latitudinal distribution of both boundaries in 8 represen-

tative local time sectors (MLT 00, 03, 06, 09, 12, 15, 18 and 21) for each level of

geomagnetic activity. In all local time sectors shown, the distribution of the auroral

boundary generally lies poleward of the distribution of the plasmapause identifica-

tions mapped to the ionosphere, particularly for low levels of geomagnetic activity

(Kp ≤ 2). As geomagnetic activity increases, the auroral boundary distribution

moves equatorward to lower latitudes, particularly in the nightside local time sec-

tors, which results in a greater overlap between the distributions of the two bound-

aries. While the auroral boundary distributions in the dayside local time sectors

also shift equatorward with increasing levels of geomagnetic activity, there is still

a distinct separation between the two boundary distributions in the noon (MLT 12)

and pre-noon (MLT 09) sectors, even at very high levels of geomagnetic activity.

In summary, during low levels of geomagnetic activity, the equatorward auroral

boundary and the plasmapause boundary mapped to the ionosphere are separated,

with the auroral boundary generally located at higher, more poleward latitudes. Dur-
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Figure 8.6: The latitude distribution of the mapped plasmapause locations (blue) and auro-
ral boundary identifications (red) in 4 representative dayside local time sectors
from MLT6 to MLT 15 in panels (a) - (d), under different levels of geomagnetic
activity, defined by Kp, from low to very high in panels (i) - (iv), respectively.
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Figure 8.6: The latitude distribution of the mapped plasmapause locations (blue) and auro-
ral boundary identifications (red) in 4 representative nightside local time sec-
tors from MLT18 to MLT 03 in panels (e) - (h), under different levels of ge-
omagnetic activity, defined by Kp, from low to very high in panels (i) - (iv),
respectively.
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ing periods of higher geomagnetic activity, the auroral boundary moves to lower,

more equatorward latitudes, on average, with the largest equatorward expansion in

the dusk to pre-midnight local time sectors. The plasmapause boundary mapped to

the ionosphere remains at an approximately constant latitude between ∼ 55 − 60◦

for Kp ≤ 6, although for very high levels of geomagnetic activity (Kp > 6), the

plasmapause boundary mapped to the ionosphere is located at lower latitudes. Due

to the equatorward expansion of the auroral boundary, during more geomagneti-

cally active periods (Kp > 4) and very high levels of geomagnetic activity, there

is a greater overlap between the two boundaries in the nightside sectors while the

dayside sectors are still separated.

Additional tables have been included in the Appendix detailing the number of

plasmapause and equatorward auroral boundary identifications that have been used

in Sections 8.3.2 and 8.3.3. Table A.1 contains the total number of plasmapause

identifications and the total number of equatorward auroral boundary identifica-

tions in each MLT sector from Section 8.3.2. Table A.2 contains the number of

plasmapause identifications and the number of equatorward auroral boundary iden-

tifications in each MLT sector, in each Kp category, defined in Section 8.3.3.

8.3.4 In-situ Particle Measurements in the Inner Magneto-

sphere

Despite the close association between the two boundaries in the nightside sectors

under high levels of geomagnetic activity, in the majority of local time sectors under

most levels of geomagnetic activity, there is a gap between the ionospheric projec-

tion of the extent of the plasmaspheric cold particle population and the energetic

precipitating particle population. This suggests that there is a separation in the

inner magnetosphere between the cold plasmaspheric population and the precipi-

tating thermal particles that result in the auroral emission. However, in the inner

magnetosphere, the cold plasmaspheric population co-exists in the same region as

the more energetic radiation belt and ring current particle populations, as described

in Chapter 2.
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Thorne et al. (1973) suggested that the cold plasmaspheric population limits

the extent of the Earthward edge of the plasma sheet into the inner magnetosphere

through wave particle interactions, mainly hiss waves, which would prevent auroral

emission at lower latitudes. From the results presented in this study, the apparent

spatial separation between the auroral and plasmaspheric particle populations may

suggest that the cold plasmaspheric population does not limit the auroral precipita-

tion occurring at lower latitudes.

In this section, two examples of in-situ data measurements are presented from

the Van Allen Radiation Belt satellites to analyse the spatial distribution of the par-

ticle populations in the inner magnetosphere. The data presented were selected to

show a spacecraft crossing in both the dayside and nightside local time sectors but

otherwise the periods were randomly selected.

The data presented in Figures 8.7 and 8.8 show the in-situ observations cross-

ing the inner magnetosphere in the nightside sectors and in the dayside sectors,

respectively. In both figures, panel (a) shows the in-situ particle density, panel (b)

shows the differential energy flux along the orbital path and panel (c) shows the path

of the satellite orbit in L-shell against local time. In panel (a), the horizontal dotted

line indicates the 40 cm-3 particle density threshold which is the estimated lower

sensitivity limit of the EUV instrument (Goldstein et al., 2003). The vertical red

solid lines are included as a guide in panels (b) and (c) to show where the plasma

density is 40 cm-3. The dashed line in panel (b) indicates the 200 eV energy level.

In the nightside crossing shown in Figure 8.7a, the location of the plasmapause

can be identified in each orbit by the sharp gradient in the particle density. In this

example, the sharp gradients largely agree with where the particle density in panel

(a) crosses the 40 cm-3 threshold except in the first crossing where there is a slight

offset. In Figure 8.7a, the satellite crossed the plasmapause out of the plasmasphere

between 2100 - 2200 UT and again crossed the plasmapause, entering the plasma-

sphere, at approximately 0200 UT. Between the plasmapause crossings, inside the

plasmasphere, the particle density is characteristically high (> 1000 cm-3). In-

side the plasmasphere where the particle density is higher, the differential energy
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Figure 8.7: Data from the Van Allen Probe spacecraft crossing the inner magnetosphere in
the nightside local time sectors. Panel (a) shows the in-situ particle density,
panel (b) shows the differential energy flux along the orbital path and panel
(c) shows the path of the satellite orbit in L-shell against local time. Figure
provided by Colin Forsyth.
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Figure 8.8: Data from the Van Allen Probe spacecraft crossing the inner magnetosphere in
the nightside local time sectors. Panel (a) shows the in-situ particle density,
panel (b) shows the differential energy flux along the orbital path and panel
(c) shows the path of the satellite orbit in L-shell against local time. Figure
provided by Colin Forsyth.
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flux in panel (b) shows that there is a low energy flux of particles at most energies,

indicated in blue; however, there is a slightly higher energy flux of particles with

energies < 100 eV and > 104 eV, shown in green, which could indicate the low

energy plasmaspheric population and the higher energy radiation belt or ring cur-

rent populations, respectively, which are known to be approximately co-located in

the inner magnetosphere. Outside the plasmasphere, where the particle density is

lower, there is a higher energy flux of particles across all energies, shown in green,

and and a particularly high energy flux of high energy particles > 1 keV, shown in

yellow and red.

In the dayside crossing in Figure 8.8, the spacecraft crosses the plasmapause,

entering the plasmasphere between 1100-1200 UT and back out of the plasmasphere

between 0000-0100 UT and finally crosses back into the plasmasphere around 0500

UT, as defined by the 40 cm-3 plasma density threshold. Similar particle distribu-

tions are observed inside and outside of the plasmapause in the dayside local time

sectors as discussed in the nightside crossing. However, in the dayside data, there is

an apparent offset between where the plasma density crosses the 40 cm-3 threshold

and the change in the particle populations observed in panel (b). In the first cross-

ing around 1200 UT, the offset may be due to the definition of the plasmapause as

a steep density gradient is observed at a slightly later time, after the density crosses

the 40 cm-3 threshold, which could be the true plasmapause location. However,

in the final spacecraft crossing into the plasmasphere around 0500 UT, there is ev-

idence that the high energy particle population drops away before the spacecraft

crosses the plasmapause boundary and does not extend right up to the plasmapause

boundary in this case.

The results from the nightside in-situ data show that a high energy thermal

plasma population extends right up to the plasmapause and there is no spatial sep-

aration between the thermal and cold plasmaspheric populations in these observa-

tions. However, in the dayside in-situ data, there is some evidence of an observable

separation between the high energy thermal plasma and the cold plasmaspheric pop-

ulations, suggesting that the high energy thermal plasma population may not always



8.3. Results 230

extend right up to the plasmapause boundary in some dayside sectors or under cer-

tain geomagnetic conditions.

The higher energy thermal particle population observed just outside the

plasmapause could be the radiation belt or ring current plasma populations which

are co-located with the plasmasphere in the inner magnetosphere. However, the

differential energy flux of the thermal plasma population observed in the nightside

crossings is ∼ 108 eV cm-2 sr-1 keV-1 s-1 which is the same order of magnitude as

the differential energy flux observed further downtail in the nightside plasma sheet

by Walsh et al. (2011), suggesting that the observed hot thermal plasma popula-

tion may be plasma sheet particles that extend into the inner magnetosphere, right

up to the plasmapause boundary. The nightside plasmasheet population is consid-

ered to be the main plasma source for particles that precipitate into the ionosphere,

causing the auroral emission on the nightside and the lower latitude dayside auroral

emission. It would be expected that the plasmasheet particle population just outside

the plasmapause boundary would also precipitate into the ionosphere and produce

low latitude auroral emission. As a result, the plasmapause boundary mapped to

the ionosphere would align with the equatorial boundary of the auroral emission.

It may be the case that the plasmasheet particles just outside the plasmapause on

the nightside and which drift around to the dayside sectors do precipitate but the

resulting auroral emission is not sufficiently high above the background level to be

detected by the IMAGE WIC instrument or that the equatorward auroral boundaries

determined by Longden et al. (2010) are identified at a higher latitude than this

faint emission, resulting in the observed separation between the two boundaries in

the statistical analysis. However, during higher levels of geomagnetic activity the

higher convection may cause more plasmasheet particles to be convected in to the

inner magnetosphere near the plasmapause which precipitate and produce brighter,

low latitude auroral emission, giving a better agreement between the location of

the equatorward auroral boundary and the plasmapause boundary mapped to the

ionosphere.
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The two example in-situ observations are limited. Future work may include a

statistical study of the particle populations inside and outside of the plasmapause

to analyse the average distribution of the particle populations in the inner magneto-

sphere and to determine whether the two example observations are representative.

8.4 Discussion

This study has compared the average locations of the equatorward auroral boundary

identified from FUV global image data and the ionospheric footpoint of the plasma-

pause identified from EUV images, mapped to the ionosphere using the T96 model.

Case studies (e.g. He et al., 2020) have shown a link between activity observed

on the the equatorward edge of the auroral oval and the plasmapause, particularly

in the dusk local time sectors. However, the statistical analysis presented in this

study suggests that this does not hold in all local time sectors or under all levels

of geomagnetic activity. On average, the electron auroral boundary lies poleward

of the mapped plasmapause in all local time sectors. In the nightside sectors, the

two boundaries are located within ∼ 4−8◦, with overlapping latitude distributions,

while the dayside boundaries are separated by ∼ 8− 11◦ with distinctly separate

distributions.

As Kp increases, the auroral boundary is observed to move gradually further

equatorward, particularly in the nightside sectors. This could indicate that the

source of the aurora moves Earthward towards the plasmapause with increasing

geomagnetic activity. The increase in convection during more disturbed levels of

geomagnetic activity may cause the inner boundary of the nightside plasmasheet to

move Earthward and so the ionospheric projection of the plasmasheet, the equator-

ward auroral boundary, expands to lower latitudes (Thomsen, 2004; Thomas and

Shepherd, 2018). The latitude of the mapped plasmapause is fairly constant, be-

tween 55 − 60◦ in most local time sectors at all levels of geomagnetic activity

of Kp = 6 or below. For very high levels of geomagnetic activity exceeding Kp

= 6, the plasmapause moves equatorward to ∼ 50−55◦ in most local time sectors.

The equatorward motion of the plasmapause boundary could indicate plasmaspheric
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erosion with plasma being lost via the drainage plume under high levels of geomag-

netic activity. For higher levels of geomagnetic activity (Kp ≥ 4), the equatorward

auroral boundary and the mapped plasmapause boundary are very closely aligned

in the nightside local time sectors, particularly between MLT 18 - 03.

In the in-situ particle measurements from the Van Allen Radiation Belt Probes,

in the nightside local time sectors, there was no observed separation between the

cold plasmaspheric population and a higher energy thermal plasma population. The

thermal particle population was observed immediately outside the plasmapause

boundary and could precipitate into the ionosphere resulting in auroral emission.

The observed thermal plasma population may include ring current particles or radi-

ation belt particles which are known to be co-located with the cold plasmaspheric

population in the inner magnetosphere. Or, they could also be plasmasheet particles

which have been convected inwards to the inner magnetosphere. In contrast, in the

dayside local time sectors, there was an observable separation between the higher

energy particle population and the cold plasmaspheric population in the in-situ data,

in at least one spacecraft crossing. This could suggest that in some local time sec-

tors or under certain geomagnetic conditions/activity levels, the high energy thermal

particle population does not extend right up to the plasmapause boundary.

It may be the case that during lower levels of geomagnetic activity, the auroral

emission resulting from the precipitation of the higher energy thermal population

just outside the plasmapause is not sufficiently above the background emission to

be observed by the IMAGE WIC instrument or for the Longden et al. (2010) auroral

boundary fitting technique, resulting in the observed gap between the equatorward

auroral boundary and the plasmapause boundary mapped to the ionosphere. How-

ever, if a higher density of plasmasheet particles are convected inwards to the in-

ner magnetosphere during higher levels of geomagnetic activity, this could produce

brighter low latitude auroral emission, resulting in a better agreement between the

two boundaries in the ionosphere.

The in-situ observations presented in this study are limited. A future statistical

analysis of the in-situ particle data inside and outside the plasmapause boundary
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could be informative to analyse the average distribution of the particle populations

in the inner magnetosphere, under different geomagnetic conditions to determine

whether the in-situ observations are representative.

It remains unclear what prevents the auroral oval from extending to lower lati-

tudes. Jaggi and Wolf (1973) suggested that the abrupt equatorward auroral bound-

ary was due to the zero energy Alfvén layer coincident with the inner edge of the

nightside plasma sheet which separates particles on closed and open drift trajec-

tories. An alternative theory by Thorne et al. (1973) proposed that the cold plas-

maspheric population limits the extent of the Earthward edge of the plasma sheet

into the inner magnetosphere through wave particle interactions, mainly hiss waves,

which would prevent auroral emission at lower latitudes. The in-situ observations

presented in this study support a higher energy plasma population extending right

up to the plasmapause boundary which could then be scattered. However, the high

energy radiation belt and ring current particle populations which co-exist in the

same region of the inner magnetosphere as the cold plasmaspheric population could

precipitate into the ionosphere and produce low latitude auroral emission.

It is also unclear where the equatorward auroral boundary maps to in the mag-

netosphere in all local time sectors and whether the boundary maps to the same

location in the dayside and nightside local time sectors. Newell et al. (1996) sug-

gested that the equatorward boundary of the auroral oval on the nightside maps to

the inner edge of the nightside plasmasheet and that the dayside aurora is the result

of nightside plasmasheet particles that drift around to the dayside sectors and then

precipitate into the ionosphere. The results presented in this analysis show that the

dayside auroral boundary is statistically located at higher latitudes than the night-

side auroral boundary which could suggest that the dayside boundary maps further

out, closer to the magnetopause. It could be that the lower latitude auroral emission

on the dayside which results from drifting plasmasheet particles is very faint com-

pared to the background emission and cannot be observed by the WIC instrument

or identified as the equatorward auroral boundary by Longden et al. (2010).
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8.4.1 Uncertainties and Limitations in the Analysis

There are a number of sources of uncertainty in this analysis from the identifications

of both boundaries and the magnetospheric mapping of the plasmapause boundary

inward to the ionosphere. In this study, the standard deviation of the distribution

of each boundary in each MLT sector has been shown to quantify the spread of the

distribution.

The database of plasmapause identifications by Goldstein et al. were visually

extracted from the EUV images. There are only ∼ 3000 global plasmapause iden-

tifications from EUV images between 2000 - 2002, overlapping with the period of

available auroral boundaries determined by Longden et al. (2010). Calculating the

average location for each boundary using only simultaneous plasmapause and auro-

ral boundaries was explored during this study but the data coverage was insufficient,

as only 1682 out of the 2993 (56%) of the EUV observations with a successfully

identified plasmapause had corresponding auroral boundary data in at least one local

time sector. In addition, although Goldstein et al. (2003) found a good correspon-

dence between the plasmapause identified from the sharp decrease in brightness

in the EUV images and the in-situ measurements of the electron density gradients

from the RPI, the global plasmaspheric images only see the high-density portion

of the plasmapause with number densities of > 40 cm-3 (Goldstein et al., 2003;

Goldstein and Sandel, 2005; Moldwin et al., 2003). As a result, the visual identi-

fication of the plasmapause from global image data may under-estimate the radial

extent of the plasmasphere. The accurate identification of the plasmapause loca-

tion is also limited by the resoluation of the EUV data, which is estimated to be

(∼ 0.1 RE) (Sandel et al., 2000). The plasmapause does not always form a sharp

boundary, particularly during extended periods of low geomagnetic activity or when

the plasmasphere is refilling after periods of high activity for example after a storm.

A diffuse plasmapause boundary is more difficult to accurately determine by eye,

particularly given the lower sensitivity threshold of > 40 cm-3. A relatively small

uncertainty in the plasmapause identifications could result in a large uncertainty in

the mapped ionospheric projection of the plasmapause.
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The method of Zhang et al. (2017) uses an automated technique to identify

the radial extent of the plasmapause from the IMAGE EUV observations. As both

Zhang et al. (2017) and Goldstein et al. (2003) use the same EUV observational

dataset, the plasmapause database from Zhang et al. (2017) is subject to many of the

same constraints as the Goldstein et al. database, such as the resolution and sensi-

tivity of the EUV instrument. The results of initial analysis showed that the plasma-

pause identifications from Zhang et al. (2017) were generally identified at larger

radii with a range between 1.26 - 9.33 RE compared to the range of the Goldstein

et al. plasmapause database which was between 0.38 - 8.07 RE. The larger radii

plasmapause identifications from Zhang et al. (2017) would map to higher latitudes

in the ionosphere which may show better agreement with the average equatorward

auroral boundary location. However, due to the large difference in the plasmapause

locations between the two databases, as shown in Chapter 4 Figure 4.9, the decision

was taken to use the Goldstein et al. database as these plasmapause identifications

were individually extracted by eye and so each EUV image and subsequent plasma-

pause identification was carefully checked. Further work in this study could provide

a more in-depth evaluation to compare the two plasmapause databases.

The Tsyganenko magnetospheric mapping models have been continuously de-

veloped since the first model was published in 1989 (Tsyganenko, 1989). In this

study, an early version of the model (T96) was used with the IGRF as the internal

field model. There are more sophisticated versions of the Tsyganenko model avail-

able which account for more complex magnetospheric dynamics, however, the his-

tograms of the mapped latitude using the IGRF only, the IGRF+T89 and IGRF+T96

models in Figure 8.1 show that in the inner magnetosphere, within the radius of the

plasmapause identifications, the magnetospheric mapping is largely dominated by

the internal IGRF model. Repeating the analysis using one of the more recently

developed Tsyganenko models may change the results slightly but it is not expected

to have a significant impact on the overall conclusions.

Part of the work in this study looked at the outward mapping of the equa-

torward auroral boundary to the magnetosphere to compare the location of the
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mapped auroral boundary with plasmapause location. This was performed using

both the IGRF+T89 and IGRF+T96 models however the distribution of mapped au-

roral boundaries had a long tail which extended to extremely large and unphysical

radii of > 100 RE and so the results have not been included in this chapter. The

magnetic field diverges as the field lines are traced outwards from the ionosphere

out to the inner magnetosphere which could result in large uncertainties in the loca-

tion of the end points of the magnetic field line in the inner magnetosphere. As field

lines are mapped inwards from the magnetosphere to the ionosphere, the magnetic

field lines converge which reduces the uncertainty and provides a better mapping

result.

If the auroral boundary from global auroral image data could be reliably

mapped outward into the magnetosphere, it may be possible to use the mapped au-

roral boundary as a proxy for the plasmapause location and thus develop a statistical

model of the plasmapause under different levels of geomagnetic activity. However,

given that the two boundaries identified from plasmaspheric and auroral image data

presented in this analysis show separated, more distinct distributions in the dayside

local time sectors and during low levels of geomagnetic activity, a plasmapause

model based on the outward mapping of the equatorward auroral boundary is not

likely to provide a reliable plasmapause model that is an improvement on existing

plasmapause models.

8.5 Conclusions

This study compared the location of the ionospheric projection of the plasmapause,

identified from global EUV images against the location of the equatorward elec-

tron auroral boundary determined from global FUV auroral images between 2000

- 2002. Overall, in all local time sectors under all levels of geomagnetic activity,

the mapped plasmapause was located 4–11◦ equatorward of the auroral boundary.

As geomagnetic activity increases, the separation between the two boundaries de-

creases, with the two boundaries becoming approximately co-located in the dusk to

post-midnight local time sectors (MLT 18 - 03) during periods of Kp > 4.
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The statistical offset between the ionospheric footpoint of the two boundaries

suggests that the cold plasmaspheric population does not play a significant role

in preventing the auroral precipitation from extending to lower, equatorward lati-

tudes. However, the in-situ observations showed a higher energy plasma popula-

tion, possibly originating from the nightside plasmasheet, that extended right up to

the plasmapause boundary in both nightside and dayside local time sectors, which

could precipitate into the ionosphere and produce auroral emission. There was no

observed spatial separation between the cold plasmaspheric and higher energy ther-

mal particle populations.

Given the difficulties associated with effectively mapping the auroral boundary

outward to the magnetosphere, using the mapped auroral boundary as a proxy for

the plasmapause location would not provide a reliable plasmapause model. How-

ever, the results of this study highlight a number of outstanding questions includ-

ing the processes which prevent the auroral oval from extending to lower latitudes,

the magnetospheric source region of the particles precipitating into the equator-

ward edge of the auroral oval and why the plasmapause and auroral boundaries

become co-located during periods of higher geomagnetic activity in the dusk and

post-midnight sectors. Performing a statistical analysis of the spatial distribution of

the particle populations in the inner magnetosphere inside and outside the plasma-

pause under different levels of geomagnetic activity could provide a better under-

standing of the particles which precipitate into the ionosphere and cause the low

latitude auroral emission.
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General Conclusions

The auroral emission and associated current systems pose a risk for space and

ground-based infrastructure. Space weather forecast models provide stakeholder

industries with advanced warning of disruption and thus help to mitigate the risk of

space weather impact. Auroral boundaries are a useful diagnostic tool which can

be used to assess these forecasts and study the location and dynamics of the auroral

oval, providing valuable information about the large scale structure and dynamic

processes that dominate in the magnetosphere. Increased scientific understanding

of the physical significance of the auroral boundaries, their dynamics and control-

ling factors will help to improve future generations of auroral and space weather

forecast models.

In this thesis, the auroral boundaries determined from FUV images have been

used to evaluate the performance of an operational auroral forecast model. This

thesis has also explored the location and dynamics of the auroral boundaries in the

context of the wider magnetosphere and the response of the auroral boundaries to

large scale magnetospheric processes, such as substorms. The research presented in

this thesis has addressed the following questions.

• How well does a solar wind driven auroral forecast model predict the aurora?

• How does the poleward auroral boundary (and by proxy, the open-closed field

line boundary) respond to substorms?

• Where does the equatorward auroral boundary map to in the inner magneto-

sphere?
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The performance of a version of the OVATION-Prime 2013 auroral forecast

model that has been used operationally in the Met Office Space Weather Operations

Centre was thoroughly assessed using a combination of verification techniques that

are routinely applied to evaluate weather models. The analysis found that, as a

deterministic forecast, the model performed well at predicting where aurora would

or would not occur, with a reasonably high overall ROC score of 0.82 over 2.5

years of forecast and observation comparisons. The model performed well year-

round, although the performance was reduced in the noon local time sectors and

during more active periods of geomagnetic activity such as during the substorm

expansion and recovery phases and for very high levels of Kp (K p = 8). However,

the results of this study also showed that the model performance was reduced at

higher latitudes near the poleward edge of the auroral emission, particularly on the

nightside. It was noted that the reduced performance of the model in this region

may be due to auroral dynamics associated with substorm activity which the model

is unable to capture, due to the model being driven only by the upstream solar wind

conditions and the time resolution of the 30 minute forecast window.

The evaluation of the probabilistic forecasts from the model showed that the

linear scaling from the predicted auroral flux to the probability of aurora occur-

ring generally under-predicts occurrence of aurora. This may be because the linear

scaling, originally developed by SWPC, has been tuned for use by citizen science

observers to limit the false alarm forecasts when aurora was predicted with a rea-

sonably high probability but not visible to observers on the ground. The results

of the reliability analysis could be used to adjust the forecast probabilities to make

them more robust and increase the reliability of the forecast probabilities against

observations, however this may not be suitable for ground-based observers. An al-

ternative approach to further develop auroral forecasts may be to design an alert

system based on the predicted auroral flux output by the auroral forecast model.

The results of the verification analysis presented in this study provide a bench-

mark against which upgrades to the OVATION-Prime 2013 model and future gen-

erations of auroral forecast models can be compared against. However, this study
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highlights some of the current difficulties in space weather forecasting in produc-

ing a probabilistic forecast model and the limitations with driving auroral models

from upstream solar wind conditions, which provide a forecast lead time but which

cannot account for internal magnetospheric processes such as substorms. Another

common difficulty in space weather forecasting is the availability of a suitable ob-

servational dataset to compare the model output against. The model dataset must

be independent from data used as input to the model. The auroral boundaries de-

rived from IMAGE FUV data provide an excellent observational dataset to evaluate

an auroral forecast or particle precipitation model, like OVATION-Prime 2013. Al-

though the auroral boundary data coverage from IMAGE FUV is limited to only 2.5

years, the auroral boundaries determined from the upcoming SMILE UVI data will

provide an additional dataset for the future evaluation of auroral models.

The location and dynamics of the poleward auroral oval and the open-closed

field line boundary are driven by processes which are both internal and external to

the magnetosphere. The expanding and contracting polar cap framework of Cow-

ley and Lockwood (1992) describes how the area enclosed by the open-closed field

line boundary expands and contracts depending on the competing rates of dayside

and nightside reconnection. High rates of dayside reconnection with the southward

oriented component of the interplanetary magnetic field increase the open flux con-

tent of the magnetosphere and the area of the polar cap. During substorms, a large

amount of open flux is closed as a result of a rapid increase in the nightside re-

connection rate in the magnetotail after substorm onset. The rapid closure of flux

on the nightside causes the polar cap and open-closed field line boundary to con-

tract. However, previous studies by, for example Coumans et al. (2007); Milan et al.

(2009b); Clausen et al. (2012) and Coxon et al. (2014), found that the open-closed

field line boundary continued to expand for up to 15− 20 minutes after substorm

onset.

The research presented in Chapter 7 of this thesis performed a statistical anal-

ysis of the poleward boundary corrected to the open-closed field line boundary lo-

cation to determine the detailed motion of the open-closed field line boundary and
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associated change in the flux content in each magnetic local time sector during sub-

storms. The results of this study showed that the open-closed field line boundary

begins to contract poleward immediately at substorm onset, with onset defined by a

brightening in the auroral oval observed by imaging spacecraft in the substorm on-

set sectors. This poleward contraction of the open-closed field line boundary is then

observed to occur in local time sectors which are further from the substorm onset

sector at gradually later times after substorm onset. In the furthest local time sectors

from the substorm onset sector (±6 hours of local time), the open-closed field line

boundary was found to continue to expand equatorward after substorm onset for up

to 30− 40 minutes, until the flux closure in the magnetotail was circulated around

to these local time sectors. In other words, the OCB does not contract poleward

uniformly in all local time sectors after substorm onset. However, the estimated

total nightside flux content was observed to decrease immediately at substorm on-

set, despite the continued increase in flux in the furthest local time sectors from the

onset sector.

The results presented in this analysis suggest that the continued increase in the

flux content observed by Coumans et al. (2007); Milan et al. (2009b); Clausen et al.

(2012) and Coxon et al. (2014) may have been a result of the fitting method used

to define the open-closed field line boundary in these studies which averaged out

the motion of the OCB accross a wide range of local time sectors. Alternatively,

the continued equatorward motion of the OCB observed in the furthest local time

sectors ± 6 hours from the onset sector could be the result of dayside reconnection

continuing to open larger amounts of flux than is being simultaneously closed by

nightside reconnection in these sectors, immediately after substorm onset. Future

analysis to determine whether this is the case could involve dividing the substorms

into two categories based on the upstream BZ component of the IMF after substorm

onset. A negative IMF BZ component after substorm onset would suggest that the

magnetosphere remains in a driven state and that the rate of dayside reconnection

may continue to dominate the open flux content of the polar cap, rather than the

closure of flux by the substorm.
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It is well understood that the poleward boundary of the auroral oval is associ-

ated with the open-closed field line boundary, however it remains less clear where

the equatorward auroral boundary maps to in the inner magnetosphere. Jaggi and

Wolf (1973) proposed that the equatorward auroral boundary was due to an Alfvén

layer which coincides with the inner edge of the nightside plasmasheet and which

shields the inner region of the magnetosphere from the solar wind driven induced

convection. Thorne et al. (1973) suggested that the cold plasmaspheric population

limits the extent of the inner edge of the nightside plasmasheet into the inner magne-

tosphere through wave-particle interactions, predominantly hiss waves. In the final

research chapter, the physical significance of the equatorward auroral boundary was

explored, specifically, the analysis examined whether the plasmapause boundary

mapped to the equatorward auroral boundary in the ionosphere.

A number of studies have found a good agreement between the inner edge of

the nightside plasmasheet, the expected source region of particles precipitating at

the lower edge of the auroral oval, and the plasmapause with seprations between the

two boundaries of 0 - 0.25 L from in-situ data covering a limited range of local time

sectors and geomagnetic activity levels (Linscott and Scourfield, 1976; Frank, 1971;

Horwitz et al., 1982). Fairfield and Viñas (1984) suggested that the higher cross-tail

convection during periods of disturbed geomagnetic activity might move the inner

edge of the nightside plasmasheet closer to Earth and closer to the plasmapause.

Additional evidence of a link between the equatorward auroral boundary and

the plasmapause is from auroral activity such as undulations and pulsating aurora

which may be driven by corresponding activity at or near the plasmapause including

a Kelvin-Helmholtz velocity shear flow instability at the plasmapause, intense sub-

auroral polarisation streams (SAPs) flows, chorus-mode waves and plasmapause

surface waves (Tsuruda et al., 1981; Lui et al., 1982; Motoba et al., 2015; Henderson

et al., 2010, 2018). The cumulative findings of these studies present compelling

evidence that there may be a close association between the plasmapause and the

equatorward auroral boundary.

The research in this thesis compared the statistical locations of the plasmapause
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mapped to the ionosphere and the equatorward auroral boundary in all local time

sectors and under different levels of geomagnetic activity. The results of the study

found that, on average, the plasmapause mapped to the ionosphere was located

between 4− 11◦ further equatorward than the auroral boundary, with the largest

separations between the two boundaries observed in the dayside local time sectors.

However, the separation between the two boundaries decreased with increasing lev-

els of geomagnetic activity, in agreement with Fairfield and Viñas (1984). Given the

statistical offset between the two boundaries, the results presented in this thesis sug-

gest that the cold plasmaspheric population does not prevent the auroral emission

at lower, equatorward latitudes. On the other hand, the results from two in-situ ob-

servations crossing the inner magneotsphere in both the dayside and nightside local

time sectors showed a thermal particle population, similar to the nightside plasma

sheet population, which extended right up to the plasmapause with no spatial sepa-

ration between the thermal and cold plasmaspheric particle populations.

The results of this study highlight a number of outstanding questions regarding

the equatorward auroral boundary, in particular regarding what the processes are

that prevent auroral emission occurring at lower latitudes and what are the proper-

ties and source region of the magnetospheric particles precipitating into the equa-

torward edge of the auroral oval in all local time sectors? Future work to answer

these questions could involve the statistical analysis of the plasma populations in

the inner magnetosphere in all local time sectors using in-situ data, particularly to

examine the plasma populations in the regions between the plasmapause and the

magnetospheric source region of the equatorward auroral boundary in the dayside

local time sectors.



Appendix A

Number of Plasmapause and

Equatorward Auroral Boundary

Identifications

This chapter contains tables showing number of plasmapause identifications in each

magnetic local time (MLT) sector from the Goldstein et al. database, determined

from the IMAGE EUV data and the number of equatorward auroral boundary iden-

tifications in each MLT sector identified by Longden et al. (2010) from the IMAGE

FUV (WIC) data, used in Chapter 8. Table A.1 shows the total number of identifica-

tions in each MLT sector for both the plasmapause and auroral boundary datasets.

Similarly, Table A.2 shows the number of identifications in each MLT sector for

both the plasmapause and auroral boundary datasets, separated by the level of geo-

magnetic activity, defined by Kp.
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Table A.1: The total number of plasmapause identifications in each MLT sector (NEUV) and
the total number of equatorward auroral boundary identifications in each MLT
sector (NFUV).

MLT NEUV NFUV
0 11487 120540
1 14529 119305
2 18893 118213
3 20543 119883
4 19353 127254
5 15464 145901
6 11295 141576
7 9832 112533
8 10543 77446
9 11290 44454

10 12274 25561
11 8314 18082
12 5112 18817
13 5512 29427
14 7617 54629
15 14519 92841
16 19247 128229
17 26423 139205
18 30924 129869
19 26480 112910
20 22372 109039
21 19825 110385
22 15448 115058
23 12297 118752
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Table A.2: The number of plasmapause identifications (NEUV) and the number of equator-
ward auroral boundary identifications (NFUV) separated by the level of geomag-
netic activity, defined by Kp.

Kp ≤ 2 2 >Kp≤ 4 4 >Kp ≤ 6 Kp >6

MLT NEUV NFUV NEUV NFUV NEUV NFUV NEUV NFUV
0 1108 74709 6039 37653 3684 6966 656 1212
1 1705 72781 6551 38154 4415 7056 1858 1314
2 1773 70569 7989 38864 5807 7408 3324 1372
3 1822 69725 8635 40419 6157 8122 3929 1617
4 1695 70725 8002 45020 6156 9515 3500 1994
5 1041 77373 6482 54295 5655 11829 2286 2404
6 467 72308 4594 55282 4789 11878 1445 2108
7 260 52658 3982 46906 4266 10974 1324 1995
8 251 35872 4099 31923 4642 8062 1551 1589
9 228 21752 4327 16702 5288 4786 1447 1214
10 160 12462 4304 9142 6721 2977 1089 980
11 143 8545 3548 6331 3664 2326 959 880
12 89 9204 2610 6661 1427 2156 986 796
13 55 15680 2583 10438 1840 2525 1034 784
14 99 30626 2791 19349 3116 3786 1611 868
15 365 50872 4413 34547 5829 6275 3912 1147
16 678 66478 7442 50544 5632 9776 5495 1431
17 1239 70099 12418 56355 7351 11114 5415 1637
18 2054 64314 13946 51770 9460 11448 5464 2337
19 1886 58834 10533 42748 9055 9504 5006 1824
20 1644 60827 9237 38553 7356 8224 4135 1435
21 1475 65058 9235 36710 6517 7298 2598 1319
22 845 70251 7626 36440 5967 7086 1010 1281
23 758 73535 6580 37012 4407 6947 552 1258
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G. Tóth, I. V. Sokolov, T. I. Gombosi, D. R. Chesney, C. R. Clauer, D. L. de Zeeuw,

K. C. Hansen, K. J. Kane, W. B. Manchester, R. C. Oehmke, K. G. Powell, A. J.

Ridley, I. I. Roussev, Q. F. Stout, O. Volberg, R. A. Wolf, S. Sazykin, A. Chan,
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