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Abstract

The human mind has developed numerous cognitive tools to allow us to navigate

the uncertainty of the world and make sense of situations and events. In this thesis

I present a descriptive account of some of these tools by probing people’s ability

to: evaluate, seek, and explain evidence and information. This was achieved by ap-

praising people’s behaviour in controlled experiments – predominantly represent-

ing legal-investigative scenarios – utilising normative causal models (e.g., causal

Bayesian networks), and uncovering the alternative strategies that people employed

when reasoning under uncertainty.

In Chapter 4, I investigate people’s ability to engage in a pattern of reasoning

termed ‘explaining away’ and propose, and find empirical support towards, intuitive

theories that address why the observed inference errors were made. In Chapter 5, I

outline how people search for, and evaluate, evidence in a sequential investigative

information-seeking paradigm – finding that people do not seek information simply

to maximize a given utility function but rather are driven by additional strategies

which are sensitive to factors such as demands of the task and a novel form of risk

aversion. I extend these findings to forensic professionals, and utilise a naturalis-

tic study employing mobile eye-trackers during a mock crime scene investigation

to elucidate the key role that ‘asking the right questions’ plays when engaging in

sense-making practices ‘in the wild’. In Chapter 6, I explore people’s preferences

for certain types of information relating to opportunity and motive at various stages

of the legal-investigative process. Here, I demonstrate that people prefer ‘motive’

accounts of crimes (analogous to a teleology preference) at different stages of the

investigative process. In an additional two studies I demonstrate that these pref-
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erences are context-sensitive: namely, that ‘motive’ information tends to be more

incriminating and less exculpatory. In a final set of experiments, outlined in Chapter

7, I investigate how drawing causal models of competing explanations of the evi-

dence affects how these same explanations are evaluated – arguing that graphically

representing the evidence bolsters people’s understanding of the probabilistic and

logical significance of the causal structures drawn.

In sum, this thesis provides a rich descriptive account of how people engage in

various aspects of sense-making and decision-making under uncertainty. The work

presented in this thesis ultimately aims to increase the ecological and descriptive

validity of normative causal frameworks utilised in the cognitive sciences – whilst

informing ways to formalise decision-making practices in real-world specialised

domains.



5

Impact Statement
Humans are required to make judgments and decisions under uncertainty every day.

In order for these judgments to be accurate, people must engage in various forms of

causal reasoning processes including evaluating the information they have at hand,

seeking new information, and generating and evaluating explanations of the infor-

mation. Understanding the psychological processes underpinning these tasks is cru-

cial when considering the deleterious repercussions that sub-optimal reasoning can

have in applied fields such as legal and forensic domains. The work presented in my

thesis explores how people engage in these forms of causal reasoning (evaluating,

seeking and explaining evidence), as well as broader sense-making processes, by

investigating the behaviour of lay persons in constrained laboratory tasks as well as

the behaviour of forensic professionals in naturalistic environments.

Comparing people’s inferences and information search decisions when rea-

soning under uncertainty, to the predictions of informed normative causal Bayesian

models, furthered our academic understanding of human causal reasoning and en-

quiry practices. In addition, our findings enriched existing normative causal frame-

works – and increased their descriptive validity – by unveiling the factors that lead

people to at times deviate from normative predictions, such as the use of alternative

‘heuristics’ and strategies.

Additionally, due to the realism of the paradigms used in this thesis, findings

can also be used to answer the pressing question of how evidence and explana-

tions should be gathered, generated and evaluated within specialised real-world do-

mains. As such, practitioners can draw on our findings to build more formalised

and evidence-based models of their practice in order to maximise accuracy and effi-

ciency in their decision-making. Through the use of increasingly naturalistic tasks,

embedded in a legal-investigative framework, findings drawn from our research are

directly relevant to the legal-investigative domain – helping to bridge the gap be-

tween the cognitive sciences and the law. For example, findings outlined in Chapter

7, illustrating the importance of causal models to understand the reasoning pro-

cesses of lay people when reasoning about competing legal arguments, have direct
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relevance to understanding juror decision-making practices. Our findings suggest

that graphical causal models could not only make juror decision-making more trans-

parent, by allowing us to understand the assumptions underlying their reasoning

processes, but that they could be useful tools to support and improve reasoning in

this context.

Finally, the reasoning errors uncovered in the present thesis advance the grow-

ing research program on the cognitive biases that permeate decision-making in spe-

cialised domains such as forensic sciences. For example, we illustrated that when

reasoning in probabilistic contexts, even forensic professionals fall prey to forms

of risk aversion and zero-sum thinking that underlie sub-optimal reasoning. To

this effect, our findings also point to possible interventions that could help support

decision-making within these domains – ranging from probabilistic reasoning train-

ing to the use of Causal Bayesian Networks – which could additionally be used to

improve the transparency of decision-making practices, and the reliability of the

interpretations made.



Contents

1 Introduction 28

2 Sense-making in natural and artificial environments 34

2.1 Sense-making in the wild . . . . . . . . . . . . . . . . . . . . . . . 34

2.1.1 Data-frame theory . . . . . . . . . . . . . . . . . . . . . . 35

2.2 Sense-making as heuristics and biases . . . . . . . . . . . . . . . . 38

2.2.1 Beyond heuristics and biases . . . . . . . . . . . . . . . . . 41

3 The Causal Framework 44

3.1 Causal Mental Models . . . . . . . . . . . . . . . . . . . . . . . . 44

3.2 Formal Causal Models . . . . . . . . . . . . . . . . . . . . . . . . 45

3.2.1 Causal Bayesian Networks . . . . . . . . . . . . . . . . . . 46

3.3 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

4 Evaluating the evidence 54

4.1 Explaining away: Normative account . . . . . . . . . . . . . . . . 57

4.2 Explaining away: An empirical account . . . . . . . . . . . . . . . 59

4.3 Limitations of previous studies . . . . . . . . . . . . . . . . . . . . 61

4.3.1 Prior probabilities of causes . . . . . . . . . . . . . . . . . 61

4.3.2 Independence of causes . . . . . . . . . . . . . . . . . . . . 62

4.3.3 Probability elicitation methods . . . . . . . . . . . . . . . . 64

4.4 Experiment 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.4.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69



8

4.4.3 Reasoning strategies . . . . . . . . . . . . . . . . . . . . . 75

4.4.4 Discussion of Experiment 1 . . . . . . . . . . . . . . . . . 81

4.5 Experiment 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

4.5.1 Manipulations . . . . . . . . . . . . . . . . . . . . . . . . 83

4.5.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

4.5.4 Discussion of Experiment 2 . . . . . . . . . . . . . . . . . 104

4.6 Experiment 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

4.6.1 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

4.6.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

4.6.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

4.6.4 Discussion of Experiment 3 . . . . . . . . . . . . . . . . . 117

4.7 General Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 118

4.7.1 Experimental Considerations . . . . . . . . . . . . . . . . . 123

4.8 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

5 Seeking the evidence 126

5.1 Testing and evaluating hypotheses: a normative account . . . . . . . 128

5.1.1 OED models . . . . . . . . . . . . . . . . . . . . . . . . . 129

5.1.2 Empirical work testing OED models . . . . . . . . . . . . . 136

5.2 Experiments 4-7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

5.3 Experiment 4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

5.3.1 Bayesian OED models . . . . . . . . . . . . . . . . . . . . 145

5.3.2 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 148

5.3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151

5.3.4 Conclusions of Experiment 4 . . . . . . . . . . . . . . . . . 162

5.4 Experiment 5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

5.4.1 Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164

5.4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

5.4.3 Conclusions of Experiment 5 . . . . . . . . . . . . . . . . . 173

5.5 Experiment 6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175



9

5.5.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

5.5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

5.5.3 Conclusions of Experiment 6 . . . . . . . . . . . . . . . . . 190

5.6 Experiment 7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191

5.6.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 194

5.6.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196

5.6.3 Conclusions of Experiment 7 . . . . . . . . . . . . . . . . . 203

5.7 General Discussion of Experiments 4-7 . . . . . . . . . . . . . . . 204

5.8 Bring in the Experts . . . . . . . . . . . . . . . . . . . . . . . . . . 213

5.9 Experiment 8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214

5.9.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 217

5.9.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220

5.9.3 Discussion of Experiment 8 . . . . . . . . . . . . . . . . . 228

5.10 Stepping Outside of the Laboratory . . . . . . . . . . . . . . . . . . 233

5.11 Experiment 9 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236

5.11.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 237

5.11.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 244

5.11.3 Discussion of Experiment 9 . . . . . . . . . . . . . . . . . 251

5.12 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 253

6 Explaining the evidence 256

6.0.1 Purpose on the mind: A teleology bias in human cognition? 257

6.0.2 Motive in criminal law . . . . . . . . . . . . . . . . . . . . 260

6.0.3 Evidential reasoning with motive . . . . . . . . . . . . . . 261

6.1 Our Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . 264

6.2 Experiment 10 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 265

6.2.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 265

6.2.2 Materials and Procedure . . . . . . . . . . . . . . . . . . . 265

6.2.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 268

6.3 Experiment 11 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 272

6.3.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 272



10

6.3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 274

6.4 Experiment 12 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 276

6.4.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 277

6.4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 277

6.5 Experiment 13 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 278

6.5.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 279

6.5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 280

6.6 General Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 283

6.6.1 A true motive bias? . . . . . . . . . . . . . . . . . . . . . . 287

6.7 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 288

7 Representing the evidence 290

7.1 Simplicity and complexity in causal explanation . . . . . . . . . . . 291

7.2 Evaluating legal explanations: descriptive and formal approaches . . 295

7.2.1 Causal models and evidential reasoning . . . . . . . . . . . 298

7.3 Our Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . 301

7.4 Experiment 14 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 302

7.4.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 302

7.4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 306

7.5 Experiment 15 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 312

7.5.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 313

7.5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 314

7.6 Discussion of Experiments 14 and 15 . . . . . . . . . . . . . . . . 320

7.7 Experiment 16 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 321

7.7.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 321

7.7.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 322

7.8 Experiment 17 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 326

7.8.1 Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 326

7.8.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 327

7.9 Comparing across studies . . . . . . . . . . . . . . . . . . . . . . . 333



11

7.9.1 Sequential presentation of explanations (Experiments 14

and 16) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 333

7.9.2 Simultaneous presentation: Experiment 15 and Experiment

17 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 335

7.10 General Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 337

7.11 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 343

8 General Conclusions 345

8.1 Evaluating the evidence . . . . . . . . . . . . . . . . . . . . . . . . 347

8.2 Searching for – and evaluating – the evidence . . . . . . . . . . . . 349

8.2.1 Question-asking in the wild . . . . . . . . . . . . . . . . . 351

8.3 Explaining the evidence . . . . . . . . . . . . . . . . . . . . . . . . 352

8.4 Representing – and evaluating – the evidence . . . . . . . . . . . . 354

8.5 Outlook and Future Directions . . . . . . . . . . . . . . . . . . . . 355

Appendices 358

A Appendix Chapter 5 358

A.1 KL-D computation example . . . . . . . . . . . . . . . . . . . . . 358

A.2 Experiment 7: Outputs of multinomial logistic regressions . . . . . 360

A.3 Experiment 7: Participant accuracy at each decision stage according

to each utility function. . . . . . . . . . . . . . . . . . . . . . . . . 364

A.4 Experiment 9: gaze map . . . . . . . . . . . . . . . . . . . . . . . 365

B Appendix Chapter 6 366

B.1 Experiment 11: Additional Analysis . . . . . . . . . . . . . . . . . 366

B.2 Experiment 12: Closing Argument Defence Motive Version in

Homicide Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . 367

B.3 Experiment 13: Additional Analysis . . . . . . . . . . . . . . . . . 368

B.3.1 Results of Mixed-methods Two-Way ANOVA (with

Greenhouse-Geisser correction) . . . . . . . . . . . . . . . 368



12

C Appendix Chapter 7 370

C.1 Experiment 14: Task Instructions . . . . . . . . . . . . . . . . . . . 370

Bibliography 374

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 374



List of Figures

1 Data-frame theory. Graphical representation of Klein’s data-frame

theory of sense-making. . . . . . . . . . . . . . . . . . . . . . . . . 36

2 ‘Sally simple CBN’. A simple common-effect CBN of one aspect

of the Sally Clark case. . . . . . . . . . . . . . . . . . . . . . . . . 47

3 ‘Sally complex CBN’. Complex CBN of Sally Clark case

(D. Lagnado, 2012). . . . . . . . . . . . . . . . . . . . . . . . . . . 50

4 Simple chain causal structure. A simple chain structure with three

random variables. . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

5 Simple common-cause causal structure. A simple common-cause

structure with three random variables. . . . . . . . . . . . . . . . . 51

6 Common-effect structure. A simple common-effect CBN model

of explaining away. . . . . . . . . . . . . . . . . . . . . . . . . . . 57

7 Two common-effect structures. (a) 3-node CBN and (b) 5-node

CBN. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

8 Experiment 1 set-up. Graphical representation of our common-

effect set-up shown to participants. . . . . . . . . . . . . . . . . . . 68

9 Experiment 1 priors estimates. Plot of participants’ estimates of

priors of causes in each group. . . . . . . . . . . . . . . . . . . . . 71

10 Experiment 1 EA estimates. Plot of participants’ explaining away

estimates. Error bars = 95% confidence intervals. . . . . . . . . . . 73



14

11 Normative diagnostic reasoning.Left: the difference between the

normative diagnostic reasoning (PnormpCi | Eq) and the constant

diagnostic split prediction of 1{2 in the case of equal priors.

Right: the difference between the normative diagnostic reasoning

(PnormpC1 | Eq and PnormpC2 | Eq) and the constant diagnostic split

predictions of 2{3 and 1{3 for 2 : 1 ratio of the priors. Both figures

assume deterministic set-up, i.e., PpE | C1,C2q “ PpE | Ci, Cjq “

1, and PpE |  C1, C2q “ 0. We can see that as priors are getting

closer to 0 the diagnostic split hypothesis is better approximating

the normative diagnostic reasoning. . . . . . . . . . . . . . . . . . 77

12 Normative diagnostic reasoning and priors.The difference be-

tween the normative diagnostic reasoning (PnormpCi | Eq) and

the prior probability of the causes in the case of equal priors.

The figure assumes a deterministic set-up, i.e., PpE | C1,C2q “

PpE | Ci, Cjq “ 1, and PpE |  C1, C2q “ 0. We can see that as

priors are getting closer to 1 the propensity interpretation is better

approximating the normative diagnostic reasoning. . . . . . . . . . 80

13 Experiment 2 overall performance.Distribution of participants’

responses to qualitative questions in Experiment 2. Asterisks above

the bars indicate normative answers. . . . . . . . . . . . . . . . . . 90

14 Experiment 2 quantitative estimates. Red horizontal lines are

correct (normative) answers. Gray lines between data points de-

pict how participants changed their probability estimates from one

questions to another, with curved lines indicating that a participant

did not change (within ˘ .02) their probability estimate. . . . . . . . 91

15 Experiment 2 relational EA.Box plots of participants’ quantitative

relational explaining away responses in three groups along with the

normative estimates. . . . . . . . . . . . . . . . . . . . . . . . . . 101

16 Experiment 3 structure.A common-effect CBN model with three

causes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108



15

17 Experiment 3 qualitative responses.Distribution of participants’

responses to qualitative questions. Asterisks above the bars indicate

normative answers. . . . . . . . . . . . . . . . . . . . . . . . . . . 113

18 Experiment 3 quantitative estimates. Red horizontal lines are

correct (normative) answers. Gray lines between data points de-

pict how participants changed their probability estimates from one

questions to another, with curved lines indicating that a participant

did not change (within ˘ .02) their probability estimate. . . . . . . . 114

19 CBN structure. Graphical representation of CBN utilised in Ex-

periments 4-6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145

20 Experiment 6 query selections. Percentage of query selections

within each condition per scenario. . . . . . . . . . . . . . . . . . . 181

21 Experiment 6 query outcome selections. Proportion of query out-

come (evidence) selections when asked to choose between learning

that electronics/money was stolen or one of the burglary time out-

comes within each condition per scenario. . . . . . . . . . . . . . . 186

22 CBN Structure. Graphical representation of CBN utilised in Ex-

periment 7. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192

23 Experiment 7 belief updating. Participants’ average absolute be-

lief updating error at each decision stage (according to IB-OED

model predictions). . . . . . . . . . . . . . . . . . . . . . . . . . . 200

24 Experiment 8 test selection. Number of participants who selected

each test in each scenario in the specialist group and the lay persons

group. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 220

25 Experiment 8 reasoning codes. Number of participants who em-

ployed each reasoning strategy in each scenario. N.B. The category

‘Guaranteed frontrunner + zero-sum/risk aversion’ was abbreviated

to ‘Guaranteed frontrunner/risk aversion’ in this graph. . . . . . . . 225

26 Experiment 8 test selections by profession.Number of specialist

participants split by profession who selected each test in each scenario.228



16

27 Experiment 8 reasoning codes by profession. Number of special-

ist participants split by profession who employed each reasoning

strategy in each scenario. . . . . . . . . . . . . . . . . . . . . . . . 229

28 Experiment 9 eye-trackers. Diagram showing Tobii Glasses 2 . . 237

29 Experiment 9 mock scene photos.Photos of the mock crime scene

participants walked through. In (b) you can see the right quadrant

of the room and in (a) you can see the left quadrant of the room. . . 238

30 Experiment 9 crime scene.Basic configuration of the crime scene

including some of the main items present in the scene. . . . . . . . 239

31 Experiment 9 procedure.Procedure flow carried out by participants. 240

32 Experiment 9 visual gaze mapping.In (a) you can see the grid

containing item names which we mapped gazes onto. Red outlines

refer to evidence items and green outlines refer to “noise” items.

The yellow outline of ‘victim’ refers to looking at the victim. In (b)

you can see the grid containing behavioural codes participant’s gaze

was mapped onto. Yellow outlines refer to information obtained via

think-aloud methods and blue outlines refer to codes referring to the

visual search. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 243

33 Experiment 9 reconstruction. Overall reconstruction accuracy

(%) of participants. Dashed blue line represents mean reconstruc-

tion accuracy of sample. . . . . . . . . . . . . . . . . . . . . . . . 246

34 Experiment 9 search duration.Search duration (minutes) of each

participant. Dashed line represents mean duration of the sample. . . 246

35 Experiment 9 heat maps.In (a) you can see the visual attention

of participants across the scene, and in (b) you can see the visual

attention of participants on the items represented in the grid. The

color green in the heat maps represents less time spent looking at an

area, followed by yellow, and red which indicates greater time spent

looking at an area. Visual attention duration is computed relative to

the entire duration of the search of a given participant. . . . . . . . . 248



17

36 Experiment 10 scenarios. Graphical representation of information

presented to participants in ‘Double Homicide’ scenario. . . . . . . 267

37 Experiment 10 results. Percentage of resources allocated to each

line of inquiry within each scenario. Horizontal line represents null

hypothesis median of attributing 50% of resources to pursuing each

suspect. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 269

38 Experiment 10 Materials Check Ratings. Plot of mean

‘Value/Usefulness’ ratings within each scenario, for each evidence

type. Error bars = SE of mean. . . . . . . . . . . . . . . . . . . . . 270

39 Experiment 10 Materials Check Diagnosticity. Plot of mean ‘di-

agnosticity’ ratings within each scenario by evidence type. Error

bars = SE of mean. . . . . . . . . . . . . . . . . . . . . . . . . . . 271

40 Experiment 11 Belief Updating. Results on guilt ratings within

each condition after learning the first piece of information (Time

Point 1) and the second (Time Point 2). Error bars = SE of mean.

In legend, Exc. refers to exculpatory evidence and Inc. refers to

incriminating evidence. . . . . . . . . . . . . . . . . . . . . . . . . 275

41 Experiment 13 Guilt Ratings. Results on the average difference

in guilt ratings 2-1 and 3-2 in each condition. Error bars = S.E. of

mean. N.B: in legend ‘Opp’ refers to opportunity evidence; ‘Mot’

refers to motive evidence; ‘P’ refers to prosecution and ‘D’ refers

to defence. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 280

42 Sally Clark case CBN. Causal model of prosecution’s explanation

of baby’s death. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 297

43 CBN seen in instruction block. Causal model given to participants

in the drawing condition during the instruction block. . . . . . . . . 303

44 Experiment 14 Procedure. Graphical depiction of experimental

procedure in ‘draw’ and ‘control’ conditions. Note that whether

‘explanation 1’ was the prosecution’s or the defence’s explanation

was randomised in both conditions. . . . . . . . . . . . . . . . . . . 306



18

45 Experiment 14 Causal Structures. Frequency of causal model

structures drawn by participants. . . . . . . . . . . . . . . . . . . . 310

46 Unified model. Participant drawn ‘unified’ causal model of defence

and prosecution accounts of the evidence. . . . . . . . . . . . . . . 311

47 Separate models – 2 root nodes. Participant drawn (separate)

causal models of defence and prosecution accounts of the evidence. 311

48 Separate models – 3 root nodes. Participant drawn causal models

of defence and prosecution accounts, representing these in separate

models for each item of evidence. . . . . . . . . . . . . . . . . . . 312

49 Experiment 15 Procedure.Graphical depiction of experimental

procedure in ‘draw’ and ‘no draw’ conditions. . . . . . . . . . . . . 314

50 Experiment 15 Causal Structures. Frequency of causal model

structures drawn by participants. . . . . . . . . . . . . . . . . . . . 318

51 Experiment 16 procedure. Graphical depiction of experimental

procedure in ‘draw’ and ‘describe’ conditions. . . . . . . . . . . . . 322

52 Experiment 16 Causal Structures. Frequency of causal model

structures drawn by participants. . . . . . . . . . . . . . . . . . . . 325

53 Experiment 17 procedure. Graphical depiction of experimental

procedure in ‘draw’ and ‘describe’ conditions. . . . . . . . . . . . 328

54 Experiment 17 Causal Structures. Frequency of causal model

structures drawn by participants. . . . . . . . . . . . . . . . . . . . 330

55 Explanation preferences across experiments 14 and 16.Frequency

of explanation preferences within the three conditions employed

across our studies.‘Control’ data was taken from Experiment 14

and ‘Describe’ and ‘Draw’ data was take from Experiment 16. . . . 334

56 Explanation preferences across experiments 15 and 17.Frequency

of explanation preferences within the three conditions employed

across our studies. ‘Control’ data were taken from Experiment 15

and ‘Describe’ and ‘Draw’ data were taken from Experiment 17. . . 336



19

57 Experiment 9 gaze map with indivual ponts.Gaze map of visual

attention of examiners across scene. Different colors represent dif-

ferent participants. Different sized markers(circles) represent dura-

tion spent looking at scene. Numbers on markers represent order of

visual attention. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 365



List of Tables

1 Experiment 1: Key inferences per group. . . . . . . . . . . . . . . . 68

2 Experiment 1: Within group explaining away. Norm. diff. = nor-

mative difference, Emp. diff. = empirical difference, 95% CI of

emp. diff. = 95% CI of empirical difference. . . . . . . . . . . . . . 74

3 Experiment 2: Inference types and questions found in the question-

naire. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

4 Experiment 2: Descriptive statistics of participants’ overall perfor-

mance per group. . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5 Experiment 2: Quantitative differences in diagnostic reasoning in-

ferences per group. . . . . . . . . . . . . . . . . . . . . . . . . . . 96

6 Experiment 2: Within-group explaining away. . . . . . . . . . . . . 100

7 Experiment 2: A cross-tabulation for correct/incorrect (yes/no)

quantitative diagnostic reasoning and quantitative relation explain-

ing away as well as for in line/not in line with (yes/no) the diag-

nostic split hypothesis and the (quantitative) propensity hypothesis

predictions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

8 Experiment 2: A cross-tabulation for correct/incorrect (yes/no)

qualitative diagnostic reasoning and both direct and relational quali-

tative explaining away as well as for in line/not in line with (yes/no)

the (qualitative) propensity hypothesis predictions. . . . . . . . . . 105

9 Experiment 2: A cross-tabulation for correct/incorrect (yes/no)

quantitative direct explaining away as well as for in line/not in line

with (yes/no) the (quantitative) propensity hypothesis predictions. . 105



21

10 Experiment 3: Inference types and questions found in the question-

naire. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111

11 Experiment 3: Descriptive statistics of participants’ overall perfor-

mance per group. . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

12 Experiment 3:A cross-tabulation for correct/incorrect (yes/no)

quantitative diagnostic reasoning as well as for in line/not in line

with (yes/no) the diagnostic split hypothesis and the (quantitative)

propensity hypothesis predictions. . . . . . . . . . . . . . . . . . . 116

13 Experiment 3: A cross-tabulation for correct/incorrect (yes/no)

qualitative diagnostic reasoning as well as for in line/not in line

with (yes/no) the (qualitative) propensity hypothesis predictions. . . 117

14 Experiment 4: Conditional Probability Table with parameters em-

ployed in each model. N.B. for Si, i is a suspect P{1, 2, 3}. . . . . . 146

15 Experiment 4: Expected utility value of each query outcome (ai)

and each query (Qi) predicted by each utility function in each prob-

abilistic model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

16 Experiment 4: Percentage of predictions made by each utility func-

tion in each condition favouring burglary time, primary item stolen,

or evaluating them as equal, and percentage of participants who

queried Burglary Time (represented in Burglary Time >Item Stolen

column) and Item Stolen (represented in Item Stolen >Burglary

Time column). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

17 Experiment 4: Parameters of the fixed effects estimated via logistic

mixed-effects models, their statistical significance, and odds ratio

for the competing models. . . . . . . . . . . . . . . . . . . . . . . 154

18 Experiment 4: Likelihood ratio test results, AIC, Deviance, Akaike

Weights (w) and Evidence Ratio (ER) values of the competing models.156

19 Experiment4: Mean participant ratings of the usefulness of each

query and query outcome per condition on scale ranging from 0 to 10.157



22

20 Experiment 4: List of strategies extracted from think-aloud re-

sponses with a description of these, an example response coded

with each strategy, and the percentage of participants each strategy

accounted for across conditions. . . . . . . . . . . . . . . . . . . . 160

21 Experiment 4: Frequency (count) of reasoning codes by condition. . 160

22 Experiment 5: Conditional Probability Table with parameters em-

ployed in each model. N.B. for Si, i is a suspect P{1, 2} . . . . . . . 163

23 Experiment 5: Expected value of each query outcome (ai) and each

query (Qi) predicted by each utility function in each probabilistic

model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163

24 Experiment 5: Percentage of predictions made by each utility func-

tion in each condition favouring burglary time, primary item stolen,

or evaluating them as equal, and percentage of participants who

queried Burglary Time (represented in Burglary Time >Item Stolen

column) and Item Stolen (represented in Item Stolen >Burglary

Time column). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

25 Experiment 5: Parameters of the fixed effects estimated via logistic

mixed-effects models, their statistical significance, and odds ratio

for the competing models. . . . . . . . . . . . . . . . . . . . . . . 167

26 Experiment 5: Likelihood ratio test results, AIC, Deviance, Akaike

Weights (w) and Evidence Ratio (ER) values of the competing models.168

27 Experiment 5: Mean participant ratings of each query and each

query outcome in each condition. . . . . . . . . . . . . . . . . . . . 170

28 Experiment 5: Frequency (count) of reasoning codes by condition. . 172

29 Experiment 6: Conditional Probability Table with parameters em-

ployed in each model. Note, for Si, i is a suspect P t1,2,3u . . . . . 177

30 Experiment 6: Expected value of each query outcome (ai) and each

query (Qi) predicted by each utility function in each model. . . . . . 177



23

31 Experiment 6: Percentage of predictions made by each utility func-

tion in each scenario favouring burglary time, primary item stolen,

or evaluating them as equal, and percentage of participants who se-

lected each of the queries. . . . . . . . . . . . . . . . . . . . . . . 182

32 Experiment 6: Parameters of the fixed effects estimated via logistic

mixed-effects models, their statistical significance, and odds ratio

for the competing models. Note: Reference category = ‘Time’ and

Participant Choice = ‘Item’. . . . . . . . . . . . . . . . . . . . . . 184

33 Experiment 6: Likelihood ratio test results, AIC, Deviance, Akaike

Weights (w) and Evidence Ratio (ER) values of the competing models.184

34 Experiment 6: Percentage use of strategy codes across conditions

(collapsing scenarios). . . . . . . . . . . . . . . . . . . . . . . . . 189

35 Experiment 7: Conditional Probability Table with parameters em-

ployed in the global CBN. . . . . . . . . . . . . . . . . . . . . . . 193

36 Experiment 7: Expected value of each query at each decision stage

predicted by each utility function. . . . . . . . . . . . . . . . . . . 193

37 Experiment 7 Decision Stage 1: Likelihood ratio test results, AIC,

Deviance, Akaike Weights (w) and Evidence Ratio (ER) values of

the competing models. . . . . . . . . . . . . . . . . . . . . . . . . 197

38 Experiment 7 Decision Stage 2: Likelihood ratio test results, AIC,

Deviance, Akaike Weights (w) and Evidence Ratio (ER) values of

the competing models. . . . . . . . . . . . . . . . . . . . . . . . . 198

39 Experiment 7 Decision Stage 3: Likelihood ratio test results, AIC,

Deviance, Akaike Weights (w) and Evidence Ratio (ER) values of

the competing models. . . . . . . . . . . . . . . . . . . . . . . . . 198

40 Experiment 7: Frequency of reasoning codes at each decision stage. 201

41 Experiment 8: Conditional Probability Table with parameters em-

ployed in each model. . . . . . . . . . . . . . . . . . . . . . . . . . 215



24

42 Experiment 8: Expected utility value of each query outcome (ai)

and each query (Qi) predicted by each utility function in each prob-

abilistic model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216

43 Experiment 8: Breakdown of specialist sample by profession. . . . . 218

44 Experiment 8: Output of mixed-effects logistic regressions for each

utility function. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 223

45 Experiment 8: Likelihood ratio test results, AIC, Deviance and

Akaike Weight (w) values of the competing models. . . . . . . . . . 223

46 Experiment 8: Reasoning codes employed by participants. . . . . . 224

47 Experiment 8: Reasoning strategies underlying query selections in

‘lay’ group. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 227

48 Experiment 8: Reasoning strategies underlying test selections in

‘specialist’ group. . . . . . . . . . . . . . . . . . . . . . . . . . . . 227

49 Experiment 9: Items found at scene, relevance and significance. . . 239

50 Experiment 9: The 25-point binary feature vector corresponding

to a participant’s reconstruction accuracy. In an effort to avoid the

introduction of bias, participants were not directly asked the fol-

lowing questions. Instead, they were obtained via the eye-tracking

recordings, and decision logs of participants. . . . . . . . . . . . . . 245

51 Experiment 9: Descriptive statistics on the sample’s average visual

attention on AOIs, non-AOIs and victim . . . . . . . . . . . . . . . 247

52 Experiment 9: Number of behavioural events during search. . . . . 249

53 Experiment 10 Materials Check: Mean and SD (in brackets) of

PpE|Hq, PpE| „ Hq and PpH|Eq ratings given by participants in

each condition. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 270

54 Experiment 11: Percentage of participant choices on maintaining

vs. dropping current suspect as lead across conditions. N.B. ’Exc.’

refers to exculpatory evidence and ‘Inc.’ refers to incriminating

evidence. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 276



25

55 Experiment 13: Mean guilt rating at each time point within each

condition. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 280

56 Experiment 14: Number of participant choices in each condition

who selected each explanation. . . . . . . . . . . . . . . . . . . . . 307

57 Experiment 14: Reasoning codes with descriptions and frequency

of codes across two conditions . . . . . . . . . . . . . . . . . . . . 308

58 Experiment 14: Percentage of participants in each reasoning cate-

gory who chose each explanation, per condition. . . . . . . . . . . . 309

59 Experiment 14: Coded features of causal diagrams with description 310

60 Experiment 14: Number of participants who chose each explanation

and drew a certain causal model structure. . . . . . . . . . . . . . . 312

61 Experiment 15: Number of participants who chose each explanation

in each condition. . . . . . . . . . . . . . . . . . . . . . . . . . . . 315

62 Experiment 15: Percentage of reasoning codes found in each con-

dition. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 316

63 Experiment 15: Percentage of participants within each reasoning

category who chose each explanation, per condition. . . . . . . . . 316

64 Experiment 15: Number of causal model structures underlying each

choice. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 319

65 Frequency of causal model structures drawn in Experiment 14 and

Experiment 15. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 319

66 Experiment 16: Number of participants who chose each explanation

in each condition. . . . . . . . . . . . . . . . . . . . . . . . . . . . 323

67 Experiment 16: Number of reasoning codes found in each condition. 324

68 Experiment 16: Percentage of participants within each reasoning

category who chose each explanation, per condition. . . . . . . . . 324

69 Experiment 16: Number of participants who chose each explanation

and drew a certain causal model structure. . . . . . . . . . . . . . . 326

70 Experiment 17: Number of participants who chose each explanation

in each condition. . . . . . . . . . . . . . . . . . . . . . . . . . . . 328



26

71 Experiment 17: Percentage of reasoning codes found in each con-

dition. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 329

72 Experiment 17: Number of participants within each reasoning cat-

egory who chose each explanation, per condition. . . . . . . . . . . 330

73 Experiment 17: Number of participants who chose each explanation

and drew a certain causal model structure. . . . . . . . . . . . . . . 331

74 Percentage of different causal model structures drawn in Experi-

ment 16 and Experiment 17. . . . . . . . . . . . . . . . . . . . . . 332

75 Percentage of reasoning codes in each of the three conditions em-

ployed across our studies. . . . . . . . . . . . . . . . . . . . . . . . 335

76 Percentage of reasoning codes in each of the three conditions em-

ployed across our studies. . . . . . . . . . . . . . . . . . . . . . . . 337

77 Experiment 4 Chapter 5: multinomial logistic regression output de-

cision stage 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 361

78 Experiment 7 Chapter 5: multinomial logistic regression output de-

cision stage 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 362

79 Experiment 7 Chapter 5: multinomial logistic regression output de-

cision stage 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 363

80 Experiment 7: Participant accuracy at each decision stage according

to each utility function . . . . . . . . . . . . . . . . . . . . . . . . 364

81 Experiment 11: Percentage of participants who thought the proba-

bility of the suspect being guilty was ‘more’, ‘equal’ and ‘less’ than

before viewing second piece of information, in each condition. . . . 366



27

Publications
The chapters in this thesis are partly or wholly based on the following publications:

Chapter 4:
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1*Note: the authors Tešić, M. and Liefgreen, A. were joint first-authors in this publication and
equally contributed to the work, and the manuscript.



Chapter 1

Introduction

“My wife had an accident”, Michael Petterson says on a 911 call. “She is still

breathing. She fell down the stairs”. When emergency services reach Michael’s

home, his wife Kathleen is found lying at the bottom of their staircase, dead. Shortly

after, police detectives arrive at the scene and Michael gives a clear account of the

evening. He and Kathleen were watching TV whilst talking about their children and

sharing two bottles of wine. They then moved outside to sit by the pool. Shortly

after, Kathleen went to lie down upstairs whereas Michael stayed by the pool. It

was the last time he saw her alive.

Based on this initial information, as well as preliminary intuitions about the

case, the earliest hypothesis that officers generate is that she fell – Kathleen’s death

was an accident. She had been heading up to bed when she tragically slipped and

fell backwards, hitting her head and losing consciousness. Michael didn’t hear the

fall as he was out by the pool, and didn’t call emergency services until it was too

late because he didn’t return to the main house for quite some time. This account

makes intuitive sense and one can easily mentally simulate it without running into

glitches. The issue, however, is that it is at present not supported by any evidence

except Michael’s own recollection of the evening and his assumption that she must

have fallen whilst heading to bed. Evidence and information must therefore be ac-

tively sought in order to establish whether Kathleen’s death was the result of an

accidental fall, or whether there is more than meets the eye. Newly gathered infor-

mation might fit within the initial model of ‘what happened’ – and lend support to
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the current hypothesis (Kathleen fell) – or it might lead to the generation of alter-

native hypotheses which would require modifying the initial model. In this case,

an autopsy report concluded that Kathleen sustained a matrix of severe injuries, in-

cluding lacerations to the top and back of her head, consistent with blows from a

blunt object. It determined that she died from blood loss almost two hours after

sustaining these injuries. Given that this evidence cannot be accounted for by the

current hypothesis, a new one is generated: Kathleen was murdered. Since Michael

was the only person at home at the time of Kathleen’s death, he becomes the prime

suspect in the case.

More evidence is then obtained and a case is constructed against Michael. In-

vestigators discover that Michael was bisexual and arranged a meeting with a male

escort. Then – comes an even more dramatic revelation: a female friend of Michael

and his first wife had died years ago after falling down a staircase. These elements

help the investigators construct a causal narrative of what happened, which is nec-

essary for Michael to be prosecuted, and which will subsequently be presented to

a jury during the trial. This narrative includes elements suggesting that Michael

had a motive to commit the crime – Kathleen discovered that Michael had a secret

homosexual life and wanted to end their marriage – and had the ability to commit

the crime – Michael learned from the death of his ex-wife’s friend, how to stage an

accidental death involving a staircase.

This is one, but not the only, narrative that the jury hears during the trial. Ju-

rors are exposed to two narratives that are competing to account for the evidence and

explain ‘what happened’ to Kathleen on that fatal evening. For example, the pros-

ecution maintained that Kathleen had died from lacerations of the scalp caused by

an assault and the defense maintained that Kathleen’s skull had not been fractured

by blows to the head and that her injuries were inconsistent with ones sustained in

a beating death. The jury is thus faced with the complex task of having to evaluate

the two competing hypotheses put forth to them: (i) Kathleen was murdered, or (ii)

Kathleen fell2.
2Note that in this case, the defence puts forth the alternative hypothesis that she fell, however this

is not strictly necessary in trials. Typically the defence is just trying to prove the defendant is not
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Whereas some stages in the criminal justice process (i.e. early stages of the

investigation) primarily involve reasoning from the evidence – e.g. constructing a

causal scenario to account for what happened to Kathleen by generating hypotheses

– other stages (i.e. later stages of the investigation investigation and trial) predom-

inantly require reasoning about the evidence – updating and appraising the causal

narratives in light of the evidence and comparing the narratives on how well they

are able to account for the evidence. Although we are quite adept at reasoning from

evidence and are able to swiftly generate hypotheses and construct crude causal nar-

ratives of a given situation, reasoning about the evidence (as both investigators and

jurors are required to do) proves to be more difficult for people (see D. A. Lagnado,

2021). This is unsurprising given that it involves complex tasks such as evaluating

large amounts of interrelated information under uncertainty, in order to ultimately

make decisions such as e.g. attributions of guilt.

Criminal investigations, such as the one described in this chapter, are only one

of many situations in which people have to reason from and about the evidence

by generating hypotheses of ‘what happened’, actively seeking new information to

corroborate or challenge pre-existing beliefs, interpreting the evidence obtained via

inquiries to update beliefs, and ultimately, comparing competing accounts to make

consequential judgments. These processes, in various guises, are common not only

to professionals such as criminal investigators, but also to mundane situations. As

such, they are present in activities that range from scientific theory testing, visual

perception, medical diagnosis and problem solving (Cherubini, 2007; Fiedler &

Walther, 2004; McKenzie, 2004). In this thesis, I reduce these processes, to three

main stages: (i) evaluation, (ii) information acquisition and (iii) explanation. The

evaluation stage comprises evaluating evidence in light of hypotheses (and vice

versa), as well as integrating evidence and updating beliefs given new states of the

evidence or given new evidence (allowing one to refute, validate or modify beliefs).

The information acquisition stage comprises actively gathering and processing in-

formation, and finally the explanation stage comprises generating and appraising

guilty, and does not have to offer an alternative explanation of the crime.
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hypotheses, as well as fully formed narratives, that explain evidence or a given situ-

ation. These three stages do not occur in the temporal order they were just presented

in – in fact, as I hope to demonstrate throughout this thesis, they are, albeit often

studied independently, interrelated and co-dependent.

The present thesis empirically explores these three stages, shedding light on

how people evaluate and integrate information, as well as acquire new information

and compare competing explanations of information. Most of the studies presented

in this thesis are embedded within a legal-investigative framework. This is for a

number of reasons. First, as exemplified by narrating the case of Michael at the

beginning of this chapter, the criminal-investigative framework naturally lends itself

as a great archetype and staple for the cognitive processes of interest. Second, the

studies were carried out with practical applications in mind. Third, this approach

enabled us to develop engaging experimental paradigms that distinguish themselves

from more traditional abstract stimuli typically used to test these processes. Fourth,

it allowed us to probe the domain-specificity of people’s behaviour when engaging

in these activities and fifth, this framework provides a useful model for everyday

reasoning too.

Broadly, the aim of the outlined research is twofold: (i) understanding peo-

ple’s behaviour when engaging these processes ‘in principle’ – thus evaluating their

behaviour in laboratory tasks against a normative framework, and (ii) informing

studies to evaluate behaviour ‘in practice’ – observing practitioners in complex real-

world tasks such as crime scene investigations and intelligence analysis. Research-

ing and modelling processes such as evidence acquisition, explanation and evalu-

ation both at a macro- and micro-cognitive level has wide-reaching implications.

Laboratory tasks could undoubtedly benefit from showcasing naturalistic properties

in order to be more representative of the real world, and vice-versa, practitioners

could draw on formalised models in order to maximize accuracy and efficiency in

their practice. In all lines of work, we go beyond making normative comparisons,

and uncover the strategies that people use when reasoning in both abstract proba-

bility tasks and more ecologically valid tasks. As such, we sought to illustrate the
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extent to which people are driven by factors that are accounted for by a normative

framework (e.g. the diagnostic value of the evidence) and ones that are not (e.g. be-

ing drive by obtaining a ‘leading’ hypothesis versus eliminating a hypothesis when

seeking new evidence). Importantly, strategies are not only identified via quan-

titative data, but by using qualitative analyses on data obtained using think-aloud

methods. This approach provides a solid basis for identifying the mental processes

underlying complex tasks and can provide rich data on such cognitive processes

(Salkind, 2010).

The structure of the thesis is as follows:

Chapter 2 places the three processes of interest (evaluation, acquisition and ex-

planation) within the context of naturalistic sense-making. More specifically – the

data-frame theory of decision-making in real-world environments. It additionally

outlines another prominent account of people’s reasoning and decision-making be-

haviour; namely, the ‘heuristics and biases’ account, and outlines how and why we

should move beyond this account of human judgment under uncertainty.

Chapter 3 introduces the causal framework that can be used to systematically

understand and formalise people’s behaviour when searching for, evaluating and in-

tegrating evidence. This chapter additionally introduces Causal Bayesian Networks

as the normative framework within which most of the empirical work presented in

subsequent chapters was embedded in.

Chapter 4 empirically explores how people evaluate evidence and update their

beliefs when reasoning in a common-effect structure, focusing on a pattern of rea-

soning dubbed ‘explaining away’. Here, we compare people’s behaviour in con-

trolled experiments against normative causal models, and identify alternative strate-

gies that people might be using when carrying out these tasks and deviating from

normative standards.

In Chapter 5 we increase the complexity of our reasoning tasks and explore

how people actively seek evidence when they have one “shot” at gathering infor-

mation, and multiple shots. In the latter sequential information-seeking studies, we

investigate how belief updating behaviour affects information search decisions. In
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this line of studies we illustrate that people are driven by strategies – at present not

accounted for by a normative information acquisition framework focused on Opti-

mal Experimental Design measures. In addition, we show that people’s reasoning

– for better and for worse – is similar across lay people and expert groups, when

completing the same probabilistic reasoning task. Finally, we shed light on how

information-seeking practices occur in real-world tasks such as crime scene inves-

tigations. Here, we use eye-tracking and think-aloud methods to identify the search

strategies used when investigating a mock crime scene, and explore how asking the

right questions facilitates the identification of evidence.

In Chapter 6 we probe people’s information and explanatory preferences at

multiple stages of an investigative scenario, showing that people display a prefer-

ence for finding out why a criminal act occurred – in the sense of for what purpose,

reason – compared to how. We additionally illustrate that this informational prefer-

ence is dependent on factors such as the role and goals of the explainer.

Finally, in Chapter 7 we explore how people evaluate competing explanations

of the same evidence in a criminal domain, and show that drawing causal models

of the information shifts people’s explanatory preferences for a simple rather than a

complex explanation. We hypothesise this shift is due to the fact that drawing causal

graphs bolsters people’s understanding of the probabilistic and logical significance

of the causal structures drawn.

To conclude, Chapter 8 summarises the main lessons learned, and places these

in the context of the overarching narrative whilst drawing fresh insights when con-

sidering the work as a whole and outlining future directions.

So, if you are interested in knowing what happened to Michael, I am afraid

you will have to watch the Netflix series ‘The Staircase’ or read about the case else-

where. But, if you are interested in learning more about how people – as intuitive

investigators – evaluate, seek and explain evidence and information, then please,

read on.



Chapter 2

Sense-making in natural and

artificial environments

“What the world is without our enacting is never known since we fiddle with that

world to understand it.” – K.E. Weick

2.1 Sense-making in the wild
The activities that the investigators in Michael’s case (described in Chapter 1) par-

took in – such as using prior knowledge, experience and abductive inference to gen-

erate hypotheses, gather and evaluate evidence, and build a causal narrative of the

crime – can all be nested under an umbrella term that describes a sense-making prac-

tice. Sense-making has been explored in various domains including information sci-

ence (Dervin, 1999), organisational behaviour (Cecez-Kecmanovic, 2004), medical

diagnosis (Barach & Phelps, 2013) and criminal investigations (Ormerod, Barrett,

& Taylor, 2008) and broadly refers to a deliberate effort to understand events – past

and future ones (Klein, Phillips, Rall, & Peluso, 2007). In a criminal-investigative

context, sense-making is crucial in various instances, such as when generating and

testing hypotheses, gathering evidence and evaluating it in order to reach the goal

of e.g. finding the perpetrator (Ormerod et al., 2008). Research in applied domains

suggests that the process of sense-making is both ‘bottom-up’, as it involves iden-

tifying cues from data, and ‘top-down’, as this identification process is guided by

existing knowledge and information (Keil, 2006; Barrett, 2009). This notion is one
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of the central tenets of the leading descriptive theory of how people reason and

make decisions in real-world environments: the data-frame theory of sense-making

(Klein et al., 2007).

2.1.1 Data-frame theory

The data-frame theory describes sense-making as structuring ‘data’ to create a

‘frame’, that is then used to make sense of a situation and guide decision-making.

The notion of ‘data’ is wide-ranging and can include observations, statements and

evidence. For example, in Michael’s case presented in Chapter 1, ‘data’ could com-

prise physical evidence (e.g. the injuries to Kathleen’s head) as well as witness

statements. Data can be defined as a single point, fact or observation, or as a clus-

ter of multiple points, facts or observations. A ‘frame’ may also assume various

forms including explanatory structures such as causal hypotheses, mental models

(Johnson-Laird, 1989), stories (Pennington & Hastie, 1988), scripts (Schank &

Abelson, 1975) and schemata (Neisser, 1976). Essentially, a frame is a structure

that can organise, connect and filter the data in question and allows one to make

sense of a given situation. It can do so by representing relationships that are spa-

tial, causal, temporal or functional. Typically, during sense-making, multiple (often

competing) ‘frames’ are developed and ultimately compared. In Michael’s case, the

initial frame was the hypothesis that Kathleen fell and died accidentally, and the

second frame that was generated was the hypothesis that she was murdered. Both

frames accounted for the injuries she sustained and the jury must ultimately decide

which one explains them (as well as other evidence) best.

Essential to the data-frame theory is the notion that data are actively interpreted

using the frame, and the relationship between data and frame is bi-directional and

cyclical (see Figure 1 for graphical representation of data-frame theory). Neither

the data nor the frame comes first. Information identifies a relevant frame to rep-

resent the situation, and the frame determines what information is observed. When

encountering a new situation – e.g. upon first arriving at a crime scene –, initial

data (e.g. observations) serve as anchors for creating the initial frame, which is

then used to search for more data. Considering again Michael’s case, the initial ev-
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idence (e.g. Michael’s account of the night), shaped the original frame (‘accident’)

and guided the search for more ‘data’. This new data was not congruent with the

existing frame, and thus led to the generation of a new frame (‘murder’). Further in-

formation seeking, guided by the ‘murder’ hypothesis, will further shape this frame

and influence additional seeking and evaluation practices. The reasoning process in

a criminal investigation is thus characterized by an iterative loop, of continuously

engaging in re-interpreting and re-framing one’s initial frame in light of new infor-

mation (Innes, 2003). The cyclical nature of the data-frame theory is exemplified

by its three central components: elaborating, questioning and comparing/re-framing

(see Figure 1).

Figure 1: Data-frame theory. Graphical representation of Klein’s data-frame theory of
sense-making.

Elaborating a frame involves seeking more data – possibly because the frame is

not complete in its current state, or because it does not account for all the evidence.

If data is gathered that does not fit with the existing frame (e.g. the wounds on

Kathleen’s head were inconsistent with the ‘accident’ frame) then a new frame is

generated, rather than the current frame being expanded. As such, the current frame

is questioned – both the data and the frame are re-evaluated. When data can fit

under more than one frame (e.g. wounds can be explained by a fall or an intentional
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blow to the head), the frames need to be compared and one is selected that best fits

the data – this is not a trivial task, as will be demonstrated in Chapter 7.

The data-frame theory was born from the naturalistic decision-making move-

ment, by exploring how experts made decisions in professional settings. As such,

although it is a ‘higher level’ theory, and doesn’t elaborate on the mechanisms un-

derpinning each of its components, the data-frame theory has been successfully

applied to understanding the reasoning of experts such as firefighters, military lead-

ers, doctors, information operation specialists and crime scene investigators (Klein,

Calderwood, & Clinton-Cirocco, 1986; Klein et al., 2003; Innes, 2003; Ormerod et

al., 2008) in their respective professional domains. This work has yielded evidence

suggesting that experts and novices use the same types of reasoning strategies – the

difference being that experts have the advantage of a much stronger understanding

of the situation, characterized by richer and more comprehensive frames (Sieck et

al., 2007; Klein et al., 2003). However, in all of these cases, the focus has pri-

marily been investigating how frames are generated and simulated to explain the

evidence, rather than how they are systematically evaluated and whether this ad-

heres to the processes and predictions of normative models of evidence evaluation.

This is something which will be addressed in this thesis, presenting, for the most

part, empirical work with lay subjects. Given the finding that experts and novices

use similar causal reasoning strategies – studying lay people can arguably inform

our understanding of expert reasoners too.

Central to the data-frame theory are also just-in-time mental models (JIT).

Mental models can be broadly defined as our causal understanding of how some-

thing works (Johnson-Laird, 1989). They are one of the forms that frames can take

and they can be comprehensive, or JIT. For example, a comprehensive mental model

of a braking system of a car would be one that a mechanic has. A JIT mental model

would be one that a lay person has – an incomplete model that includes some com-

ponents and basic causal relationships but that has large gaps. In most real world

situations, decision makers do not have, or need, a comprehensive mental model of

the situation. Rather, people – both lay and experts – primarily rely on JIT mental
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models when making sense of a situation. Typically they are efficient, and often suf-

ficient, for many reasoning tasks – though over-simplification can have detrimental

consequences for decision-making accuracy in some instances. As such, simplifica-

tions of the ‘frame’ can lead to biased information search and evaluation practices.

As Beach and Connolly (2005) stated; “the frame might be in error, but until feed-

back or some other form of information makes the error evident, the frame is the

foundation for understanding the situation and for deciding what to do” (p. 24).

The cyclic nature of the sense-making process inherently introduces the possibility

of error given that data is interpreted according to the lens employed. Since ‘data’

are abstractions from the environment, they can be distortions of reality.This would

lead to distorted, or simplified representations of the world.

People simplify the world in numerous ways – including treating complex sys-

tems as simple causal mechanisms (Feltovich, Spiro, & Coulson, 1997; Klein et al.,

2007). Inaccurate, or simplified, models of the world, will almost inevitably lead

to inconsistent or inaccurate inferences. Regardless of how ‘good’ our reasoning

is, if we are using inaccurate data or frames, our judgments will most likely be

inaccurate too. However, given the bounds of our cognition, and the complexities

of the situations we encounter, making simplifying assumptions and approximate

inference when appraising models is natural. Heuristics are inescapable, both for

building ‘frames’ or mental models of the world, and for using these models to draw

inferences. What still remains unclear, however, is how biased exactly our thinking

is, and what that means. The “heuristics and biases” approach, which we will visit

next, remains a popular dominant view in explaining why people do not always

make optimal judgments when reasoning under uncertainty.

2.2 Sense-making as heuristics and biases
While the processes of generating hypotheses and ‘explaining’ evidence might al-

low us to be more cognitively flexible and creative, evaluating evidence requires

us to work within the constraints of logic and probability. The simplifying heuris-

tics that enable us to invent and explain so naturally, can ultimately compromise
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the consistency and accuracy of our inferences. Over the past 40 years, researchers

have unveiled the biases that corrupt our judgments and decisions – largely present-

ing human thinking processes as inaccurate and unreliable. Decision bias research

began in the 1970s. Adopting a micro-cognitive perspective, Daniel Kahneman and

Amos Tversky ran controlled laboratory experiments on lay subjects showing sys-

tematic flaws in their probabilistic and logical reasoning. The researchers demon-

strated that people use heuristics (defined as mental shortcuts or rules of thumb) to

make fast judgments in probabilistic tasks which lead to predictable accuracy errors.

This paradigm became pervasive within the sphere of psychology (and beyond) –

with researchers cumulatively identifying as many as 60 biases over time, including

the gambler’s fallacy (Keren & Lewis, 1994) and illusory correlation (Hamilton &

Gifford, 1976).

Many have defined heuristics as sub-optimal strategies that imply that people

are defective decision-makers (e.g., Kahneman, Slovic, Slovic, & Tversky, 1982;

Simon, 1956). Others have argued that heuristics are adaptive tools that can be se-

lectively used in different tasks to make good decisions (Gigerenzer, 2004). More

recent approaches, born from the advent of computational methods in cognitive

science, have posited heuristics are rational trade-offs that are to be consider opti-

mal relative to the environmental or cognitive constraints one is bound to (Griffiths,

Lieder, & Goodman, 2015). In this fashion, researchers have demonstrated that

well-known biases such as the the ‘anchoring bias’ may be rational after all. An-

choring consists of relying too heavily on an initial piece of information and sub-

sequently updating one’s beliefs given new information relative to the first item of

information (i.e. using it as anchor) rather than objectively (A. Tversky & Kah-

neman, 1974a). Anchoring can be problematic as it leads to skewed belief up-

dating and ultimately inaccurate judgments. This bias has also been recorded in

applied domains including the criminal justice system e.g. during investigations

when searching for evidence, as well as when evaluating information in the court-

room (Enough & Mussweiler, 2001; Ditrich, 2015). Lieder, Griffiths, Huys, and

Goodman (2018) recently demonstrated that this heuristic can be understood as a
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signature of resource-rational information processing rather than a sign of people

deviating from rational principles.

Finding that people violate Bayesian norms, is what initially shifted attention

away from the ‘intuitive statistician’ account of human reasoning – that posited peo-

ple strictly followed Bayesian statistical principles when making inferences (Bar-

Hillel, 1980; A. Tversky & Kahneman, 1974a; Eddy, 1982a) – to the heuristics

and biases account. One staple instance of people violating Bayesian norms when

reasoning under uncertainty was uncovered using the now-famous mammogram di-

agnosis problem. In the well-tested version by Gigerenzer and Hoffrage (1995),

participants learned that the probability that any woman getting a mammogram has

breast cancer is 1% (prior), that 80% of women with cancer receive a positive mam-

mogram, and that 9.6% of women without cancer also receive a positive mammo-

gram (false-positive rate). When asked about the likelihood that a woman who

receives a positive mammogram actually has cancer, the majority of participants

gave estimates between 70% and 90%. These estimates are far from the correct an-

swer predicted by Bayesian statistical norms founded on Bayes’s theorem (shown

in equation 1) :

PpH|Dq “
PpHqPpD|Hq

PpDq
(1)

In equation 1), PpDq “ PpHqPpH|Dq`Pp HqPpD| Hq and H represents the

hypothesis that the patient has breast cancer, D represents the evidence that the

patient has received a positive mammogram, and participants were required to judge

the probability that the patient has breast cancer, given they received a positive

mammogram, PpH|Dq. It therefore follows that :

PpH|Dq “
1% ˚80%

1% ˚80%`99% ˚9.6%
“ 7.8%

This error became known as “base rate neglect” (Kahneman & Tversky, 1973),

given the belief that it was underpinned by ignoring the base rate – in this case the

rate of cancer (1%) – and it quickly became one of key examples the heuristics and
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biases school put forth to exemplify people’s fallacious reasoning.

The judgment errors uncovered by this research program, led many to con-

clude people were not well equipped to reason successfully under uncertainty. Yet,

in both every day and specialised contexts, people routinely make judgments and

decisions in situations that are complex and permeated by uncertainty. As such, test-

ing specialists in real-world tasks (e.g. medical practitioners and judges), scholars in

the field of naturalistic decision-making showed that decision biases are mitigated,

compared to when tested using artificial scenario-based laboratory tasks (Stewart,

Roebber, & Bosart, 1997; J. Smith & Kida, 1991). Accounts on human judgment

and decision-making such as the ‘heuristics and biases’ account and the ‘intuitive

statisticians’ account take some framework of statistical inference as the normative

standard (C. R. Peterson & Beach, 1967; J. Anderson, 2000; Gigerenzer & Hof-

frage, 1995; Oaksford & Chater, 1994; A. Tversky & Kahneman, 1974a). Accord-

ing to these observation-focused frameworks, beliefs about causal structures and

causal knowledge do not play a role in inference. It seems, however, that behaviour

that appears irrational under the heuristics and biases framework, may be rational

under a different, more adaptive, framework (Krynski & Tenenbaum, 2007). As

such, people’s fallacious reasoning in problems such as the “mammogram task”

might actually be a good approximation of a more adaptive approach that is best

captured by a different framework that goes beyond using standard statistical infer-

ence as the normative standard for human judgment. One such framework, that has

gained increasing traction in recent years, is the causal Bayesian framework.

2.2.1 Beyond heuristics and biases

A causal Bayesian framework may provide a better descriptive model of human

reasoning than statistical norms or heuristics are able to, by crucially accounting

for causal knowledge – which we know plays a significant role in how people rea-

son and make decisions(Waldmann & Hagmayer, 2013; Hagmayer & Witteman,

2017; Sloman & Lagnado, 2015). For example, through the lens of a causal frame-

work, Krynski and Tenenbaum (2007) were able to offer a new analysis of the base

rate fallacy that occurs in the mammogram problem, highlighting the importance
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of causal knowledge. The authors suggested there are three stages to solving judg-

ment problems like the mammogram task: (i) people construct a mental model of

the causal structure underlying the problem, e.g. delineating the causal relationship

between cancer and a positive mammogram, (ii) people attempt to map the given

statistics to the causal structure (e.g. probability of a positive test given cancer) and

(iii) people update their beliefs about the probability of cancer given a positive test

by performing Bayesian inference over the parameterized causal model. Krynski

and Tenenbaum (2007) posit that people’s reasoning fails when a key statistic (in

this case the false-positive rate on the mammogram task) lacks a generative cause.

People become unsure about how to incorporate it into their problem representa-

tion and thus ignore or underweight it when computing their estimates of PpH|Eq.

By making the causal structure of the problem more transparent, e.g. providing

a generative explanation for the false positive (“they are caused by harmless cysts

that look like cancerous tumors”) – the frequency of people’s normative judgments

increased to 42% compared to just 16% when using the standard version of the

problem (Krynski & Tenenbaum, 2007).

Since then, additional research has shown that framing of the key statistics

presented in a problem, can alter people’s interpretation of judgments, and their in-

ferences (Hayes, Newell, & Hawkiins, 2013; Hayes, Hawkins, Newell, Pasqualino,

& Rehder, 2014). This effect seems to depend on the type of problem (McNair &

Feeney, 2014), as well as on the arithmetic and cognitive abilities of the subjects

(McNair & Feeney, 2015). However, even in cases in which causal information

did not improve the rate of normatively correct answers in a reasoning problem, it

did appear to reduce the magnitude of judgment errors by producing a estimates

that were closer to the normative solution (Hayes, Ngo, Hawkins, & Newell, 2018).

This effect did not appear to be due to the increased use of Bayesian reasoning per

se (e.g. in the mammogram problem this was not achieved by an increased use of

Bayesian calculations outlined in equation 1). As such, the author’s analysis of par-

ticipants’ think-aloud responses showed they were using alternative non-Bayesian

reasoning strategies (Hayes et al., 2018). Thus it seems that although causal knowl-
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edge might not necessarily help us overcome shortcomings in accurate evidence

evaluation, it does help us reason better, and numerous studies have demonstrated

the importance of causal knowledge in probabilistic inference. For example, re-

search has shown that probability judgments are influenced by a person’s assumed

causal models (Hayes et al., 2013; Hayes, Hawkins, & Newell, 2016; Krynski &

Tenenbaum, 2007). As such, people with different causal models in mind will make

different probabilistic inferences from the same statistical information. This is in

line with the notion that people use initial causal models to interpret incoming data

rather than learn purely from data in a bottom-up fashion (Sussman & Oppenheimer,

2011a; Sloman & Lagnado, 2005; Griffiths & Tenenbaum, 2005) – a principle that

is also in accord with the data-frame theory of sense-making presented earlier in

this chapter.

The heuristics and biases account is ultimately limited as it does not treat the

process of focusing on causal structure or causal knowledge as rational or adaptive,

nor does it explore how causal knowledge and probabilistic judgment interact. The

use of causal schemas or models is instead portrayed as being an intuitive, “fuzzy”,

form of reasoning that tends to take precedence over normative statistical reasoning

when given the chance and leads people’s reasoning astray. In the subsequent chap-

ter we will introduce the causal framework, and causal Bayesian networks, in more

detail. We will argue that in addition to it being an appropriate normative and de-

scriptive framework for people’s judgments under uncertainty, a causal framework

can additionally advance our understanding of what cognitive processes underpin

the strategies and heuristics that people adopt in a variety of environments where

non-causal statistical methods typically fail to apply (Krynski & Tenenbaum, 2007).



Chapter 3

The Causal Framework

“While probabilities encode our beliefs about a static world, causality tells us

whether and how probabilities change when the world changes, be it by intervention

or by act of imagination” – Judea Pearl.

3.1 Causal Mental Models
Think back to Michael’s case once again. Both as an investigator – observing the

crime scene first hand – or as a juror – indirectly assimilating information about

‘what happened’ during the trial – you will be building ‘mental models’ of the

crime (what are labelled as ‘frames’ by the data-frame theory of sense-making).

These mental models will capture key features of the crime – observed and learned

information – as well as any relevant pre-existing knowledge and beliefs you might

have. Ultimately they can be used to generate explanations of what happened in the

form of different scenarios, or versions of the events, that one can simulate through

and evaluate. You might, for example, simulate through a mental model in which

Kathleen accidentally fell down the stairs, and one in which she was pushed, to try

to understand whether the observed injuries are consistent with either account. To

be useful, and allow you to make good inferences, mental models need to accurately

mirror the (causal) structure of the world. Simulating through mental models that

don’t abide by, for example, notions expressed by principles of relative causality

would be no use to you when trying to understand what happened in events that

unfolded in the real world – which is governed by such principles. As such, even
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though mental models are not required to accurately copy all the complex causal

mechanisms at play in the world, they need to – at least in a broad schematic sense

– capture the main causal relationships. For example, a mental model of Michael’s

case should include variables and relations such as: Kathleen is pushedÑ she falls

Ñ hits her headÑ dies. It might not need to include complex mechanistic informa-

tion of how exactly the injuries led to Kathleen’s death – although an expert medical

practitioner might be able to include such details. The fact that these causal mental

models are often simplifications of the features and mechanisms they are repre-

senting is advantageous as it allows us to generate, make changes to, and simulate

through them quickly and with ease. However, it also means that they are typically

naive and at times biased representations of the world. This doesn’t necessarily ren-

der them less useful, given that the qualitative causal relations they represent are still

true and are usually enough to enable us to make causal inferences and judgments

and help us explain ‘what happened’ in a given situation.

3.2 Formal Causal Models
Whereas causal mental models are psychological tools we use to represent and rea-

son through a situation – e.g., what you’d conjure when first going through a crime

scene as an investigator – formal causal models are mathematical models embedded

in a formal framework. As mentioned in Chapter 2, the causal framework has gained

traction as a rational and adaptive method to represent judgment under uncertainty –

acting both as a normative and descriptive framework. Formal causal models allow

one to combine available data with knowledge of causal relationships, ultimately

resulting in reliable inferences (Krynski & Tenenbaum, 2007; Gopnik & Glymour,

2002; Rehder, 2003; Pearl et al., 2000). Causal Bayesian Networks (CBNs; Pearl

et al., 2000) are a particularly popular formal causal modelling tool that is now

widely used for learning and reasoning about causal systems (Sloman & Lagnado,

2005; Tenenbaum & Griffiths, 2001; Griffiths & Tenenbaum, 2005). Due to their

computational properties and their ability to formalise uncertainty and help us make

accurate inferences, CBNs have additionally been adopted in professional domains
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including legal, forensic, medical and metereological settings to make causal and

evidentiary inferences from complex bodies of evidence (Smit, Lagnado, Morgan,

& Fenton, 2016; Fenton & Neil, 2010; Fenton, Neil, & Lagnado, 2013a; Boneh et

al., 2015; Constantinou, Fenton, Marsh, & Radlinski, 2016).

As they provide a normative framework for judgment and decision-making

under uncertainty, in a large portion of the empirical work outlined in the present

thesis, they were utilised as a benchmark against which we assessed people’s judg-

ments and inferences when engaging in probabilistic reasoning and information

search tasks.

3.2.1 Causal Bayesian Networks

A causal Bayesian network has both a qualitative graphical component and a quanti-

tative computational component. The graphical component allows one to visualise

the causal relations between the variables that are being modelled, and the quan-

titative component allows one to quantify the strength of the relations as well as

uncertainty in the model via probability theory. In order to build a CBN, or any for-

mal causal model, one must firstly identify the relevant variables to represent (these

can be events, agents, objects etc.). These variables can take on different states e.g.

TRUE or FALSE (values 0 or 1), though they may only take on one state at a time

(Neapolitan, 2003; Pearl et al., 2000).

Consider for a moment a different criminal case to the one weaved throughout

this thesis so far. In December 1996, the son of Sally and Stephen Clark died at

the age of 11 weeks old – a death that was ruled as being due to natural causes,

until the couple’s second son died at eight weeks of age in 1998. At this point, a

re-examination of the evidence of the first son’s death was issued and Sally was

tried and convicted for the murder of both children in 1999. One of the pieces of

evidence concerning the death of the second son, was bruises found on the child’s

arms and legs. These could be explained in more than one way (i): they were caused

intentionally by the mother, Sally, and (ii): the child suffered from a rare disease

called haemophilia that can lead to unprovoked bruising. In this case, we would

represent the bruises as one variable (‘Bruises’), haemophilia as another variable
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(‘Haemophilia’) and the mother inflicting the injuries as another variable (‘Sally’).

All of these variables are binary as they take the values of either true or false. To

represent these variables in a CBN we would use nodes. To represent the causal

relations between these variables, we would use arrows (or directed links). As

seen in Figure 2 we would represent them as what is known as a simple common-

effect structure – with the two possible causes (‘Sally’ and ‘Haemophilia’) leading

to the common effect (‘Bruises’). Arrows in a CBN point only in one direction

(directional graph) and following the arrows there is no path that starts and finishes

at the same node (acyclic graph). The arrows express the probabilistic dependencies

between the variables in a fashion that meets the Markov condition: Conditioned

on its parent nodes, each variable is independent of all other variables, except its

descendants (Pearl, 1988a; Spirtes, Glymour, & Scheines, 1993).

Bruises

Sally Haemophilia

Figure 2: ‘Sally simple CBN’. A simple common-effect CBN of one aspect of the Sally
Clark case.

The graph informs us of the causal connections between the variables, giving

us a causal structure of the problem or situation at hand. Consider the common-

effect graph in Figure 2. It consists of three nodes representing three variables: two

causes (C1: Sally and C2: Haemophilia), and one common effect (E: Bruises).

Based on this graph we can make qualitative inferences on the (un)conditional

(in)dependencies between variables in the network. For instance, the structure of

the network in Figure 2 dictates that regardless of the network parametrization, C1

and C2 are unconditionally independent. This means that not knowing the state of
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the common effect variable E, learning that C1 is present or absent does not affect

the probability of C2 being present or absent and vice versa (or PpCi |C jq “ PpCiq

where i P t1,2u for any value of Ci and C j). However, depending on the network

parameterization, the two causes may become conditionally dependent on E. That

is, upon learning that E is either present or absent, the presence or absence of C1

may affect the probability of C2 being present or absent – and vice versa.

It is then the computational machinery of CBNs, grounded in probability the-

ory, that provides us with information on the strength of the modelled relations and

allows us to perform exact quantitative computations of the probability of any ran-

dom variable(s) in the CBN being present/absent given the presence/absence of any

other variables. In order to perform these calculations one needs to fully parame-

terize the CBN by specifying (i) the prior probabilities (or priors) of all root nodes

(i.e. nodes that do not have incoming arrows) and (ii) the conditional probabilities

of each remaining node given all the values of their direct causes (i.e. nodes they

are directly linked to – also known as their parent nodes). For variables with no

parents, their states (or probability distributions across these) are assigned by the

modeller based on background knowledge. As such, the probabilities represented

in these networks represent subjective beliefs.

To fully parametrize the CBN presented in Figure 2 one would specify the

prior probabilities of the two causes, i.e. PpC1q and PpC2q, as well as the con-

ditional probabilities of the effect E given the presence and/or absence of each

cause, i.e. PpE | C1,C2), PpE | C1,„ C2), PpE |„ C1,C2q, and PpE |„ C1,„ C2q.3

Once one specifies these parameters, one can compute for instance PpC1 | Eq, or

PpE | C2q, or PpC1,E |„ C2q, etc. To compute PpC1 | Eq one would, for example,

set the value of the effect ‘Bruises’ to TRUE and use Bayes theorem (see equation

2) to compute the updated (posterior) probability of C1 (‘Sally’) given the presence

of the effect (‘Bruises’). This is known as belief updating. Changing the state of one

variable in the network will not only allow you to make precise inferences regard-

ing another variable of interest – it will also automatically change the probability

3Since all variables are binary, one has it that Pp„ C1q “ 1´ PpC1q, Pp„ C2q “ 1´ PpC2q,
Pp„ E | C1,C2q “ 1´PpE | C1,C2q, etc.
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distributions of all nodes that are related (directly and indirectly) to that variable

in a wider process known as belief propagation. If we thus wanted to compute the

posterior probability of C1, given the presence of the bruises we would represent

this as:

PpC1|Eq “
PpC1qPpE|C1q

PpEq
(2)

The posterior probability is proportional to the product of the prior probability

and another term PpE|C1q, the probability of the data given the hypothesis, com-

monly known as the likelihood (Griffiths, Kemp, & Tenenbaum, 2008). To under-

stand the interaction between priors and likelihoods to compute posterior probabil-

ities, consider the following medical scenario presented in Griffiths et al. (2008).

Your friend has been coughing (‘Evidence’), and you currently have three possi-

ble causes (hypotheses) in mind to explain the evidence: C1 = ‘common cold’, C2

= ‘lung cancer’ and C3 = ‘stomach bug’. The probability of coughing given one

has lung cancer PpE|C2q is high, but the prior probability of lung cancer PpC2q, is

low. Hence, the posterior probability of lung cancer, PpC2|Eq, is low, because it

is proportional to the product of these two terms. Conversely, the prior probabil-

ity of having stomach flu, PpC3q, is relatively high, but its likelihood, PpE|C3q, the

probability of coughing given that one has stomach flu, is relatively low. So again,

the posterior probability of stomach flu, PpC3|Eq, will be relatively low. However,

given that both the prior of C1, common cold, and likelihood for H1 are both rela-

tively high – the posterior probability PpC1|Eq will be higher than the posteriors of

the alternative hypotheses.

The examples we have provided so far have been relatively simple ones, in-

volving few variables. Typically, in real-world settings, the cases and situations we

model would have more variables, that are related in increasingly complex ways.

For example, a more complete causal graphical model of the Sally Clark case would

look more like the one depicted in Figure 3 than the one presented in Figure 2. In

a larger model (such as the one represented in Figure 3) each variable still has its

own conditional probability table (CPT). For variables with causal parents in the
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graph, the CPT is still a function of its parents and for variables without parents, the

CPT is simply its prior probability. Although in very simple cases we can update

probabilities by hand, typically we will need to use CBN software4 to build CBNs

such as the one in Figure 3 and make inferences via automated algorithms (Pearl et

al., 2000).

Figure 3: ‘Sally complex CBN’. Complex CBN of Sally Clark case (D. Lagnado, 2012).

Although scaled up, larger models are still constructed by combining three

basic structures: causal chain, common cause, and common effect. We have already

seen what a common-effect structure looks like (e.g. see Figure 2). Comparatively,

a causal chain structure with three random variables ‘X’, ‘Y’ and ‘Z’, would be

represented as in Figure 4.

X Y Z

Figure 4: Simple chain causal structure. A simple chain structure with three random
variables.

In this structure, the variable ‘Y’ mediates the causal influence from ‘X’ to ‘Z’.

Finally, in a common-cause structure (see Figure 5), you would have multiple effect

variables e.g. ‘X’ and ‘Y’, both being caused by the same variable ‘Z’.

4Example software are AgenaRisk and Netica. In the present thesis we built CBNs in R Studio v
1.4 utilising the package bnlearn.
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X

Y Z

Figure 5: Simple common-cause causal structure. A simple common-cause structure
with three random variables.

Any graph can be broken down into a combination of these three types of

causal structures. This is not only useful to simplify our inferences even in complex

cases, but it also means that if we understand how people reason in these simple

structures, and build a taxonomy of reasoning errors classified by these structures,

we can also understand how people reason in more complex structures and develop

interventions that support reasoning at various levels of complexity.

Regardless of its size, a parameterised CBN enables you to carry out various

types of inference from both observation and imagination5. For example, using a

CBN you can carry out predictive inferences – reasoning forwards, from causes to

effects. This occurs in belief propagation even before you need to actively change

the state of a variable in the network. Once you specify the priors of the causes

in your CBN, you will automatically obtain a prior probability distribution across

all variables in your model via belief propagation (Pearl, 2009; Neapolitan, 2003;

D. A. Lagnado, 2021). CBNs also facilitate diagnostic reasoning, which involves

reasoning backwards – about the probability of the causes, given the effects. This

type of reasoning is pervasive in everyday and specialised contexts. For exam-

ple, doctors routinely reason about possible causes after observing symptoms, and

investigators routinely reason about possible perpetrators after observing evidence.

5This goes beyond the scope of the work presented in this thesis, but causal models allow you
to go beyond inference by observation, and extend to making imagined inferences, answering hypo-
thetical what-if questions. To do so you would still assign values to a certain variable and see how
this changes the probabilities of the other variables in the network. The crucial difference is that no
new evidence is actually observed or learned – making the computed probabilities conjectural. This
feature of CBNs is extremely useful as it allows one to explore the implications of different possible
causes and engage interventions and counterfactual thinking – see (Pearl, 2009)
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Another key pattern of inference that can be represented using CBNs, is inter-causal

reasoning (which will be the focus of the next chapter). Inter-causal reasoning typ-

ically occurs when the probability of one or more causes of a given piece of evi-

dence changes the probabilities of the alternative causes.For example, it allows one

to answer queries such as: “If I found out that Sally’s child had haemophilia (C2 =

TRUE), how would this influence my belief that she caused the bruises on the child

(C1)?”

3.3 Summary
In every day contexts and specialised domains alike, we generate and update causal

mental models to make sense of an event, or a situation. These causal mental

models can be formally represented via causal graphical models such as causal

Bayesian networks and used to make accurate probabilistic inferences under un-

certainty. Adopting a causal Bayesian framework to represent human reasoning

and judgment is advantageous as it is not only able to account for both causal and

statistical knowledge – rendering it an appropriate descriptive account of human

reasoning processes – but it additionally provides sound normative prescriptions of

these processes. As such, following Bayesian principles, CBNs are able to define

how rational agents should update their beliefs in light of new evidence or infor-

mation, based on a set of assumptions about the causal structure of the situation

at hand and relevant prior knowledge. Given a parameterized causal network, we

can compute the probabilities of any variables in the network, conditional on the

values of any of the other variables in the network. Even without precise parame-

ters, causal models can still facilitate reasoning by providing us with information on

the relations between the variables via the graphical component. Beyond helping

us represent our causal knowledge of the world, formal causal models also provide

us with a mathematical tool that allows us to make sound probabilistic inferences

under uncertainty, in environments of varying complexity, given the assumptions

we made explicit in our model. This signifies that they can not only act as effi-

cient decision-support tools (as discussed in Chapter 7 and Chapter 8), but they can
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also be successfully utilised to assess the quality of people’s reasoning in both con-

strained experimental settings and real-world environments – as done in the present

thesis.

In the following chapters, we will appraise how people evaluate, as well as

search for, evidence, utilising a causal Bayesian framework. Since erroneous causal

probabilistic inferences, particularly in specialized contexts, can lead to deleterious

consequences, understanding how these inferences are made is critical. We will start

by evaluating people’s inferences when engaging in a pervasive pattern of reasoning

dubbed explaining away.



Chapter 4

Evaluating the evidence

“Facts are chiefs that wanna ding

An’ downa be disputed”

– Robert Burns (A dream)

We make countless judgments every day that are dependent on our beliefs

about how two or more entities/events are causally and probabilistically related to

each other, rendering causal inference one of the most central tenets to human rea-

soning and decision-making (Hagmayer & Osman, 2012; Hagmayer, 2016). Many

of the phenomena we have introduced so far – including specific biases (such as

base-rate neglect) as well as the broader processes that are at play during sense-

making practices – are heavily reliant on causal inference.

As mentioned in Chapter 3, in the past two decades causal Bayes networks have

become the dominant tool to model various forms of causal inference. Research

has demonstrated that people’s causal reasoning can align with CBNs (Rottman &

Hastie, 2014a, 2016; Hagmayer, 2016; Waldmann, 2000). For example, consis-

tent with CBNs, people draw different inferences with common cause and common

effect structures, reflecting their sensitivity to causal direction (Rehder & Hastie,

2001; Waldmann, 2000; Hagmayer, 2016). In addition, within a given structure

such as a common cause model, people correctly infer that a cause is more likely if

more than one effect is present, and that the presence of one effect implies that of

another when the status of the cause is still unknown (Rehder & Burnett, 2005).
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Nevertheless, some of the causal inferences people make are inconsistent with

the predictions of causal Bayesian networks, especially when people are required

to make explicit numerical probability estimates rather than qualitative predictions.

As such, people’s quantitative estimates concerning the probabilistic strength of a

relation or the likelihood of an event, tend to deviate from normative predictions es-

pecially when engaging in diagnostic and inter-causal reasoning (Rottman & Hastie,

2014a). Importantly, when deviations from normative predictions are observed, au-

thors should investigate why6. For example, it is possible that violations of quantita-

tive predictions from CBNs may derive from non-standard thinking about probabil-

ities (e.g., the tendency to over-estimate low probabilities and under-estimate high

probabilities) rather than from something essential about people’s causal reasoning

abilities (Zhang & Maloney, 2012). It is also possible that people are reasoning

with a different causal structure in mind from the one that is dictated by the prob-

lem – either simplifying or adding elements to that structure7. For these reasons,

people’s causal inferences should be studied on both qualitative and quantitative

representations.

One particularly ubiquitous but still poorly understood pattern of (inter) causal

inference which leads people to deviate from the predictions of CBNs, is that of

explaining away. This pattern of reasoning occurs in common-effect structures, and

entails cases in which the presence of one cause makes the presence of the alterna-

tive cause less likely given the presence of a common effect (the common effect is

‘explained away’ by the presence of one cause). This is a central pattern of infer-

ence in many consequential judgments that people make both on a daily basis and

in specialised environments. You can imagine a scenario in which a doctor explains

away the presence of a symptom once they learn of the presence of a cause – and

thus lower their beliefs in the alternative possible cause (of status unknown). Sim-

ilarly, an investigator might explain away a given piece of evidence (e.g., bruises)

once they find out that one possible cause is present (e.g. haemophilia) and thus

6We have made this one of the central aims of the research presented in this thesis, as it is an
approach that facilitates the development of possible interventions to promote accuracy in people’s
qualitative and quantitative causal judgments.

7We will return to the crucial role of representation in causal inference in Chapter 7.
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lower the probability of the alternative cause (e.g abuse). Let’s use this latter case

to explain this phenomenon in a little more detail.

Consider once again the case of Sally Clark. In this scenario, you are trying to

ascertain whether Sally should be found guilty of her child’s death given the suspi-

cion that the bruises found on the child’s body were caused by Sally. However, you

are aware that bruises could also be the product of alternative independent causes,

one of which is a rare blood disorder termed ‘haemophilia’ which causes unpro-

voked bruising. Since you do not know for certain whether the child was physically

abused and/or whether he suffered from haemophilia, but are certain of the presence

of bruises, you would initially increase the probability of each of the two potential

causes. If, after a medical examination, you found out that the child definitely suf-

fered from haemophilia, then the probability of the child being physically abused

by Sally would decrease, since haemophilia ‘explains away’ the bruises. If on the

other hand the medical examination revealed that the child definitely did not suffer

from haemophilia, then the probability of the child being abused by Sally would

further increase as a result. In more general terms, explaining away8 describes a sit-

uation in which multiple independent causes (e.g. physical abuse and haemophilia)

compete to explain a common effect (e.g. bruises). After observing the occurrence

of the effect, the probability of the two causes increases (via diagnostic reasoning).

Subsequently, after learning of the occurrence of one cause (the child suffers from

haemophilia) the probability of the alternative cause(s) decreases (physical abuse).

If, conversely, we learned that a cause did not happen (the child does not suffer

from haemophilia), the probability of the other cause(s) further increases (physical

abuse).

Previous research, which we will discuss shortly, has demonstrated that peo-

ple explain away too little relative to the predictions of a CBN model. However,

mixed, and largely unsatisfactory, explanations for this recurrent finding have been

provided so far. We therefore decided to address some methodological limitations

8A related concept to explaining away is discounting. For the distinction between the two con-
cepts see Khemlani and Oppenheimer (2011), Rehder and Waldmann (2017), Rottman and Hastie
(2014b).
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of studies exploring this phenomenon in the extant literature, and investigate how

people engage with this important pattern of causal reasoning. Given the observed

deviations from the predictions of a CBN, we further formulated (and provided em-

pirical support for) hypotheses that can explain these deviations. In this chapter we

will firstly outline a CBN model for explaining away and subsequently introduce

previous empirical work on explaining away in the psychological literature as well

as the potential shortcomings of this work. Finally, we will present details of the

experimental work we carried out on evaluating people’s ability to engage in ex-

plaining away and identifying the strategies that were employed whilst reasoning in

causal structures involving explaining away. Explaining away is a unique pattern of

reasoning as it involves both diagnostic and predictive inference. Whereas in some

instances it might appear intuitive, in many others it counters our intuitions. Un-

derstanding in what environments people falter when engaging in explaining away,

and, further, what strategies they are adopting when reasoning in structures involv-

ing explaining away, is crucial due to its ubiquitous and elusive nature.

4.1 Explaining away: Normative account
Situations involving explaining away can be modeled utilising common-effect

CBNs such as the one in Figure 6 (see Pearl, 1988b, 2009) – also drawn in Chapter

3.

Bruises

Abuse Haemophilia

Figure 6: Common-effect structure. A simple common-effect CBN model of explaining
away.
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For example, we could model the aforementioned example by represent-

ing physical abuse as a node labelled ‘Abuse’, haemophilia as a node labelled

‘Haemophilia’, and finally the bruises on the body as the common effect node la-

belled ‘Bruises’. The two causes are (unconditionally) independent when we do not

know whether the child has bruises on his body or not, which follows our intuitions

that physical abuse and haemophilia cannot probabilistically influence each other,

before learning anything about the bruises. Once we learn that the child has bruises

on his body, we update the probabilities of the two causes via diagnostic reason-

ing (i.e. reasoning from effects to causes, see Meder & Mayrhofer, 2017). The fact

that the child has bruises on his body, now renders the two causes conditionally

dependent, since, as per explaining away, additionally learning that the child is suf-

fering from haemophilia would change (decrease) the probability that the child has

been physically abused. Common-effect CBNs, however, do not always lead to the

pattern of explaining away where after observing the effect, additionally learning

one cause decreases the probability of the other.

In order for explaining away to normatively occur, the common-effect network

must imply a noisy-OR integration function (Pearl, 1988b) guaranteeing that each

cause can independently lead to an increase in probability of the effect. Within

our outlined model, this means that both haemophilia and physical abuse must be

independently sufficient to cause the bruises. In a classic logic-based system, ex-

plaining away would not normatively occur as the logic statement ‘if the child has

bruises, then assume he has been physically abused’ would imply that the observa-

tion of haemophilia is strictly unrelated to the statement that he has been physically

abused, and therefore this observation would not reduce the probability of the al-

ternative cause (abuse). A key normative advantage offered by CBNs, is that they

are able to account for the fact that although initially the two causes (haemophilia

and abuse) are independent in the absence of knowledge about the common effect

(bruises), they become dependent when the state of the common effect is known

(J. Kim & Pearl, 1983). Wellman and Henrion (1993) and Morris and Larrick

(1995) provided a general formalised criterion, detailed as an inequality of like-
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lihood ratios, under which explaining away occurs. A CBN must be parameterised

such that the following inequality holds:

PpE | Ci,CjqPpE |  Ci, Cjq ă PpE | Ci, CjqPpE |  Ci,Cjq (3)

for i, j P t1,2u. In words, the product of the probability of evidence knowing both

causes are true and the probability of evidence knowing neither cause is true is

strictly less than the product of evidence knowing only one cause is true and the

other false and the probability of evidence knowing the other cause is true and the

first one is false. From Inequality (3) it follows :

PpCi | E,Cjq ă PpCi | Eq ă PpCi | E, Cjq (4)

The above inequalities follow the pattern of reasoning outlined in the legal scenario

above and serve as a constrained formal definition of explaining away in the empir-

ical research outlined in the present chapter.

4.2 Explaining away: An empirical account
As previously mentioned, explaining away is a ubiquitous pattern of inference,

found in a wide range of contexts including social attribution, medical diagnosis

and legal domains (Kelley, 1973; Rottman & Hastie, 2016; Kelley, 1973; Rottman

& Hastie, 2016). In specialised contexts, as demonstrated by the aforementioned

legal scenario, erroneous inter-causal reasoning inferences may have detrimental

consequences 9. Despite its ubiquity and importance in human reasoning, empirical

research on explaining away in the psychological sciences adopting the constrained

definition outlined by the inequalities in (4) is somewhat limited and has insofar

yielded mixed findings (for an overview see Rottman & Hastie, 2014b). Overall

however, it appears that human explaining away inference, even in simple three-

9The importance of understanding causal relations such as the one described in explaining away
is clearly reflected in the American Academy of Pediatrics’ (AAP) clinical report where conducting
laboratory evaluations with the understanding that presence of a bleeding disorder does not rule
out physical abuse is highly emphasized (Anderst, Carpenter, & Abshire, 2013). Furthermore, the
AAP also warns physicians that inappropriate diagnostics of child abuse can lead to the potential
prosecution of an innocent person.
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node common-effect causal structures (see Figure 6), is fallible, thus emphasizing

the significance of further investigating this elusive phenomenon.

Most of the studies exploring explaining away have reported that people

explain away insufficiently or not at all (Davis & Rehder, 2017; Fernbach &

Rehder, 2013; Morris & Larrick, 1995; Rehder & Waldmann, 2017; Rottman

& Hastie, 2016; Sussman & Oppenheimer, 2011b) and in some cases even

display behaviour directly opposite to that of explaining away: PpCi | E,Cjq ą

PpCi | E, Cjq (Fernbach & Rehder, 2013; Rehder, 2014a) or PpCi | E,Cjq ą

PpCi | Eq (Rottman & Hastie, 2016, Experiment 1a). Importantly, the insuf-

ficiency of explaining away remains robust across the different methodologies

utilised by researchers. For example, Rottman and Hastie (2016) taught partic-

ipants the statistical parameters of the variables in the common-effect structure

through experience-based trials, complemented by written and graphical informa-

tion. Disparately, Fernbach and Rehder (2013, Experiment 3) provided participants

with explicit information on the structure in textual and graphical formats only. Fi-

nally, Rehder and Waldmann (2017) compared three different formatting methods

to convey information to the participants: description-only (written description of

the causal model, without communicating parameters), experience-only (data re-

garding the parameters presented in a tabular format without the causal structure),

and description-experience (combination of the former two formats). Similarly,

people’s error-prone explaining away behaviour is seemingly persistent over dif-

ferent probability elicitation methods. Typically, studies have elicited probabilities

from participants in the form of numerical estimates (Rottman & Hastie, 2016).

Other methods that have been used include a verbal point scale or inference rat-

ings (Fernbach & Rehder, 2013; Sussman & Oppenheimer, 2011b) and qualitative

forced choice responses in which participants are required to select which one of

two situations is more likely to have a certain variable present, on the basis of the

states of the other variables (Rehder, 2014a). Regardless of the method used, partic-

ipants in all these studies explained away ‘insufficiently’, compared to the amount

dictated by the normative model.



61

4.3 Limitations of previous studies
Although the empirical studies on explaining away speak to the robustness of peo-

ple’s explaining away deviations from the normative CBN model, it is worth men-

tioning some limitations that we observed in these studies and which we aim to

rectify in our empirical work.

4.3.1 Prior probabilities of causes

The majority of the studies neither convey nor elicit prior probabilities to partici-

pants (see Rottman & Hastie, 2014b), making it difficult to compare participants’

inferences to the predictions of a CBN given it is unclear what prior probabilities

participants assume in the model. In some cases, authors expected their partici-

pants to infer information on the priors of causes, but never elicited their estimates,

therefore leaving unclear whether participants had accepted them (e.g. Rehder &

Waldmann, 2017). An exception to this trend is a study that utilised participants’

own prior probability estimates to calculate the normative benchmark probabilities

pertaining to explaining away (Morris & Larrick, 1995). By employing this ex-

perimental design however, the experimenters had little control over participants’

probabilistic beliefs within the model.

Beyond ensuring fair comparisons between participants’ estimates and nor-

mative ones, the importance of adopting transparency when dealing with priors in

empirical studies of explaining away also lies in the fact that priors in most cases

directly dictate the amount of explaining away found in the normative model (see

Morris & Larrick, 1995). Typically, lower priors imply a larger amount of ex-

plaining away than higher priors, since ∆1 and ∆2 are usually larger when the pri-

ors are lower than when they are higher, where ∆1 “ PpCi | Eq´PpCi | E,Cjq and

∆2 “ PpCi | E, Cjq´PpCi | Eq. As really high prior probabilities lead to minimal

amounts of explaining away in the normative model, even if participants adopted

the priors given to them and engaged in the correct pattern of inference, explaining

away would most probably remain undetected. This suggests that for the normative

amount of explaining away in the model to be accurately computed (and thus for the

comparisons to the normative model to be informative), it is crucial to know what
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priors are being utilised in experiments, both by participants and by experimenters.

Although most studies have not taken these points into consideration, there are a

few exceptions, which should encourage researchers to use similar approaches. For

example, some authors manipulated the prior probabilities of causes to reflect dif-

ferent amounts of normative explaining away (e.g. Rottman & Hastie, 2016) and

others purposefully utilised low priors in order to increase the amount of explaining

away in their normative model (e.g. Rehder & Waldmann, 2017). In our empirical

work we address these issues by (i) providing participants with explicit priors and

subsequently re-eliciting these to ensure they have been accepted and (ii) assigning

different priors ranging from low to high to the causes to vary the normative amount

of explaining away present in our models.

4.3.2 Independence of causes

A second matter that has been cited as a contributing factor to insufficient explaining

away, is the violation of the condition of independence in common-effect structures

(Rehder, 2011, 2014a, 2014b; Rehder & Burnett, 2005; ?, ?). An example of how

individuals have been found to violate it is by using C2 to infer C1 when the state

of E is still unknown, even though the two causes are independent at this stage.

As previously mentioned, the Markov condition of independence is necessary to be

able to identify which nodes are relevant to an inference within a CBN (Sloman &

Lagnado, 2005). In order to account for these violations of independence, several

suggestions have been put forth. Rehder and Burnett (2005) suggested that people

might be inferring the presence of an unobserved variable that was a cause of the

features, thus making the two causes in the network initially dependent. It has been

additionally suggested that participants may hold general domain knowledge, or

strong apriori beliefs, about the prior probabilities of the causes, leading them to

augment the causal model (Mayrhofer & Waldmann, 2015; Rehder & Waldmann,

2017), or assume that the causes are positively correlated (Hagmayer & Waldmann,

2007; Rehder, 2014a).

For instance, in Rottman and Hastie (2016) Experiment 1b, participants’ av-

erage estimates relating to independence of the causes were PpCi | Cjq “ .45 and
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PpCi |  Cjq “ .35 (see Table 5 in Rottman & Hastie, 2016), suggesting a positive

correlation between the causes and a violation of the independence assumption. A

perceived positive correlation between the causes is problematic as it would signif-

icantly lower the amount of explaining away in the normative model. Generally,

the higher the degree of positive correlation, the lower the normative amount of

explaining away, with very high degrees of positive correlation potentially leading

to a pattern opposite to explaining away (see Morris & Larrick, 1995). This then

suggests that an insufficiency in explaining away could derive from participants

believing causes to be positively correlated in studies where positive correlation

between the causes is found. What is more, in instances in which the causes are

positively correlated, it may even seem intuitive to not reduce or minimally reduce

the probability of one causes given the other, after observing the effect (see Morris

& Larrick, 1995). To slightly modify our example, haemophilia and internal bleed-

ing can both be causes of bruises on a body, but haemophilia and internal bleeding

are also positively correlated: a person suffering from haemophilia is more likely

to have internal bleeding even before knowing anything about bruises. So, when

a person learns that a patient has bruises, additionally learning that the patient has

internal bleeding would incur minimal to no reduction in the likelihood that the

patient is suffering from haemophilia.

Overall, studies that draw conclusions on explaining away whilst reporting a

violation of the Markov condition of independence are problematic, since CBN

theory stipulates that this is one of the necessary conditions for explaining away to

occur. This highlights the importance of ensuring that participants understand the

independence relations between the causes in order to increase chances of detect-

ing explaining away and make more informed comparisons to the normative model

which is assumed by the experimenters and communicated to the participants. In

our studies we seek to guard from potential violations of independence by (i) ex-

plicitly emphasizing, in both textual and graphical formats, that the two causes are

independent, (ii) employing cover stories that intuitively would minimize partic-

ipant’s inclination to view the two causes as unconditionally dependent, and (iii)
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asking participants qualitative relational questions (see Section 4.3.3) prompting

them to compare the probability of a cause given the presence/absence of the alter-

native cause (when the state of the effect E is unknown) to the prior probability of

the cause.

4.3.3 Probability elicitation methods

A third factor that may be contributing to the reported insufficiency of explaining

away in the psychological literature pertains to how belief updates are elicited from

participants. Foremost, explaining away is a relational concept. In our previous

example scenario, an individual reduces the probability that Sally physically abused

the child upon learning that he suffered from haemophilia relative to the probability

that the child has been abused when it was unknown whether the child was suffering

from haemophilia. Similarly, the individual increases the probability that the child

was abused upon learning that he did not suffer from haemophilia relative to the

probability that the child was abused when it was unknown whether the child was

suffering from haemophilia. This crucial relational property of explaining away is

more formally expressed in the inequalities in (4).

Most studies on explaining away do not account for its relational properties,

and elicit participants’ belief estimates in isolation without asking participants to

compare their estimates or rates to their other estimates or rates. For instance, par-

ticipants are often required to provide an estimate of the probability of a cause given

the presence of both the effect and another cause, i.e. PpCi | E,Cjq, but they are sel-

dom asked also to consider the relation and direction of change of this probability

compared to the probability of the cause given just the effect, i.e. PpCi | Eq. De-

spite the intuitive importance of asking qualitative relational questions when testing

for explaining away, to the best of our knowledge only one previous study em-

ployed similar methods: Rehder (2014a). Our experiments – which I will intro-

duce shortly – complement quantitative questions eliciting numerical probability

estimates of, for example, PpCi | E,Cjq, with qualitative relational questions ask-

ing participants to consider whether PpCi | E,Cjq is less than, greater than, or equal

to PpCi | Eq. Further, we distinguish between direct explaining away which corre-
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sponds to what is usually referred to as an explaining away question, namely a ques-

tion about PpCi | E,Cjq, of course in relation to PpCi | Eq (see for example Morris &

Larrick, 1995) and explaining away as a relational concept captured by inequalities

in (4) which includes the question about PpCi | E,Cjq, but also about PpCi | Eq and

PpCi | E, Cjq (see for example Rehder & Waldmann, 2017). This will allow us to

present a more comprehensive view regarding explaining away.

4.4 Experiment 1
In the present experiment we were interested in the influence of manipulating pri-

ors and structural complexity on people’s inferences on the independence of causes,

diagnostic reasoning, and explaining away. Due to the methodological confounds

and nebulous findings of extant empirical work on explaining away, we conducted

an initial study to evaluate people’s explaining away inferences in both a three-node

(Figure 7a) and a more complex five-node (7b) common-effect structure introduced

by Wellman and Henrion (1993), utilising a novel design. This allowed us to firstly

establish whether the widely reported insufficient explaining away is a consequence

of the methodological issues we identified in Section 4.3, and secondly to determine

whether the existing findings of explaining away are restricted to 3-node structures

or if they also extend to more complex structures. Introducing a 5-node structure

additionally enabled us to distinguish between direct explaining away—i.e. explain-

ing away discussed thus far— and chained explaining away (Wellman & Henrion,

1993) where, assuming that we know E1 = TRUE and E2 = TRUE, learning that

C1 = TRUE decreases the probability of C2 = TRUE, which in turn increases the

probability of C3 = TRUE. We expected our methodological changes to alleviate the

insufficient explaining away in a 3-node structure. Given the added complexity, we

expected the performance of participants who are asked to reason with the 5-node

structure to explain away less than participants reasoning with the 3-node structure.

In this study participants reasoned within one of four models10: either a simple

3-node common effect model (Figure 7a) or a more complex 5-node model (Figure

10By a model we mean a structure that has been fully parameterized.
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Figure 7: Two common-effect structures. (a) 3-node CBN and (b) 5-node CBN.

7b). Both structures had two variants (totaling 4 different models): one where the

cause variables have equal priors and one where they have unequal priors. As such,

Model 1 was a 3-node structure where P1pC1 “ 1q “ P1pC2 “ 1q “ 0.5, Model 2

was a 3-node structure where P1pC1 “ 1q “ 0.2 and P1pC2 “ 1q “ 0.1, Model 3

was a 5-node structure where P3pC1 “ 1q “ P3pC2 “ 1q “ P3pC3 “ 1q “ 0.5 and

finally Model 4 was a 5-node structure where P4pC1 “ 1q “ 0.1, P4pC2 “ 1q “ 0.2,

and P4pC3 “ 1q “ 0.1. In all four models the presence of one cause entailed the

presence of the effect– PpE “ 1 | Ci “ 1,C j “ 1q “ PpE “ 1 | Ci “ 1,C j “ 0q “

PpE “ 1 |Ci “ 0,C j “ 1q “ 1– and absence of both causes entailed absence of the

effect– PpE “ 1 |Ci “ 0,C j “ 0q “ 0. This resulted in the base rate for the effect

PpE “ 1q “ 0.75 in models with medium priors and PpE “ 1q “ 0.28 in models

with low priors. We predicted that these deterministic relations between causes and

effect(s) would further facilitate both diagnostic and explaining away reasoning.

4.4.1 Methods

4.4.1.1 Participants

A total of 204 participants (NMALE“ 81, MAGE“ 37 years) were recruited from Pro-

lific Academic (www.prolific.ac). All participants were native English speakers

who gave informed consent and were paid $1.25 for partaking in the present study,

which took on average 16.7 minutes to complete. Seven participants were excluded

as they answered incorrectly to the catch trial, leaving a total of 197 participants in

the analyses.

4.4.1.2 Design and Materials

A mixed-subjects design was adopted. Participants were randomly assigned to

one of four groups (NGroup 1 “ 51, NGroup 2 “ 47, NGroup 3 “ 49, NGroup 4 “ 50).

www.prolific.ac
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Each Group i was assigned a Model i (where i P t1,2,3,4u) and asked to com-

plete an inference questionnaire (Models 1 and 2, Nquestions “ 10; Models 3 and 4,

Nquestions “ 17). For the full questionnaire presented to participants see ttps://

osf.io/phbns/. They were all given the same cover story wherein simultaneously

tossed coins (C; binary variable, assumes the value of either H or T) in separate

rooms could lead to a light bulb (LB) switching on in a different unit depending on

the outcome of the toss (if at least one coin lands Heads, the light bulb turns on). We

utilised a cover story involving coin tossing as we wanted to investigate how peo-

ple engage in inter-causal reasoning in a ‘neutral’ context in which their reasoning

might not be influenced by strong pre-existing beliefs or other confounding factors.

Although in future studies we employ different scenarios, and throughout the thesis

we utilise more naturalistic stimuli, we wanted to initially evaluate people’s reason-

ing in a more ‘clinical’ setting to obtain a fine-grained picture of the mechanisms

underlying their inferences. In addition, as previously mentioned, we believed this

type of scenario would help people grasp the conditional dependence of the causes.

4.4.1.3 Procedure

Participants in each group were initially presented with the cover story and subse-

quently given information on their model (i.e. variables present, the priors of coins,

and causal relationships within the model). This was done in both textual form

(e.g. “The coin-tossing mechanism in Room 1 is connected to the light bulb in Unit

1 . . . but crucially note that the mechanism in Room 1 is not in any way directly

connected to the mechanism in Room 2”) and in visual form (graphical represen-

tation – see Figure 8). Participants were also provided with a textual account by

which each cause could independently bring about the effect (e.g. “The light bulb

will only turn on if: Coin 1 and Coin 2 both land Heads, or Coin 1 lands Heads and

Coin 2 lands Tails or . . .”).

Subsequently, each participant proceeded to complete the inference question-

naire. Although the questions varied among groups, they were all nested within the

same inference types (see Table 1) and were presented in the same order. Partic-

ipants firstly answered questions regarding prior probabilities of causes, secondly

ttps://osf.io/phbns/
ttps://osf.io/phbns/
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Figure 8: Experiment 1 set-up. Graphical representation of our common-effect set-up
shown to participants.

regarding independence of causes, thirdly regarding diagnostic reasoning, and fi-

nally regarding explaining away.

Table 1: Experiment 1: Key inferences per group.

Inference Type Key Inferences
Group 1 and 2 Group 3 and 4

Priors P1,2pC1 “ Hq, P1,2pC2 “ Tq P3,4pC1 “ Hq, P3,4pC2 “ Tq, P3,4pC3 “ Hq

Independence P1,2pC2 “ H |C1 “ Hq, P1,2pC1 “ H |C2 “ Tq P3,4pC2 “ H |C1 “ Hq, P3,4pC3 “ H |C2 “ Tq,
P3,4pC3 “ H |C2 “ Hq

Diagnostic Reasoning P1,2pC1 “ H | LB“ onq, P1,2pC2 “ H | LB“ onq P3,4pC1 “ H | LB1 “ onq, P3,4pC2 “ H | LB1 “ onq

Explaining Away

Direct: P3,4pC2 “ H | LB1 “ on,C1 “ Hq
P1,2pC1 “ H | LB“ on,C2 “ Hq P3,4pC2 “ H | LB1 “ on, LB2 “ on,C1 “ Hq
P1,2pC2 “ H | LB“ on,C1 “ Hq P3,4pC2 “ H | LB1 “ on, LB2 “ on,C1 “ Tq
P1,2pC2 “ H | LB“ on,C1 “ Tq Chained: P3,4pC1 “ H | LB1 “ on, LB2 “ onq

P3,4pC3 “ H | LB1 “ on, LB2 “ on,C1 “ Hq

To investigate participants’ diagnostic and explaining away inferences, we

asked questions in both qualitative and quantitative formats. For example, partici-

pants in Groups 1 and 2, after finding out that the light bulb is on, were asked both a

qualitative diagnostic reasoning question: “Does the probability that Coin 1 landed

Heads change after you find out that the light bulb turned on?” and a quantitative

diagnostic reasoning one: “What do you now think is the probability that Coin 1
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landed Heads?”. Qualitative questions were presented in a multiple choice format

with three options: the probability increases, decreases, and stays the same. Quan-

titative questions required participants to provide their probabilistic estimate on a

slider with a scale ranging from 0% to 100%. Questions relating to prior proba-

bilities of the causes were asked only in the quantitative format, whereas questions

relating to independence of the causes were asked solely in the qualitative format.

In addition, some questions prompted participants to provide written explanations

for their answers.

Throughout the questionnaire, evidence about the state of the variables was

provided to participants both textually (e.g. “You walk into Room 1 and see that the

light bulb is on.”) as well as with an updated graphical representation of the model.

Participants were able to refer to the diagram of the model as well as the given

textual information throughout the experiment. This allowed us to make sure that

participants’ responses did not depend on their ability to memorize the model and

causal relations within it. Following completion, participants provided feedback,

were debriefed, and were monetarily compensated for their time.

4.4.2 Results

4.4.2.1 Overall Performance

An overall performance score was computed per participant11 and subsequently

converted to a percentage score. An average percentage score was obtained for

each group. A Kruskal-Wallis H test showed no statistically significant difference in

the average percentage score across the four groups (MGroup 1 “ 33.2%, MGroup 2 “

44.4%, MGroup 3 “ 34.4%, MGroup 4 “ 33.7%, χ2p3q “ 3.37, p“ 0.34).

To determine whether the average percentage scores differed from the chance

11For questions about prior probabilities, participants received 0.5 (0.25) points if their answer
was within ˘5% (˘10%) of the stated prior probability; otherwise, they received 0 points. For
questions about independence, participants received 1 point if correctly answered, otherwise 0. For
all other qualitative questions, participants received 2 points if correctly answered – as predicted by
the respective CBN model –, otherwise 0. To avoid artificial inflation of scores, whereby a partici-
pant gave a (close to) correct probability estimate but for the wrong reason, quantitative questions
were conceived as bonus point questions: a participant received 1 (0.5) point if his/her answer was
within ˘5% (˘10%) of the normative answer and if s/he has correctly answered the corresponding
qualitative question; otherwise, s/he received 0 points.
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level we ran 10,000 simulations per model.12 According to the simulations, the

average percentage score at the chance level was 23.8% for Models 1 and 2 and

24.3% for Models 3 and 4. These simulations allowed us to conclude that, within

each model, obtaining an average percentage score greater than or equal to that of

participants’ was highly unlikely (pă 0.0001).

4.4.2.2 Priors of causes

Fisher’s Exact test showed a significant difference in the percentage of participants

who correctly answered13 all questions related to priors ( see Table 1 across the four

models, pă 0.0001. More specifically, pairwise comparisons (adjusted α“ 0.008)

showed that Group 1 (100%) significantly differed from both Group 2 (47%), p ă

0.0001 and Group 4 (52%), p ă 0.0001. In addition, Group 3 (94%) significantly

differed from both Group 2, p ă 0.0001 and Group 4, p ă 0.0001. This suggests

that participants accepted priors of causes given to them notably more when they

were medium, than when they were low. However, even in groups that were given

low priors, a notable portion of participants simply confused the probability of Tails

with the probability of Heads (which can be seen from Figure 9).

4.4.2.3 Independence of causes

The percentage of participants who correctly answered all questions related to inde-

pendence (see Table 1) was 96% in Group 1, 81% in Group 2, 100% in Group 3, and

94% in Group 4. These were notably higher than the chance level of p1{3q2 « 11%

(i.e. randomly selecting the correct answer to each of the two multiple choice ques-

tions with three options) in Groups 1 and 2 and p1{3q3« 4% (i.e. randomly selecting

the correct answer to each of the three multiple choice questions with three options)

in Groups 3 and 4. Overall, the vast majority of participants correctly reported prob-

abilistic independence between causes regardless of the model they were assigned

to. This implies that there was no violation of the Markov condition of indepen-

12One simulation per Model i represents NGroup i agents (number of participants in Group i) ran-
domly choosing answers. These are subsequently scored and used to compute an average percentage
score for Model i.

13An answer is considered to be correct if it falls within ˘5% interval of the stated prior proba-
bility.
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Figure 9: Experiment 1 priors estimates. Plot of participants’ estimates of priors of
causes in each group.

dence in any of the groups.

4.4.2.4 Belief updating

The percentage of participants whose answer to all qualitative questions14 (follow-

ing those related to independence) was “The probability stays the same”, is 76%

in Group 1, 38% in Group 2, 49% in Group 3 and 32% in Group 4. Fisher’s

Exact test showed that these percentages significantly differ across the four mod-

els, p ă 0.0001. Pairwise comparisons showed there is a significant difference

(α “ 0.008) between Group 1 and Group 2, p “ 0.002, Group 1 and Group 3,

p“ 0.007, and between Group 1 and Group 4, pă 0.0001.

4.4.2.5 Diagnostic Reasoning
The percentage of participants who correctly answered both qualitative questions

related to diagnostic reasoning (see Table 1) was 6% in Group 1, 42.5% in Group

2, 20.4% in Group 3, and 30% in Group 4 (the chance level is p1{3q2 « 11%).

Fisher’s Exact test showed that these percentages significantly differed across the

14The qualitative questions inquiring about P1,2pC2 “ H | LB “ on,C1 “ Tq and P3,4pC2 “ H |
LB1 “ on, LB2 “ on,C1 “ Tq were withdrawn from this analysis. These questions were analyzed
separately in Section 4.4.2.6.
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four groups, p “ 0.0001. Pairwise comparisons showed the only significant differ-

ences (α“ 0.008) were between Group 1 and both Group 2, pă 0.0001 and Group

4, p “ 0.002. The percentage of participants who correctly15 answered both quan-

titative questions related to diagnostic reasoning was 0% in Group 1, 11% in Group

2, 10% in Group 3 and 8% in Group 4. Fisher’s Exact test showed no significant

difference between the groups, p“ 0.07.

These findings suggest that manipulating prior probabilities affected partici-

pants’ accuracy on qualitative questions relating to diagnostic reasoning more in

the simple 3-node model than in the complex 5-node model as differences were

observed between Group 1 and Group 2, but not between Group 3 and Group 4.

The same effect however, was not found in relation to performance on quantitative

diagnostic reasoning questions.

4.4.2.6 Direct Explaining Away

The percentage of participants who correctly answered all three qualitative ques-

tions related to direct explaining away (see Table 1) was 2% in Group 1, 25.5% in

Group 2, 6% in Group 3, and 4% in Group 4 (the chance level is p1{3q3 « 4%).

Fisher’s Exact test showed that these percentages significantly differed across the

four models, p “ 0.0004. Pairwise comparisons revealed significant differences

(α“ 0.008) between Group 2 and both Group 1, p“ 0.006 and Group 4, p“ 0.003.

Hence, similarly to the findings regarding diagnostic reasoning, we find a sig-

nificantly larger difference in accuracy on qualitative questions relating to direct ex-

plaining away between groups reasoning with 3-node models (Group 1 and Group

2) than between groups reasoning with 5-node models (Group 3 and Group 4) – sug-

gesting that manipulating priors influenced participants’ accuracy differently within

3-node structures than 5-node structures.

A repeated measures ANOVA with a Greenhouse Geisser correction showed

a significant difference in the average probability estimates related to quantita-

tive direct explaining away questions within Group 1, Fp1.5,75.6q “ 22.7, p ă

0.0001; within Group 2, Fp2.3,105.6q “ 31.56, p ă 0.0001; within Group 3,

15Answer falls within ˘5% interval of the normative answer.
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Figure 10: Experiment 1 EA estimates. Plot of participants’ explaining away estimates.
Error bars = 95% confidence intervals.

Fp2.05,98.5q “ 63.3, p ă 0.0001 and within Group 4, Fp2.2,109.9q “ 17.4, p ă

0.0001. Post-hoc paired t-tests on pairs of inferences (see Figure 10) allowed us

to obtain 95% CI of the difference in the average probability estimates between

inferences16 (see Table 2).

Comparing answers to quantitative questions showed there was no sufficient

explaining away in any group, since the normative difference was not included in

any of the 95% CI in Table 2. However, different levels of insufficiency were found

between the groups. Only in Group 2 was the amount of explaining away greater

than zero in all three comparisons. This suggests that a 3-node model with low

priors could be an optimal context for investigating these patterns of inference.

Welch’s ANOVA was run on the average estimate given to inferences C/F (see

Figure 10) across all models (MGroup 1 “ 76.9%, MGroup 2 “ 78.3%, MGroup 3 “

82.9%, MGroup 4“ 67.1%). Results showed no significant difference in participants’

16CI interpretation: lower bound = whether the amount of explaining away is significantly higher
than zero; upper bound = whether the amount of explaining away is significantly lower than the
normative amount (see (Rottman & Hastie, 2016)

17A1 : P1,2pC1 “ H | LB “ onq, B1 : P1,2pC1 “ H | LB “ on,C2 “ Hq, D1 : P3,4pC2 “ H | LB1 “

on, LB2 “ onq, E1 : P3,4pC2 “H | LB1 “ on, LB2 “ on,C1 “Hq. A1, B1, D1, and E 1 are not illustrated
in Figure 10.
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Table 2: Experiment 1: Within group explaining away. Norm. diff. = normative difference,
Emp. diff. = empirical difference, 95% CI of emp. diff. = 95% CI of empirical
difference.

Inferences17 Norm. diff Emp. diff 95 % CI of emp. diff

Group 1
A-B 17 -1.2 [-5, 2.4]
C-B 50 24.2 [14.1, 34.3]

A’ – B’ 17 0.8 [-3.3, 4.9]
Group 2

A-B 26 11.3 [4.2, 18.4]
C-B 90 46.2 [32.4, 59.9]

A’ – B’ 51 13.9 [7.3, 20.5]
Group 3

D-E 17 5.7 [2.8, 8.5]
F-E 50 33.3 [26.6, 39.8]

D’ – E’ 13 2.1 [-0.7, 4.9]
Group 4

D-E 51 6.3 [-0.1, 12.7]
F-E 80 31.9 [19.4, 44.4]

D’ –E’ 25 7.3 [3.2, 11.3]

average probability estimate on these inferences between models, Fp3,105.7q “

2.3, p “ 0.08. In addition, each group’s average estimate was significantly lower

than the respective normative answer to inferences C/F, namely 100% (see Fig-

ure 10).

4.4.2.7 Indirect (Chained) Explaining Away

The percentage of participants who correctly answered all qualitative questions re-

lated to chained explaining away (see Table 1) was 4% in Group 3 and 8% in Group

4 (the chance level is p1{3q2 « 11%). Fisher’s Exact test showed that these percent-

ages did not significantly differ, p “ 0.36. This suggests that manipulating priors

did not affect participants’ accuracy in qualitative questions relating to chained ex-

plaining away. In addition, after collapsing Groups 3 and 4, an exact McNemar’s

test showed no significant difference between the proportion of participants who

correctly answered qualitative questions related to direct explaining away (5%) and

those who correctly answered qualitative questions related to chained explaining

away (4%), p“ 1.
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Finally, within each group, we identified participants who correctly answered

both qualitative questions related to diagnostic reasoning and compared their aver-

age performance score on subsequent explaining away questions, to that of partici-

pants who incorrectly answered at least one qualitative question related to diagnos-

tic reasoning. A Welch t-test showed a significant difference between the average

performance scores within Group 2, tp29q “ 4.76, pă 0.0001; Group 3, tp10q “ 3.5,

p“ 0.006 and Group 4, tp22q “ 3.4, p“ 0.002. No significant difference was found

within Group 1, tp2q “ 1.52, p “ 0.26. This suggests that correct qualitative diag-

nostic reasoning is predictive of better performance on explaining away, although

this does not hold for participants who reasoned with a simple 3-node structure with

medium priors (Group 1), which can be attributed to the fact that only 3 participants

in Group 1 correctly answered both diagnostic reasoning questions.

4.4.3 Reasoning strategies

Given the deviations we observed in people’s reasoning – we set out to investigate

what strategies were underlying them. A closer inspection of the data strongly sug-

gested that participants’ behaviour could be categorised into two clusters: (1) those

who, in answering diagnostic reasoning questions (i.e. PpCi | Eq), split the probabil-

ity space between the two causes and answered such that PpC1 | Eq`PpC2 | Eq “ 1

and (2) those who did not update the probabilities of causes from their priors, given

the presence of the effect or even given the presence of the effect and the other

cause: PpCiq “ PpCi | Eq “ PpCi | E,Cjq. The explanations participants in cluster

(2) provided led us to hypothesize that these participants may be interpreting prob-

abilities in a certain way, which has been referred to in the philosophical literature

as ‘propensities’. This lead us to develop the hypothesis that insufficient explain-

ing away could be partly explained by participants belonging to one of these two

clusters, which we will now present in turn.

4.4.3.1 Diagnostic Split

Our data indicated that a significant number of participants provided answers to

the diagnostic reasoning questions such that PpC1 | Eq and PpC2 | Eq added up to 1.
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This was particularly striking in the condition in which the stated prior probabilities

were low, PpC1q “ .2 and PpC2q “ .1. In this condition, a number of participants

either said PpC1 | Eq “ PpC2 | Eq “ .5 or provided a more sophisticated answer to

reflect the 2 : 1 ratio of the priors, i.e. PpC1 | Eq “ .67 and PpC2 | Eq “ .33 (the

normative answers were PpC1 | Eq “ .71 and PpC2 | Eq “ .36). Participants’ verbal

reasoning explanations regarding PpCi | Eq questions suggested that they correctly

believed that since the effect was observed one of the causes must have occurred,

but incorrectly believed that as there are two causes, there is a .5 probability that

either cause happened18. Other textual responses suggested participants reasoned

in the following way: Cause 1 is 20% likely to be happen, while Cause 2 is only

10% likely to happen, and as we know one of them happened, it is twice as likely to

be Cause 1, so the probability that the Cause 1 happened is .67, while this is .33 for

Cause 2. This led us to hypothesize that when engaging in diagnostic reasoning in

cases where the two (or more) independent causes become exhaustive upon learning

evidence, i.e. PpC1_C2_ . . ._Cn | Eq “ 1 since PpE |  C1, C2, . . . , Cnq “ 0,

but crucially they do not become mutually exclusive, i.e. PpC1,C2, . . . ,Cn | Eq ‰

0 since PpE | C1,C2, . . . ,Cnq ą 0, some people simply split the probability space

between the two causes and assign each cause a .5 probability when the causes had

equal priors. We labelled this strategy ‘the diagnostic split’.

It is worth noting that as the priors of causes converge to 0, the normative diag-

nostic inferences approach to the diagnostic split strategy. Moreover, when the pri-

ors of the two causes follow a particular ratio, a : b, then, given priors are very close

to 0, it normatively follows that PpC1 | Eq`PpC2 | Eq« 1 and PpC1 | Eq«
a

a`b
and

PpC2 | Eq «
b

a`b
which follows the diagnostic split predictions (see Figure 11). As

such, the diagnostic split hypothesis has some normative underpinnings and could

be understood as an extreme approximation of the normative diagnostic reasoning.

Other empirical studies seems also to have found trends corresponding to the

diagnostic split hypothesis. For instance, Rottman and Hastie (2016) report that the

highest point in distributions of participants’ diagnostic reasoning responses was at

18The experimental design was fully deterministic, i.e. PpE | C1,C2q “ PpE | Ci, Cjq “ 1, and
PpE |  C1, C2q “ 0.
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Figure 11: Normative diagnostic reasoning.Left: the difference between the normative
diagnostic reasoning (PnormpCi | Eq) and the constant diagnostic split prediction
of 1{2 in the case of equal priors. Right: the difference between the normative
diagnostic reasoning (PnormpC1 | Eq and PnormpC2 | Eq) and the constant diag-
nostic split predictions of 2{3 and 1{3 for 2 : 1 ratio of the priors. Both fig-
ures assume deterministic set-up, i.e., PpE | C1,C2q “ PpE | Ci, Cjq “ 1, and
PpE |  C1, C2q “ 0. We can see that as priors are getting closer to 0 the diag-
nostic split hypothesis is better approximating the normative diagnostic reason-
ing.

.5 (see Figure 6 in Rottman & Hastie, 2016). This was true for both Experiment

1a where the priors were PpC1q “ PpC2q “ .5 and Experiment 1b where PpC1q “

PpC2q “ .25, which suggests the use of the diagnostic split strategy.

4.4.3.2 Propensity interpretation of probabilities

Another large cluster of data in Experiment 1 consisted of participants who did not

alter the probabilities of causes from the priors after learning the effect occurred

or after learning the presence of the effect and the other cause. For these partici-

pants, PpCiq “ PpCi | Eq “ PpCi | E,Cjq in both medium and low priors conditions.

Through inspection of the data, we ascertained that participants were not merely be-

ing inattentive during the task as their completion time suggested they did not rush

through the task. Furthermore, they provided explanations about their responses

where they usually outlined that since the (prior) probability of one cause happen-

ing had been explicitly established, it should not change even in the presence of the

effect or of the alternative cause. These considerations led us to hypothesize that

participants in this cluster may be interpreting probabilities in a specific way.

In the philosophy of statistics literature, one usually finds that probability inter-
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pretations are split into at least two classes: epistemological and objective (Gillies,

2000a, 2000b; Hájek, 2012; Popper, 1959). In epistemological interpretations,

probability is related to (the incompleteness of) our knowledge. The most famous

interpretation within this class is the subjective probability interpretation, accord-

ing to which probabilities are identified as degrees of belief of a particular person,

meaning that different individuals can hold different degrees of belief (or different

belief strengths) about the same event. On the other hand, objective interpretations

view probability as a feature of the material world that is independent of our knowl-

edge or our beliefs. Probabilities, according to this interpretation, can in principle be

tested using statistical tests. The frequency interpretation is a well-known objective

probability interpretation. Here, probabilities are specified as (limit) frequencies

with which an outcome occurs in a sequence of similar events.

A lesser-known probability interpretation is the propensity interpreta-

tion (Popper, 1959; Giere, 1973), according to which probabilities are propen-

sities (or tendencies and dispositions) of a particular physical system to produce

an outcome (Hájek, 2012). To say that an event X occurs with a probability r,

i.e. PpXq “ r, is to say that the strength of the propensity of a particular chance

set-up to produce outcome X on trial L is r (see Giere, 1973).19 For example, the

statement that the probability of a coin to land Heads equals 1
2 is equivalent to the

statement that there is a coin tossing set-up and that on a particular trial the strength

of the propensity for this coin to land Heads is 1
2 . This propensity is objective, it

is part of the physical world, and it does not depend on our beliefs about the coin

landing Heads.

How does this relate to explaining away? Imagine a situation where there are

two coins tossed at the same time, each with a coin bias of 1
5 for Heads. Imagine

that in this set-up there is also a light bulb that will turn on if at least one coin

lands Heads. Here, it is perfectly natural to ask about the propensity for the light

bulb to turn on if Coin 1 landed Heads, i.e. PpE | C1q, since whether or not the coin

lands Heads or Tails causally affects the propensity of the light bulb (i.e. another

19For the purposes of our work, we are confining ourselves to what Gillies (2000b) refers to as
‘single-case propensity theories’ (see for instance Giere, 1973).
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physical system) to turn on and so it is perfectly plausible that PpE | C1q ‰ PpEq.

So far the propensity interpretation and normative account are in agreement. How-

ever, the propensity of Coin 1 to have landed Heads given that the light bulb turned

on is simply the original propensity for Coin 1 to land Heads: whether or not the

light bulb turns on cannot (backward) causally affect the propensity/the coin bias

of Coin 1 to land heads, therefore PpC1 | Eq “ PpC1q “
1
5 . In the same vein, ad-

ditionally learning that Coin 2 landed Heads cannot causally influence how Coin

1 landed and thus cannot not change the propensity of Coin 1 to land Heads,

i.e. PpC1 | E,C2q “ PpC1 | Eq “ PpC1q “
1
5 . Thus according to the propensity in-

terpretation, observing the effect (or another cause) would not change the propen-

sity of the cause in question to happen. This is in stark contrast with the normative

account where these three probabilities are in general not equal.

However, the propensity interpretation has its normative underpinning in the

limit. Figure 12 shows that as the priors converge to 1, the normative diag-

nostic reasoning estimates approach predictions of the propensity interpretation,

i.e. that PpCi | Eq ´ PpCiq “ 0. Furthermore, when the explaining away set-up

is deterministic (as in our experiment), then even normatively it holds true that

PpCi | E,Cjq “ PpCiq. Thus although the propensity interpretation in general does

not accord with the normative account, it can, in some instances, well approximate

the normative account.

For example, from Figure 12 we can see that the propensity interpretation

approximates normative diagnostic reasoning within .1 error when the priors are

higher than .63. From Figure 11 on the left we can see that the diagnostic split hy-

pothesis approximates the normative diagnostic reasoning within .1 error when the

priors are lower than .33. Thus the propensity interpretation and the diagnostic split

hypotheses are complementary to each other: the propensity interpretation well ap-

proximates the normative account when the priors are high and the diagnostic split

hypothesis does the same when the priors are low. Together, the two are approx-

imating the normative estimates within .1 error for two thirds of all the possible

priors. Therefore, even though both are fully opposed to the normative account,
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proximating the normative diagnostic reasoning.

together they can reasonably well approximate the normative account.

The plausibility of this explanation is increased in light of the psychology lit-

erature suggesting that people may be able to distinguish between different variants

of uncertainty, one of which is propensity (see Fox & Ülkümen, 2011; Kahneman

& Tversky, 1982), and studies suggesting that people are sensitive to different prob-

ability interpretations (Ülkümen, Fox, & Malle, 2016) and may in fact be thinking

of probabilities as propensities (Keren & Teigen, 2001).

Now, (causal) Bayesian networks (CBNs) usually are in accord with a subjec-

tive probability interpretation (also referred to as the Bayesian probability interpre-

tation). Pearl (2009, see Section 1.1.2)—as well as Pearl (1988b)—is explicit in his

adherence to the subjective probability interpretation. Probabilities of nodes in a

CBN represent our degrees of belief in events that are causally related and learning

that one event happened may affect our degree of belief in some other event (another

node in a CBN) happening. On this interpretation, it is perfectly natural to ask both

about one’s degree of belief that the light bulb turned on if the Coin 1 landed Heads
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as well as one’s degree of belief that Coin 1 landed Heads if the light bulb turned

on. Moreover, authors empirically testing explaining away, in particular those us-

ing CBNs as a benchmark, are explicit about assuming a subjective probability in-

terpretation making comparisons between normative and observed inferences (e.g.

Morris & Larrick, 1995; Rehder & Waldmann, 2017). However, people may not

always interpret probabilities in a subjective way, which can lead to deviations from

the normative account.

4.4.4 Discussion of Experiment 1

In this initial study we investigated the impact of manipulating prior probabilities

of the causes and structural complexity on independence, diagnostic reasoning, and

explaining away. Overall, participants accepted priors of causes in all conditions.

In stark contrast to the existing literature (Rehder, 2014a; Rehder & Waldmann,

2017; Rottman & Hastie, 2016), we found no violation of the Markov condition in

any of the groups, implying that one of the crucial assumptions of explaining away

was satisfied across all groups. This suggests that an understanding of probabilis-

tic independence might be contingent on the particular cover story used (i.e. coin

tossing) and/or how participants were asked about the independence (i.e. qualitative

relational questions). Manipulating prior probabilities significantly affected per-

formance on qualitative questions related to diagnostic reasoning as well as direct

explaining away, in 3-node models but not in 5-node models. More specifically,

Group 2 performed better than all other groups in questions related to qualitative

diagnostic reasoning and explaining away. However, more pronounced explaining

away behavior was expected in Group 2 since Model 2 normatively required the

largest amount of explaining away (see Figure 10).

In line with the previous research on explaining away (Rehder & Waldmann,

2017; Rottman & Hastie, 2014b, 2016), insufficient direct explaining away was

observed within all groups when comparing answers to quantitative questions. No-

tably, participants reasoning with a 3-node model with low priors (Group 2) per-

formed better than participants in other conditions in quantitative explaining away

questions (see Table 6), mirroring the findings of Rottman and Hastie (2016). Taken
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together, participants’ answers to both qualitative and quantitative questions seem to

suggests that a 3-node structure with low priors bolsters accurate explaining away

reasoning. By adding structural complexity we were able to investigate the un-

explored phenomenon of chained explaining away (Wellman & Henrion, 1993).

Amongst participant groups reasoning with 5-node models, we did not find a differ-

ence in performance between direct and chained explaining away.

Another interesting finding relates to the ‘diagnosticity’ of diagnostic reason-

ing. Namely, our results are the first to suggest that correct qualitative diagnostic

reasoning is predictive of better performance on explaining away. Additionally,

we found that a significant proportion of participants in each group remained at

their initial (prior) probability estimates of the causes throughout the questionnaire,

i.e. did not update the probabilities of the causes given evidence. This was most

pronounced in Group 1 where 76% of participants did not update the probabilities

of the causes; in the other groups, although less pronounced, the proportion was

still surprisingly high: 38% in Group 2, 49% in Group 3, and 32% in Group 4. A

possible explanation of the findings discussed thus far is that a significant number

of participants interpreted the probabilities in our cover story as propensities.

However, we believe that participants’ differential interpretation of probabil-

ity is only part of the explanation of poor/good performance in diagnostic reasoning

questions in the present study. Namely, even participants who were given low priors

and who correctly answered qualitative diagnostic reasoning questions by indicat-

ing an increase in probability, gave quantitative estimates of 50% for all causes or a

more sophisticated 66% and 33%, depending on the priors of the causes. This then

suggests that if the prior probabilities of the causes were high (e.g. 90% and 80%),

following the same reasoning, participants would decrease these probabilities, con-

trary to the normative model. This hypothesis – that we dubbed “diagnostic split” –

and our hypothesis that interpreting probabilities as propensities led to insufficient

explaining away, will be the focus of our next two experiments.
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4.5 Experiment 2
In Experiment 1, despite concluding that participants accepted priors of causes

and did not violate the assumption of independence, we still observed insufficient

explaining away. A closer inspection of the data strongly suggested that partic-

ipants’ behaviour could be categorised into two clusters: (1) those who, in an-

swering diagnostic reasoning questions (i.e. PpCi | Eq), split the probability space

between the two causes and answered such that PpC1 | Eq ` PpC2 | Eq “ 1 and

(2) those who did not update the probabilities of causes from their priors, given

the presence of the effect or even given the presence of the effect and the other

cause: PpCiq “ PpCi | Eq “ PpCi | E,Cjq. The explanations participants in cluster

(2) provided led us to hypothesize that these participants may be interpreting prob-

abilities in a certain way, which has been referred to in the philosophical literature

as ‘propensities’.

These hypotheses prompted us to design a second experiment to investigate (i)

whether people employ a strategy that we call ‘the diagnostic split’ in tackling di-

agnostic reasoning questions and (ii) whether a specific interpretation of probability

partly drives the observed deviation of people’s explaining away inferences from

the normative ones. We empirically tested these hypotheses by manipulating two

factors: prior probabilities of causes and the properties of cover stories within which

the same common-effect three node structure was embedded. Given we found no

significant differences in our previous study regarding reasoning in a 3-node or 5-

node structure, we only explored people’s inferences in a 3-node structure in the

following two experiments.

4.5.1 Manipulations

4.5.1.1 Prior probabilities of causes

By manipulating priors of causes we aimed to: (i) vary the amount of normative

explaining away (the lower the priors the higher the normative amount of explain-

ing away) and (ii) test the diagnostic split hypothesis. As such, we created three

conditions in which the prior probabilities of the causes were either low—PpC1q “
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PpC2q “ .2—medium—PpC1q “ PpC2q “ .5—or high—PpC1q “ PpC2q “ .7. In

all conditions, the presence of at least one cause entailed the presence of the ef-

fect: PpE | C1,C2q “ PpE | Ci, Cjq “ 1; and absence of both causes entailed ab-

sence of the effect: PpE |  C1, C2q “ 0. The deterministic relations between the

causes and the effect have as a consequence maximal normative explaining away

(for a given prior probability) since PpCi | E,Cjq is equal to the prior probability

(i.e. to PpCiq). Additionally, we hoped that these deterministic relations would fa-

cilitate people’s ability to engage in both diagnostic reasoning and explaining away.

The lower the prior probabilities of causes are, the larger the normative amount

of explaining away (see also Rottman & Hastie, 2016). Given the parameters

from the previous paragraph, when the priors are low, the probability change from

PpCi | Eq to PpC1 | E,C2q is .36 and the probability change from PpC1 | E,C2q to

PpC1 | E, C2q is .8, whereas when the priors are medium these changes were .17

and .5 respectively, and only .07 and .3 when the priors are high. Therefore, manip-

ulating priors allowed us to test the prediction that participants would explain away

more when reasoning with low priors than when reasoning with both medium and

high priors, and that participants reasoning with medium priors would explain away

more than those reasoning with high priors.

Additionally, manipulating prior probabilities of causes allowed us to test the

diagnostic split hypothesis. We expected a significant number of participants rea-

soning with low priors to update the probabilities of the two causes to .5 in diag-

nostic reasoning questions, i.e. in PpCi | Eq; for participants reasoning with medium

priors we expected them to stay at .5 for both causes in PpCi | Eq; and we expected

participants reasoning with high priors to lower the probabilities of causes from

priors to .5 in PpCi | Eq.

4.5.1.2 Properties of cover stories

In addition to manipulating prior probabilities of causes, we manipulated the prop-

erties of the cover stories. In the present study we employed three different cover

stories: one involving coin-tossing, one involving balls and containers, and one in-

volving a dinner party. The cover stories were picked such that the propensity in-
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terpretation was most accentuated in the coin-tossing cover story, less so in the ball

containers one, and least in the dinner party one.

The propensity interpretation itself does not specify which cover stories would

lead to more or less acceptance of that interpretation. In devising our cover stories

we followed (i) the philosophy of probability literature and (ii) the general idea out-

lined Section 4.4.3.2 on propensity interpretation that propensities are associated

with tendencies of a physical system that describes a particular chance set-up and

that propensities are often tied with causal (or even causal-mechanistic) relation-

ships. This would then imply that we expect to find the propensity interpretation

most pronounced in cover stories that include a description of chance set-ups as

physical systems with clear causal-mechanistic relations. The cover stories that do

not include physical systems or causal-mechanistic relationships, such as, for in-

stance, cover stories embedded in certain social contexts would render the propen-

sity interpretation less pronounced.

The first cover story where we believed the propensity interpretation would

be highly pronounced was the coin-tossing scenario we employed in Experiment

1 in which the two causes (C1 and C2) are being represented by two coins (binary

variables assuming the value of either Heads or Tails) that are tossed with the same

probability pi for Heads by two coin-tossing mechanisms located in separate rooms.

From the propensity interpretation point of view, pi is the propensity for a coin to

land Heads given a coin-tossing set-up and that propensity does not change whether

or not the light bulb (i.e. the effect) is on or off: learning that the light bulb is

on/off does not affect the propensity/the disposition for a coin to land Heads. As the

questionnaire prompted participants to answer diagnostic reasoning and explaining

away questions pertaining to the coins (see Section 4.5.2 below) that are embed-

ded in two physical systems with clear causal-mechanistic relationships to the light

bulb we argue that the propensity interpretation will be strongly pronounced in this

scenario.

The second cover story we used included balls and containers where the two

causes were represented by two balls (binary variables assuming the value of either
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copper or rubber) randomly selected from two independent containers and placed

on two gaps in an electric circuit. If at least one of the two balls was copper, a

light bulb in the circuit (the common effect) would turn on. This cover story also

included physical systems (mechanisms for random selection of balls from contain-

ers) with clear causal-mechanistic relationships (electric circuit) with the common

effect (i.e. the light bulb). However, here we follow Giere (1973) in arguing that al-

though the propensity is still present in this cover story, it is at the level of a random

sampling mechanism (i.e. the way the balls are selected from the containers), not at

the level of balls that are placed onto the electric circuit. The balls are either copper

or rubber; they do not have a propensity to be copper or rubber (or if they do it is

an extreme propensity of 0 or 1). The random sampling mechanism, on the other

hand, does have a propensity pi to select a copper or a rubber ball from a container.

Since, in our study, we prompted participants to answer diagnostic reasoning and

explaining away questions pertaining to the balls and not to the random sampling

mechanism, we argue that the propensity interpretation is less pronounced in this

cover story compared to the coin-tossing cover story where the propensity was at

the level of the events which we asked about in our questionnaire (the coins).

Finally, we created a cover story that incorporated a social context namely a

dinner party where the two causes were represented by two individuals, Michael

and Tom, and the common effect was represented by a third individual, Helen, who

would drink wine only if at least one of the two aforementioned people brought

wine to a dinner party (‘Helen’ was a binary variable assuming the value of either

‘drinking wine’ or ‘not drinking wine’). In this cover story, the probability pi of

whether a person brings wine to the party was determined purely by the subjective

estimates of a host of the party and not by any particular physical system with clear

underlying causal-mechanistic relationships to the common cause. For this reason,

we argue that in this scenario the propensity interpretation is the least pronounced

(if at all).

Given the above rationale, we predicted that the proportion of participants

whose reasoning aligns with the propensity interpretation, i.e. who would respond
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PpCiq “ PpCi | Eq “ PpCi | E,Cjq, would be the highest when reasoning with the

coin-tossing cover story, smallest when reasoning with the dinner party cover story,

and fall in between these when reasoning with the ball containers cover story.

4.5.2 Methods

4.5.2.1 Participants and Design

A total of 464 participants (NMALE “ 181, MAGE “ 34.6 years) were recruited from

Prolific Academic (www.prolific.ac). All participants were native English speak-

ers who gave informed consent and were paid £1 for partaking in the present study,

which took on average 10.6 minutes to complete. Eleven participants were excluded

as they answered incorrectly to the catch trial, leaving a total of 453 participants in

the analyses.

A between-participant design was employed and participants were randomly

allocated to one of 3 (Cover story: coins, ball containers, dinner party) ˆ 3 (Priors

condition: low, medium or high) = 9 groups (NCOINS LOW “ 49, NCOINS MED “ 50,

NCOINS HIGH “ 50, NBALL CONTAINERS LOW “ 51, NBALL CONTAINERS MED “

52, NBALL CONTAINERS HIGH “ 52, NDINNER LOW “ 50, NDINNER MED “ 50,

NDINNER HIGH “ 49).

4.5.2.2 Materials

Each of the groups was asked to complete an inference questionnaire (NQUESTIONS“

12), comprising of questions regarding priors and (unconditional) independence of

causes, as well as reasoning questions relating to diagnostic reasoning and ex-

plaining away. For a full list of questions and the inferences these represented

see Table 3. Similarly to Experiment 1, for some inferences, such as Diagnostic

Reasoning and Explaining away, two questions were asked regarding the same

inference, one in qualitative format and one in quantitative format.

As mentioned in Section 4.5.2.1, participants in each group were required

to reason with different cover stories within which we additionally manipu-

lated the priors of causes in the common-effect structure. Three of the groups

(GroupCOINS LOW, GroupCOINS MED, GroupCOINS HIGH) reasoned with the coin-

www.prolific.ac
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tossing cover story, an additional three groups (GroupBALL CONTAINERS LOW,

GroupBALL CONTAINERS MED, GroupBALL CONTAINERS HIGH) reasoned with the

cover story within which the two causes were represented by two balls and

finally, the remaining three groups (GroupDINNER LOW, GroupDINNER MED,

GroupDINNER HIGH) were presented with the social cover story involving three

agents, Michael Tom and Helen. For full materials visit Open Science Framework,

https://osf.io/aqjkp/.

Table 3: Experiment 2: Inference types and questions found in the questionnaire.

Question Number Inference Type Key Inferences Question Type
1 Priors PpC1q Quantitative
2 PpC2q Quantitative

3 Independence PpC2 | C1q Qualitative
4 PpC1 |  C2q Qualitative

5 , 6 Diagnostic Reasoning PpC1 | Eq-R-PpC1q Qual. + Quant.
7 , 8 PpC2 | E)-R-PpC2q Qual. + Quant.

9 , 10 Explaining Away PpC1 | E,C2q-R-PpC1 | Eq Qual. + Quant.

11 , 12 Logic20 PpC1 | E, C2q-R-PpC1 | Eq Qual. + Quant.

Note: -R- stands for ‘in relation to’.

4.5.2.3 Procedure

Participants in each of the nine groups were initially presented with the pertinent

cover story and were given explicit information on the common-effect model em-

bedded within the cover story including the prior probability of each cause, and

the causal relationships within the model. In the coins and the dinner party cover

stories the priors were presented in the form of a percentage, whereas in the ball

containers cover story they were presented as a fraction/ratio (e.g. of the 10 balls,

there are 2 copper balls and 8 rubber balls in each urn).21 The priors in cases of

the coins and the dinner party cover stories were given only in a textual form. The

priors in the ball container cover story (i.e. the number of balls of each type) and the

causal relations in all cover stories were given to participants in both textual form
20We have again labeled questions 11 and 12 as ‘logic’ questions, since our set-up was determin-

istic and learning that one cause did not happen, whilst knowing that the effect happened, entailed
(by logic) that the other cause must have happened, i.e. PpC1 | E, C2q “ 1.

21Although the way priors were conveyed depended on a cover story, in all cover stories they were
elicited in the same manner, i.e. as a percentage on a scale from 0% to 100%.

https://osf.io/aqjkp/
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and in visual form (graphical representation). In order to ensure participants under-

stood the structure, they were provided with a textual account by which each cause

could independently bring about the common effect. Subsequently, participants

were presented with the inference questionnaire (for questions see Table 3). The

questionnaire required participants to sequentially answer questions: firstly regard-

ing priors of causes, secondly independence of causes, thirdly diagnostic reasoning

about each cause, and finally regarding explaining away. The graphical and textual

details of the cover story were present on the same page as the relevant inference

questions so participants could access these details at any point.

Questions marked as quantitative in Table 3 required participants to provide

numerical estimates on a slider with a scale ranging from 0% to 100%. Questions

marked as qualitative, required participants to select one of three options:the proba-

bility increases, decreases, or stays the same when asked about e.g. PpC2 | C1q given

no knowledge of whether E is present or not. To investigate participants’ diagnostic

and explaining away reasoning we employed both qualitative and quantitative ques-

tion formats. For example, participants in the coin tossing cover story, after finding

out that the light bulb is on, were asked both a qualitative diagnostic reasoning

question (e.g. Q5):“Does the probability that Coin 1 landed Heads change (com-

pared to Q1, where you said: X%) after you find out that the light bulb turned on?”

as well as a quantitative one: “What do you now think is the probability that Coin

1 landed Heads?”. This approach enabled us to capture the relational nature of ex-

plaining away, as well as the direction and magnitude of change of beliefs given

certain evidence. Additionally, in order to better understand participants’ reason-

ing, some questions prompted participants to provide written explanations for their

answers. All evidence (i.e.new states of cause or effect variables) was provided to

participants both textually (e.g.in groups reasoning with a coin tossing cover story:

“You walk into Unit 3 and see that the light bulb is on”) as well as visually (as an

updated graphical representation of the model).
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Figure 13: Experiment 2 overall performance.Distribution of participants’ responses to
qualitative questions in Experiment 2. Asterisks above the bars indicate norma-
tive answers.

4.5.3 Results

Participants’ answers to all qualitative questions in the inference questionnaire are

represented in Figure 13 and their responses to all quantitative questions are in

Figure 14.
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Figure 14: Experiment 2 quantitative estimates. Red horizontal lines are correct (norma-
tive) answers. Gray lines between data points depict how participants changed
their probability estimates from one questions to another, with curved lines indi-
cating that a participant did not change (within˘ .02) their probability estimate.
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4.5.3.1 Overall performance

To test for a main effect of cover story and/or priors on participants’ judgment ac-

curacy we initially coded all participants’ answers as correct (1) or incorrect (0).

For all quantitative estimates, an answer was considered correct if it fell within

˘ .02 of the normative probability estimate. This allowed us to have a compara-

tive measure of participants’ accuracy for both qualitative and quantitative types of

inferences. Subsequently, if an inference judgment had a symmetrical pair, i.e. if

both inference judgements were of the same inference type (such as inferences re-

garding priors, independence, qualitative, and quantitative diagnostic reasoning, see

Table 3) we combined each participant’s coded response to both questions into a sin-

gle coded response: if a participant answered both questions correctly, the response

was coded as 1; otherwise 0. This left us with eight coded question-types regard-

ing: priors, independence, qualitative diagnostic reasoning, quantitative diagnos-

tic reasoning, qualitative explaining away, quantitative explaining away, qualitative

logic, and quantitative logic. For descriptive statistics of participant accuracy within

each group see Table 4.

Table 4: Experiment 2: Descriptive statistics of participants’ overall performance per
group.

Group Proportion Correct Answers 95% CI
Coins Low .55 [.48, .62]
Coins Med .61 [.56, .66]
Coins High .48 [.41, .54]

Balls Containers Low .55 [.49, .62]
Balls Container Med .58 [.53, .64]

Balls Containers High .49 [.44, .54]
Dinner Party Low .58 [.52, .63]
Dinner Party Med .59 [.55, .62]
Dinner Party High .51 [.47, .55]

To test the effect of Cover story and Priors on participants’ overall perfor-

mance (in the coded form) on the eight question-types, we built a generalized linear

mixed effects model with a binomial link function using the lme4 package (Bates,
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Mächler, Bolker, & Walker, 2014). The model had two fixed effects, Cover story

and Priors, with a random intercept for each participant (there was no random slope

for participant since Cover story and Priors vary between participants). We found a

main effect of Priors, z“´3, p“ .003 and no main effect of Cover story, z“ 0.56,

p “ .58. We also found no interaction between Cover story and Priors, z “ 0.12,

p “ .9. Including the predictors (Cover story and Priors) in the model did improve

model fit (χ2p3q “ 9.33, p“ .025) compared to just having an intercept as a predic-

tor.

Given that in the above analyses we found no main effect of Cover story on

accuracy nor an interaction between Cover story and Priors, we collapsed data

across cover stories to perform the subsequent analyses regarding participants’ per-

formance on explaining away. Therefore, we now compare across three groups : a

low priors group (GroupLOW, N “ 150), a medium priors group (GroupMEDIUM,

N “ 152), and a high priors group (GroupHIGH, N “ 151).

4.5.3.2 Priors of Causes

A Chi-Square test of independence illustrated a significant difference in the propor-

tion of participants who accurately stated the priors of both causes between the three

groups, χ2p2q “ 12.9, p “ .002. Post-hoc pairwise comparisons using Benjamini

and Hochberg’s (1995) false discovery rate (FDR) procedure with q˚ “ 0.0522 in-

dicated a significant difference between GroupMEDIUM (92.8%) and GroupHIGH

(78.1%), corrected p “ .002. No significant difference was found between

GroupLOW (84.7%) and either GroupMED, corrected p“ .062, and GroupHIGH, cor-

rected p“ .192.

In addition, for each participant we computed an absolute difference from the

stated priors. Since the data are quite clearly non-normally distributed (Figure 14)

we adopted non-parametric tests. A Kruskal–Wallis test illustrated a significant ef-

fect of Priors on the absolute value differences, Hp2q “ 31.9, p ă .001. Pairwise

comparisons of the mean ranks between groups showed a significant difference be-

tween GroupMEDIUM and both GroupHIGH (difference = 83.2, critical difference =

22The same applied to all other pairwise comparisons in this chapter.
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50.923) and GroupLOW (difference = 56.1, critical difference = 51); the difference

between GroupHIGH and GroupLOW was not significant (difference = 27, critical dif-

ference = 51.1). Though the difference between the above groups was significant,

the high proportion of participants who stated the correct priors for both causes

and the low absolute differences from the stated priors within each group indicate

that overall participants accepted priors of causes given to them, across all condi-

tions (see also the distributions of participants responses for PpC1q and PpC2q in

Figure 14).

4.5.3.3 Independence of causes

For a breakdown of the frequency of participants’ choices on independence ques-

tions see Figure 13. Within each group we obtained the percentage of people who

correctly answered both questions regarding the independence of causes (Q3 and

Q4 in Table 3). Within GroupLOW this was 88.7%, within GroupMEDIUM this was

95.4% and within GroupHIGH this was 88.1%. These high percentages demonstrate

that the vast majority of participants did not violate the assumption of the indepen-

dence of causes (before learning the evidence) in any group.

4.5.3.4 Diagnostic reasoning

Independent analyses were conducted on qualitative and quantitative diagnostic rea-

soning questions (Qs 5–8 in Table 3).

Qualitative A Chi-Square test of independence illustrated a significant difference

in the proportion of participants who accurately answered both qualitative questions

relating to diagnostic reasoning between the three groups, χ2p2q “ 52.27, pă .001.

Post-hoc pairwise comparisons using the FDR procedure illustrated a significant

difference between GroupLOW (45.3%) and both GroupMEDIUM (17.1%), corrected

pă .001 and GroupHIGH (11.9%), corrected pă .001. No significant difference was

found between GroupMEDIUM and GroupHIGH, corrected p “ .26. As can be seen

from Figure 13 almost half of the participants in GroupLOW indicated the change of

probability in the correct direction, which significantly differed from the percent-

23Throughout the chapter, the critical difference at α“ .05 was corrected for the number of tests.
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age of participants in GroupMEDIUM and GroupHIGH. This is an interesting finding

as it seems to suggest that a larger normative quantitative difference between the

two probabilities corresponds to a larger proportion of participants following the

normative qualitative direction. Here we have that the largest probability increase

was in the low priors condition: PpCi | Eq´PpCiq “ .36, followed by the medium

priors condition where the increase was .17 and the high priors condition where it

was only .07. The size of these normative quantitative differences between the two

probabilities directly corresponded to size of the proportions of participants who

answered the qualitative questions in accordance with the normative model.

Quantitative Fisher’s exact test of independence illustrated a significant difference

in the proportion of participants who correctly answered both quantitative diag-

nostic reasoning questions across the three groups, p “ .002. Post-hoc pairwise

comparisons using the FDR procedure illustrated a significant difference between

GroupLOW (0%) and GroupMEDIUM (6.6%) , corrected p “ .005. No significant

difference was found between GroupHIGH (2.6%) and both GroupLOW, corrected

p “ .17, and GroupMEDIUM, corrected p “ .17. The low percentages suggest that

all groups performed poorly compared to the normative model (see also the distri-

butions of responses for PpC1 | Eq and PpC2 | Eq in Figure 14).

To gauge how much participants deviated from the normative estimates, we

computed a sample standard deviation from the normative response (snorm) for each

group. On the PpC1 | Eq question, for GroupLOW, snorm “ 24.5, 95% CI [22.1,

27]24; for GroupMEDIUM, snorm“ 17.9, 95% CI [16.5, 20.3]; for GroupHIGH, snorm“

17.1, 95% CI [15.1, 20.1]. On the PpC2 | Eq question, for GroupLOW, snorm “ 24.2,

95% CI [21.9, 26.5]; for GroupMEDIUM, snorm “ 17.9, 95% CI [16.4, 20.3]; for

GroupHIGH, snorm “ 16.9, 95% CI [15, 19.1]. This suggests that GroupLOW most

deviated from the normative answers compared to the other two groups. This is

expected from the normative perspective since the normative amount of diagnostic

reasoning (the difference between PpCiq and PpCi | Eq) is the highest in GroupLOW.

24The 95% confidence intervals were calculated using the BCa nonparametric bootstrap confi-
dence interval method (with 106 bootstrap replicates) as recommend by Meeker, Hahn, and Escobar
(2017).
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We also explored the amount and direction of change in participants’ prob-

abilistic estimates from their given priors to their estimates after learning about

the effect. As such we conducted the Wilcoxon signed-rank test on the differ-

ence between participants’ estimates on each prior question and the related diag-

nostic reasoning question (i.e. between PpC1q and PpC1 | Eq and between PpC2q

and PpC2 | Eq). When comparing these differences with the normative differences,

the null hypotheses of all Wilcoxon signed-rank tests was that the difference be-

tween participants’ estimates equals the corresponding normative difference. Ta-

ble 5 shows the normative differences, the empirical differences of medians, and

p-values of Wilcoxon signed-rank tests.

Table 5: Experiment 2: Quantitative differences in diagnostic reasoning inferences per
group.

Inferences Norm. diff. Emp. diff. of medians p-value
GroupLOW

PpC1 | Eq´PpC1q .36 .3 ă .001
PpC2 | Eq´PpC2q .36 .3 ă .001
GroupMEDIUM

PpC1 | Eq´PpC1q .17 0 ă .001
PpC2 | Eq´PpC2q .17 0 ă .001
GroupHIGH

PpC1 | Eq´PpC1q .07 0 ă .001
PpC2 | Eq´PpC2q .07 0 ă .001

As can be seen from the table, participants heavily under-adjusted their probability

estimates since the null hypothesis that the normative difference is equal to the em-

pirical difference is strongly rejected in all cases. Furthermore, only in GroupLOW

did the empirical difference go in the normative direction. In both GroupMEDIUM

and GroupHIGH the empirical differences of medians was 0 suggesting that in these

groups participants’ quantitative diagnostic reasoning estimates did not significantly

differ from their priors estimates.
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4.5.3.5 Direct explaining away

Independent analyses were conducted on qualitative and quantitative questions re-

garding direct explaining away (Q9 and Q10 in Table 3).

Qualitative For a breakdown of the frequency of participants’ choices on the qual-

itative direct explaining away question see Figure 13. A Chi-Square test of in-

dependence illustrated a significant difference in the proportion of participants

who accurately answered the qualitative question relating to explaining away be-

tween the three groups, χ2p2q “ 12.25, p “ .002. Similarly to the results regard-

ing diagnostic reasoning (Section 4.5.3.4), post-hoc pairwise comparisons using

the FDR procedure illustrated a significant difference between GroupLOW (36%)

and both GroupMEDIUM (21.7%), corrected p “ .013 and GroupHIGH (19.9%), cor-

rected p “ .008. No significant difference was found between GroupMEDIUM and

GroupHIGH, corrected p “ .8. This suggests that participants in GroupLOW per-

formed significantly better than participants in GroupMEDIUM and participants in

GroupHIGH. Similarly to qualitative diagnostic reasoning, this was congruent with

the the size of the normative explaining found in the respective Priors conditions.

Overall, however, the low percentage of correct responses across groups suggest

poor performance in this category.

Quantitative A Chi-Square test of independence illustrated a significant difference

in the proportion of participants who accurately answered the quantitative question

regarding direct explaining away between the three groups, χ2p2q “ 34.74, pă .001.

Post-hoc pairwise comparisons using the FDR procedure illustrated a significant

difference between GroupMEDIUM (82.9%), and both GroupLOW (52.7%), corrected

pă .001 and GroupHIGH (57.6%), corrected pă .001. No significant difference was

found between GroupLOW and GroupHIGH, corrected p “ 0.46. This suggests that

in each group over half of the participants correctly answered the direct explaining

away question.

For each group we also computed a sample standard deviation from the nor-

mative response (snorm). For GroupLOW, snorm “ 22.4, 95% CI [18.7, 27.2]; for

GroupMEDIUM, snorm “ 15.2, 95% CI [12, 18.9]; for GroupHIGH, snorm “ 20.8, 95%
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CI [17.3, 25]. This suggests that GroupMEDIUM least deviated from the normative

answers compared to the other two groups. The relatively high percentages of cor-

rect answers and a relatively low deviation from the normative answers may suggest

good performance on quantitative direct explaining away. Although this may appear

as being at odds with our finding of overall poor performance on qualitative direct

explaining away, a quick look at Figure 14 reveals that a large number of partici-

pants repeated the priors in PpC1 | Eq, PpC2 | Eq, and PpC1 | E,C2q (this is discussed

in Section 4.5.3.9 below). Since in our study PpC1q “ PpC1 | E,C2q and a large pro-

portion of participants did accept the priors (see Section 4.5.3.2), this suggests that

a large proportion did correctly answer the quantitative direct explaining question.

This result highlights the importance of also including qualitative relational ques-

tions in such contexts.

4.5.3.6 Logic

Independent analyses were conducted on qualitative and quantitative ‘logic’ ques-

tions (Q11 and Q12 in Table 3).

Qualitative A Chi-Square test of independence illustrated a significant difference

in the proportion of participants who accurately answered the qualitative question

relating to explaining away between the three groups, χ2p2q “ 6.88, p“ .032. Post-

hoc pairwise comparisons using the FDR procedure illustrated a significant dif-

ference between GroupMEDIUM (82.2%) and GroupHIGH (69.5%), corrected p “

.043. No significant difference was found between GroupLOW (73.3%) and both

GroupMEDIUM, corrected p “ .127, and GroupHIGH, corrected p “ .548. As can be

seen from Figure 13, the majority of participants did, however, correctly report the

direction of the probability change.

Quantitative A Chi-Square test of independence illustrated no significant differ-

ence in the proportion of participants who accurately answered the quantitative

question relating to explaining away between the three groups, χ2p2q “ 4.26,

p “ .119. The proportions were: GroupLOW, 68.7%; GroupMEDIUM, 77%; and

GroupHIGH, 66.9%. The high percentages suggest that in each group a majority

of the participants correctly answered the logic question.



99

Overall these findings illustrate that across conditions a high percentage of par-

ticipants was able to correctly answer both quantitative and qualitative logic ques-

tions, suggesting they largely understood the (deterministic) relations between vari-

ables in the 3-node structure.

4.5.3.7 Explaining away: relational concept

Given the relational nature of explaining away, to better investigate participants’

updating behaviour across this pattern of inference, we conducted aggregate anal-

yses on questions pertaining to diagnostic reasoning, explaining away, and logic.

Independent analyses were conducted on qualitative and quantitative relational ex-

plaining away questions.

Qualitative To explore participants’ qualitative relational explaining away, we con-

ducted the analysis on questions relating to direct explaining away and logic (Q9

and Q11 in Table 3).25 A Chi-Square test of independence illustrated a significant

difference in the proportion of participants who accurately answered both qualita-

tive questions relating to explaining away between the three groups, χ2p2q “ 12.8,

p“ .002. Post-hoc pairwise comparisons using the FDR procedure illustrated a sig-

nificant difference between GroupLOW (32.7%) and GroupHIGH (15.9%), corrected

p “ .003 and between GroupLOW and GroupMEDIUM (20.4%), corrected p “ .033.

No significant difference was found between GroupMEDIUM and GroupHIGH, cor-

rected p “ .386. Similarly to the qualitative diagnostic reasoning and the qualita-

tive direct explaining away results, these proportions seem to correspond to the size

of the normative relational explaining away in respective Priors conditions. The

percentages, however, are again low suggesting poor overall performance.

Quantitative In regards to the quantitative relational explaining away, the ques-

tions we included in the analyses were those relating to the updating of C1, namely,

PpC1 | Eq, PpC1 | E,C2q, and PpC1 | E, C2q. These are Q6, Q10 and Q12 in Table

3.
25We did not include the two qualitative diagnostic reasoning questions here since these two ques-

tions are about the relationship between the priors and diagnostic reasoning. Our aim was to analyze
participants’ understanding of the inequalities in (3) which are about the relations between diag-
nostic reasoning and direct explaining away (Q9) and between direct explaining away and ‘logic’
(Q11).
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A Friedman’s ANOVA was carried out on participants’ estimates of the quan-

titative relational explaining away questions, within each of the groups (see Fig-

ure 15). Results illustrated a significant difference between these estimates within

GroupLOW, χ2p2q “ 155.9, pă .001, within GroupMEDIUM, χ2p2q “ 190.9, pă .001

and within GroupHIGH, χ2p2q “ 157.2, pă .001.

Wilcoxon signed-rank tests were carried out to compare participants’ estimates

with normative ones (see Table 6 below). In each of the tests, the null hypothesis

was that the empirical difference between the pairs of inferences of interest would

equal the corresponding normative difference. As can be seen from the table as well

as Figure 6, participants mostly under-adjusted their probability estimates since the

null hypothesis that the normative difference is equal to the empirical difference

is strongly rejected in most cases except in GroupHIGH between PpC1 | E,C2q and

PpC1 | E, C2qwhere participants appear to have sufficiently shifted their estimates.

The participants in GroupLOW and GroupMEDIUM have thus under-adjusted their es-

timates despite the difference in medians between PpC1 | E,C2q and PpC1 | E, C2q

was equal to the normative difference for these groups.

Table 6: Experiment 2: Within-group explaining away.

Inferences Norm. diff. Emp. diff. of medians p-value
GroupLOW

A´B .36 .3 ă .001
C´B .8 .8 ă .001
GroupMED

A´B .17 0 ă .001
C´B .5 .5 ă .001
GroupHIGH

A´B .07 0 ă .001
C´B .3 .3 .067

Note: A :“ PpC1 | Eq, B :“ PpC1 | E,C2q, C :“ PpC1 | E, C2q.

4.5.3.8 Diagnostic split

To test the diagnostic split hypothesis we included in our analysis only participants

who reported the correct priors and then calculated the proportion of these partic-
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Figure 15: Experiment 2 relational EA.Box plots of participants’ quantitative relational
explaining away responses in three groups along with the normative estimates.

ipants who reported .5 p˘ .02q as their estimate for both PpC1 | Eq and PpC2 | Eq.

These were: 50.4% in GroupLOW, 78.7% in GroupMED and 13.6% in GroupHIGH.

A Chi-Square test of independence illustrated that these proportions significantly

differed from each other, χ2p2q “ 109.2, p ă .001. All post-hoc pairwise compar-

isons using the FDR procedure were significant with corrected p ă .001. These

proportions suggest that a large proportion of participants who correctly answered

the priors questions provided estimates predicted by the diagnostic split hypothesis.

Note that both the diagnostic split hypothesis and the propensity hypothesis make

exactly the same prediction in the medium priors condition, namely stay at the prior

of .5. Therefore, the higher proportion observed in the GroupMED is expected as

the .5 response is predicted by both hypotheses. The relatively low proportion of

participants observed in GroupHIGH suggests that people are unwilling to reduce

the probability to .5 in diagnostic reasoning from the high prior of .7. Overall then,

these results partly support the diagnostic split hypothesis.

We predicted that the diagnostic split hypothesis would be able to account for

a significant amount of failures in (quantitative) diagnostic reasoning and (quantita-
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tive) relational explaining away. To explore how much of these failures can be ex-

plained by the diagnostic split hypothesis we built simple cross-tabulations. We se-

lected only participants who correctly answered both priors questions and collapsed

the data across all the conditions. We then cross-tabulated participants’ responses

as in line (‘yes’) or not in line (‘no’) with the diagnostic split hypothesis and correct

(‘yes’) or incorrect (‘no’) quantitative diagnostic reasoning as well as correct (‘yes’)

or incorrect (‘no’) quantitative relational explaining away (see Table 7) (these tables

also included responses that were in line (‘yes’) or not in line (‘no’) with the propen-

sity interpretation since this was relevant for the section below)26. First, notice that

the cross-tabulations in for both diagnostic reasoning and explaining way look very

similar suggesting that participants who correctly answer the quantitative diagnostic

reasoning questions went on to also correctly answer questions related to the quanti-

tative direct explaining away and the quantitative logic question. However, as only

13 participants correctly answered the quantitative diagnostic reasoning question

this applied to only about 3% of the data. Second, from the table we can see that

the diagnostic split hypotheses accounted for about 51% violations in quantitative

diagnostic reasoning and in quantitative relational explaining away. This finding

suggests that the diagnostic split reasoning played a significant part in violations

of both the quantitative diagnostic reasoning and quantitative relational explaining

away.

4.5.3.9 Propensity interpretation

In order to test our propensity hypothesis, we calculated the proportion of people

who did not update in the face of learning evidence and learning the other cause

occurred.

Qualitative We calculated the proportions of participants who, having stated the

correct priors, selected ‘stay the same’ as an answer to both qualitative diagnos-
26We have not included the diagnostic split hypothesis in cross-tabulations that included qualita-

tive diagnostic reasoning and qualitative relational explaining away, as we did with the propensity
hypothesis, since (i) the propensity hypothesis has a very specific quantitative prediction that does
not dependent on the qualitative directional of update from the priors and (ii) the diagnostic split
hypothesis would have the same qualitative prediction as the normative account in the low priors
conditions (i.e. the probability should increase) and in order not to conflate these two we have not
included the diagnostic split hypothesis in cross-tabulations on the qualitative results.
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Table 7: Experiment 2: A cross-tabulation for correct/incorrect (yes/no) quantitative diag-
nostic reasoning and quantitative relation explaining away as well as for in line/not
in line with (yes/no) the diagnostic split hypothesis and the (quantitative) propen-
sity hypothesis predictions.

Diagnostic reasoning Explaining Away

Quantitative Quantitative Relational

Yes No Yes No

Diagnostic
Split

Propensity
interpretation
(quantitative)

Yes Yes 0 101 0 101
Yes No 0 90 0 90
No Yes 0 99 0 99
No No 13 83 12 84

tic reasoning questions (Q5 and Q7) as well as the qualitative direct explaining

away question (Q9). Across each cover story these percentages were: 63.8% for

GroupCOINS, 53.8% for GroupBALL CONTAINERS, and 46.8% for GroupDINNER. A

Chi-Square test of independence found a significant difference between these pro-

portions, χ2p2q “ 7.96, p “ .019. Post-hoc pairwise comparisons using the FDR

procedure showed the only difference to be between GroupCOINS and GroupDINNER,

corrected p “ .021. No significant difference was found between GroupCOINS and

GroupBALL CONTAINERS, corrected p “ .213, or between GroupBALL CONTAINERS

and GroupDINNER, corrected p“ .316.

Quantitative Out of the participants who correctly stated the priors, we cal-

culated the proportions of those who provided the priors as their estimate to

PpC1 | Eq, PpC2 | Eq, and PpC1 | E,C2q (i.e. Q6, Q8, and Q10). Collapsing across

the priors conditions, the percentages were: 60.8% for GroupCOINS, 50% for

GroupBALL CONTAINERS and 44.6% for GroupDINNER. Chi-Square tests of inde-

pendence illustrated that these proportions significantly differed from each other,

χ2p2q “ 7.2, p “ .028. Post-hoc pairwise comparisons using the FDR procedure

showed the only significant difference to be between GroupCOINS and GroupDINNER,

corrected p “ .034. No significant difference was found between GroupCOINS and
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GroupBALL CONTAINERS, corrected p “ .198, or between GroupBALL CONTAINERS

and GroupDINNER, corrected p“ .421.

The results from the qualitative and quantitative participants’ responses fit the

propensity hypothesis prediction: we found that significantly more participants stay

at the priors in the Coins cover story where we expected the propensity hypothesis to

be the most pronounced compared to the Dinner cover story, with the Ball containers

cover story falling in between.

Furthermore, from Table 7 we can see that the propensity hypothesis accounted

for about 53% of violations in both the quantitative diagnostic reasoning and quan-

titative relational explaining away. We also cross-tabulated participants’ answers as

(not) in line with the propensity hypothesis and (in)correct qualitative direct and re-

lational explaining away and (in)correct quantitative direct explaining away. Table 8

shows that the propensity hypothesis accounted for about 73% of violations in qual-

itative diagnostic reasoning, about 74% of violations in qualitative direct explaining

away, and about 71% of violations in qualitative relational explaining away. The

high percentages suggest that the propensity hypothesis was driving the majority

of violations in all these inferences. Table 9 further elucidates the point from Sec-

tion 4.5.3.5 where we found that an unexpectedly large proportion of participants

correctly answered the quantitative direct explaining away question. Here we see

that about 70% of these ‘correct’ responses were in fact responses given in line with

the propensity hypothesis where participants repeated the priors when answering

the quantitative direct explaining away question.

4.5.4 Discussion of Experiment 2

As in Experiment 1, in Experiment 2 a large cluster of participants accepted the pri-

ors given to them, did not violate the independence of the causes before learning the

effect, and correctly answered the final logic question suggesting that they did un-

derstand the causal structure and the parameters of the cover stories. Despite these

encouraging improvements, our findings echo those of Experiment 1 and the extant

literature as participants overall insufficiently explained away. This was reflected in

both poor diagnostic reasoning and poor direct qualitative explaining away as well
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Table 8: Experiment 2: A cross-tabulation for correct/incorrect (yes/no) qualitative diag-
nostic reasoning and both direct and relational qualitative explaining away as well
as for in line/not in line with (yes/no) the (qualitative) propensity hypothesis pre-
dictions.

Diagnostic
Reasoning

Qualitative
Explaining Away

Qualitative Direct Relational

Yes No Yes No Yes No
Propensity interpretation

(qualitative)
Yes 0 211 0 211 0 211
No 95 80 100 75 89 86

Table 9: Experiment 2: A cross-tabulation for correct/incorrect (yes/no) quantitative direct
explaining away as well as for in line/not in line with (yes/no) the (quantitative)
propensity hypothesis predictions.

Quantitative Direct
Explaining Away

Yes No

Propensity interpretation
(quantitative)

Yes 200 0
No 86 100

as in insufficient qualitative relational explaining away in all three groups. Quanti-

tative relational explaining away was insufficient in GroupLOW and GroupMED and

marginally sufficient in GroupHIGH. The sufficient quantitative relational explaining

away in GroupHIGH could be attributed to the small normative amount of explaining

away in the high condition which makes it easier for participants in this conditions

to sufficiently explain away compared to participants in the other two conditions.

Since the different priors lead to different amounts of normative explaining

away, we predicted that participants would explain away more in low priors condi-

tions than in both medium and high priors conditions, and that participants reason-

ing with medium priors conditions would explain away more than those reasoning

with high priors. We found that participants’ quantitative responses only partially

supported this prediction: only in diagnostic reasoning we have found that the differ-

ence PpCi | Eq´PpCiq is the highest in the low condition, followed by the medium

and the high condition. This was not found in participants’ responses to quanti-
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tative questions regarding both direct and relational explaining away. Interestingly,

however, we found that the proportions of participants correctly answering the qual-

itative questions regarding diagnostic reasoning and both the direct and relational

explaining away did directly correspond to the size of the quantitative difference be-

tween the two probabilities and the normative amount of explaining away (which is

dictated by the priors), with the highest proportion of participants correctly answer-

ing these qualitative questions being in the low conditions, followed by the medium

condition, with the smallest proportion of correct answers found in the high condi-

tion. This finding is lending support to a claim that people are sensitive to the size

of the normative differences between the probabilities being compared: the greater

the quantitative normative difference the greater the proportion of people who will

correctly choose the normative qualitative direction of probability change between

the two probability estimates. This, however, was not the case with the participants’

quantitative estimates which could be attributed to our two hypotheses.

As predicted by the propensity interpretation hypothesis, we found that a sig-

nificant proportion of participants reported that PpCiq “ PpCi | Eq “ PpCi | E,Cjq in

both qualitative and quantitative questions. Moreover, we found that this propor-

tion was the highest when participants were reasoning with the cover story in which

we expected the propensity interpretation to be the most pronounced (Coins cover

story) and the lowest when participants reasoned with the cover story in which we

expected the propensity interpretation to he the least pronounced (Dinner party),

with the third cover story (Ball and containers) falling between. This is exactly

what is predicted by the propensity hypothesis. Furthermore, the cross-tabulations

showed that the propensity hypotheses accounted for over 50% of violations in

quantitative diagnostic reasoning and relational explaining away and over 70% of

violations in qualitative diagnostic reasoning and explaining away (both direct and

relational).

Finally, regarding our diagnostic split hypothesis we found that a significant

proportion of participants in the low and medium conditions did split the probabil-

ity space between the two causes in diagnostic reasoning and assigned .5 probability
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to each cause with the hypothesis accounting for over 50% of violations in quan-

titative diagnostic reasoning and relational explaining away. However, as the pro-

portion of participants was significantly lower in the high conditions, the diagnostic

split hypothesis was only partly supported. These results may suggest that people

split the probability space in diagnostic reasoning only when the update to the di-

agnostic split prediction from the priors is in the qualitatively normative direction,

a notion that is further explored in Experiment 3. The cross-tabulations in Table 7

also illustrated that correct quantitative diagnostic reasoning could be predictive for

explaining away: participants who correctly answered the quantitative diagnostic

reasoning questions also correctly answered questions related to both the direct ex-

plaining away and the quantitative logic question. This is an interesting finding on

its own as it may suggest that the crucial part in explaining away is diagnostic rea-

soning and that understanding violations in diagnostic reasoning will possibly lead

to understanding violations in explaining away.

Taken together, the two hypotheses accounted for about 78% of violations in

quantitative diagnostic reasoning and quantitative relational explaining away. Given

this and the other above-mentioned high percentages, we can conclude that the di-

agnostic split hypothesis and the propensity hypothesis were able to explain a sig-

nificant amount of the observed insufficiency in explaining away.

Having said this, our study had a caveat. In Experiment 2, the diagnostic split

hypothesis had as a prediction .5 probability for each cause in diagnostic reasoning.

However, it is not uncommon that people assign probability of .5 to events when

they want to express their lack of confidence in their answer or when they want

to express that they do not know what the answer is (see for example Fischhoff

& Bruine De Bruin, 1999). So rather than following the diagnostic split strategy,

an alternative explanation regarding the findings of our studies so far where some

people gave .5 as their estimates to diagnostic reasoning questions, is that these

people were expressing that they did not know the answers. The goal of Experiment

3 is therefore to disentangle the two possibilities and further extend results of of our

previous studies to more than two causes.
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4.6 Experiment 3
In Experiment 3 we prompted participants to reason with a 4-node common-effect

CBN with three causes (see Figure 16).

E

C1 C2 C3

Figure 16: Experiment 3 structure.A common-effect CBN model with three causes.

In the CBN from Figure 16, assuming equal priors of all 3 causes and the determin-

istic set-up like in Experiment 2, the diagnostic split hypothesis would predict that

PpC1 | Eq “ PpC2 | Eq “ PpC3 | Eq “ 1
3 « .33. As .33 is sufficiently distinct from a

.5 response that could also be representative of “I am not sure”,if people’s diagnos-

tic reasoning judgments update to .33, it would instead be indicative of employing

the diagnostic split strategy.

Another goal of Experiment 3 was to further test a prediction of the diagnostic

split hypothesis whereby given high enough priors the split in the diagnostic rea-

soning would result in PpCi | Eq being lower than PpCiq (as was the case in High

condition in Experiment 2), which is opposite to the normative direction of the up-

date where PpCi | Eq ą PpCiq. In Experiment 2 we found that only around 14% of

participants’ estimates went down from .7 priors to .5 in diagnostic reasoning com-

pared to half of participants’ estimates that went up from .2 priors to .5 in diagnostic

reasoning. This suggests that people were significantly less inclined to reduce the

probability of the causes in diagnostic reasoning. Experiment 3 was set to test this

prediction in the context of three causes. If the results from Experiment 2 were

replicated, then the diagnostic split hypothesis would need to be revised to account

for small proportion of people who reduce the probability of causes in diagnostic

reasoning.



109

4.6.1 Overview

Similarly to Experiment 1 and 2, we manipulated the priors of causes and pre-

sented participants with different cover stories. We again employed a deterministic

set-up where the presence of at least one cause entailed the presence of the ef-

fect: PpE | C1,C2,C3q “ PpE | Ci,Cj, Ckq “ PpE | Ci, Cj, Ckq “ 1; and absence

of all three causes entailed absence of the effect: PpE |  C1, C2, C3q “ 0. In this

experiment, however, the priors were either either low, PpC1q “PpC2q “PpC3q “ .2

or medium, PpC1q “ PpC2q “ PpC3q “ .5. We deemed these two variations of priors

to be sufficient to (i) disentangle the probabilistic split strategy predictions from an

alternative mentioned above and (ii) further test the diagnostic split hypothesis on

its prediction in the medium condition where PpCi | Eq “ .33ă .5“ PpCiq.

In this experiment we employed two cover stories from Experiment 2, one in-

volving balls and containers, and one involving a dinner party. We did not use the

cover story involving coin tossing since Experiment 2’s findings suggested that par-

ticipants’ reasoning within that cover story stayed significantly more at their priors

when answering diagnostic reasoning questions compared to participants reason-

ing with the other two cover stories. As the primary goal of Experiment 3 is to

distinguish between people providing estimates of 0.5 on PpCi|Eq questions to ex-

press their lack of confidence and people who provide estimates that differ from

prior probabilities by using the diagnostic split strategy, to increase the power of

Experiment 2 we did not include the cover story including coin tossing.

Further, since in Experiment 2 the tests regarding the propensity hypothesis

were not significant between the balls and containers cover story and the dinner

party cover story we have not directly tested the propensity hypothesis in Exper-

iment 3. However, given that the propensity hypothesis has a clear prediction in

Experiment 3, namely PpCi | Eq “ PpCiq for i “ t1,2,3u, we again cross-tabulated

the data to explore how much of the violation in diagnostic reasoning can be ex-

plained by the propensity hypothesis.

Given the new structure in Figure 16, in the balls and container cover story

the three causes were now represented by three balls (binary variables assuming the
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value of either copper or rubber), randomly selected from three independent con-

tainers and placed on three gaps in an electric circuit. If at least one of the three balls

was copper, a light bulb in the circuit (common effect) would turn on. In the dinner

party cover story the three causes were represented by three individuals, Michael,

Tom and Sam, and the common effect was represented by a fourth individual, He-

len, who would drink wine only if at least one of the three aforementioned people

brought wine to a party (‘Helen’ was a binary variable assuming the value of either

‘drinking wine’ or ‘not drinking wine’).

4.6.2 Methods

4.6.2.1 Participants and Design

A total of 119 participants (NMALE“ 39, 2 participants identified as ‘other’, MAGE“

35 years). All participants were native English speakers who gave informed consent

and were paid £1 for partaking in the present study, which took on average 8.25

minutes to complete.

A between-participant design was employed and participants were ran-

domly allocated to one of 2 (cover story: ball containers, dinner party) ˆ

2 (priors condition: low, medium) = 4 groups NBALL CONTAINERS LOW “ 28,

NBALL CONTAINERS MED “ 30, NDINNER LOW “ 32, NDINNER MED “ 29).

4.6.2.2 Materials

Each of the groups was asked to complete an inference questionnaire (NQUESTIONS“

12), comprising of questions regarding priors and (unconditional) independence of

causes, as well as reasoning questions relating to diagnostic reasoning and ex-

plaining away. For a full list of questions and the inferences these represented see

Table 10. For diagnostic reasoning inferences, two questions were asked regard-

ing the same inference, one in qualitative format (e.g. Q7) and one in quantitative

format (e.g. Q8).

Each of the four groups ether reasoned with low or medium priors and was

either presented the balls and containers cover story or the dinner party cover story

from Experiment 2 now adapted to include the third cause. For full materials visit



111

Open Science Framework, https://osf.io/aqjkp/.

Table 10: Experiment 3: Inference types and questions found in the questionnaire.

Question Number Inference Type Key Inferences Question Type

1
Priors

PpC1q Quantitative
2 PpC2q Quantitative
3 PpC3q Quantitative

4
Independence

PpC2 | C1q Qualitative
5 Pp C3 |  C2q Qualitative
6 PpC1 |  C3q Qualitative

7 , 8
Diagnostic Reasoning

PpC1 | Eq-R-PpC1q Qual. + Quant.
9 , 10 PpC2 | E)-R-PpC2q Qual. + Quant.
11 , 12 PpC3 | E)-R-PpC3q Qual. + Quant.

Note: -R- stands for ‘in relation to’.

4.6.2.3 Procedure

As in Experiment 1 and Experiment 2, participants in each of the four groups were

initially presented with the pertinent cover story and were given explicit informa-

tion on the common-effect model embedded within the cover story including the

prior probability of each cause, and the causal relationships within the model. This

was done in both textual form and in visual form (graphical representation). In

order to ensure participants understood the structure, they were provided with a

textual account by which each cause could independently bring about the common

effect. Subsequently, participants were presented with the inference questionnaire

(for questions see Table 10). The questionnaire required participants to sequen-

tially answer questions firstly regarding priors of causes, secondly independence of

causes and finally regarding diagnostic reasoning about each cause. The graphical

and textual details of the cover story were present on the same page as the relevant

inference questions so participants could access these details at any point.

Questions marked as quantitative in Table 10 required participants to provide

numerical estimates on a slider with a scale ranging from 0% to 100%. Questions

marked as qualitative, required participants to select one of three options: the proba-

https://osf.io/aqjkp/
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bility increases, decreases, or stays the same when asked about e.g. PpC2 | C1q given

no knowledge of whether E is present or not. To investigate participants’ diagnostic

reasoning we employed both qualitative and quantitative question formats, as we

did in previous studies. Additionally, diagnostic reasoning questions prompted par-

ticipants to provide written explanations for their answers. All evidence (i.e. new

states of cause or effect variables) was provided to participants both textually (e.g. in

groups reasoning with balls container cover story: “You uncover the light bulb and

find that it is turned on”) as well as visually (as an updated graphical representation

of the model). One again, the graphical and textual details of the cover story were

present on the same page as the relevant inference questions so participants could

access these details at any point.

4.6.3 Results

Participants’ answers to all qualitative questions in the inference questionnaire are

represented in Figure 17 and their responses to all quantitative questions are in

Figure 18.

4.6.3.1 Overall Performance

As in our previous studies, to test for a main effect of cover story and/or priors con-

dition on participants’ judgment accuracy throughout the inference questionnaire

we initially re-coded all of participants’ answers as being either correct (1) or in-

correct (0). For all quantitative estimates, an answer was considered correct if it

fell within ˘ .02 of the normative probability estimate. This allowed us to have a

comparative measure of participants’ accuracy in both qualitative and quantitative

types of inferences. Subsequently, we combined each participants’ coded response

to the symmetrical pairs of inference into a single coded response: if a participant

answered all three questions regarding priors correctly, the response was coded as 1;

otherwise 0. This procedure was also carried out on answers to questions regarding

independence and both qualitative and quantitative diagnostic reasoning. This left

us with four coded question-types regarding: priors, independence, qualitative di-

agnostic reasoning, and quantitative diagnostic reasoning. For descriptive statistics
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Figure 17: Experiment 3 qualitative responses.Distribution of participants’ responses to
qualitative questions. Asterisks above the bars indicate normative answers.

of participant accuracy within each condition see Table 11 below.

Table 11: Experiment 3: Descriptive statistics of participants’ overall performance per
group.

Group Proportion Correct Answers 95% CI

Balls Containers Low .51 [.42, .59]
Balls Container Med .47 [.39, .55]

Dinner Party Low .54 [.47, .61]
Dinner Party Med .49 [.44, .54]

To determine the effect of our manipulations on participants’ overall perfor-

mance throughout the task we built a GLM with a binomial link function. The

model had two fixed effects, Cover story and Priors, with a random intercept for

each participant (there was no random slope for participant since Cover story and

Priors vary between participants) and a random effect for question type. We found
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no main effect of Priors, z “ ´0.89, p “ .36 and no main effect of Cover story,

z “ ´0.7, p “ .49. We also found no interaction between Cover story and Priors,

z “ ´0.03, p “ .97. Including the predictors (Cover story and Priors) in the model

did not improve model fit (χ2p3q “ 1.32, p“ .72) compared to just having an inter-

cept as a predictor. As our predictors were centered, this implied that the data grand

mean fits the data no worse than the model which includes both predictors.

4.6.3.2 Accuracy

Given we found no effect of scenario or priors on participants’ performance, we

collapsed all conditions in order to obtain the following descriptives regarding par-

ticipants’ accuracy.

Prior probabilities Collapsing across all conditions, 84% of participants correctly

answered all three questions pertaining to the prior probabilities i.e. PpC1q, PpC2q

and PpC3q.

Independence For a breakdown of the frequency of participants’ answers to quali-

tative independence questions see Figure 17. Collapsing across conditions, 89% of

participants correctly answered all three questions relating to independence (i.e. Qs

4, 5, and 6 in Table 10).

Diagnostic Reasoning For a breakdown of the frequency of participants’ answers

to qualitative diagnostic reasoning questions see Figure 17. In regards to diagnostic

reasoning, 26% of participants correctly answered all three qualitative diagnostic

reasoning questions (Qs 7, 9, and 11 in Table 10) and only 2.5% of participants

correctly answered all three quantitative diagnostic reasoning questions (Qs 8, 10,

and 12 in Table 10).

4.6.3.3 Diagnostic split

In order to test the diagnostic split hypothesis we firstly collapsed the cover story

condition and subsequently computed the proportion of participants who, having

given the correct priors (˘ .02) for all three causes, updated the probabilities of

PpC1 | E), PpC2 | E) and PpC3 | E) to .33 (˘ .02) each. This proportion was 34% in

group reasoning with low priors and 3.8% in group reasoning with medium priors.
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A Chi-Square test of independence illustrated that these proportions significantly

differed from each other, χ2p1q “ 13.48, p ă .001. Our findings replicate those

of Experiment 2, as participants reasoning with low priors employed the diagnostic

split strategy significantly more than participants who reasoned with medium priors.

We additionally collapsed all data and cross-tabulated responses of participants

who correctly answered all three priors questions. Table 12 illustrates that the diag-

nostic split hypothesis accounted for about 18% of violations in quantitative diag-

nostic reasoning.

4.6.3.4 Propensity interpretation

Although we have not explicitly tested the propensity hypothesis in this experi-

ment, the cross-tabulations showed how much of the violations in diagnostic rea-

soning can be accounted for by this hypothesis. Table 12 shows that about 67% of

the participants who failed quantitative diagnostic reasoning reasoned in line with

the propensity interpretation (i.e. they provided estimates PpCi | Eq “ PpCiq (˘ .02)

for all three causes). Table 13 further shows that about 93% of the participants who

failed qualitative diagnostic reasoning reasoned in line with the propensity interpre-

tation (i.e. they responded with “stay the same” for all three comparisons between

the priors and the diagnostic reasoning). These results suggest that the propensity

hypothesis accounted for a significant proportion of failures in diagnostic reasoning.

Table 12: Experiment 3:A cross-tabulation for correct/incorrect (yes/no) quantitative diag-
nostic reasoning as well as for in line/not in line with (yes/no) the diagnostic split
hypothesis and the (quantitative) propensity hypothesis predictions.

Quantitative diagnostic reasoning

Yes No

Diagnostic split Propensity interpretation

(quantitative)
Yes Yes 0 0
Yes No 0 18

No Yes 0 66
No No 2 14
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Table 13: Experiment 3: A cross-tabulation for correct/incorrect (yes/no) qualitative diag-
nostic reasoning as well as for in line/not in line with (yes/no) the (qualitative)
propensity hypothesis predictions.

Qualitative Diagnostic Reasoning

Yes No

Propensity interpretation
(qualitative)

Yes 0 67
No 28 5

4.6.4 Discussion of Experiment 3

In Experiment 3 we found that the majority of participants accepted the priors given

to them and did not violate the assumption of independence of causes prior to learn-

ing of the effect. These findings corroborate those of Experiment 1 and 2 – suggest-

ing that participants had a good understanding of the causal structure, parameters,

and the cover story they were reasoning with. Despite this, we once again found that

participants in all conditions performed poorly in diagnostic reasoning, especially

when this was measured as accuracy of quantitative probability estimates.

In regards to our diagnostic split hypothesis, we found that it accounted for

about 18% of violations in diagnostic reasoning. More specifically, we found that a

significant portion of participants employed this strategy in the group reasoning with

low priors, who increased their probabilities of PpCiq from .2 to .33. Disparately,

this strategy was scarcely utilised by the groups reasoning with medium priors,

who, according to the hypothesis would have had to decrease their prior probability

estimates of each cause from .5 to .33. Our findings therefore strengthen the notion

that the diagnostic split hypothesis is dependent on the normative direction of the

update from the priors. When the diagnostic split hypothesis predicts a value that is

below that of the prior probability of the cause, then participants’ behaviour does not

follow the prediction. This is in accordance with the findings of Experiment 2 where

we observed a dearth of participants who engaged in the diagnostic split strategy

when reasoning with high priors (PpCiq “ .7q). An intuitive explanation would

be that as evidence is positively correlated with a cause, learning of the presence

of the evidence (effect) would not decrease the probability of the cause. Overall
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findings from Experiment 3 solidify the presence of the diagnostic split hypothesis

(in the normative direction of update) and demonstrate that participants’ updating

behaviour in Experiment 2 (attributing .5 to each cause when engaging in diagnostic

reasoning) was the result of systematically employing the diagnostic split strategy,

rather than due to lack of confidence.

Another updating behaviour that accounted for a large cluster of participants’

data is encompassed by the propensity hypothesis. We found that about two thirds

of the violations in quantitative and over 90% of violations in qualitative diagnostic

reasoning can be explained by the propensity hypothesis. Although we have not ex-

plicitly tested the propensity hypothesis in Experiment 3, these proportions provide

further empirical support for it.

Overall our findings show that the diagnostic split hypothesis and the propen-

sity hypothesis are able to explain the vast majority of the violations in our data,

thus suggesting that underlying pitfalls in diagnostic reasoning when engaging in

explaining away are pervasive, but could be accounted for by specific reasoning

strategies.

4.7 General Discussion
Over the past few decades, causal Bayesian networks have been successfully

utilised to build normative and descriptive accounts of various facets of human rea-

soning. Despite this, they have so far failed to account for people’s behaviour when

engaging in explaining away. Empirical work in the psychological literature has re-

peatedly demonstrated that people violate normative predictions of the CBN model

in numerous ways when carrying out explaining away inferences.

We carried out three experiments utilising a novel methodology to address the

issues found in previous empirical studies of explaining away that arguably partly

accounted for people’s recurrent deviations from the normative model. For example,

we explicitly stated the prior probabilities of the causes found in our models and re-

elicited these from participants in order to ascertain that these were accepted. More-

over, we utilised relational qualitative and quantitative question formats to elicit
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probabilistic inferences from participants. This allowed us to assess people’s accu-

racy in providing single point estimates as well as in detecting probabilistic changes

in the model in a qualitative, more intuitive, fashion. This approach was successful

in making participants understand the parameters and relational properties found

within the common-effect structure they were required to reason with. As such,

in all three experiments, and across conditions, we found that a high proportion of

participants correctly answered questions relating to priors, independence of causes

as well as the final logic question.

The assumption of independence is often reported to be violated in studies that

find insufficient explaining away (Rottman & Hastie, 2016; Mayrhofer & Wald-

mann, 2015; Rehder & Waldmann, 2017). Assuming the causes are independent

before learning of the presence of the effect can be crucial since positive correlation

between the causes can drastically reduce the normative amount of explaining away.

Notably however, in our experiments we found no violation of this assumption in

any condition. All studies that reported a violation of the assumption of indepen-

dence utilised quantitative questions to (unsuccessfully) elicit participants’ under-

standing of the independence of causes. Given the findings from our experiments

and given encouraging findings from Rehder (2014a) who also employed a version

of qualitative forced choice questions, we advocate that utilising qualitative ques-

tions to address this understanding might be a promising way forward. In addition,

in Experiment 2 we found that a large proportion of participants correctly answered

the final logic question. This finding is important as it suggests that participants did

understand the logical structure of the problem presented to them. However, some

studies on explaining away reported a small percentage of participants as being able

to solve questions pertaining to this inference (e.g. Rottman & Hastie, 2016 report

less than 10% accuracy in Experiment 1a and only around 29% in Experiment 1b).

Despite our encouraging findings regarding priors, independence, and logic,

our main findings echoed those of the extant literature as participants in all three

experiments overall systematically violated the normative account of explaining

away (Davis & Rehder, 2017; Fernbach & Rehder, 2013; Morris & Larrick, 1995;
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Rehder, 2014a; Rehder & Waldmann, 2017; Rottman & Hastie, 2016; Sussman &

Oppenheimer, 2011b). In our studies, pitfalls in relational explaining away com-

prised of both poor diagnostic reasoning and direct explaining away in both quanti-

tative and qualitative questions. Further, participants’ answers to quantitative infer-

ence questions were corresponding to different amounts of explaining away only in

diagnostic reasoning. Notably however, our results suggested that the proportions

of participants correctly answering the qualitative questions did directly correspond

to the normative amount of explaining away, a finding that should further be ex-

plored. By adding structural complexity we were able to investigate the unexplored

phenomenon of chained explaining away (Wellman & Henrion, 1993). Amongst

participant groups reasoning with 5-node models, we did not find a difference in

performance between direct and chained explaining away. In addition, findings

from all of our experiments allowed us to conclude that observed deviations from

the normative model could not be attributed to structural violations to the normative

model (i.e. violations of the independence condition), as past literature intimated,

but instead seem to arise, at least in part, from participants utilising non-Bayesian

reasoning strategies such as the diagnostic split and interpreting probabilities as

propensities.

The findings of our studies suggest that some people equally split the probabil-

ity space between the two causes when engaging in diagnostic reasoning. As such,

we found that a significant proportion of participants’ answers aligned with predic-

tions made by the diagnostic split hypothesis. Furthermore, Experiment 3 tested

the strategy in the context of three causes and excluded an alternative explanation

of the findings from Experiment 2 that posits that participants who provided .5 as

an estimate in diagnostic reasoning were not driven by the diagnostic split strategy

but rather trying to communicate low confidence or an inability to respond to the

question. However, the findings from Experiment 2 suggested that people were not

willing to decrease the probability from the priors to the prediction of the diagnos-

tic split hypotheses; they rather stayed at the priors in diagnostic reasoning. As this

was further explored and confirmed in Experiment 3, we need to modify our diag-
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nostic split hypothesis to account for this. The hypothesis then holds only when its

predictions align with the qualitative predictions of the normative account: if, for

example, the normative account implies that PpCiq ď PpCi | Eq for 1 ď i ď n, then

the diagnostic split hypothesis predicts that PpCi | Eq “ 1
n when the priors are equal,

the set-up is deterministic, and PpCiq ď
1
n .

Crucially, through the use of cross-tabulations we were able to illustrate that

in Experiment 2 adopting a diagnostic split strategy accounted for 51% of observed

deviations in both quantitative diagnostic reasoning and quantitative relational ex-

plaining away. In Experiment 3 approximately 18% of violations in quantitative

diagnostic reasoning could be attributed to a diagnostic split strategy. Ultimately

this allowed us to support the notion that this strategy contributes significantly to

the observed violations of explaining away.

So far we have only explored the diagnostic split hypothesis in a deterministic

set-up where the presence of at least one cause entails the presence of an effect and

where the effect cannot occur when none of the causes are present; or where after

learning the effect one of the causes (or both) must have happened, i.e. the causes

are exhaustive. However, there is evidence that the hypothesis also applies to less

deterministic contexts. For instance, Rottman and Hastie (2016) found spikes in

data around the .5 probability from their Experiment 1 where the priors were the

same for the two causes and the causes became exhaustive after learning the effect,

but a presence of a cause did not entail the presence of the effect. Whether the

diagnostic split hypothesis holds in the context where a presence of a cause does

not entail the effect (but the causes are still exhaustive after learning the effect)

should be explored in future work.

The findings from our experiments also suggest that a large number of par-

ticipants remained at the priors when answering diagnostic reasoning and direct

explaining away questions. Moreover, Experiment 2 showed that the proportions

of participants who remain at the priors are different in the three cover stories with

the proportion of participants being the largest in the cover story where we argued

the propensity interpretation is the most pronounced, the smallest in the cover story
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with the least pronounced propensity interpretation, and in between in the third

cover story. These findings fit the predictions of the propensity interpretation, thus

providing support for it. Further, we have found that the propensity hypothesis is

able to account for a significant amount of insufficiency in explaining away. The

cross-tabulations in Experiment 2 showed that the propensity interpretation was

able to account for 53% of violations in both the quantitative diagnostic reasoning

and quantitative relational explaining away and over 70% of violations in quali-

tative diagnostic reasoning, direct and relational explaining away. In addition, it

accounted for over 90% of failures in qualitative diagnostic reasoning. These per-

centages allowed us to find support for our theory that adopting this interpretation of

probability can significantly account for violations of patterns of inferences within

explaining away.

The predictions of the propensity interpretation, however, are not limited to

situations exhibiting explaining away. It also applies to any contexts where prob-

abilities could be interpreted as established propensities, especially if they include

causal-probabilistic elements. These include common-effect structures in general

(not just those exhibiting explaining away), but also common-causes and chain

structures as well as simple two-node cause-effect structures. Specifically, in sim-

ple two-node structures the propensity interpretation could explain adherence to the

prior and conservatism in belief updating, which seem to be often found in studies

employing paradigms where probabilities are well-defined stochastic properties of

an environment (Erev, Wallsten, & Budescu, 1994). This is particularly interesting

as the propensity interpretation’s prediction in the two-node cases are in direct op-

position to the well-known base rate neglect where people partially or completely

ignore the priors of causes (Barbey & Sloman, 2007; Eddy, 1982b; Gigerenzer &

Hoffrage, 1995; A. Tversky & Kahneman, 1974b). The situations where we think

that the propensity interpretation (or anchoring at the base rate) will be more pro-

nounced than the base rate neglect are those that are characterized by (i) a deter-

ministic set-up, (ii) clearly defined stochastic properties of (physical) systems, and

(iii) clear causal-mechanistic relations between the parts of the (physical) system
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or between multiple physical systems. The situations involving social interactions

where relations are less deterministic or less clearly related in a causal-mechanistic

way would, in our opinion, be more prone to people neglecting the priors. This

notion should be explored in future work.

4.7.1 Experimental Considerations

A few important limitations of the current work are in order. First, in these exper-

iments priors and conditional probabilities were communicated to participants in

textual and graphical format. We have not explored whether our findings replicate

when participants are presented with learning data. Since with learning trials priors

would not be ‘established’ but inferred from data and function as estimates of priors,

we expect the propensity interpretation to be less pronounced. As a consequence

we would expect fewer participants to stay at the priors in diagnostic reasoning and

explaining away compared to the findings in the current study. However, we would

still expect participants to split the probability space in diagnostic reasoning as per

the diagnostic split. This is supported by Rottman and Hastie (2016) who utilized

learning trials in their study.

Second, we have only considered explaining away in a deterministic set-up.

Admittedly this is fairly limiting from a perspective of the ecological validity of our

findings. We proposed further avenues of research with respect to this limitation

and have also argued that we expect to find similar results with respect to both

hypotheses even in less deterministic set-ups.

Third, in all our experiments we used the same quantitative response scale

prompting participants to enter a number between 0 and 100, when eliciting from

them the probability with which the participants believed a certain event (a coin

landing Heads) would happen. However, other response scale formats are avail-

able. For instance, a frequency format response scale (Gigerenzer & Hoffrage,

1995) would ask participants to provide the number of coins (that are like the coins

in the cover story) that they would expect to land Heads given that the light bulb

turned on out of the total number of these coins that land Heads. The primary rea-

sons we have not used, for instance, the frequency format response scale is that (i)
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given the events in our cover stories are token events that had occurred only once

(Coin 1 landed once, Ball 1 was picked for a container once, and Michael is coming

to a party at a particular location on a particular time) the frequency format (which

refers to a frequency with which an outcome occurs in a sequence of similar events)

would not have fit well with the single occurrences of token events and (ii) eliciting

frequencies from participants would, we believe, steer them away from the propen-

sity probability interpretation towards the frequency interpretation (which is out of

the scope of the current chapter) thus reducing the power of our experiments. How-

ever, further studies should explore different response scales formats, such as the

frequency format, that would arguably put more emphasis on different probability

interpretations such as interpreting them as frequencies. This would allow for a

further exploration of the role of probability interpretations in explaining away and

causal reasoning in general.

Fourth, we recognize that in some cases it may not be straightforward to de-

termine whether probabilities are interpreted as propensities or in some other way.

There is no normative computational procedure that could tell how probabilities

should be interpreted. One can only provide arguments for or against a certain

interpretation and rely on these when testing in contexts embodying a certain inter-

pretation. Most difficulties arise when discussing possible borderline cases. For in-

stance, some philosophers have argued that probabilities in medical contexts, which

are often employed in psychological experiments, are on the border between episte-

mological and objective interpretations and could lean either way (Gillies, 2000a).

This, however, does not render empirical exploration of people’s intuitions about

different probability interpretations futile. As long as there is a sufficient consensus

regarding how clear-cut are the specific contexts for testing particular interpreta-

tions, one should be on a safe side employing these in their empirical studies. Even

in cases that are not clear-cut one can employ different elicitation methods to test

different interpretations, e.g. one could use different phrasings of questions (c.f.

Ülkümen et al., 2016).
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4.8 Conclusions
In a set of three experiments, we replicated findings in the extant literature report-

ing insufficient explaining away. We have also shown that this insufficiency is not

due to violations of the independence assumption, as is sometimes suggested. In-

stead, we found that the insufficiency can largely be accounted by two hypotheses,

i.e. the diagnostic split strategy and propensity probability interpretation. Broadly,

these findings support the claim that (inter)causal reasoning, even in small-scale

structures such as the common-effect ones employed in these studies, presents great

challenges to people. They also highlighted that people engage in alternative strate-

gies when reasoning, which can at times be accounted for within a normative frame-

work. On a related note, they highlighted the importance of uncovering such rea-

soning strategies when exploring and appraising people’s causal reasoning abilities

using a normative framework.



Chapter 5

Seeking the evidence

“A man was shown a picture, hanging in a temple, of people who had made their

vows and escaped shipwreck, and was asked ‘Now do you admit the power of the

gods?’ He answered with a question: ‘Where are the pictures of those who made

their vows and then drowned?’ – F. Bacon (Novum Organum, 1620)

In the real world, information and evidence is not passively observed – and the no-

tion that people are active learners who form causal relationships from surrounding

information in order to make inferences about the world (Bramley, Mayrhofer, Ger-

stenberg, & Lagnado, 2017) places strong emphasis on understanding how people

actively acquire and seek evidence. In a case such as the one outlined in Chapter 3

and Chapter 4 in which one is trying to determine whether a child died of natural

causes, or whether the mother was responsible, it is not only crucial to be able to

correctly update beliefs in competing hypotheses (i.e. physical abuse or blood dis-

order haemophilia), upon observing certain evidence (i.e. bruises on the body), but

it is also critical to actively gather additional informative evidence. For example,

this could entail deciding the most informative approach between running a med-

ical test for haemophilia or making an alternative inquiry. This brings us into the

realm of evidence acquisition (or, information search). This is a crucial component

of sense-making, and is integral to the data-frame theory outlined in Chapter 2 –

which describes sense-making as a process of fitting information into a frame (e.g.

mental model) that is actively revised around the data, and utilised to seek new infor-
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mation in order to ultimately make inferences and decisions. Information seeking is

thus a crucial component of both generating valid hypotheses, and evaluating these

(McKenzie, 2004).

In Chapter 4, we looked at how people updated their beliefs in given hypothe-

ses given the presence/absence of evidence. However, in order to best approximate

how people evaluate evidence – both in principle and in practice – we must consider

how we search for the evidence in the first place, and how search and evaluation pro-

cesses interact during sense-making. In complex environments one needs both the

right information, and the right way of understanding it, in order to make accurate

inferences. Erroneously evaluating and integrating information could lead to con-

sequential errors in judgment, but too much, or low-quality information, can be a

hindrance nonetheless. As we add more and more information to our mental model,

the value of each item may decrease, while the strain of integrating it may increase

(Omodei, Elliott, Walshe, & Wearing, 2005; Smallman & Hegarty, 2007). One way

to manage uncertainty in a given environment therefore is by knowing how to seek

and prioritise information in the first place.

In this chapter, I will firstly provide an overview of the prevailing normative

framework of information search within the psychological literature, and discuss ex-

isting empirical studies that have adopted this framework. I will then introduce lab-

oratory studies (utilising criminal investigation scenarios) we conducted to explore

how people search for, and evaluate, information in both one-shot and sequential

search tasks embedded in a probabilistic framework. Across our studies, we con-

centrate on the strategies people engaged in and on the psychological mechanisms

which might guide information gathering and evaluation processes. This allowed

us to show when and to what extent people are driven by properties which are either

formally relevant (e.g., the ‘normative’ value of an investigative query) or formally

irrelevant (e.g. identifying a ‘frontrunner’ hypothesis at the outset). Subsequently, I

will present studies investigating information search behaviour (in a forensic testing

scenario) when participants are presented with information on the relevant proba-

bilistic environment, in order to explore whether reducing the computational load
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on participants, improves the accuracy of their decisions. Here, we present findings

obtained from testing both lay people, forensic experts, and forensic trainees. Fi-

nally, we step further outside of the laboratory and present pilot findings on how

trainee crime scene investigators search for evidence in a mock crime scene – util-

ising questionnaire as well as eye-tracking data. In this final study we hope to

demonstrate the importance of asking the right questions in real world professional

domains, thus prompting specialists to formalise certain aspects of their practice.

5.1 Testing and evaluating hypotheses: a normative

account
In everyday and professional contexts, people are often required to make judge-

ments and decisions in environments permeated by uncertainty, whether through

lack of information, unreliability of sources, or complex relationships between

items. When generating, testing and evaluating hypotheses in order to make sense

of a complex environment, people’s aim is often to reduce this uncertainty – or, as

Baron (2000) states, to “remove the doubt”.

Early seminal studies on how people generate hypotheses and test them, were

conducted by Peter Wason in the 1960s utilising the selection task (see Wason,

1968). In the abstract version of the task, you are presented with four face-down

cards with letters on one side and numbers on the other. You are given a rule, such

as “if a person has a ‘D’ on one side of a card, they have a ‘3’ on the other” and

asked to check whether the cards conform with, or violate, the rule by deciding

which cards to turn over. Wason’s findings suggested that people have a tendency

to verify (e.g. confirm) instead of falsify (e.g. eliminate) hypotheses. This be-

haviour was largely labelled as irrational by members of the ‘heuristics and biases’

school of thought, until Oaksford and Chater (1994) advanced a rational analysis of

participants’ behavior in the selection task, based on J. R. Anderson and Matessa

(1990)’s definition of rationality in terms of adaptation to the environment. They

stated that participants’ choices were reflective of optimizing the expected amount

of information gained by turning each card. Expected information gain was defined
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as the difference between the uncertainty about a hypothesis before acquiring some

new data and this uncertainty after acquiring new information. They formalized

uncertainty based on Shannon (1948)’s information theory, that defines uncertainty

(or entropy) as:

E “
n

ÿ

i“1

PpHiqlog2PpHiq (5)

where n is the set of alternative and mutually exclusive hypotheses and PpHiq is

the probability that each of them is the appropriate one (whenever the n hypotheses

are equally probable, the formula reduces to the log2pnqq. Although their analysis

has been criticized (see for example, Poletiek & Berndsen, 2000), it did foster sub-

sequent work which showed that some reasoning behaviors, purportedly labeled as

‘irrational’, might indeed be seen as a rational (Bayesian) manner to deal with the

environment (e.g., McKenzie & Mikkelsen, 2007). In addition, their work paved the

way to subsequent comparisons among different (Bayesian) Optimal Experimental

Design (hereafter, OED) models, of which information gain is but one.

5.1.1 OED models

Within the psychological literature, Optimal Experimental Design principles, based

on insights from statistics and computer science, have been used to build norma-

tive and descriptive models of people’s information acquisition and evaluation be-

haviour (Baron, 1985; Nelson, 2005; Klayman & Ha, 1987). Part of the appeal

of OED models is that they allow researchers to explore evaluation and integration

processes within a probabilistic framework (Savage, 1954) which – able to quantify

uncertainty – seems well-suited to model human information search and evaluation

behaviour (see also Chapter 3). A Bayesian OED framework integrates i) a prob-

abilistic belief model with a set of hypotheses (with specified prior probabilities)

and a set of possible “queries” 27 to discern between these, ii) a measure to quan-

tify the usefulness of each possible query relative to the probabilistic belief model,

and iii) a (Bayesian) method of updating beliefs according to a query’s outcome

27We adopt the term query to represent any information-seeking action (i.e., an experiment, in-
vestigative action, test, or question).
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(Nelson, 2005). OED principles posit that people search for information with the

goal of optimizing the information gained from their action. Thus, the framework

stipulates that queries are selected that are anticipated to return information of ut-

most value or ‘utility’, by resulting in the greatest reduction in uncertainty (i.e.,

Shannon entropy – see Equation 5 – of a learner’s belief distribution). Ultimately,

the OED framework is able to capture the process of acquiring the information that

will most allow us to reduce uncertainty about an inference or decision, in the same

way as doctors prescribe medical tests in order to handle numerous diagnoses and

investigators question witnesses in order to identify the culprit of a crime. But how

would they know what medical test or investigative query is the most informative

one, without knowing their outcomes a priori?

Bayesian OED models are able to anticipate the informativeness of possible

queries/tests before knowing the answer/outcome based on the probabilistic struc-

ture of the environment, utilising mathematical principles of expected utility maxi-

mization (Savage, 1954). Equation 6 illustrates the framework utilised by all OED

models to quantify the utility of a query, eupQq, as the expected usefulness (u), given

current knowledge, of the possible query outcomes ai:

eupQq “
ÿ

ai

Ppaiqupaiq (6)

Several utility functions exist that quantify the usefulness of query outcomes, upaiq

in different ways. In the present chapter we utilise utility functions defined purely

in information-theoretic terms and thus we will not describe situation-specific util-

ity functions with reward structures (for a discussion of these see Coenen, Nelson,

& Gureckis, 2019). The same mathematical framework can nonetheless be em-

ployed to both situation-specific and information-theoretic cases (Savage, 1954).

Prominent utility functions include probability gain (PG; Baron, 1985), Bayesian

diagnosticity (Good, 1950), log diagnosticity, information gain (IG; Box & Hill,

1967; Lindley, 1956), Kullback-Leibler divergence (KL-D; Kullback & Leibler,

1951) and Impact (IMP; Klayman & Ha, 1987). I will now describe in turn the

utility functions that we adopted in the present work, namely: Kullback-Liebler di-
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vergence, information gain, probability gain and Impact (for a more in-depth review

of these see Nelson, 2005 and Nelson, 2008). Diagnosticity measures (e.g., log di-

agnosticity and Bayesian diagnosticity) were not included following the arguments

presented in Nelson (2005) stipulating they are poor theoretical models of the utility

of information and are not needed to explain empirical data of information search.

Kullback-Liebler divergence conceptualises a query’s usefulness as the amount

that the information provided by its outcomes is expected to change one’s beliefs in

the hypotheses hi within the model. As such, KL-D computes the expected useful-

ness of a query outcome ai as:

KLpaiq “
ÿ

hi

Pphi|aiq ˚ log2
Pphi|aiq

Pphiq
(7)

From the equation above it follows that the usefulness of a query (Q), measured

as change from prior beliefs about a true hypothesis, H, to posterior beliefs after a

particular query outcome is observed, is computed as:

KLpQq “
ÿ

ai

Ppaiq ˚
ÿ

hi

Pphi|aiq ˚ log2
Pphi|aiq

Pphiq
(8)

Information gain quantifies a query’s usefulness according to how much it

would reduce uncertainty with respect to the true hypothesis. The expected use-

fulness of a query outcome ai would be computed as the difference between the

entropy of the prior distribution and that of the posterior distribution, conditional on

the status of the effect, and the expected usefulness of a query would be:

IGpQq “
ÿ

hi

Pphiq ˚ log2
1

Pphiq
´

ÿ

ai

Ppaiq ˚
ÿ

hi

Pphi|aiqlog2
1

Pphi|aiq
(9)

It is worth noting that KL-D and IG make identical predictions regarding a query’s

usefulness (Oaksford & Chater, 1994), although they have been shown to give dif-

ferent measures of a particular query outcome’s usefulness (Nelson, 2008).

Probability gain values a query in terms of its expected improvement in classi-



132

fication accuracy, assuming that the most probable category will always be chosen.

The model’s informational utility function is shown in Equation 10, where the max

operators choose the leading (i.e., most likely) hypothesis given the outcome of a

query and the initially leading hypothesis before any query. The difference between

the two terms is the expected probability gain of a query outcome:

PGpaiq “max
i

Pphi|aiq´max
i

Pphiq (10)

It follows that the expected usefulness of a query according to PG is computed as :

PGpQq “ p
ÿ

ai

Ppaiq ˚max
hi

Pphi|aiqq´max
hi

Pphiq (11)

Finally, Impact is a measure of absolute change, quantifying the usefulness

of a query as the absolute change in beliefs from prior to posterior probability of

the hypotheses conditional on a query outcome (Nelson, 2005) . The expected

usefulness of a query according to Impact can be computed as:

IMPpQq “ p
ÿ

ai

Ppaiq ˚
1
n
˚

ÿ

hi

|rPphi|aiqq´Pphiqs| (12)

Note that with a binary hypothesis space with equi-probable base rates, Impact and

Probability gain are identical (Nelson, 2005).

The above-mentioned utility functions are not only distinct in terms of how

they characterise the goal of the information seeker and how they quantify the di-

agnosicity of information; they also differ in certain inherent properties. For ex-

ample, KL-D and Impact are non-negative measures, meaning that they will al-

ways quantify the expected usefulness of an outcome as being greater than zero

(usefulness paiq ą 0). IG and PG hold the property of additivity meaning that

the expected usefulness of a given outcome equals the additive expected useful-

ness of each outcome (ai = usefulness a1 + usefulness a2...). Some properties,

such as non-negativity, are arguably particularly important when trying to build

a descriptive account of people’s information search behaviour in naturalistic sit-

uations. Non-negative utility functions are able to intuitively capture the notion
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that evidence that holds the pattern and/or probability distribution in a given model

constant can still be epistemically valuable (Coenen et al., 2019; Evans & Over,

1996; Roche & Shogenji, 2018). The utility functions that do not have the property

of non-negativity might, on the other hand, lead one to counter-intuitive conclu-

sions. To explain, consider the scenario in which a criminal investigator has three

suspects under consideration. Imagine that Suspect A is initially the lead suspect

pPpSuspectAq “ 70%q and the remaining two suspects (B and C) have an equal

(lower) probability, i.e., PpSuspectBq “ PpSuspectCq “ 15%. Suppose now that a

new piece of evidence, E1, switches the probabilities of Suspect A and Suspect B

while the probability of Suspect C remains the same, so that PpSuspectB|E1q “ 70%

and PpSuspectA|E1q “ PpSuspectC|E1q “ 15%. As Suspect B has now replaced

Suspect A as the leading suspect (hypothesis), clearly E1 is of great epistemic value,

even though the pattern of the probability distribution given the evidence has re-

mained the same. Given their non-negative features, KL-D and Impact would in

this instance remain true to the epistemic value of information, as they do not ac-

crue solely as a result of a change in the ‘pattern’ of the probability distribution. In

this scenario, KL-D and Impact would quantify E1 as having positive utility, in con-

trast to IG and PG, which would quantify the utility E1 as 0 since it did not decrease

the degree of uncertainty, or Shannon entropy, in the model.

A further demonstration of the potentially problematic nature of negative mea-

sures arises in scenarios in which a learner receives information (e.g., E2) that ac-

tually reduces their belief in a given hypothesis (i.e., posterior probability estimate

is lower than prior probability estimate), and their uncertainty in the environment

therefore increases. In this scenario IG and PG would assign a negative utility value

to E2, whereas KL-D would still produce a value of positive utility given that intu-

itively something was learned, despite leading to more uncertainty in the learner’s

environment (Coenen et al., 2019). In fact, KL-D and Impact will always return a

positive expected utility unless the prior and posterior distributions are exactly the

same, in which case it would return 0 (Nelson, 2008). In a criminal investigation

scenario, finding out a suspect is not the culprit may be pragmatically as important
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as identifying the person who is. Similarly, in a medical diagnosis scenario, being

able to establish that a certain disease (especially if fatal) that was once thought to

be the leading hypothesis is now not very probable, is of extreme value. Therefore,

adopting measures such as KL-D and Impact, that do not quantify the value of infor-

mation simply in terms of reduction in uncertainty might be more appropriate and

avoids making counter-intuitive claims, especially when considering information

search behaviour in naturalistic settings (Coenen et al., 2019; Roche & Shogenji,

2018). This notion however might not necessarily extend to single-hypothesis sce-

narios (which are not tested in our work) in which negative measures such as IG

and PG can act as better predictors of participants’ ratings of the utility of query

outcomes, compared to KL-D, and have been shown to reflect more closely how

participants actually conceive the utility of a given datum, e.g., at times, negatively

(Rusconi, Marelli, D’Addario, Russo, & Cherubini, 2014).

Overall the above points illustrate that quantifying the expected value of an

outcome (evidence), even in information-theoretic terms, is not trivial. We note that

future research considering information gain measures may therefore benefit from

using different types of entropy metrics, beyond Shannon. For example, Crupi and

Tentori (2014) discuss information gained based on quadratic entropy. Crupi, Nel-

son, Meder, Cevolani, and Tentori (2018) further outline different entropy models,

obtained from mathematics, physics and other domains, that could be extremely

useful in devising a descriptive theory of human information search behaviour.

The change or divergence between probability distributions (i.e., prior to pos-

terior beliefs) that utility functions, such as KL-D 28, measure, assumes a Bayesian

method of belief updating, such that posterior probabilities Pphi|aiq are calculated

via Bayes’ theorem :

Pphi|aiq “ Pphiq ˚
Ppai|hiq

Ppaiq
(13)

In Equation 13, the prior Pphiq represents how likely each hypothesis phiq is,

28For simplicity, throughout this chapter we will use KL-D when making illustrative examples
regarding utility functions.
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and the likelihood Ppai|hiqrepresents how likely it is that a query outcome ai is ob-

served given hi is true. The posterior Pphi|aiq is therefore a function of the observed

outcome ai and prior knowledge about the likelihood of the hypotheses considered.

Bayesian OED models assume that people not only update their beliefs as de-

scribed by Equation 13, after finding out the outcome of a query in order to inform

subsequent information search decisions, but also that people follow these compu-

tations to predict the most informative query, before observing any outcome. As

such, according to OED principles, when selecting a query people calculate its ex-

pected usefulness by weighting each of the outcome’s diagnosticities by the prob-

ability of obtaining each outcome (Coenen et al., 2019). This, in turn, depends

on the prior probability of each hypothesis, and the conditional probabilities of the

outcomes given each hypothesis. Despite the apparent complexity of these compu-

tations, OED models have been argued to provide the best available computational-

level description of human behaviour in many probabilistic information search tasks

(Gureckis & Markant, 2012; Markant & Gureckis, 2012; Nelson, McKenzie, Cot-

trell, & Sejnowski, 2010; Wu, Meder, Filimon, & Nelson, 2017).

Notwithstanding the merits of OED models, we argue that alternative

information-gathering strategies should be considered in theoretical frameworks

of information acquisition as they may capture some richer aspects of human

behaviour currently overlooked by OED models. Identifying these alternative

strategies, or motivators of inquiry, may shed more light on the psychological un-

derpinnings of people’s information seeking behaviour in a variety of contexts.

This would help fill important gaps in the development of realistic descriptive

models of inquiry able to account for the information-seekers’ preferences within

different contexts and move beyond standard OED explanations that assume people

are integrating across all possible hypotheses and always aiming to maximise the

information gained from their actions when determining the most useful item of

information (Markant, Settles, & Gureckis, 2016).
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5.1.2 Empirical work testing OED models

Bayesian OED models have so far been used to describe and predict information

acquisition and evaluation in various domains including causal reasoning (Bramley,

Lagnado, & Speekenbrink, 2015), eye-movements in visual perception (Najemnik

& Geisler, 2009), hypothesis testing (Nelson, 2005), categorization (Meder & Nel-

son, 2012; Nelson et al., 2010) and children’s exploratory behaviour (Ruggeri &

Lombrozo, 2015; Schulz, Gopnik, & Glymour, 2007). As such, these models have

unified a diverse number of inquiry tasks under a single framework.

Most research that has addressed people’s ability to identify useful queries has

used a single utility function to calculate each query’s usefulness. However, in many

evidence-gathering situations, more than one utility function might reasonably ap-

ply (Klayman & Ha, 1987; Oaksford & Chater, 2003). Nelson (2005) re-analyzed

the tasks employed in several studies (Skov & Sherman, 1986; Slowiaczek, Klay-

man, Sherman, & Skov, 1992; Oaksford & Chater, 2003; McKenzie & Mikkelsen,

2007) to identify the predictions of six OED models (employing six different utility

functions) of the value of information, on each task. There was high agreement be-

tween models on which questions were most (and least) useful, and KL-D made the

most exact predictions of people’s choices. In a later study, Nelson, Divjak, Gud-

mundsdottir, Martignon, and Meder (2014) simulated environmental probabilities

designed to maximally differentiate theoretical predictions of the different utility

functions, and tested participants’ information-seeking behaviour in these environ-

ments embedded in a binary categorization task. Results suggested that in this con-

text, PG was the primary basis for the subjective value of information. Overall,

more research is needed to disentangle the competing models (Meder & Nelson,

2012), which remains an important issue for the normative analysis of search be-

haviour and people’s sensitivity to the diagnostic value of queries (Crupi & Tentori,

2014; Oaksford & Chater, 1994).

Within psychology, two of the most widely employed tasks to study informa-

tion search behaviour are the 20-Question game, and the Planet Vuma scenario (for

a comprehensive review of these, and other, tasks see Coenen et al., 2019). The
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20-Question game is a deterministic task in which there are n persons (hypotheses

h1...hn) and m binary-outcome features (queries: Q1... Qm). The goal in this task

is to identify a randomly drawn target person by asking questions about the binary

features from a pre-defined set, each pertaining to whether some feature is present

or absent in the target person. Researchers have demonstrated that in this task,

both children and adults seek information in a Bayesian OED congruent manner

(Navarro & Perfors, 2011; Nelson et al., 2014; Ruggeri & Lombrozo, 2015). Stud-

ies have also employed the Planet Vuma scenario, a non-deterministic task in which

the goal is to categorize a fictitious alien into one of two species (hypotheses h1 and

h2) by querying a pre-specified set of (binary-outcome) features. These studies have

similarly reported that people typically have good intuitions about what queries are

more informative as quantified by Bayesian OED models (McKenzie, 2006; Nelson

et al., 2010; Skov & Sherman, 1986; Slowiaczek et al., 1992; Wu et al., 2017).

Although OED principles provide an adequate computational-level method to

account for people’s behaviour in these tasks, from a descriptive perspective they

lack explanatory power and an ability to fully account for the cognitive underpin-

nings of query evaluations (Coenen et al., 2019). Even in circumstances in which

selection behaviour and OED model predictions are aligned, there remains ambi-

guity surrounding how people select queries that are considered to be normatively

optimal by these OED models. For instance, research has identified heuristics that

people employ when judging the expected informativeness of queries and has shown

that these heuristics closely approximate Bayesian OED model predictions. For

example, in non-deterministic tasks, the ‘feature (likelihood)-difference’ heuristic

(Nelson, 2005; Slowiaczek et al., 1992) predicts that people select the query with

the largest absolute difference in feature likelihoods for either query outcome. This

heuristic has been shown to consistently select the query with the highest infor-

mative value (measured by an OED model with utility function ‘Impact’; Nelson,

2005) in tasks with binary-outcome queries. Similarly, the ‘probability of certainty’

heuristic predicts that in deterministic tasks such as the 20-Question game (again,

built with binary-outcome queries), people select the query with the highest proba-
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bility of an outcome that grants certainty about the true hypothesis. This heuristic

has been described as a type of generalized IG model, making analogous predic-

tions to Bayesian OED models (Nelson et al., 2010). Finally, in tasks with large

hypothesis spaces, such as the 20-Question game, the ‘split-half’ heuristic agrees

with OED principles by identifying the feature that comes closest to being true in

half of the hypotheses, as the most informative feature (Navarro & Perfors, 2011;

Nelson et al., 2010). More generally, a recent theoretical algorithmic demonstration

was given by Crupi et al. (2018) illustrating how heuristics may successfully iden-

tify queries with maximal informative value, as quantified by different Bayesian

OED models, in both one-shot, step-wise and sequential planning tasks.

Given the psychological complexity of OED principles, it seems plausible that

people use heuristics to evaluate the utility of queries. In real-world situations in-

volving information acquisition it would be computationally intractable and psy-

chologically implausible to simulate the impact of all possible outcomes on each

hypothesis, assuming all possible outcomes are even known (Bramley, Mayrhofer,

et al., 2017; Coenen et al., 2019; Huys et al., 2012). The fact that these heuris-

tics have been shown to make predictions corresponding to those of Bayesian OED

models ultimately raises concerns about the descriptive abilities of OED models.

Moreover, given that these heuristic strategies (i.e., split-half and probability of cer-

tainty) are only valid in probabilistic contexts with either binary-outcome queries

(i.e., 20 Question game) or binary-hypotheses (i.e., Planet Vuma scenario), more

empirical work is needed to investigate the possible strategies that people may em-

ploy in differentially motivated tasks and in different probabilistic contexts. As

such, the widespread use of tasks comprising of a binary-hypothesis space or of

binary-state features may have left an array of alternative strategies undetected. In

addition, it is crucial to explore the psychological processes and motivations under-

lying the use of these alternative strategies, in order to build a theoretical framework

that has both descriptive and predictive value.

As the majority of preceding work has focused on determining whether infor-

mation search behaviour matches the core predictions of optimal information search
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models, there is a need to investigate not only what inquiry strategies people use, but

also how these are selected in different environments. Other than “OED friendly”

heuristics, it is also possible that people use an entirely different set of strategies in

order to balance the trade-off between computation, accuracy and processing limits

when selecting and evaluating information. Gureckis and Markant (2009) demon-

strated that people adopt specific strategies when searching for information in a

variation of the task ‘Battleship’. These strategies were adapted as they progressed

throughout the task, with participants starting with an ‘exploratory’ strategy that

deviated from OED predications, before moving onto a more ‘exploitative’ strat-

egy at later stages (which followed OED principles more closely). Similar find-

ings were reported by Ruggeri and Lombrozo (2015), who showed that children’s

question-asking behaviour in a 20-Question game could be accounted for by par-

ticular strategies (hypothesis- scanning and constraint-seeking; Mosher & Hornsby,

n.d.) and that these were adaptively implemented throughout the task.

In addition to discriminatory strategies, people have been found to employ

confirmatory strategies, displaying both integrative and selection (positive testing)

biases in favour of a specific leading hypothesis (see e.g., Hahn & Harris, 2014). For

example, during sequential learning people often only maintain a single hypothe-

sis, which is adapted, given new evidence (Bramley et al., 2015; Bramley, Dayan,

Griffiths, & Lagnado, 2017; Markant & Gureckis, 2014). Moreover, when choosing

interventions to learn about a causal system, people were found to adaptively alter

their behaviour between adopting a discriminatory and a confirmatory strategy in or-

der to balance their expected performance and cognitive effort (Coenen, Rehder, &

Gureckis, 2015). Adopting confirmatory strategies, may come into conflict with the

discriminatory nature of OED principles. It is worth nothing however, that certain

Bayesian inductive confirmation measures such as L and Z 29, have recently been

proposed as quantifiers of confirmation assessments in human reasoning, though

further empirical work is still needed to determine whether these models are psy-

29Measure L is connected with the log likelihood ratio measure first conceived by Alan Turing (as
reported by Good (1950), pp. 62–63). Measure Z has been recently advocated by Crupi, Tentori, and
Gonzalez (2007). For formal definition of these measures see Crupi et al. (2007) and Mastropasqua,
Crupi, and Tentori (2010)
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chologically plausible (Crupi et al., 2007; Mastropasqua et al., 2010; Rusconi et

al., 2014). Ultimately, given that information seeking does not occur in a vacuum,

confirmatory strategies might be sensible strategies to employ if the single hypoth-

esis addresses a learner’s cogitated goal. Arguably, what behaviour is considered

optimal should depend on the belief-system and goals of the agent. Researching

how certain factors, including task context, difficulty, and framing, impact strat-

egy selection during inquiry would enable us to better explain and predict inquiry

behaviour in a range of different environments – whilst accounting for particular

contextual factors and circumstances of the learner.

Many learning problems and information-seeking situations involve a tiered

structure of super-ordinate goals as well as sub-ordinate-goals. It is therefore possi-

ble that confirmatory and discriminatory strategies may be selectively employed in

order to reach different sub-goals, nested under the same super-goal. This fits with

the notion that during self-directed learning people divide a problem into individual

sub-components. For example, in the Battleship task, a learner’s super-goal is to

find out which ships are hidden. They might break this down by first approximat-

ing the ships’ locations, and then subsequently determining their sizes. Markant

et al. (2016) carried out an empirical task that resulted in the majority of people

decomposing a 3-way categorization task into a series of 2-way classification tasks

(sub-goals) despite the super-goal being to learn all three categories.

Whereas OED principles can make predictions about how to address each in-

dividual sub-goal, they do not naturally capture the process of partitioning a space

into subsets of goals, and do not account for the determinants of these sub-goals.

Consider these three analogous situations: a physician trying to discern between

multiple plausible diagnoses, a crime investigator trying to discern between multi-

ple plausible suspects and an employer trying to discern between multiple plausible

interviewees. Although the super-ordinate goal in each case is apparent (i.e., cor-

rectly identifying the diagnosis, suspect or candidate), people may introduce dif-

ferent sub-goals and adopt different strategies to achieve the super-goal, such as to

initially narrow the hypothesis space down from three to two hypotheses. For exam-
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ple, whereas one crime investigator might prefer to initially exclude a suspect, a dif-

ferent investigator might prefer to identify a frontrunner suspect at the outset of the

investigation. These differential pre-inquiry preferences (e.g., exclude a hypothesis

at the outset or obtain a frontrunner or leading hypothesis at the outset) would de-

termine how queries and outcomes are evaluated in ways that, in some cases, could

diverge from OED principles. To explain further, within the same probabilistic con-

text a person motivated by ‘exclusion’ would value the query whose outcomes are

more likely to decrease the probability of one hypothesis as being more useful or

‘informative’. In contrast, someone driven by obtaining a ‘frontrunner’ would rate

that same query as being of less informative value. Identifying the presence of these

motivated strategies and establishing whether they could be accounted for within an

OED framework merits investigation given that they are at the very core of under-

standing how people select and evaluate queries in information seeking paradigms.

Moreover, they are likely to influence how subsequent information is sought and

evaluated, thereby influencing the sense-making process as a whole.

5.2 Experiments 4-7
In the first four experiments of this chapter, we investigated how people acquire and

evaluate information in a variety of probabilistic contexts, focusing on unearthing

the reasoning that underlies people’s information seeking behaviour in both one-off

and step-wise search paradigms. This allowed us to move beyond simple demon-

strations of OED principles, and help explain and predict information acquisition

behaviour in different environments, given the particular strategic preferences of

the information seeker. To further our understanding of these processes, we ex-

plored not only how people evaluate queries, but also query outcomes, an approach

that is often neglected in the psychological literature of human inquiry (one excep-

tion is Rusconi et al., 2014). Within the OED framework, a query’s expected value

is a weighted average of the value of each of its possible outcomes, therefore the

value of outcomes may be seen as more basic than the value of a query. Explor-

ing how people evaluate outcomes may thus shed light on how they are evaluating
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queries. For example, the space of outcomes that people consider might strongly

influence the value assigned to a query. Moreover, this approach will allow us to ex-

plore, in Experiment 7 (adopting a step-wise paradigm), how receiving unexpected

as well as expected outcomes affects belief updating – which is an often neglected

aspect of information-search. Optimal query selection does not guarantee optimal

belief revision. As such, despite obtaining all the available pieces of information,

once can still make information integration and evaluation errors (Slowiaczek et al.,

1992). Experiment 7 therefore aims to understand how people treat the acquired

information.

In all of our initial four experiments of this chapter, we adopt OED princi-

ples to generate statistical environments in which the expected utility of the queries

varies within Bayesian OED models with different built-in utility functions (KL-D,

IG, PG and Impact) – both negative and non-negative. This allowed us to explore

people’s sensitivity to diverse probabilistic contexts when evaluating queries and

outcomes, and to ascertain how well different OED models agree with one another

as well as with participants’ behaviour. In addition, to obtain a descriptive account

of people’s queries and outcome evaluations, we used think-aloud methods to ex-

tract the reasoning explanations attached to their query selections. These methods

provide a solid basis for identifying the mental processes underlying complex tasks

and can provide rich data on such cognitive processes (Salkind, 2010). Ultimately,

they allowed us to identify the principal strategies and motivators that underlie par-

ticipants’ information acquisition behaviour (such as obtaining a ‘frontrunner’ hy-

pothesis) and assess factors that influence the adoption of these strategies.

As the vast majority of information search tasks employed in the psychological

literature are abstract in nature (e.g., Planet Vuma scenario and variants), we de-

cided to embed our models within a more naturalistic crime investigation task. This

realism is engaging enough to motivate participants even without the use of specific

reward functions. Using a crime investigation task allowed us to naturally extract

the different motivated strategies that might underlie participants’ selections, such

as obtaining a ‘frontrunner’ suspect versus eliminating a suspect, whilst holding the
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same super-goal of carrying out an effective investigation. Moreover, identifying

people’s strategic preferences when searching for information in this context could

have useful implications for real-world crime investigation, where, for example,

confirmatory search strategies have been associated with biased case construction

and ultimately miscarriages of justice (Ormerod et al., 2008).

Given the critical role of the first inquiry in step-wise and sequential

information-seeking tasks (Nelson et al., 2014; Wu et al., 2017), Experiments

4–6 focused on participants’ first (and only) search action in a ‘one-shot’ paradigm.

In Experiment 7 we address additional questions relating to the influence of strate-

gies cognizant at the outset of subsequent search decisions and belief updating,

through the use of a step-wise paradigm.

Using a criminal investigation task rendered the problem tractable in experi-

ments featuring the one-shot paradigm. As such, being tasked as an investigator

who is trying to solve a crime – but has only a single opportunity at collecting

evidence – makes the optimal solution to select the query that is most likely to

maximise the posterior probability across suspects, given that this equates to the

probability of choosing the suspect who is most likely to be the true culprit. The

set-up of our one-shot experiments (Experiments 4–6) therefore allowed us to di-

rectly evaluate the optimality of participants’ behaviour in environments in which

this optimality is less contentious and tractable. Given the nature of our task, and

the use of uniform priors in all of our probabilistic environments, the optimal strat-

egy described above actually equates to PG (as defined in Equation 11). Typically,

in tasks employed in the extant psychological literature of human information ac-

quisition it is not always clear which OED measure should be employed in a given

context. This would depend on how the measures characterise the goal of the infor-

mation seeker, for example increasing classification accuracy, as well as how they

quantify informational value. However, our set-up enabled us to assess whether

participants’ information acquisition behaviour is reflective of any OED measure,

and more specifically whether it is ‘optimal’ when compared to predictions of a PG

model.



144

Given the computational burden imposed by the utility functions, which might

be infeasible in naturalistic information search situations, we included an additional

simplified ‘heuristic’ version of the PG model for comparison purposes, which we

call the Probability Gain Heuristic (PGH). Including this model allowed us to es-

tablish whether participants might be reasoning within the realm of OED frame-

works, in that they are rationally following the principles of wanting to maximise

the chance of obtaining a high posterior probability in the suspect pool, but are do-

ing so via a simplified version of the underlying model. Our PGH model is defined

in the same way as the PG model (see Equations 10 and 11), bar the fact that when

calculating a query’s expected utility, Ppai) is defined as 1
n where n is the number

of outcomes of a given query. This simplifies the computation people have to make

significantly compared to the standard way of computing Ppai) following the law of

total probability:

Ppaiq “ Ppai|hiq ˚ phiq`Ppai| hiq ˚Pp hiq (14)

Overall, experiments 4-7 we compare participants’ behaviour to the predic-

tions of four different OED models, fitted with different utility functions (KL-D,

IG, PG and Impact) and one model fitted with a PG utility function but assuming

equal outcome priors (PGH). All models are parameterized using participants’ own

beliefs to increase the informativeness of our normative comparisons.

5.3 Experiment 4
In Experiment 4 we explored people’s information-seeking behaviour in four differ-

ent probabilistic contexts. This experiment was primarily exploratory as we aimed

to identify people’s search strategies (i.e., obtain a frontrunner vs. eliminate a sus-

pect) and determine how these fit with OED principles. We introduced more com-

plex probabilistic models that were used in previous research, with a ternary hypoth-

esis space and both binary- and ternary-outcome queries. All probabilistic models

were based on a three-node CBN. Our BN comprised of one hypothesis node (Bur-

glar – representing the identify of the burglar) and two query nodes (Burglary Time,
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Primary Item Stolen), connected in a common cause structure (see Figure 19). We

built four models with different sets of conditional probability tables capturing the

prior probability of each query outcome conditioned on each combination of states

of the hypothesis node. Each model was integrated into a one-shot information-

seeking crime investigation paradigm, described further in section 5.3.2. Informed

Bayesian OED (IB-OED) models, parameterized with participants’ own stated pri-

ors of causes were used as normative benchmarks against which to assess the accu-

racy of participants’ evaluation of queries and outcomes. Additionally, participants’

query selection behaviour was classified in relation to different strategies identified

through participants’ own think-aloud responses and these strategies were subse-

quently related back to IB-OED model predictions.

5.3.1 Bayesian OED models

Our BNs were built in R using the package gRain (Højsgaard, Edwards, & Lau-

ritzen, 2012). Each network had a three-node structure (see Figure 19) with a

ternary-state hypothesis node, ‘Burglar’ (hypotheses: Suspect 1, Suspect 2, and

Suspect 3), one binary- outcome query node, ‘Burglary Time’ (outcomes: day and

night) and one ternary-outcome query node, ‘Primary Item Stolen’ (outcomes: jew-

ellery, electronics and money).

Burglar

Primary
Item Stolen

Burglary
Time

Figure 19: CBN structure. Graphical representation of CBN utilised in Experiments 4-6.

To fully parameterize the network, we used uniform priors for the hypothesis

(Burglar) node: in all models, PpSuspect1q “ PpSuspect2q “ PpSuspect3q “ 1
3 .
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Table 14: Experiment 4: Conditional Probability Table with parameters employed in each
model. N.B. for Si, i is a suspect P{1, 2, 3}.

Hypothesis PpDay|Siq PpNight|Siq PpJewellery|Siq PpElectronics|Siq PpMoney|Siq

Model 1
S1 0.49 0.33 0.4 0.66 0.66
S2 1.1 1.25 0.4 0.92 0.92
S3 0.72 0.51 0.27 0.8 0.8

Model 2
S1 1.03 0.44 0.65 0.66 0.66
S2 0.55 0.55 0.5 0.92 0.92
S3 0.9 0.49 0.3 0.8 0.8

Model 3
S1 1.03 0.44 0.65 0.4 0.4
S2 0.55 1.14 0.65 1.18 1.18
S3 0.9 0.49 0.3 0.7 0.7

Model 4
S1 0.49 0.33 0.4 0.4 0.4
S2 1.1 1.25 0.4 1.18 1.18
S3 0.72 0.51 0.27 0.7 0.7

The conditional probabilities of each state of each query node (Burglary Time and

Primary Item Stolen) given each state of the parent node (Burglar) were specified

for each Model i where i P t1,2,3,4u (see Table 14). In all models the hypotheses

were mutually exclusive and exhaustive: one and only one of the suspects commit-

ted the burglary. Modelling our probabilistic model as a BN allowed us to uphold

the condition of conditional independence ensuring that the evidence in our model

was probabilistically independent given the hypotheses (Jarecki, Meder, & Nelson,

2013). This is important in the present case as without this assumption the infor-

mational utility (i.e., KL-D) of different queries would not be computable from the

individual likelihoods.

Once a probabilistic BN model was built, we added a function that computed

the expected utility of each query relative to the probabilistic models specified in

Table 14. As such, for each of the four models parameterised as presented in Table

14, we created five versions, each measuring the expected utility of each query and

outcome with a different built-in utility function computation (KL-D, Impact, PG,

PGH and IG). As can be seen from Table 15, this means that the query predicted to

be ‘optimal’ differed both across utility functions, and across models.

For example, in Model 1 KL-D predicted ‘primary item stolen’ to be the most

informative query and in Model 3 KL-D predicted ‘burglary time’ to be the most

informative query. In fact, we selected parameters seen in Table 14 so that accord-
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Table 15: Experiment 4: Expected utility value of each query outcome (ai) and each query
(Qi) predicted by each utility function in each probabilistic model.

Utility Function
a1

Day
a2

Night
Q1

Burglary Time
a3

Jewellery
a4

Electronics
a5

Money Q2 Primary Item Stolen

Model 1

KL 0.49 0.33 0.4 0.66 0.66 0.66 0.66
IG 1.1 1.25 0.4 0.92 0.92 0.92 0.66
PG 0.72 0.51 0.27 0.8 0.8 0.8 0.47

PGH 0.72 0.51 0.28 0.8 0.8 0.8 0.47
Impact 0.26 0.18 0.21 0.31 0.31 0.31 0.31

Model 2

KL 1.03 0.44 0.65 0.66 0.66 0.66 0.66
IG 0.55 0.55 0.5 0.92 0.92 0.92 0.66
PG 0.9 0.49 0.3 0.8 0.8 0.8 0.47

PGH 0.9 0.49 0.36 0.8 0.8 0.8 0.47
Impact 0.38 0.21 0.27 0.31 0.31 0.31 0.31

Model 3

KL 1.03 0.44 0.65 0.4 0.4 0.4 0.4
IG 0.55 1.14 0.65 1.18 1.18 1.18 0.4
PG 0.9 0.49 0.3 0.7 0.7 0.7 0.37

PGH 0.9 0.49 0.36 0.7 0.7 0.7 0.37
Impact 0.38 0.21 0.27 0.24 0.24 0.24 0.24

Model 4

KL 0.49 0.33 0.4 0.4 0.4 0.4 0.4
IG 1.1 1.25 0.4 1.18 1.18 1.18 0.4
PG 0.72 0.51 0.27 0.7 0.7 0.7 0.37

PGH 0.72 0.51 0.28 0.7 0.7 0.7 0.37
Impact 0.26 0.18 0.21 0.24 0.24 0.24 0.24

ing to two utility functions (KL-D and IG), in one model the query ‘burglary time’

would be more informative than the alternative query (e.g., for KL-D by about 0.25

bits 30), in another model the query ‘primary item stolen’ would be more infor-

mative than the alternative query (again for KL-D by about 0.25 information bits),

and in two models the queries would be of approximately equal informative values

(both high or both low). Contrastingly, the prediction of utility functions Impact,

PG and PGH were largely the same across the probabilistic environments, with ‘pri-

mary item stolen’ being of greater informative value compared to ‘burglary time’ in

three scenarios, and of equal informative value to ‘burglary time’ in one scenario.

As previously discussed, given the investigative nature of our task and the param-

eterisation of our networks, PG and PGH predictions would be considered to be

the optimal solutions in all of the probabilistic environments adopted in the present

experiment. This is due to the fact that these measures are motivated by maximis-

ing the probability of increasing a suspect’s probability of being the culprit as close

30This is arguably a ‘noticeable’ difference and one congruent to the difference in informativeness
of features reported by previous studies in the literature (e.g., see Nelson (2005) and Wu et al.
(2017)). In Skov and Sherman (1986), a ‘low informativeness’ feature had KL- D value of 0.001,
a ‘medium’ informativeness feature of 0.08 bits and ‘high’ informativeness feature of 0.15. Our
informative value differences exceeded this significantly.
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to 1 as possible, which is intuitively the optimal strategy to employ in a one-shot

investigation task.

Overall, our set-up allowed us to explore: (a) how the predictions of the most

informative query and outcome differed between utility functions; (b) people’s sen-

sitivity to different probability contexts when evaluating queries and outcomes, and

how this relates to the predictions of the various IB-OED models; (c) the optimal-

ity of participants’ decisions when considering PG-based models to be the optimal

solutions in the probabilistic environments embedded in the present task; (d) the

adaptiveness of their search strategies across these contexts; and (e) how the choices

stemming from their search strategies related to the different IB-OED model pre-

dictions. Moreover, it allowed us to explore people’s preferences for a ‘frontrunner’

strategy versus an ‘elimination’ strategy given that, for example, according to KL-D

and IG one query would guarantee the identification of a frontrunner (primary item

stolen), and the alternative query (burglary time) could, given a certain outcome,

lead to the identification of a higher frontrunner, but, given a different outcome, it

mainly helped eliminate a suspect.

The values in Table 15 were computed as described in Equation 7 to Equation

12 (for an example calculation see Appendix A.1). This could then be compared

against the computed KL-D for primary item stolen to evaluate queries. Similar

steps were carried out to compute the usefulness of the queries and outcomes ac-

cording to IG, PG and Impact, utilising the pertinent equations (Equation 9 to Equa-

tion 12) previously outlined. As mentioned above, we included a fifth model, PGH ,

that used a PG utility function and assumed all outcomes had equal priors and thus

were equally likely to occur given that query’s selection (see Equation 14).

5.3.2 Methods

Here I present the general methods used in Experiments 4–6 (the one-shot tasks).

5.3.2.1 Participants

We tested 264 participants (Nmales = 88, Mage = 34.8 years; SD = 11.9) who were

recruited from Prolific Academic and completed the study online using Qualtrics.
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All participants were native English speakers, who gave informed consent, and were

compensated £1.20 for taking part in this experiment, which took on average (me-

dian) 13.2 minutes to complete.

5.3.2.2 Design and Materials

A between-subject design was adopted. Participants were randomly allocated to one

of four conditions (nCondition1 “ 66, nCondition2 “ 67, nCondition3 = 64, nCondition4 =

64). All participants were presented with the same cover story in which they acted as

crime investigators in a specialized burglary division. Participants in each Condition

i (Ci) were required to reason with a Model i, where i in t1,2,3,4u, parameterized

as outlined in Section 5.3 so that the expected informative value of the two queries

differed across OED models with different built-in utility functions and within some

of these, the expected utility differed across probabilistic environments (see Tables

14 and 15). All participants completed the same one-shot task described in the

subsequent section. For task materials visit OSF, https://osf.io/tkr4v/?view

only=ad014608617841a88e78e895574c8098.

5.3.2.3 Procedure

Participants in each condition were initially presented with a cover story within

which they were asked to imagine they were criminal investigators. They were told

that they were being transferred to the burglary division of a different district and,

before being involved in any new investigation, they were required to review the

district’s burglary statistics and the criminal records of the (three) burglars known

to operate in the area. The criminal records of the burglars contained information on

the ‘modus operandi’ they utilised in past burglaries, in relation to the time of day

they operated in and the items they primarily stole. As such, participants were pro-

vided with the percentages (likelihoods) that each burglar operated during the night

(10 pm to 10 am), or during the day (10 am to 10 pm) and primarily stole electron-

ics, money or jewellery. They were told that these percentages were based on all

the burglaries that each burglar had ever committed in the area and that each burglar

had committed an equal number of burglaries. In this manner, participants in each

condition were given information on their respective model (i.e., variables present,

https://osf.io/tkr4v/?view_only=ad014608617841a88e78e895574c8098
https://osf.io/tkr4v/?view_only=ad014608617841a88e78e895574c8098
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causal relationships between these, uniform priors of hypotheses and conditional

probabilities within the model). This information was presented to participants in

both textual and tabular format in an accessible manner and was made available to

them throughout the task. Participants were also provided with explicit instructions

on the mutually exclusive and exhaustive nature of the hypotheses.

After having reviewed this information, participants were told that a new bur-

glary had occurred in their neighbourhood and they were asked to investigate the

new case. At this point, prior probabilities of each burglar being the culprit of this

burglary were elicited from participants to see if the uniform priors had been ac-

cepted. Subsequently, participants were asked to select one of two investigative

queries: ‘burglary time’ (to find out whether the burglary occurred during the day

or night) and ‘primary item stolen’ (to find out whether electronics, money or jew-

ellery were primarily stolen), keeping in mind they were able to make only one

investigative inquiry throughout the task. The query selection question was asked

in a manner that would not prime participants to adopt a particular strategy: “Please

choose the query that you believe will be most useful for this investigation”. Follow-

ing the query selection, participants provided a textual explanation for their choice

in response to the question: “Please explain the reasoning behind your choice in

as much detail as you can in the text box below”. No word limit was imposed.

Subsequently, participants proceeded to indicate on a Likert scale ranging from (0

- not useful at all to 10 - extremely useful), the usefulness of each query (‘burglary

time’ and ‘primary item stolen’) as well as of each query outcome (‘day’, ‘night’,

‘money’, ‘jewellery’ and ‘electronics’).

Participants did not find out the outcome of the query they selected and were

not required to make any judgments on the culpability of the suspects, when select-

ing a query; they were thus only required to evaluate its expected value. The task

ended once query and outcome ratings were elicited.
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5.3.3 Results

5.3.3.1 Prior Probabilities

The percentage of participants who correctly31 estimated the prior probabilities of

all three suspects was 76% in Condition 1, 76% in Condition 2, 73% in Condition 3

and 81% in Condition 4. These high percentages allow us to conclude that partici-

pants overall accepted the uniform priors given to them. Nonetheless, as previously

mentioned, all analyses will evaluate participants’ behaviour against individually

fitted models parameterized with their own stated priors.

5.3.3.2 Query Selection

Within each condition, we obtained the proportion of participants who selected each

query. The percentage of participants who selected ‘primary item stolen’ were:

78.8% in Condition 1, 83.6% in Condition 2, 73.1% in Condition 3 and 75% in

Condition 4. Pearson’s Chi-Square test of independence indicated that these pro-

portions did not differ between conditions, χ2p3q “ 2.45, p “ 0.48. The major-

ity of participants in each condition preferred querying ‘primary item stolen’, thus

suggesting that people may not be sensitive to the change in a query’s informative

value within different probabilistic environments (according to all measures the two

queries varied in informative value across conditions – see Table 15).

5.3.3.3 Utility Function Model Comparisons

The breakdown of the percentage of participants for whom each utility function pre-

dicted each query to be the most informative, or for them to be equally informative32

in each condition can be seen in Table 16.

To ascertain how well each utility function is able to predict people’s choice

proportions (seen in Table 16), we built mixed-effects logistic regression models

for each utility function, using the package lme4 in R (Bates et al., 2014). All

31In all experiments, an estimate was considered to be correct if it fell within ˘ 2.5% of the
normative estimate (in this case 33.3%)

32Two queries were deemed to be of pragmatically equally informative value if they were within
0.05 bits of each other. This was done to increase the fairness of our comparisons by not expecting
participants to notice a difference in the expected informative value of queries if they were within a
certain range of each other.
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Table 16: Experiment 4: Percentage of predictions made by each utility function in each
condition favouring burglary time, primary item stolen, or evaluating them as
equal, and percentage of participants who queried Burglary Time (represented
in Burglary Time >Item Stolen column) and Item Stolen (represented in Item
Stolen >Burglary Time column).

Utility
Function

Burglary Time
>

Item Stolen

Item Stolen
>

Burglary Time

Item Stolen
=

Burglary Time

Condition 1

KL-D 0% 100% 0%
IG 0% 100% 0%
PG 0% 94% 6%

PG H 1.5% 92.5% 6%
Impact 0% 89.4% 10.6%

Participant Choice 21.2% 78.8% -

Condition 2

KL-D 0% 12% 88%
IG 0% 12% 88%
PG 0% 94% 6%

PG H 3% 92.5% 4.5%
Impact 0% 13.5% 86.5%

Participant Choice 16.4% 83.6% -

Condition 3

KL-D 95.5% 1.5% 3%
IG 95.5% 1.5% 3%
PG 3% 82% 15%

PG H 10.5% 4.5% 85%
Impact 8% 10% 82%

Participant Choice 26.9% 73.1% -

Condition 4

KL-D 0% 9.4% 90.6%
IG 0% 9.4% 90.6%
PG 0% 94% 6%

PG H 1.5% 95% 3.5
Impact 0% 9.4% 90.6%

Participant Choice 25% 75% -
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models were fit by maximum likelihood estimation and had an underlying binomial

distribution. Our model-fitting procedure started by initially building a null model

(M0) including a random-effect with intercept for ‘Subject’ only and ‘Participant

Choice’ as our outcome variable. In addition, we built a model (M1) that included

‘Scenario’ as a sole fixed-effect predicting our outcome variable, in order to ascer-

tain whether the distribution of participants’ choices varied across scenarios (M1).

A likelihood ratio test between M1 and M0 confirmed the findings that participants’

query selections did not significantly vary across scenarios, χ2p3q “ 2.45, p“ 0.48.

After building our intercept-only model, we iteratively increased model com-

plexity by including the pertinent ‘Utility Function’ as the only predictor (M2), both

‘Scenario’ and ‘Utility Function’ as predictors (M3) and finally ‘Scenario’, ‘Utility

Function’ and the interaction ‘Scenario * Utility Function’ as predictors (M4) of

our outcome variable (‘Participant Choice’). All models included a random effect

with intercept for ‘Subject’ to account for within-subject correlations. The itera-

tive process was stopped, and a maximal model was chosen, when the likelihood

ratio test showed no improvement from the preceding model. For all utility func-

tions, the maximal model was M2; adding ‘Scenario’ as a predictor did not improve

any model’s fit. All maximal models were checked for overdispersion and under

dispersion and no issues were noted.

The outputs of the mixed-effect logistic regression analyses used to assess the

predictive abilities of each utility function can be seen in Table 17. Through these

analyses we found PG and PGH to be significant predictors of ‘Participant Choice’:

PG, Fp2,261q “ 8, p “ 0.001; PGH , Fp2,261q “ 5.4, p “ 0.005. In contrast, KL-

D/IG, Fp2,261q “ 0.7, p “ 0.5; and Impact, Fp2,261q “ 1.8, p “ 0.17; were not

significant predictors of ‘Participant Choice’.

These findings can be contextualised within the information presented in Table

16. As can be seen, PG and PGH more closely approximate the distribution of par-

ticipants’ query choices by predicting ‘primary item stolen’ to be of greater (or equal

in the case of PGH , Condition 3) value than ‘burglary time’, thus reflecting partic-

ipants’ persistent majority preference for ‘primary item stolen’ across conditions.
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Table 17: Experiment 4: Parameters of the fixed effects estimated via logistic mixed-effects
models, their statistical significance, and odds ratio for the competing models.

Participant Choice = Itemc;
Reference category ‘Participant Choice’= Timec

Model1 Parameter
Estimate

ß
Std. Error

ß t Sig. Odds Ratio
OR 95%CI

Lower

OR
95%CI
Upper

PG

(Intercept) -0.37 1.45 -0.25 0.8 - - -
‘Item’ 1.83 0.47 3.95 <0.0001 6.26 2.5 15.8
‘Time’ 0.37 1.49 0.25 0.81 1.44 0.008 27.5
‘ItemTime1a 0b -

PGH

(Intercept) -0.56 0.63 -0.36 0.72 - -
‘Item’ 2.06 0.65 3.1 0.002 7.9 2.14 28.9
‘Time’ 1.54 0.69 2.2 0.027 4.7 1.2 18.2
‘ItemTime’ 0b - -

KL-D /IG

(Intercept) 1.42 1.46 0.97 0.33 - - -
‘Item’ -0.24 0.35 -0.7 0.48 0.78 0.39 1.6
‘Time’ -0.4 0.37 -1.1 0.26 0.66 0.32 1.4
‘ItemTime’ 0b - - - - - -

IMP

(Intercept) 1.2 1.4 0.86 0.39 - - -
‘Item’ 0.16 0.33 0.49 0.62 1.18 0.61 2.27
‘Time’ -1.6 0.93 -1.7 0.08 0.19 0.03 1.2
‘ItemTime’ 0b - - - - -

a ‘ItemTime’ reflects a prediction of the two queries having equal value defined as an abs.diff
ă 0.05); b Parameter is set to zero due to redundancy; c In our model comparisons we shortened the
variable name ‘primary item stolen’ to ‘Item’ and ‘burglary time’ to ‘Time’; 1 Participant Choice „

Utility Function Prediction + (1 | Subject).

Comparatively, KL-D and IG models predicted ‘burglary time’ to be more informa-

tive in Condition 2 and predicted the two queries to be of equal value in two other

conditions, thereby not reproducing the distribution of participants’ preferences in

these conditions. Finally, Impact displayed an overall lack of discriminative capac-

ity by evaluating the two queries to be of equal value in three out of four conditions

– ultimately also not reflecting participants’ query preferences.

By looking at the odds ratio (OR) values in Table 17 we can see that in the PG

model, a prediction of ‘primary item stolen’ made an equivalent participant choice

of ‘primary item stolen’ 6.26 times more likely than a participant choice of ‘burglary

time’– these odds are significantly higher than those of a PG prediction of ‘item

time’, and ‘burglary time’. Similarly, in the PGH model, a prediction of ‘primary

item stolen’ made an equivalent participant choice of ‘primary item stolen’, 7.9

times more likely than a participant choice of ‘burglary time’. Similarly, a PGH

prediction of ‘burglary time’ made a participant choice of ‘burglary time’ 4.9 times
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more likely than a participant choice of ‘primary item stolen’. Comparatively, the

OR values of KL/IG and Impact predictions are noticeably smaller, intimating they

are worse predictors of participants’ query choices.

In order to compare the competing utility functions models and select the best

approximating models, we used derivatives of Akaike’s Information Criterion (AIC)

measure. The individual AIC values are not interpretable in absolute terms given

that they contain arbitrary constants and are affected by sample size. In order to

compare the different models and measure how much better the best approximat-

ing model is compared to the next best/alternative models, the first step therefore

involved rescaling the AIC and computing ∆AICi by subtracting from the AIC of

each model the AIC of the model with the smallest AIC value:

∆AICi “ AICi´AICmin (15)

This transformation forces the best model to have ∆AIC “ 0 while the rest

of the models have positive values. Although not a definitive rule, a coarse guide

is that models with ∆AIC values less than 2 are considered to be essentially as

good as the best model, Mr, and models with ∆AIC values of up to 6 should not

be discounted (Richards, 2005). Above this, model rejection might be considered,

and models with ∆AIC greater than 10 are considered implausible (Burnham &

Anderson, 2004). By consulting Table 18, we can deduce that PG was the best

model (Mr), PGH was a contender and should not be discounted, and KL/IG and

Impact models should be discounted and can be regarded as implausible models of

participants’ query choices.

Relative model likelihoods – obtained from the differences in AIC values –

are normalized (i.e., divided by the sum of the likelihoods of all models) to obtain

Akaike weights (wi) (Burnham & Anderson, 2004).The Akaike weight is a value

between 0 and 1, with the sum of Akaike weights of all models in the candidate set

being 1, and can be considered as analogous to the probability that a given model is

the best approximating model (although there are some who disagree with this, see

e.g., Bolker, 2008; Link & Barker, 2006; Richards, 2005). From looking at Table
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Table 18: Experiment 4: Likelihood ratio test results, AIC, Deviance, Akaike Weights (w)
and Evidence Ratio (ER) values of the competing models.

Model df AIC ∆AICi wi ERi Deviance χ2

M1
0 2 284.5 - - - 280.5

M2 PG 4 272.2 0 0.92 1 264.2 16.34 2 <0.0001
M2 PGH 4 277.1 4.9 0.08 11.6 269.1 11.4 2 0.003

M2 KL/IG 4 287.2 15 0.0005 1808 279.2 1.3 2 0.51
M2 IMP 4 284.9 12.7 0.0016 572.5 276.9 3.6 2 0.17

1 Participant Choice „ 1 + (1 | Subject).

18 we can see that the PG model has a 92% chance of being the correct model.

Given that almost all of the weight lies in one model, we can conclude that we have

low model selection uncertainty and can be confident of PG’s predictive abilities.

The ‘evidence ratio’ (ER) can be computed as a measure of how much more likely

the best model (r) is to be the best approximated model, than model i:

ER“
expp0.5∆AICrq

expp0.5∆AICrq
(16)

According to ER, our reference model PG is 11.6 times more likely than our

next best model, PGH . This is likely due to the fact that, as seen in Table 16, PG

correctly predicted a majority of participant choices to be ‘primary item stolen’ in

all scenarios, whereas PGH demonstrated less discriminative capacity by predicting

the queries to be of equal value in one scenario. In the probabilistic environments

adopted in the present experiment, it therefore seems that participants are choos-

ing queries in line with the optimal task strategy of maximizing their chances of

maximizing the posterior of one of the suspects, as dictated by a PG measure.

5.3.3.4 Query and Outcome Ratings

In the task participants rated both queries and outcomes on a scale ranging from

0 – not useful at all, to 10 – extremely useful. Participants’ average ratings of

the usefulness of each query as well as each query outcome can be seen in Table

19. A one-way ANOVA showed no significant between-condition difference in

the average usefulness ratings of the queries ‘burglary time’, Fp3,263q “ 0.4, p “

0.76η2
p “ 0.04, or ‘primary item stolen’, Fp3,263q “ 0.9, p“ 0.45,η2

p “ 0.01.
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Table 19: Experiment4: Mean participant ratings of the usefulness of each query and query
outcome per condition on scale ranging from 0 to 10.

Condition 1 Condition 2 Condition 3 Condition 4
M (SD) M (SD) M (SD) M (SD)

Query
Burglary Time 6.08 (2.3) 5.7 (2.2) 5.9 (2.2) 6 (2.3)
Primary Item Stolen 7.8 (1.9) 8.1(1.8) 8.1 (1.8) 7.6 (1.9)

Query Outcomes

Night 5.7 (2.3) 5.3 (1.8) 5.4 (2.1) 5.6 (2.5)
Day 7.2 (2.1) 7.8 (2) 8.1 (2.4) 7.3 (2.3)
Jewellery 7.8 (1.7) 7.7 (1.7) 7.8 (2) 7.4 (2)
Electronics 7.8 (1.7) 7.8 (1.8) 7.9 (1.8) 7.2 (2)
Money 7.8 (1.7) 7.8 (1.7) 7.7 (2.1) 7.3 (2)

Arguably, participants’ actual ratings of the utility of queries and their out-

comes did not reflect those computed by any of the utility functions. For example,

in contrast to participants’ ratings, KL-D and IG predicted query ‘primary item

stolen’ to be most useful in Condition 1, and ‘burglary time’ to be most useful in

Condition 3. Furthermore, although PG’s and PGH’s higher expected utility for

‘primary item stolen’ in Condition 2 and 4 is comparable to participants’ ratings

of the usefulness of this query in these conditions, both of these models predicted

the two queries to be of approximately equal value in Condition 3, which is not

mirrored in participants’ ratings. Finally, Impact predicted the two queries to be of

approximately equal value in Conditions 2–4, which again is not reflective of partic-

ipants’ consistently higher rating of the usefulness of ‘primary item stolen’ across

conditions.

Despite this however, PG-based models were able to predict the qualitative

direction of participants’ query selections better than the alternative models.

In terms of participants’ evaluation of query outcomes, no between-condition

differences were found in the usefulness ratings of query outcome ‘night’,

Fp3,263q “ 0.5, p “ 0.67,η2
p “ 0.006; query outcome ‘day’, Fp3,263q “ 2.4, p “

0.07,η2
p“ 0.03; query outcome ‘jewellery’, Fp3,263q“ 0.76, p“ 0.52,η2

p“ 0.009;

query outcome ‘electronics’, Fp3,263q “ 2.2, p “ 0.08,η2
p “ 0.025; or query out-

come ‘money’, Fp3,263q “ 0.9, p“ 0.41,η2
p “ 0.01.

When comparing participants’ ratings of outcomes to those predicted by the

utility functions (see Table 15 and Table 19), all utility functions except IG reflect

participants’ evaluation of an outcome ‘night’ being less informative than a ‘day’
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outcome for a ‘burglary time’ query in all conditions. All utility functions captured

participants’ evaluation of the three ‘primary item stolen’ outcomes as having equal

utility in all conditions. Despite this, as proven by the above analysis, participants’

ratings of query outcomes did not vary across conditions, which is not reflective of

the computations of any of the utility functions.

To confirm that participants’ usefulness ratings were representative of how they

actually evaluated a query by either selecting it or not selecting it, we computed the

percentage of “rating congruent” responses in each condition. A query choice was

coded as congruent (1) if the participant selected the query that they also rated as

being most useful on the 0–10 Likert scale. If not, a query choice was coded as

incongruent (0). If a participant gave equal ratings to the two queries, their query

choice was coded as congruent regardless of what query was selected. The percent-

age of congruent query selections was: 97% in Condition 1; 100% in Condition 2;

95.5% in Condition 3 and 98.4% in Condition 4. These high percentages allow us

to take participants’ ratings as reliable representations of their evaluation of how

useful they believe a query to be.

Overall, these findings suggest that, in the probabilistic environments that we

embedded in this one-shot criminal investigation task, participants’ query selections

are mostly aligned with models based on probability gain (PG and PGH), which we

acknowledged as the optimal solutions to the task. Despite this, participants’ actual

ratings of the informative value of outcomes was found to mostly deviate from those

computed by our utility functions of interest.

5.3.3.5 Reasoning Strategies

In order to obtain an understanding of the reasoning underlying participants’ query

selections and evaluate whether they aligned with the goals of any utility function,

we analysed participants’ think-aloud responses. Each participants’ think-aloud re-

sponse, explaining their reasoning for selecting a given query (and thus anticipating

it to be more informative), were initially qualitatively analysed and coded with a

single code that simultaneously categorized, summarised and accounted for the re-

sponse (Charmaz, 2006) by a primary rater. Each think-aloud response was there-
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fore attributed a code, drawn directly from the response and not a pre- existing set,

which acted as a descriptive label of an identified strategy. These strategy codes

were derived from explicit statements indicating a motivation of obtaining a desired

outcome as well as explanations of a systematic form of reasoning or motivation.

The list of strategies (with a criteria description of each) was used to finalise a cod-

ing scheme that was agreed upon by a second independent rater who subsequently

coded 50% of the total sample of responses (n = 134) being blind to condition and

the query selection attached to a reasoning response. The second rater was a post-

doctoral researcher familiar with qualitative methods but with minimal information

on the scope of the present experiment. Cohen’s weighted kappa was utilised to de-

termine a high inter-rater agreement between the two raters, κw “ 0.81, p ă 0.001

in the strategy codes attributed to participants’ responses. The strategy codes we

drew from our participant sample (with a description of each and frequency across

conditions) can be seen in Table 20. The frequency of these reasoning codes by

condition can be seen in Table 21. Responses of 41 participants (15%) out of the

total sample were given a code of “n/a” as they did not provide an elaborate enough

think-aloud response for us to attribute it a specific code 33. Subsequent analysis is

carried out on the total sample (264 responses), although the “n/a” code will not be

described further.

In order to explore the adaptability of participants’ strategies across the dif-

ferent probabilistic contexts, we conducted a Chi-square test of independence on

the percentage use of each strategy. Results showed a significant difference in the

percentage of participants who adopted the different strategies between the four

conditions, χ2p18q “ 34.1, p“ 0.01,V “ 0.23. Bonferroni-corrected post-hoc com-

parisons34 however, illustrated that the only strategy whose usage varied across

conditions was ‘symmetry’, χ2p3q “ 21.1, p ă 0.0001. This could be due to the

fact that more participants utilised a ‘differentiation’ strategy in Condition 3 and

33In all experiments, responses that were attributed a code of “n/a” typically comprised of non-
sensical letters, did not state an underlying reason for their selection, e.g., “it was easier”, or stated
one that did not relate to the present set-up, e.g., “could trace merchandise through pawn shops”.

34In all experiments, all post-hoc comparisons utilised Bonferroni corrections at the level of α

m
where α is 0.05 and m is the number of hypotheses tested.
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Table 20: Experiment 4: List of strategies extracted from think-aloud responses with a de-
scription of these, an example response coded with each strategy, and the per-
centage of participants each strategy accounted for across conditions.

Strategy Code Description Example Frequency

Frontrunner
Explicitly indicating a preference for
identifying a lead suspect and thus
obtaining a frontrunner at the outset.

P8: “querying primary item stolen
will narrow down my search to one
main suspect”.

26.5%

Symmetry

Preference for query with ‘symmetric’
parameters, i.e., in which a different burglar
primarily accounts for each
feature/outcome.

P134: “each burglar has a preferred
’main category’ of items they like to steal”. 21.2%

Differentiation

Preference for query with the most
‘percentage difference’ in outcomes across
hypotheses and interest in maximally
differentiating or disambiguating
the hypotheses.

P107: “this was the most differentiating fact
between the three burglars.
I wouldn’t choose the time of day,
because 2 of the 3 burglars perform
burglaries during the night”.

17.4%

Frontrunner +
Zero-sum/

Risk Aversion

Preference for the query that is
less ‘risky’ given that regardless of the
outcome, it increases the probability
of one suspect over the others.

P55: “[Suspect 1] and [Suspect 3] prefer
night-time so if the robbery took place
at night it would be difficult to
distinguish between who did it.
The items that the robbers
took is more likely to point at one
single culprit”

7.2%

Elimination
Preference for eliminating or excluding
a suspect from the
hypothesis space at the outset.

P103: “will help eliminate the likelihood
of one of the suspects committing
the crime.”

5.3%

Highest Percentage
Preference for the query that has
the outcome with the highest percentage
for any given suspect.

P181: “[Suspect 2] commits 95% of his
crimes at night, it will provide me with
the best evidence”.

3.4%

Zero-sum/
Risk Aversion

Avoiding the query whose outcomes
would be almost equally
diagnostic towards two suspects
(“zero-sum reasoning”˚)
and selecting the query whose
outcome has lower evidential value
but was more likely to occur
(“risk aversion” ˚˚).

P.145: “although the percentages for
night/day are more severe, if it’s day,
there is no way of
telling which of the two it is”.

3.4%

˚ In game theory, ‘zero-sum’ describes a game where one player’s gain is a loss to other players.
The zero-sum fallacy in evidence evaluation occurs when evidence is dismissed as non-probative if

it lends equal support to two competing hypotheses (see Pilditch, Fenton, & Lagnado, 2019.)
˚˚We define “risk aversion” as behaviour that occurs when in the trade-off between choosing a

query that holds an outcome of highest evidential value (but lower probability of occurrence) and a
query that holds an outcome of lesser evidential value (but higher probability of occurrence),

participants prefer the latter.

Table 21: Experiment 4: Frequency (count) of reasoning codes by condition.

Condition 1 Condition 2 Condition 3 Condition 4
Frontrunner + Zero-sum/Risk Aversion 2 6 8 3

Elimination 6 3 2 3
Frontrunner 20 20 17 13

Highest Percentage 0 1 2 6
Differentiation 15 4 11 16

Symmetry 14 23 12 7
Zero-sum/Risk Aversion 1 1 4 3

n/a 8 9 11 13
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Condition 4, and ‘symmetry’ and ‘differentiation’ are both concerned with similar

features of a query (i.e., each outcome being diagnostic of a different suspect) and

might be used somewhat interchangeably by participants. The extent to which par-

ticipants adopted a frontrunner, differentiation, highest percentage, and frontrunner

+ zero-sum/risk aversion or elimination strategy did not vary across the four con-

ditions. Post-hoc analysis could not be carried out on the strategy ‘zero-sum-risk

aversion’ given the low numbers present within each cell.

Overall, it therefore seems that similarly to participants’ query selection

choices, the strategies participants employed also remained mostly fixed across the

different probabilistic environments, with ‘frontrunner’, ‘symmetry’ and ‘differen-

tiation’ accounting for approximately 65% of participants in each condition.

Next, we investigated whether specific strategies systematically underlie spe-

cific query selections, in order to ascertain whether the observed query selection

preferences, could be accounted for by these additional strategies. When collaps-

ing across conditions, 86% of participants who utilised an ‘elimination’ strategy,

and 89% of those who utilised a ‘highest outcome’ strategy, selected the query

‘Burglary Time’. Comparatively, 86% of participants who utilised a ‘frontrunner’

strategy, 96% of participants who adopted a ‘risk aversion’ strategy (including fron-

trunner + risk aversion), 94% of participants who adopted a ‘differentiation’ strat-

egy and 95% of participants who adopted a ‘symmetry’ strategy’, selected the query

‘Primary Item Stolen’. This suggests that the vast majority of participants’ query

selection preferences can be accounted for by the strategies we identified.

An omnibus test (Chi-Square test of Independence) revealed no significant dif-

ference in the overall distribution of strategies underlying the two query choices

between conditions, χ2p25q “ 22.14, p“ 0.63. This suggests that certain strategies

are associated with particular queries (i.e., ‘frontrunner’, ‘differentiation’, ‘sym-

metry’ and ‘zero-sum/risk aversion’ to ‘Primary Item Stolen’ and ‘elimination’ and

‘highest percentage’ to ‘Burglary Time’). Similar to how participants’ preference to

select the query ‘Primary Item Stolen’ was irrespective of probabilistic contexts, the

association between strategy and query selection also did not vary across contexts.
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5.3.4 Conclusions of Experiment 4

Experiment 4 illustrated that: a) participants are selecting queries mostly in line

with PG within the bounds of the probabilistic environments employed in the

present study, b) the strategies we unearthed from participants’ own think-aloud

responses were found to underlie specific query selections and were additionally

able to account for participants’ preferences across probabilistic contexts, and c)

participants prefer obtaining a frontrunner rather than eliminating a suspect in a

ternary-hypothesis scenario. Our next experiment aimed to replicate these findings

in different probabilistic models to corroborate these findings as independent of par-

ticular chosen parameter sets and test the predictive abilities of the OED measures

in diverse probabilistic environments.

5.4 Experiment 5
The primary aims of Experiment 5 were to extend the findings of Experiment 4 by:

(i) determining whether participants’ preferences and motivated strategies remained

robust in different probabilistic contexts with a binary hypothesis space and (ii) il-

lustrating that within a binary hypothesis space, identifying strategies such as ‘elim-

ination’ and ‘frontrunner’ becomes conceptually impossible. As in Experiment 4,

we created models with four different parameter sets, such that the informative value

of each query varied across conditions. Building on the findings of Experiment 4,

we anticipated that people would once again select the query that could lead to

greater hypothesis disambiguation and was less risky (i.e., safe frontrunner strat-

egy). This would be with the aim of maximising the chances of obtaining a suspect

with a high-enough posterior to minimise choice inaccuracy in a one-shot paradigm

– ultimately reflecting the motivations of a probability gain measure. As such, we

predicted that in all the probabilistic environments employed in this experiment, the

majority of participants would select (and evaluate as more informative) the query

‘burglary time’, in all conditions.

The CBNs utilised in Experiment 5 were built as described in Section 5.3.1,

except that the parent node ‘Burglar’ (see Figure 19) was a binary variable (states:
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Table 22: Experiment 5: Conditional Probability Table with parameters employed in each
model. N.B. for Si, i is a suspect P{1, 2}

Hypothesis PpDay|Siq PpNight|Siq PpJewellery|Siq PpElectronics|Siq PpMoney|Siq

Model 1
S1 0.1 0.9 0.8 0.1 0.1
S2 0.95 0.05 0.1 0.8 0.1

Model 2
S1 0.1 0.9 0.9 0.05 0.05
S2 0.85 0.15 0.05 0.9 0.05

Model 3
S1 0.1 0.9 0.8 0.1 0.1
S2 0.85 0.15 0.1 0.8 0.1

Model 4
S1 0.1 0.9 0.9 0.05 0.05
S2 0.95 0.05 0.05 0.9 0.05

Table 23: Experiment 5: Expected value of each query outcome (ai) and each query (Qi)
predicted by each utility function in each probabilistic model

a1 Day
a2

Night Q1 Burglary Time
a3

Jewellery
a4

Electronics
a5

Money
Q2

Primary Item Stolen

Model 1

KL-D 0.55 0.70 0.6 0.50 0.50 0 0.45
IG 0.45 0.3 0.6 0.50 0.50 1 0.45
PG 0.90 0.95 0.43 0.89 0.89 0.5 0.35

PGH 0.90 0.95 0.43 0.89 0.89 0.5 0.26
Impact 0.40 0.45 0.43 0.39 0.39 0 0.35

Model 2

KL-D 0.51 0.40 0.45 0.70 0.70 0 0.6
IG 0.48 0.59 0.45 0.30 0.30 1 0.6
PG 0.89 0.86 0.38 0.95 0.95 0.5 0.43

PGH 0.89 0.86 0.38 0.95 0.95 0.5 0.3
Impact 0.40 0.36 0.38 0.45 0.45 0 0.43

Model 3

KL-D 0.51 0.40 0.45 0.50 0.50 0 0.45
IG 0.48 0.59 0.45 0.50 0.50 1 0.45
PG 0.89 0.86 0.38 0.89 0.89 0.5 0.35

PGH 0.89 0.86 0.38 0.89 0.89 0.5 0.26
Impact 0.40 0.36 0.38 0.39 0.39 0 0.35

Model 4

KL-D 0.55 0.70 0.6 0.70 0.70 0 0.6
IG 0.45 0.3 0.6 0.30 0.30 1 0.6
PG 0.90 0.95 0.43 0.95 0.95 0.5 0.43

PGH 0.90 0.95 0.43 0.95 0.95 0.5 0.3
Impact 0.40 0.45 0.43 0.45 0.45 0 0.43

Suspect 1, Suspect 2). Again, we used uniform priors so that in all models

PpSuspect1q “ PpSuspect2q “ 1
2 . For each Model i where i P 1,2,3,4 the con-

ditional probabilities of each state of each query node (Burglary Time and Primary

Item stolen) given each state of the common cause node (Burglar) can be seen in

Table 22. Given each probabilistic model outlined in Table 22, the expected infor-

mative value of each query and each query outcome, computed through KL-D, IG,

PG, PGH and Impact, can be seen in Table 23.

Once again, the model parameters were selected so as to yield different ex-

pected informative values of queries across utility functions and across different
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model parameterisations, allowing us to explore people’s sensitivity and strategic

adaptiveness across contexts and the abilities of utility functions to account for par-

ticipants’ information search behaviour. Although the binary hypothesis space does

not formally allow us to tease apart frontrunner vs. elimination strategies, as seen

in Table 22, our parameters rendered one query (burglary time) perceptibly ‘safer’

given that each outcome was diagnostic of a different suspect, and one query (pri-

mary item stolen), albeit also leading to a lead suspect, somewhat riskier by includ-

ing the low possibility of obtaining an outcome (money) that would not allow the

disambiguation of the hypotheses. We predicted people would favour maximising

their chances of identifying a leading suspect with less risk given the one-shot na-

ture of the paradigm, by preferring the former option across probabilistic contexts.

5.4.1 Method

5.4.1.1 Participants

We tested 236 participants (104 males, Mage =34 years) who were recruited from

Prolific Academic and completed the study online utilising the Prolific Academic

platform. All participants were native English speakers, who gave informed con-

sent, and were compensated £1.20 for partaking in the present experiment, which

took on average (median) 12.7 minutes to complete.

5.4.1.2 Design and Materials

A between-subject design was adopted. Participants were randomly allocated to

one of four conditions (nCondition1 = 58, nCondition2 = 58, nCondition3 = 59, nCondition4

= 61). All participants were presented with the same cover story in which they

acted as criminal investigators. Participants in each Condition i (Ci) were re-

quired to reason with a Model i, where i P {1, 2, 3, 4}, parameterized as out-

lined in Section 5.4 (see Tables 22 and 23), and completed the same one-shot task

as in Experiment 4 (for task materials see https://osf.io/tkr4v/?view only=

ad014608617841a88e78e895574c8098).

https://osf.io/tkr4v/?view_only=ad014608617841a88e78e895574c8098
https://osf.io/tkr4v/?view_only=ad014608617841a88e78e895574c8098
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5.4.1.3 Procedure

In Experiment 5 we followed an identical procedure as that employed in Experiment

4, outlined in Section 5.3.2.3.

5.4.2 Results

5.4.2.1 Prior Probabilities

The percentage of participants who correctly estimated the prior probabilities of all

three suspects was 81% in Condition 1, 88% in Condition 2, 89% in Condition 3 and

89% in Condition 4. Nonetheless, once again, to increase the validity of our nor-

mative comparisons, all subsequent analyses will evaluate participants’ behaviour

against informed Bayesian OED models (IB-OED), fitted with participants’ own

stated priors.

5.4.2.2 Query Selection

Within each condition, we obtained the percentage of participants who selected

each query. The percentage of participants who selected query ‘Burglary Time’

was: 89.7 % in Condition 1, 79.3 % in Condition 2, 84.7 % in Condition 3 and

83.1% in Condition 4. A Pearson’s Chi-Square test of independence confirmed that

these percentages did not differ from each other, χ2p3q “ 3.32, p “ 0.34,V “ 0.12.

In line with our predictions, the majority of participants queried ‘burglary time’ in

all conditions. These findings strengthen those of Experiment 4 in demonstrating

that people may not be sensitive to the varying utility of queries determined by the

probabilistic models to the degree of our manipulation.

5.4.2.3 Utility Function Model Selection

The breakdown of the predictions each utility functions made regarding the infor-

mativeness of each query, as well as the distribution of participants’ query choices,

can be seen in Table 24.

To determine how well each utility function predicted people’s query choice

proportions we once again built mixed-effects logistic regression models following

the same model fitting procedure outlined in Section 5.3.3.3. A comparison via

likelihood ratio test of our null model M0 (that included a random-effect of ‘Subject’
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Table 24: Experiment 5: Percentage of predictions made by each utility function in each
condition favouring burglary time, primary item stolen, or evaluating them as
equal, and percentage of participants who queried Burglary Time (represented
in Burglary Time >Item Stolen column) and Item Stolen (represented in Item
Stolen >Burglary Time column).

Burglary Time
>

Item Stolen

Item Stolen
>

Burglary Time

Item Stolen
=

Burglary Time

Condition 1

KL-D 100% 0% 0%
IG 100% 0% 0%
PG 91% 0% 9%

PGH 93.1% 1.7% 5.2%
Impact 91% 0% 9%

Participant Choice 89.7% 10.3% -

Condition 2

KL-D 0% 100% 0%
IG 0% 100% 0%
PG 0% 100% 0%

PGH 91.4% 0% 8.6%
Impact 0% 100% 0%

Participant Choice 79.3% 20.7% -

Condition 3

KL-D 0% 0% 100%
IG 0% 0% 100%
PG 0% 0% 100%

PGH 96.6% 0% 3.4%
Impact 0% 0% 100%

Participant Choice 84.7% 15.3% -

Condition 4

KL-D 0% 2% 98%
IG 0% 2% 98%
PG 0% 0% 100%

PGH 95.1 3.3% 1.6%
Impact 0% 0% 100%

Participant Choice 83.1% 16.9% -
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Table 25: Experiment 5: Parameters of the fixed effects estimated via logistic mixed-effects
models, their statistical significance, and odds ratio for the competing models.

Participant Choice = Time c;
Reference category ‘Participant Choice’= Item. c

Model1 Parameter
Estimate

ß
Std. Error

ß t Sig. Odds Ratio
OR 95%CI

Lower

OR
95%CI
Upper

PG

(Intercept) -1.49 1.32 -1.1 0.26 - - -
‘Item’ 0.15 0.40 0.36 0.72 1.2 0.52 2.5
‘Time’ -0.78 0.53 -1.47 0.14 0.46 0.16 1.3
‘ItemTime1a 0b -

PGH

(Intercept) 0.56 0.63 -0.36 0.72 - -
‘Item’ 0.13 1.37 3.1 0.002 1.14 0.08 16.9
‘Time’ 1.1 0.65 2.2 0.027 3.05 0.85 10.9
‘ItemTime’ 0b - -

KL-D /IG

(Intercept) -1.48 1.3 -1.1 0.26 - - -
‘Item’ 0.12 0.4 0.29 0.77 1.13 0.51 2.49
‘Time’ -0.7 0.49 -1.37 0.17 0.51 0.19 1.35
‘ItemTime’ 0b - - - - - -

IMP

(Intercept) -1.5 1.3 -1.1 0.26 - - -
‘Item’ 0.14 0.40 0.34 0.73 1.15 0.52 2.5
‘Time’ -0.8 0.52 -1.5 0.13 0.45 0.16 1.3
‘ItemTime’ 0b - - - - -

a ‘ItemTime’ reflects a prediction of the two queries having equal value defined as an abs.diff
ă 0.05); b Parameter is set to zero due to redundancy; 1 Participant Choice „ Utility Function

Prediction + (1 | Subject).

with intercept and outcome variable ‘Participant Choice’) to a model, M1, with an

added fixed-effect of ‘Condition’ illustrated that participants’ query selections did

not vary across conditions, χ2p3q “ 3.33, p “ 0.32, and that adding ‘Condition’ as

a fixed-effect did not significantly improve the null model. Following the iterative

process outlined in 5.3.3.3 for Experiment 4, we found that for all utility functions

the maximal model was M2 (‘Utility Function’ as fixed-effect, ‘Participant Choice’

as outcome variable and random effect with intercept for ‘Subject’) – including

‘Condition’ as a fixed effect did not improve the fit of any model.

The outputs of the mixed-effect logistic regression analyses used to assess the

predictive abilities of each utility function can be seen in Table 25.

Through these analyses we found no main effect of any utility function

on the outcome variable ‘Participant Choice’: PG, Fp2,233q “ 1.4, p “ 0.26;

PGH ,Fp2,233q “ 1.7, p “ 0.19; KL/IG, Fp2,233q “ 1.2, p “ 0.3; and Impact,

Fp2,233q “ 1.45, p “ 0.24. Despite these findings, by consulting the OR values in
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Table 26: Experiment 5: Likelihood ratio test results, AIC, Deviance, Akaike Weights (w)
and Evidence Ratio (ER) values of the competing models.

Model df AIC ∆AICi wi ERi Deviance χ2 df p-value
M1

0 2 218.8 - - - 214.8 -
M2 PG 4 219.6 0.6 0.29 1.35 211.6 3.2 2 0.20

M2 PGH 4 219 0 0.39 1 211 3.1 2 0.21
M2 KL/IG 4 220.8 1.8 0.16 2.46 214.8 0.001 2 0.97
M2 Impact 4 220.8 1.8 0.16 2.46 214.8 0.002 2 0.97

1 Participant Choice „ 1 + (1 | Subject).

Table 25, we can see that in the PGH model a prediction of ‘burglary time’ (partic-

ipants’ preferred query across all scenarios) made a participant choice of ‘burglary

time’ 3 times more likely than a participant choice of ‘primary item stolen’. Com-

paratively, a prediction of ‘burglary time’ by any of the other models, made a par-

ticipant choice of ‘burglary time’ less likely than a choice of ‘primary item stolen’.

The interpretations of these findings can be additionally informed by consulting Ta-

ble 24. As can be seen in Condition 2, all models performed poorly (predicting

primary item stolen ą burglary time) except for the PGH model, which was able to

account for the directional preference of participants’ query selections in all con-

ditions (evaluating ‘burglary time’ to be the most informative query). As such, in

Condition 3 and 4, all utility functions except PGH predicted the two queries to be

of approximately equal value, thereby failing to accurately represent participants’

preference for one query (burglary time) over the other and displaying a lack of

discriminative capacity.

The likelihood ratio test results between each maximal model and the null

model are displayed in Table 26. As can be seen, none of the maximal models

including the utility functions as predictors significantly improved the null model

fit in predicting the outcome variable ‘Participant Choice’.

In order to compare the competing utility functions models, we again used

derivatives of Akaike’s Information Criterion (AIC) measure and followed the same

procedure outlined in Section 5.3.3.3 for Experiment 4. The computed ∆ AIC values

(see Table 26) suggest no model should be discounted and that there is no singular

model that significantly approximates participants’ choices more than the others

given that ∆ AIC ă 2 in all models. Comparing the four candidate models, PGH
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has the smallest AIC value and therefore acts as the ‘best’ reference model. The

computed Akaike weights showed that PGH has 39% chance of being the correct

model, and the next-best model, PG, has 29% chance of being the correct model.

From the ER values we can conclude that a PGH model is 1.35 times more likely

than our next-best model, PG, and 2.46 times more likely than the KL/IG and Impact

models.

Overall, considering the percentages presented in Table 24, the OR values and

coefficients presented in Table 25 and the values presented in Table 26, we can con-

clude that out of the candidate models, one with a built-in PGH utility function is

able to best approximate the distribution of participants’ query choices. Despite

faring better than its competitors, PGH was nonetheless not found to be a signifi-

cant predictor of participants’ query selections. This could be due to the fact that

this model was not able to account for the 15-20% of participants who on average

selected the query ‘primary item stolen’ in each condition. Qualitatively, however,

this model was representative of the direction of the majority of participants’ query

selections (i.e., for ‘burglary time’) in all conditions suggesting that, similar to Ex-

periment 4, participants’ query choices were most in line with evaluations made by

a PG-based model. Contrary to our Experiment 4 findings, in the probabilistic envi-

ronments adopted in the present experiment (i.e., using a binary hypothesis space),

the simplified model assuming equal priors was a better fit than the original PG

model.

5.4.2.4 Query and Outcome Ratings

Participants’ average ratings of the usefulness of each query and query outcome can

be seen in Table 27.

A one-way ANOVA showed no significant effect of condition on the usefulness

ratings of the queries ‘primary item stolen’, Fp3,235q “ 2.38, p“ 0.07,η2
p “ 0.03,

and ‘burglary time’, Fp3,235q “ 2.11, p “ 0.09,η2
p “ 0.027. As such, participants

in all conditions rated the query ‘burglary time’ as being of higher utility than the

query ‘primary item stolen’. This strengthens the notion that participants may be

evaluating queries using criteria that lie outside of the principles dictated by the util-
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Table 27: Experiment 5: Mean participant ratings of each query and each query outcome
in each condition.

Condition 1 Condition 2 Condition 3 Condition 4
M (SD) M (SD) M (SD) M (SD)

Query
Burglary Time 8.72(1.3) 8.05 (1.5) 8.2 (1.4) 8.3 (1.7)

Primary Item Stolen 6.2 (2.1) 6.3(1.9) 6.8 (1.8) 7 (2.1)

Query Outcomes

Night 8.74 (1.3) 8.2 (1.5) 8.2 (1.4) 8.5 (1.5)
Day 8.6 (1.5) 7.8 (1.6) 7.9 (1.2) 8.6 (1.4)

Jewellery 7.7 (1.7) 8.5 (1.6) 7.9 (1.2) 8.4 (1.3)
Electronics 7.9 (1.3) 8.6 (1.2) 7.9 (1.2) 8.4 (1.3)

Money 1.6 (2.3) 1.6 (2.7) 2.2 (2.8) 2 (2)

ity functions we compared them to, given that none of our tested utility functions

foretold this unvaried preference for the query ‘burglary time’. In terms of query

outcome ratings, whereas no between-condition differences were found in the use-

fulness ratings of query outcome ‘night’, Fp3,234q “ 2.2, p “ 0.09,η2
p “ 0.09, we

found a significant between-condition difference in the ratings of outcome ‘day’,

Fp3,234q “ 5.3, p“ 0.001,η2
p “ 0.065.

Post-hoc pairwise comparisons showed the significant differences to be be-

tween participants in Conditions 1 and 2, p “ 0.018 and between participants in

Conditions 2 and 4, p“ 0.009. As such, participants in Condition 2 rated the useful-

ness of the outcome ‘night’ to be significantly lower than participants in Conditions

1 and 4. No between-condition differences were found in the usefulness ratings of

query outcome ‘money’, Fp3,234q “ 0.74, p“ 0.53,η2
p “ 0.009, which mirrors the

predictions of all utility functions regarding this query outcome across conditions

(lowest utility – see Table 23).

A significant between-condition difference was found in the usefulness rat-

ings of query outcome ‘jewellery’, Fp3,234q “ 3.9, p“ 0.01,η2
p “ 0.05, with post-

hoc pairwise comparisons showing the difference to be between Conditions 1 and

2, p “ 0.03. Participants in Condition 2 rated the outcome ‘jewellery’ as being

significantly more useful than those in Condition 1. Finally, a significant between-

condition difference was found in the usefulness ratings of query outcome ‘electron-

ics’, Fp3,234q “ 5.05, p “ 0.002,η2
p “ 0.06, with post-hoc pairwise comparisons

showing the difference to be between Conditions 1 and 2, p “ 0.01 and between
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Condition 2 and 3, p“ 0.01. Participants in Condition 2 valued the query outcome

‘electronics’ as more useful than participants in Conditions 1 and 3.

Whereas some of these between-condition differences were comparable to nor-

mative value ratings of utility functions detailed in Table 23, participants failed to

detect the varying informative value of the majority of outcomes across conditions.

As such, all utility functions except IG predicted outcome ‘night’ to be less infor-

mative in Conditions 2 and 3 than in the remaining conditions, and outcome ‘jew-

ellery’ to be more useful in Condition 4 than in Conditions 1 and 3. In this respect

our findings were in line with findings of Rusconi et al. (2014) showing IG was a

better predictor of participants’ query outcome evaluations compared to alternative

OED utility functions.

Given that in all conditions participants evaluated query outcomes ‘jewellery’

and ‘electronics’ as being equal to and at times superior to the outcomes ‘day’ and

‘night’, even in Condition 2, and yet displayed a modal preference for the query

‘burglary time’ across conditions, this suggests that pitfalls in optimally evaluat-

ing queries likely occurred at the level of integrating information (i.e., weighting

the probability of outcomes occurring), rather than from bottom-up insensitivity to

probabilistic contexts. Given that participants recognised the extremely low util-

ity of outcome ‘money’ in all conditions, it is possible that they overweighed the

probability of this outcome occurring and therefore excessively de-valued the query

‘primary item stolen’ and resorted to selecting the less ‘risky’ query of ‘burglary

time’, even in conditions in which this would lead to a lesser (or equal) gain in in-

formation according to all utility functions. This view is supported by the analysis

described in Section 5.4.2.3 showing that the PGH model, which assumed equal

priors of outcomes, was the model that performed best in approximating the distri-

bution of participants’ query selections.

5.4.2.5 Reasoning Strategies

As one of the outcomes of ‘primary item stolen’ had an expected utility of zero in

all contexts, we expected that more participants would employ a frontrunner strat-

egy moderated by risk aversion, and thus prefer the query ‘burglary time’ in all
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Table 28: Experiment 5: Frequency (count) of reasoning codes by condition.

Condition 1 Condition 2 Condition 3 Condition 4
Identify Culprit +

Zero-sum/Risk Aversion 2 4 2 5
Identify Culprit 14 10 12 14

Highest Percentage 13 6 5 8
Differentiation 8 8 20 12

Symmetry 4 6 10 6
Zero-sum/Risk Aversion 9 9 5 8

n/a 8 15 5 8

conditions. Since all probabilistic models in Experiment 5 had binary hypotheses

the states were modelled as mutually exclusive and exhaustive, discriminating be-

tween a frontrunner and an elimination strategy was not technically possible. Only

two participants explicitly stated a preference for ‘eliminating’ a suspect, and the

remainder utilised language indicating a preference for increasing the probability

of one suspect or identifying the culprit. For this reason, and due to the constraints

of utilising a binary hypothesis space, think-aloud responses that voiced a prefer-

ence to identify a ‘frontrunner’ or ‘lead’ suspect and those that voiced a preference

for ‘eliminating’ a suspect were collapsed under a single code dubbed ‘identify the

culprit’.

The coding procedure followed that outlined in Section 5.3.3.5 of Experiment

4. A primary rater coded all responses (236) and 50.8% of responses were ran-

domly selected from the total sample (N = 120) and coded by a second independent

rater. Cohen’s weighted kappa was utilised to determine a moderately high inter-

rater agreement between the two raters, κw “ 0.88, pă 0.001. Using the principles

outlined in Experiment 4, 36 participant responses were attributed a code of “n/a”

as they did not provide relevant or elaborate enough explanations. Subsequent anal-

ysis was carried out on the total sample (including “n/a”) of 236 responses. The

strategy codes extracted from all responses and their prevalence in accounting for

the total sample will now be presented in turn (see Table 28 for descriptives).

As expected, the extent to which participants displayed aspects of “zero-

sum/risk aversion” thinking (approximately 19%) was noticeably higher than in
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Experiment 4 (approximately 10%). This strengthens the notion that the modal

preference in ‘Burglary Time’ was in part the result of a risk aversion towards the

query ‘Primary Item Stolen’, whose outcome ‘money’ was not informative in any

condition, and a possible failure to integrate information (i.e., weighting the prob-

ability of outcomes occurring or ignoring priors of outcomes altogether) given that

this query was actually more informative or of equal informative value according

to all utility functions in Condition 2 (except PGH , which attributes equal priors to

query outcomes), where participants still failed to concede this.

As in Experiment 4, the extent to which participants adopted each strategy,

similarly to their query selection preferences, did not differ across the four proba-

bilistic environments we employed, χ2p18q “ 26.1p“ 0.097,V “ 0.19.

Of the participants who used an ‘identify culprit’ strategy (n = 50), 80%

queried ‘Burglary Time’, as did 100% of participants who used an ‘identify culprit

` zero/sum risk aversion strategy’ (n = 13) and 78% of participants who utilised

a differentiation strategy (n = 48). Similarly, 84% of participants who utilised a

zero/sum risk aversion strategy (n = 31), 92% of participants who used a symmetry

strategy (n = 26), and 84% of participants who used a highest percentage strategy

(n = 32), also queried ‘Burglary Time’. A Chi Square test of independence illus-

trated that the extent to which these strategies underlay certain query selections did

not vary across conditions,χ2p6q “ 5.85p “ 0.44,V “ 0.16. Taken together, our

findings suggest that both people’s queries and their underlying strategies, remain

largely unvaried across conditions.

5.4.3 Conclusions of Experiment 5

In Experiment 5 we explored people’s information acquisition and evaluation be-

haviour in four different probabilistic contexts. We replicated findings from Ex-

periment 4 by showing that participants across conditions displayed a strong pref-

erence for the same query (in this case ‘burglary time’) regardless of probabilistic

environment. This switch in modal preference of ‘burglary time’, compared to the

preference for ‘primary item stolen’ observed in Experiment 4 additionally allowed

us to conclude that participants were not guided by the content of the queries (e.g.,
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type of evidence per se) when judging their informativeness. Here we also note that,

compared to Experiment 4, the utility functions made similar predictions, due to the

binary hypothesis state (e.g., PG and Impact make identical predictions now). This

highlights the importance of comparing the predictions of different utility functions

across different probabilistic contexts in order to identify the environments which

lead to differential versus concurrent evaluations of a query’s expected utility.

Echoing the findings of Experiment 4 we showed that probability gain based

models (PG and PGH) best-approximated the distribution of participants’ query

choices across probabilistic environments, though neither of these models was a

significant predictor of participant choice. In contrast to Experiment 4, rather than

the original PG model, PGH was best able to qualitatively predict the direction

of participants’ choices by evaluating ‘burglary time’ to be the most informative

query in all conditions. In the binary hypothesis spaces adopted in Experiment

5 it therefore appears that a simplified OED model that assumes equal outcome

priors best accounts for the distribution of participants’ query evaluations. The

adoption of a simplified PG model compared to Experiment 4, is likely due to the

differences in conditional probability (CPT) values adopted in the two experiments.

As such, in Experiment 4, the less preferred outcome ‘night’ would still result in the

probabilities of two suspects increasing - albeit by the same amount thus not aiding

disambiguation. In contrast, in Experiment 5, the less preferred outcome ‘money’

would decrease the probability of both suspects thereby going against the intuitive

goal in a one-shot investigation task of increasing the probability of a suspect as

much as possible. As such, it is likely that participants overweighed the probability

of the outcome they rated as less favourable (‘money’) occurring, and therefore

conformed to a model that assumes equal outcome priors. This finding is in line

with predictions of the dominant model of descriptive choice in prospect theory

which predicts that small probabilities (as attached to the ‘money’ outcome in query

‘burglary time’ Experiment 5) are overweighed (Bleichrodt, 2001).
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5.5 Experiment 6
In Experiments 4 and 5 we demonstrated that participants’ deviation from Bayesian

OED model predictions when evaluating queries may stem from errors when in-

tegrating an outcome’s diagnosticity with the probability of its occurrence. More-

over, our results suggested that certain common motivators of inquiry underlie peo-

ple’s query selection and evaluation behaviour. In order to narrow the space of

explanations for our findings, in Experiment 6 we built probabilistic models with

a ternary hypothesis space and ternary outcome queries. Moreover, to explore the

adaptiveness of participants’ motivated strategies and explore participants’ sensi-

tivity to changes in probabilistic models at the individual level, we introduced a

within-subject design factor requiring participants to reason with multiple models.

As previously discussed,in the studies we conducted so far, despite at times de-

viating from the predictions of OED utility functions, participants exhibited seem-

ingly rational information search behaviour given the one-shot design of the task.

More precisely, in the context of a one-shot criminal investigation it was rational to

prefer to select the query that aided hypothesis disambiguation with minimal risk,

allowing for the identification of a ‘guaranteed’ frontrunner to pursue and make

progress in the investigation. This behaviour aligned with the motivations of a PG

measure that aims to maximise classification accuracy when identifying a lead sus-

pect.

In the present experiment we included a between-subject manipulation to in-

vestigate the effect of task framing – one-shot investigation versus perceived mul-

tiple possible inquiries – on strategy adoption and query evaluations. We predicted

that participants who were under the impression the task comprised of multiple

query selections would employ a different strategy than their counterparts who were

told they had only one chance of obtaining information. In addition, we expected

participants in the ‘multiple inquiries’ condition to display less risk aversion than

participants who were told the task was a one-shot investigation, given that the for-

mer might adopt an ‘elimination’ strategy to a greater extent at the outset of the

investigation, and given the belief that the investigation involves multiple inquiries.
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This would depart from predictions made by PG, which is no longer guaranteed to

be the optimal solution to a task with multiple enquiries. Overall, we predicted that

in this experiment none of the utility functions would be able to account for any

differences between the one-shot and multiple enquiries conditions, given that task

framing is not considered by the family of information-theoretic OED measures

(Coenen et al., 2019).

To further reduce the computational burden imposed on participants, and more

directly assess their inquiry preferences in the absence of uncertainty, we also re-

quired participants to select one outcome from each query that they would prefer to

receive. In this manner we directly probed their preferences by requiring them to

choose between evidence that would lead to a frontrunner and evidence that would

help to eliminate a suspect.

Our BNs were once again built as described in Section 5.3.1, except that

the query node ‘burglary time’ also had ternary outcomes (‘day’, 8am to 4pm;

‘evening’, 4pm to 12am; and ‘night’, 12am to 8am). Once again, we used uni-

form priors so that in all models PpSuspect1q “ PpSuspect2q “ PpSuspect3q “ 1
3 .

For each Model i where i P t1,2,3,4,5u the conditional probabilities of each state

of each query node (Burglary Time and Primary Item stolen) given each state of the

common cause node (Burglar) can be seen in Table 29. Given each probabilistic

model outlined in Table 29, the expected informative value of each query and each

query outcome, computed through KL-D, IG, PG, PGH and Impact can be seen in

Table 30. Once again, the model parameters were selected so as to yield different

expected informative values of queries across utility functions and across models.

In contrast to previous experiments however, given the within-subject factor,

we mostly held the conditional probabilities of ‘primary item stolen’ outcomes

given each suspect constant across probabilistic models and varied those of ‘bur-

glary time’ to facilitate the identification of a stage at which seeking a safe fron-

trunner would cease to be the favoured strategy. As such, querying ‘burglary time’

in Model 1 would allow participants to identify a safe frontrunner, regardless of

the outcome, with 80% probability of being the true culprit, Model 2 with 70%
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Table 29: Experiment 6: Conditional Probability Table with parameters employed in each
model. Note, for Si, i is a suspect P t1,2,3u

.
PpDay|Siq PpEvening|Si) PpNight|Si) PpJewellery|Si) PpElectronics|Si) PpMoney|Si)

Model 1
S1 0.1 0.1 0.8 0.9 0.05 0.05
S2 0.8 0.1 0.1 0.1 0.5 0.4
S3 0.1 0.8 0.1 0.1 0.35 0.55

Model 2
S1 0.15 0.15 0.70 0.9 0.05 0.05
S2 0.70 0.15 0.15 0.9 0.5 0.4
S3 0.15 0.70 0.15 0.1 0.35 0.55

Model 3
S1 0.2 0.2 0.6 0.9 0.05 0.05
S2 0.6 0.2 0.2 0.9 0.5 0.4

Model 4

S3 0.2 0.6 0.2 0.1 0.35 0.55
S1 0.25 0.25 0.50 0.9 0.05 0.05
S2 0.50 0.25 0.25 0.1 0.5 0.4
S3 0.25 0.50 0.25 0.1 0.35 0.55

Model 5
S1 0.1 0.1 0.8 0.98 0.01 0.01
S2 0.8 0.1 0.1 0.1 0.6 0.3
S3 0.1 0.8 0.1 0.1 0.35 0.55

Table 30: Experiment 6: Expected value of each query outcome (ai) and each query (Qi)
predicted by each utility function in each model.

a1 Day a2 Evening a3 Night Q1 Burglary Time a4 Jewellery a5 Electronics a6 Money Q2 Item Stolen

Model 1

KL-D 0.66 0.66 0.66 0.66 0.72 0.36 0.35 0.49
IG 0.92 0.92 0.92 0.66 0.87 1.22 1.23 0.49
PG 0.8 0.8 0.8 0.47 0.82 0.55 0.56 0.32

PGH 0.8 0.8 0.8 0.47 0.82 0.55 0.56 0.31
Impact 0.31 0.31 0.31 0.31 0.32 0.19 0.18 0.24

Model 2

KL-D 0.40 0.40 0.40 0.40 0.72 0.36 0.35 0.49
IG 1.18 1.18 1.18 0.40 0.87 1.22 1.23 0.49
PG 0.7 0.7 0.7 0.37 0.82 0.55 0.56 0.32

PGH 0.7 0.7 0.7 0.37 0.82 0.55 0.56 0.31
Impact 0.24 0.24 0.24 0.24 0.32 0.19 0.18 0.24

Model 3

KL-D 0.21 0.21 0.21 0.21 0.72 0.36 0.35 0.49
IG 1.37 1.37 1.37 0.21 0.87 1.22 1.23 0.49
PG 0.6 0.6 0.6 0.27 0.82 0.55 0.56 0.32

PGH 0.6 0.6 0.6 0.27 0.82 0.55 0.56 0.31
Impact 0.18 0.18 0.18 0.18 0.32 0.19 0.18 0.24

Model 4

KL-D 0.08 0.08 0.08 0.08 0.72 0.36 0.35 0.49
IG 1.5 1.5 1.5 0.08 0.87 1.22 1.23 0.49
PG 0.5 0.5 0.5 0.17 0.82 0.55 0.56 0.32

PGH 0.5 0.5 0.5 0.17 0.82 0.55 0.56 0.31
Impact 0.11 0.11 0.11 0.11 0.32 0.19 0.18 0.24

Model 5

KL-D 0.66 0.66 0.66 0.66 0.76 0.57 0.56 0.64
IG 0.92 0.92 0.92 0.66 0.83 1.02 1.02 0.64
PG 0.8 0.8 0.8 0.47 0.83 0.64 0.63 0.38

PGH 0.8 0.8 0.8 0.47 0.83 0.64 0.63 0.37
Impact 0.31 0.31 0.31 0.31 0.33 0.21 0.21 0.26
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chance of being the true culprit, Model 3 with 60% chance and Model 4 with only

50% chance. Model 5 was included as it would allow participants to obtain a safe

frontrunner with high probability but querying primary item stolen could lead to an

almost certainly guilty suspect (98%) and almost certain elimination of the com-

peting hypotheses. This set-up allowed us to determine how much information

participants were willing to lose by being ‘risk averse’, as well as how deep-rooted

their preference was for a frontrunner versus eliminating a suspect.

5.5.1 Methods

5.5.1.1 Participants

We tested 136 participants (nmale = 49 males, Mage = 33.9 years, SD = 11.8) through

Prolific Academic. All participants were native English speakers, who gave in-

formed consent, and were compensated £2.50 for partaking in the present experi-

ment, which took on average (median) 26.4 minutes to complete.

5.5.1.2 Design and materials

A mixed-subjects design was adopted. Participants were randomly allocated to

one of two between-subject conditions (nCondition1 = 66, nCondition2 = 70) that dif-

fered in the framing of the instructions (see Section 5.5.1.3). All participants

were presented with the same cover story in which they were tasked as crimi-

nal investigators asked to solve various burglary cases. Each burglary case repre-

sented a Scenario i embedded with a Model i where i P t1,2,3,4,5u parameterised

as in Table 29. By using a within-subject factor, participants in both conditions

were therefore required to reason with all five models. For task materials visit

https://osf.io/tkr4v/?view only=ad014608617841a88e78e895574c8098.

5.5.1.3 Procedure

Participants in each condition were presented with a cover story that tasked them as

criminal investigators. They were told that they were being transferred on rotation

to five burglary divisions in different neighbourhoods. In this manner they were

instructed they would have to complete five scenarios (presented in randomized

order).

https://osf.io/tkr4v/?view_only=ad014608617841a88e78e895574c8098
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In each scenario participants were, as in Experiments 4 and 5, initially re-

quired to review the neighbourhood’s burglary statistics and the criminal records

of the (three) burglars known to operate in the area. After having reviewed infor-

mation on the model, participants were told that a new burglary had occurred in

their neighbourhood and they were asked to investigate the new case. Participants

in Condition 1 (one-shot inquiry condition) were explicitly told that each investi-

gation would comprise of only one inquiry. Participants in Condition 2 (perceived

multiple inquiries condition) were told that each investigation would comprise of

multiple inquiries, and they would be required to make the first one. The framing of

the task thus differed between conditions, but all participants were ultimately able

to make only one query selection per scenario.

In both conditions, at the outset, prior probabilities of each burglar being the

culprit were elicited from participants to ensure the uniform priors (as stated) had

been accepted. Subsequently, participants were asked to select one of two inves-

tigative queries: ‘burglary time’ (to find out whether the burglary occurred during

the day, evening or night) or ‘primary item stolen’ (to find out whether electronics,

money or jewellery were primarily stolen). The query selection question was asked

in a manner that would not be leading participants to adopt a particular strategy:

“Please choose the query that you believe will be most useful for the whole inves-

tigation”. Participants were required to provide a think-aloud response explaining

the reasoning underlying their choice.

Participants did not find out the outcome of their query. Rather, regardless

of their query choice, all participants were additionally asked to select the item

of evidence (outcome) they would prefer to receive between an outcome of the

query item stolen (randomly selected between ‘electronics’ and ‘money’) and an

outcome of the query burglary time (randomly selected between all three possible

outcomes). As such, participants were asked to choose between receiving either

electronics or money (as they both directly entailed the elimination of a suspect)

or receiving any of the burglary time evidence, given that any of the outcomes of

this query entailed a frontrunner (increase of probability of only one suspect). This
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binary choice question allowed us to directly gather participants’ preferences for

obtaining a frontrunner versus eliminating a suspect in a simple and direct manner

that does not require participants to reason under uncertainty. Participants were

again required to provide a textual explanation for their choice before moving on to

the next scenario.

This procedure was repeated until a participant had completed all five scenar-

ios.

5.5.2 Results

5.5.2.1 Prior Probabilities

The percentage of participants who correctly estimated the prior probabilities of all

three suspects across the five scenarios was 81.8% in Condition 1 and 81.4 % in

Condition 2. Given these high percentages we concluded that the uniform priors

were generally acceptable to participants. Nonetheless, once again, to increase the

validity of our normative comparisons, all subsequent analyses will evaluate partici-

pants’ behaviour against informed B-OED models parameterized with participants’

own stated priors.

5.5.2.2 Query Selection

The percentage of participants who selected each query in each scenario and per

condition is graphically represented in Figure 20 below.

To investigate whether the framing of the task (between-subjects ‘Condition’)

and the probabilistic environments utilised in each scenario (within-subjects ‘Sce-

nario’) affected participants’ query selections, we built a General Log-Linear Mixed

Effects Model with a binomial distribution. Our model had two fixed effects (Sce-

nario and Condition) and a random effect (Subjects) with intercept, to account for

individual differences. Results illustrated a main effect of ‘Scenario’ on partici-

pants’ query selections, Fp4,670q “ 42.1, p ă 0.001,η2
p “ 0.20, and a main effect

of ‘Condition’, Fp1,670q “ 8.4, p “ 0.004,η2
p “ 0.01. A significant interaction ef-

fect was also found, Fp4,670q “ 2.6, p“ 0.036,η2
p “ 0.015. The interaction effect

is driven by the fact that, although participants in each of the two conditions behaved
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Figure 20: Experiment 6 query selections. Percentage of query selections within each
condition per scenario.

comparably in scenarios 1, 2, 4 and 5, in scenario 3 they displayed markedly differ-

ent query preferences. More specifically, at this stage, as can be seen from Figure

20, participants who were in the perceived multiple inquiries condition (Condition

2) ‘switched’ preference at an earlier stage and queried ‘primary item stolen’ signif-

icantly more than participants in Condition 1, tp670q “ 2.42, p “ 0.015. In regard

to the main effect of ‘Scenario’, participants queried ‘burglary time’ more than the

alternative query, significantly more in scenario 1 than in scenarios 3 (p ă 0.001)

and 4 (pă 0.001) where the majority displayed a preference to query ‘primary item

stolen.’ Moreover, participants in both conditions queried ‘primary item stolen’

significantly more in scenario 3 and 4 than in the other scenarios (all Bonferroni-

corrected pairwise comparisons were significant at pă 0.05 level).

Compared to previous experiments, participants demonstrated some degree of

sensitivity to probabilistic contexts. Moreover, our above analysis shows that par-

ticipants’ change in query preference was significantly influenced by the framing

of the task; an effect that cannot be accounted for by our family of OED mea-

sures given that predictions of all utility functions remain unvaried regardless of

task framing.
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Table 31: Experiment 6: Percentage of predictions made by each utility function in each
scenario favouring burglary time, primary item stolen, or evaluating them as
equal, and percentage of participants who selected each of the queries.

Burglary Time
>

Item Stolen

Item Stolen
>

Burglary Time

Item Stolen
=

Burglary Time

Scenario 1

KL-D 98.5% 0% 1.5%
IG 98.5% 0% 1.5%
PG 99% 0% 1%

PG H 99.3% 0% 0.7%
Impact 97% 0% 3%

Participant 81% 19% -

Scenario 2

KL-D 0% 96% 4%
IG 0% 96% 4%
PG 57% 1% 42%

PG H 98.5% 0.7% 0.7%
Impact 2% 0% 98%

Participant 78% 22% -

Scenario 3

KL-D 0% 100% 0%
IG 0% 100% 0%
PG 0% 37% 63%

PG H 0% 4.4% 95.6%
Impact 0% 98% 2%

Participant 56% 44% -

Scenario 4

KL-D 0% 100% 0%
IG 0% 100% 0%
PG 0% 100% 0%

PG H 0% 100% 0%
Impact 0% 100% 0%

Participant 24% 76% -

Scenario 5

KL-D 3% 0% 97%
IG 3% 0% 97%
PG 95% 1% 4%

PG H 96.3% 1.5% 2.2%
Impact 54% 0% 46%

Participant 75% 25% -

5.5.2.3 Utility Function Model Comparison

The breakdown of the percentage of participants for whom each utility function

predicted primary item stolen to be more informative, burglary time to be more

informative, or for these to be equally informative in each condition can be seen in

Table 31.
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To determine how well each utility function predicted people’s query choice

proportions we once again built mixed-effects logistic regression models for each

utility functions using the package lme4 in R. Our null model (M0) included a

random-effect with intercept for ‘Subject’, as well as for ‘Scenario’, and ‘Participant

Choice’ as binary outcome variable. M1 in this case built upon M0 by including a

fixed effect of ‘Condition’ (task framing). A comparison via likelihood ratio test

of our null model to M1 illustrated that participants’ query selections significantly

varied across conditions, χ2p1q “ 35.8, p “ 0.016. We found that for all utility

functions the maximal model was M3 (‘Condition’ and ‘Utility Function’ as fixed-

effects, ‘Participant Choice’ as outcome variable and random effects with intercepts

for ‘Subject’ and for ‘Scenario’).

The outputs of the mixed-effect logistic regression analyses used to assess the

predictive abilities of each utility function can be seen in Table 32. Through these

analyses we found no main effect of any utility function on our outcome variable

‘Participant Choice’: PG,Fp2,676q “ 0.1, p “ 0.92 ; PGH ,Fp2,676q “ 0.9, p “

0.42; KL/IG, Fp2,676q “ 0.01, p “ 0.99; and Impact, Fp2,676q “ 2.7, p “ 0.07.

However, in each model, we found a main effect of ‘Condition’, Fp1,676q “

5.45, p “ 0.02. This suggests that task framing condition was a better predictor

of participants’ query selection preferences than any of the utility functions. Table

32 shows that the only significant individual parameter was that of an Impact pre-

diction of query ‘primary item stolen’. By looking at the corresponding coefficient

value however, one can note that this prediction is actually inversely related to a par-

ticipant’s choice of ‘primary item stolen’, e.g., a prediction of ‘primary item stolen’

increases the odds of a participant choosing ‘burglary time’ and decreases the odds

of a participant choosing ‘primary item stolen’.

The likelihood ratio results comparing each maximal model, M3, to M1 are

displayed in Table 33.

Given that the Impact model had the lowest AIC value we selected this as

the ‘best’ reference model. The ∆AIC values presented in the above table suggest

that PGH was the next best model, and, alongside the PG model, should not be
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Table 32: Experiment 6: Parameters of the fixed effects estimated via logistic mixed-effects
models, their statistical significance, and odds ratio for the competing models.
Note: Reference category = ‘Time’ and Participant Choice = ‘Item’.

Model1 Parameter
Estimate

ß
Std. Error

ß t Sig. Odds Ratio
OR 95%CI

Lower

OR
95%CI
Upper

PG

(Intercept) -0.35 1.98 -0.18 0.86
PG Prediction
‘Item’ 0.13 0.44 0.3 0.76 1.14 0.48 2.7
‘Time’ -0.09 0.33 -0.26 0.79 0.92 0.48 1.8
‘ItemTime’ 0a

Condition
Condition 1 -0.5 0.2 -2.3 0.02 0.6 0.40 0.9
Condition 2 0a

PGH

(Intercept) -0.86 2 -0.43 0.67
PGH Prediction
‘Item’ 0.01 0.79 0.01 0.98 1.01 0.21 4.75
‘Time’ 0.84 0.72 1.18 0.24 2.32 0.57 9.5
‘ItemTime’ 0a

Condition
Condition 1 -0.5 0.2 -2.3 0.02 0.61 0.40 0.9
Condition 2 0a

KL-D /IG

(Intercept) -0.43 1.9 -0.22 0.82
KL/IG Prediction
‘Item’ 0.09 0.73 0.13 0.89 1.1 0.26 4.6
‘Time’ 0.07 0.85 0.09 0.93 1.1 0.20 5.7
‘ItemTime’ 0a

Condition
Condition 1 -0.5 0.2 -2.3 0.02 0.6 0.4 0.9
Condition 2 0a

IMP

(Intercept) -1.5 1.3 -1.1 0.26
Impact Prediction
‘Item’ -1.6 0.79 -2.01 0.045 0.2 0.04 0.96
‘Time’ 0.32 0.37 0.86 0.39 1.4 0.66 2.86
‘ItemTime’ 0a - - - - -
Condition
Condition 1 -0.5 0.2 -2.3 0.02 0.6 0.39 0.92
Condition 2 0a

a Parameter is set to zero due to redundancy; 1 Participant Choice „ Utility Function Prediction +
Condition + p1|Scenarioq`p1|Sub jectq

Table 33: Experiment 6: Likelihood ratio test results, AIC, Deviance, Akaike Weights (w)
and Evidence Ratio (ER) values of the competing models.

Model df AIC ∆AICi wi ERi Deviance χ2 df -value
M1

1 4 773.5 765.52
M3 PG 6 777.4 5.94 0.04 19.5 765.4 0.1 2 0.94

M3 PGH 6 775.3 3.84 0.12 6.82 763.3 2.18 2 0.34
M3 KL/IG 6 777.48 6.02 0.04 20.28 765.48 0.04 2 0.98
M3 Impact 6 771.46 0 0.80 1 759.46 6.1 2 0.048*

1 Participant Choice „ Condition + p1|Scenarioq`p1|Sub jectq; ˚ significant at α“ 0.05
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discounted given that ∆ AIC ă 6. The KL/IG model could be discounted given that

∆ AIC ą 6. The computed Akaike weights showed that Impact has 80% chance of

being the correct model, and our next best model PGH has 12% chance of being the

correct model. Utilising the ER values, we concluded that an Impact model was 20

times more likely than a KL/IG model, 19 times more likely than a PG model and

6.8 times more likely than a PGH model to be the correct model.

Despite these findings, we must note that none of the utility functions were

significant predictors of ‘Participant Choice’ and that Impact’s ‘superior’ predictive

abilities compared to the alternative models were driven by the inverse significant

relationship between a model prediction of ‘primary item stolen’ and a participant

query selection of ‘burglary time’. As such, this undermines the notion that Impact

is a good predictive model of people’s information search behaviour and suggests

that none of the utility functions are truly able to capture the distribution of partici-

pants’ query selections in these environments. Looking at Table 31, it appears that

probability-based models best approximate the distribution of participants’ query

selections at least in terms of qualitative direction compared to the alternative mod-

els. As such, in Scenario 2 PGH and PG (though marginally) are the only models

that predict the majority of participants would prefer the query ‘burglary time’.

This is reflected in the OR and coefficient values of a ‘burglary time’ prediction for

the PGH model (see Table 32) which, despite not reaching significance, increased

the odds of a participant choice being ‘burglary time’ by 2.3 times compared to a

choice of ‘primary item stolen’. Similarly, in Scenario 3, PG is able to account

for the approximate 40% of participants who prefer ‘primary item stolen’, although

both PGH and PG predominantly predicted the informative value of the two queries

to be equal in this probabilistic environment.

Overall, however, our analysis showed that that task-framing condition is a

more significant driver and predictor of participants’ query selections. By consult-

ing the coefficient and OR values in Table 32 we can see that a participant being

in Condition 1 making a query selection of ‘primary item stolen’ is less likely than

a query selection of ‘burglary time’ compared to participants in Condition 2. This
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finding is echoed by the information presented in Figure 20, showing that partici-

pants in Condition 1 selected the query ‘primary item stolen’ significantly less than

their counterparts in Condition 2 within e.g., Scenario 3. As such it appears that con-

textual factors such as task framing are more important determinants of participants’

query evaluations compared to the computations dictated by information-theoretic

utility functions.

5.5.2.4 Query Outcome (Evidence) Selection

We analysed participants’ choices when asked to directly select which outcome they

would like to receive between one of the ‘primary item stolen’ (either electronics

or money) outcomes and one of the ‘burglary time’ outcomes (randomly selected

between all three). Any of the ‘burglary time’ outcomes would have led to the iden-

tification of a ‘frontrunner’ albeit with different certainties of being the true culprit.

In contrast, electronics and money would have led to the almost certain elimination

of a suspect, thus narrowing the scope to two now approximately equally likely sus-

pects. The proportion of participants who selected each piece of evidence (query

outcome) is graphically represented in Figure 21, split by ‘Scenario’ and ‘Condi-

tion’.

Figure 21: Experiment 6 query outcome selections. Proportion of query outcome
(evidence) selections when asked to choose between learning that electron-
ics/money was stolen or one of the burglary time outcomes within each con-
dition per scenario.

We built a Log-Linear Mixed Effects Model with a binomial distribution, two
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fixed effects (Scenario and Condition) and a random effect intercept (Subjects) to

account for individual variance. This yielded no main effect of ‘Condition’ on par-

ticipants’ query outcome preferences, Fp1,670q “ 0.12, p “ 0.73,η2
p “ 0.002, but

a main effect of ‘Scenario’, Fp4,670q “ 35.6, p ă 0.001,η2
p “ 0.23. A small in-

teraction effect was found, Fp4,670q “ 2.5, p “ 0.036,η2
p “ 0.02, explored below.

The non-significant main effect of condition suggests that participants’ preferences

to obtain a frontrunner are exacerbated when uncertainty is removed and are robust

across task framing conditions.

Regarding the main effect of scenario, Bonferroni corrected post-hoc pairwise

comparisons illustrated a significant difference in evidence preferences between

scenario 4 and scenario 1, p “ 0.001, as well as scenario 2, p ă 0.001, scenario

3, p “ 0.04, and scenario 5, p ă 0.001. As such, compared to all other scenarios,

in scenario 4 participants in both conditions selected the query outcome (money or

electronics) that enables the elimination of a suspect significantly more than the ev-

idence (day, evening or night) that enables the identification of a frontrunner. These

findings suggest that, when removing uncertainty by asking participants to select

which outcome they would like to directly receive (in contrast to asking them about

what query they’d like to make), the majority of participants, regardless of what

task framing condition they were in, “switch strategy” in scenario 4 by choosing

a ‘primary item stolen’ outcome over viewing ‘burglary time’ query outcomes that

would, in this scenario, only provide participants with a “lead” suspect with a 50%

probability of being the true culprit (the highest posterior probability of each sus-

pect being the culprit given the outcomes of query burglary time would be 0.5 given

the parameters outlined in Table 29).

In regard to the significant interaction effect, post-hoc pairwise comparisons

found the term to be driven by the significant difference across Conditions 1 and

2 within scenario 3, p “ 0.003. As such, within this scenario, participants in

the ‘perceived multiple inquiries’ condition (Condition 2) mostly preferred receiv-

ing evidence that would allow the elimination of a suspect (money or electron-

ics) whereas participants in Condition 1 (‘single inquiry’) still preferred receiving
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the evidence that would enable the identification of a frontrunner (day, evening

or night). This suggests that more participants in the perceived multiple inquiries

condition ‘switched’ strategy earlier than those in Condition 1. In the latter case,

in scenario 3 the majority still preferred to receive evidence that would identify a

frontrunner, although only with a 60% chance of being the true culprit, rather than

eliminating a suspect. We will directly assess whether participants are specifically

acknowledging these strategies (i.e., frontrunner and elimination) in later analyses.

These between-condition differences do not align with the maximising infor-

mation goals of the utility functions we utilised. More broadly, purely information-

theoretic OED models do not take into account factors such as task framing and

context when computing the expected utility of a query or a query outcome.

5.5.2.5 Reasoning Strategies

A primary rater coded all responses and a second independent rater coded 25% of

the total sample of responses (given the larger number of responses in this exper-

iment, a smaller percentage of these was second-coded compared to the previous

experiments in this chapter), randomly selected (n = 170 out of 680). Cohen’s

weighted kappa determined a moderately high inter-rater agreement between the

two raters, κw “ 0.71, p ă 0.001. In condition 1, 47 responses out of the total re-

sponses (N = 328), and in Condition 2, 44 responses out of the total responses (N =

349) were coded as “n/a” following the same criteria used in previous experiments.

All responses were included in subsequent analysis. In Table 34 are the proportion

of responses that were assigned each code throughout the task overall within each

condition.

In order to explore whether participants’ strategy use varied across scenarios

within each condition, we initially carried out two Friedman tests (within each con-

dition). No significant difference in the adoption of different strategies was found

within Condition 1, χ2p4q“ 6.04, p“ 0.2. A significant difference was found within

Condition 2, χ2p4q “ 11.2, p“ 0.024. This can be attributed to participants in con-

dition 2 utilising an ‘elimination’ strategy significantly more in scenario 4 than in

scenario 1, pă 0.014.
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Table 34: Experiment 6: Percentage use of strategy codes across conditions (collapsing
scenarios).

Strategy Code
Percentage Use

(across scenarios)
Condition 1

Percentage Use
(across scenarios)

Condition 2

Frontrunner 37% 36%
Elimination 1.8% 11%
Symmetry 11.5% 13%

Differentiation 24% 18%
Frontrunner +

Zero-sum/Risk Aversion
3.6% 1.4%

Highest Percentage 4.5% 6%
Zero-sum/ Risk Aversion 3% 0.3%

Subsequently we collapsed the scenarios in order to explore between-condition

differences in the adoption of different strategies between conditions. This allowed

us to test the hypothesis that participants in the ‘perceived multiple inquiries’ con-

dition might employ an ‘elimination’ strategy significantly more than participants

in the ‘single inquiry’ condition who comparatively would utilise a ‘frontrunner’

strategy significantly more and would display more risk-averse behaviour (given

the one-shot nature of the task framing). A Chi-Square test of Independence il-

lustrated that the distribution of strategies overall varied across the two conditions,

χ2p7q “ 37.4, pă 0.0001,V “ 0.24. Bonferroni corrected post-hoc contrasts deter-

mined the significant between-condition differences were attributable to the differ-

ences in use of an ‘elimination’ strategy and a ‘zero-sum/risk aversion’ strategy. In

line with our predictions, more participants in Condition 2 adopted an ‘elimination’

strategy than participants in Condition 1 and conversely more participants in condi-

tion 1 adopted a ‘zero-sum/risk aversion’ strategy than participants in Condition 2

(see Table 34).

To explore the extent to which strategies differentially underlie query selec-

tions and vary both across scenarios (within-participants) and across conditions

(between-participants), we built a General Linear Mixed Effects Model with bino-

mial distribution and log link function. Our model had three fixed effects: Condi-

tion, Scenario and Strategy; one random effect: Subjects, with intercept to account
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for individual variability; and one dependent factor: query selection (count). This

analysis showed no main effect of ‘Condition’, Fp1,606q “ 1.97, p “ 0.16,ηp2 “

0.003, but a main effect of ‘Scenario’, Fp4,606q “ 7.7, p ă 0.0001,ηp2 “ 0.05,

and a main effect of ‘Strategy’, Fp7,606q “ 7.8, pă 0.0001,ηp2 “ 0.08. The main

effect of ‘Scenario’ was addressed in previous analyses showing participants’ query

selection preferences did vary across scenarios.

In terms of ‘Strategy’, the significant pairwise comparisons in predicting query

selection was between the ‘elimination’ strategy and: ‘frontrunner’, p “ 0.024,

‘frontrunner + zero-sum/risk aversion’, p “ 0.028, ‘differentiation’, p ă 0.0001,

‘symmetry’, p ă 0.0001, and ‘zero-sum/risk aversion’, p ă 0.002. An elimina-

tion strategy was associated with querying ‘primary item stolen’ significantly more

than the other strategies that predominantly were underlying ‘burglary time’ query

choices. In addition, significant pairwise comparisons were found between ‘sym-

metry’ and ‘frontrunner’, p ă 0.0001, ‘highest percentage’, p ă 0.0001, and ‘dif-

ferentiation’, p “ 0.02. A symmetry strategy was more strongly associated with

querying ‘burglary time’ than the remaining strategies (though these also were pre-

dominantly underlying the same query).

Using a full factorial design, the only significant interaction effect was between

‘Scenario’ and ‘Strategy’, Fp28,606q “ 2.1, p “ 0.001,ηp2 “ 0.09. This is due to

the fact that although participants’ query selections varied in some scenarios (e.g.,

between scenario 1 and 2 and scenarios 3, 4, 5), the extent to which certain strategies

were related to certain queries (i.e., elimination strategy and querying ‘primary item

stolen’) did not vary across scenarios. As such, our findings suggest that strategies

dictate different query selections and they potentially indicate that the nature of the

condition shifts query selections independently of strategy use.

5.5.3 Conclusions of Experiment 6

Our results illustrated that participants in Condition 1 who were told the whole in-

vestigation entailed only one inquiry, had a modal preference for querying ‘burglary

time’ in all scenarios except scenario 4. On the other hand, participants in Condi-

tion 2 who were told the investigation comprised of multiple inquiries (although
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they were required to only make the first one), evaluated queries slightly differ-

ently than their counterparts in Condition 1. As such, their preference switched

given a different probabilistic model, preferring to query ‘primary item stolen’ over

‘burglary time’ (which could only lead to frontrunner with only 60% probability of

being the true culprit) as early as in scenario 3. Nonetheless, participants in this

condition were also primarily driven by a frontrunner strategy throughout the task,

although we found they adopted an elimination strategy more than participants in

Condition 1.

In terms of participants’ information search decisions, our mixed-effect logis-

tic regression analyses showed that none of the models were significant predictors

of participants’ query preferences. Overall, in the present experiment, the purely

information-theoretic models we employed were not able to account for the ob-

served differences in query evaluations between participants who believed the task

involved multiple inquiries, and those who believed it was a one-shot task.

5.6 Experiment 7
To further explore the effect of task framing on participants’ strategies, we extended

our task to a step-wise paradigm. We allowed participants to make multiple sequen-

tial query selections, observe the outcome of each query, and update their proba-

bilistic beliefs after each observation. This final experiment will allow us to explore

the following points :

1. Whether people’s information seeking differed at the first decision point of

a step-wise paradigm compared to that observed in our previous one-shot

experiments.

2. The effect of adopting frontrunner vs. elimination strategies at the outset of

the task on subsequent search decisions and belief updating.

3. The bi-relationship between information search decisions and information

evaluation (represented by belief updating).

In Experiment 7, all participants were presented with materials underpinned by the
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same probabilistic model built as a CBN (see Figure 22).

BurglarPrimary
Item Stolen

Burglary
Time

Point of
Entry

Mode
of Entry

Figure 22: CBN Structure. Graphical representation of CBN utilised in Experiment 7.

This model was more complex than that used in previous experiments. We used

a ternary hypothesis node ‘Burglar’ (states: Suspect 1, Suspect 2, Suspect 3) with

uniform priors so that in all models PpSuspect1q “ PpSuspect2q “ PpSuspect3q “
1
3 , three binary-outcome query nodes: ‘burglary time’ (outcomes: day, night), ‘point

of entry’ (outcomes: door, window), ‘mode of entry’ (outcomes: forced, not forced)

and a ternary-outcome query node ‘primary item stolen’ (outcomes: jewellery, elec-

tronics, money). The parameters of the probabilistic model in the CBN, and given

to participants, can be viewed in Table 35. These parameters were selected as they

allowed the identification of a clear order of queries in terms of their informative

value, though to a different extent across utility functions, and the informative val-

ues of the queries differed enough that this difference should once again be notice-

able. We kept parameters of two queries similar to our previous experiments such

that one would facilitate the identification of a safe ‘frontrunner’ given its symmet-

ric properties, and one might facilitate the ‘elimination’ of a suspect. Moreover, as

will be explained below, varying the informative value of the queries allowed us to

compute an optimal step-wise information search strategy.

The expected utility of each investigative query relative to the probabilistic be-

lief model (specified in Table 35) was calculated as in the previous experiments

utilising KL-D, IG, PG and Impact as utility functions. Assuming an agent selected
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Table 35: Experiment 7: Conditional Probability Table with parameters employed in the
global CBN.

Hypothesis
Primary Item Stolen

(Jewellery, money, electronics)
Point of Entry
(door, window)

Mode of Entry
(forced, not forced)

Burglary Time
(day, night)

Suspect 1 0.1, 0.1, 0.8 0.3, 0.7 0.5, 0.5 0.9, 0.1
Suspect 2 0.8, 0.1, 0.1 0.3, 0.7 0.8, 0.2 0.1, 0.9
Suspect 3 0.1, 0.8, 0.1 0.7, 0.3 0.1, 0.9 0.6, 0.4

the most informative investigative query and normatively (as dictated by Bayes the-

orem) updated the probabilities at each decision stage, the expected utility of each

investigative query according to each utility function can be seen in Table 36. Given

the change in paradigm from one-shot to a stepwise investigative task, probability

gain based models are not necessarily the optimal strategies in this task given that

maximising the suspect’s posterior probability might not be the best strategy to

employ when the participant knows they have multiple opportunities of obtaining

information. For this reason, a simplified PG model (PGH) was not included in the

present experiment.

Table 36: Experiment 7: Expected value of each query at each decision stage predicted by
each utility function.

Utility Function Primary Item Stolen
Burglary

Time
Mode of

Entry
Point of
Entry

Decision 1

KL-D 0.66* 0.36 0.26 0.10
IG 0.66* 0.36 0.26 0.10
PG 0.47* 0.27 0.23 0.13

Impact 0.31* 0.19 0.16 0.12

Decision 2

KL-D - 0.26* 0.16 0.04
IG - 0.26* 0.16 0.04
PG - 0.01* 0 0

Impact - 0.14* 0.11 0.05

Decision 3

KL-D - - 0.23* 0.09
IG - - 0.23* 0.09
PG - - 0.12* 0.07

Impact 0.14* 0.1

Decision 4

KL-D - - - 0.03
IG - - - 0. 03
PG - - - 0.13

Impact - - - 0.13
N.B. The most informative query at each decision stage (according to each utility function) is

marked with ‘*’
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Although participants could freely select an investigative query at each deci-

sion stage, the outcomes of these queries were kept constant so that throughout the

task, despite the changing order, all participants would have observed the same out-

comes by the end of the task, making within-group comparisons more tractable.

As such, if primary item stolen was queried the evidence ‘jewellery’ would be ob-

served, if mode of entry was queried the evidence ‘door’ would be observed, if

point of entry was queried the associated evidence was ‘non-forced entry’ and fi-

nally if burglary time was queried the evidence ‘day’ would be observed. We chose

these outcomes to increase the complexity of the task and test participants’ ability

to integrate discordant evidence, as the evidence was sometimes diagnostic towards

different suspects. Moreover, this allowed us to explore the adaptiveness of people’s

strategies and belief updating given unexpected evidence.

As the parameters assumed by the probabilistic belief model impact the com-

putation of the expected utility of queries and outcomes, we did not assume partic-

ipants would simply assume the stated parameters, and therefore built individually

fitted (informed) Bayesian OED models (IB-OED) for each participant. These were

parametrised according to each participant’s stated hypothesis priors, and posterior

beliefs after each decision point (having observed the query outcome), incorpo-

rating their query selection throughout the task. This allowed us to evaluate each

participant’s information acquisition and evaluation against the “fitted” normative

model describing an individualised optimal sequential search and updating strat-

egy (computed according to each utility function). In this way, participants were

not “damned” by one initially sub-optimal query selection, allowing for meaning-

ful assessment of normativity at later stages of the task. Expected utility was not

computed at decision stage 4, as all participants by default chose the last query

remaining.

5.6.1 Methods

5.6.1.1 Participants and Design

A total of 117 participants (Nmale = 37; Mage = 36.1 years, SD = 7.3) were recruited

from Prolific Academic. All participants were native English speakers who gave
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informed consent and were paid £1.5 for partaking in the present study that took

on average 14 (median) minutes to complete online. The experimental task was

designed in Qualtrics and powered through the online platform Prolific Academic.

A within-subjects design was employed. For task materials see OSF https://

osf.io/tkr4v/?view only=ad014608617841a88e78e895574c8098.

5.6.1.2 Procedure

As part of the cover story, participants were once again asked to imagine they were

criminal investigators. As per the previous experiments in this chapter, they were

foremost asked to review the neighbourhood’s burglary statistics and the criminal

records of the (three) burglars known to operate in the area and were therefore pro-

vided with information on the (probabilistic) model (i.e., variables present, causal

relationships between these, prior probabilities of the burglars and conditional prob-

abilities within the model).

Participants were then told that a new burglary had occurred in their neigh-

bourhood, and that they were to investigate the new case. Prior probabilities of each

burglar being the culprit were elicited from participants to ensure the uniform pri-

ors had been accepted. Subsequently, participants were asked to select one of four

investigative queries: ‘burglary time’ (to find out whether the burglary occurred dur-

ing the day or night), ‘primary item stolen’ (to find out whether electronics, money

or jewellery were primarily stolen), ‘point of entry’ (to find out whether they en-

tered through door or window) and ‘mode of entry’ (to find out whether they used

force entry or not). Participants were not told explicitly that they would be able to

select all queries throughout the task, but this became apparent as they progressed

through the task. Moreover, they were asked to carefully consider each query selec-

tion so as to maximise the effectiveness of the whole investigation. After selecting a

query, participants were required to provide a think-aloud response explaining their

choice. Subsequently, participants would observe the evidence associated with their

selected query (query outcome). For example, if participants selected the query

‘point of entry’ they would observe the following message: “You investigate the

point of entry and find out the burglar came in through the door”.

https://osf.io/tkr4v/?view_only=ad014608617841a88e78e895574c8098
https://osf.io/tkr4v/?view_only=ad014608617841a88e78e895574c8098
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After learning the outcome of a query, participants were required to provide

updated posterior beliefs for each suspect (as probability estimates using sliders

ranging from 0% to 100%). Due to the principles of mutual exclusivity and exhaus-

tiveness, the estimates were required to sum to 100. After providing the probability

estimates participants were told to select the next query. This procedure was re-

peated until all investigative queries had been exhausted.

Throughout the task, all participants made three active queries in total (the

final query chosen was the one left outstanding) and provided four posterior belief

updates for each suspect (and the initial hypothesis priors estimates). Participants

had access to an ‘information review’ section throughout the task, comprising of

the information represented by Table 35, as well as a list of what evidence (query

outcomes) had already been observed. At the end of the sequential task, given

all evidence observations, participants were required to select which suspect they

believed was the culprit.

5.6.2 Results

5.6.2.1 Query Selection

Given the lack of implementations of repeated measures factors in mixed effects

regression models for a multinomial outcome, and the fact that we are purely in-

terested in the predictive abilities of the utility functions, the present analyses were

carried out separately for each decision stage. At each of the first three decision

stages35, we built multinomial mixed effects regression models with ‘Participant

Choice’ as our multinomial outcome variable and ‘Utility Function Prediction’ as

our fixed effect categorical predictor, for each utility function. Each model addi-

tionally contained a random effect with intercept of ‘Subject’.

Decision Stage 1

The outputs of the multinomial logistic regressions can be seen in Appendix

A.2. Our analyses yielded no main effect of ‘Utility Function Prediction’ on ‘Par-

ticipant Choice’ in the PG model, Fp3,111q “ 0.99, p“ 0.39, the KL-D/IG model,

35We didn’t include the last stage as here a participant had to select by default the query that hadn’t
been selected thus far.



197

Fp3,111q “ 0.01, p“ 0.99, or in the Impact model, Fp3,111q “ 0.01, p“ 0.99. At

the first decision stage none of the utility functions were significant predictors of

participants’ query selections. At this decision stage, all participants had the same

information, yet we see a divide in participant’s choice of queries – 54 % selected

‘Primary Item Stolen’, 37 % selected ‘Burglary Time’, 3% selected ‘Mode of Entry’

and 6% selected ‘Point of Entry’. From Table 36 we can see that all utility functions

predicted ’Primary Item Stolen’ to be the most informative query.

The likelihood ratio results comparing each model to an intercept-only model

are displayed in Table 37 below.

Table 37: Experiment 7 Decision Stage 1: Likelihood ratio test results, AIC, Deviance,
Akaike Weights (w) and Evidence Ratio (ER) values of the competing models.

Model AIC ∆ AICi wi ERi Deviance χ2 df p-value

PG 239.3 0 0.56 1 227.3 3.2 3 0.36
KL/IG 241.3 1.9 0.22 2.6 229.3 1.24 3 0.74
Impact 241.3 1.9 0.22 2.6 229.3 1.24 3 0.74

Given that the PG model had the lowest AIC value we selected this as the ‘best’

reference model. The ∆AIC values presented in the above table suggest that both

the KL/IG and the Impact model could not be discounted given that ∆AIC ă 2. The

computed Akaike weights showed that PG has a 56% chance of being the correct

model amongst these, with the remaining weight being equally distributed amongst

the KL/IG and Impact models. These findings corroborated that none of the models

at decisions stage 1 are able to accurately predict participants’ choices.

Decision Stage 2

The outputs of the mixed-effect logistic regressions carried out on decision

stage 2 can be seen in Appendix A.2. A main effect of ‘Utility Function Prediction’

on ‘Participant Choice’ was found in the KL-D/IG model, Fp6,108q “ 2.9, p “

0.01, and in the Impact model, Fp6,108q “ 2.9, p“ 0.01, but not in the PG model,

Fp12,102q “ 1.7, p “ 0.078. The likelihood ratio results comparing each model to

an intercept-only model are displayed in Table 38.
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Table 38: Experiment 7 Decision Stage 2: Likelihood ratio test results, AIC, Deviance,
Akaike Weights (w) and Evidence Ratio (ER) values of the competing models.

Model AIC ∆AICi wi ERi Deviance χ2 df p-value

PG 275.1 21.36 1E-05 43477 221.1 74.5 12 <0.0001
KL/IG 253.7 0 49.99 1 235.7 75.5 6 <0.0001
Impact 253.7 0 49.99 1 235.7 75.5 6 <0.0001

Given that the KL/IG models had the lowest AIC value we selected these as the

‘best’ reference models. The ∆AIC values presented in the above table suggest that

the PG model could be discounted as it is implausible given that ∆AIC ą 10. The

computed Akaike weights showed that KL/IG and Impact each have approximately

a 50% chance of being the correct models amongst these. In combination with

the findings presented above, this strengthens the notion that none of the utility

functions are accurate predictors of participant choice behaviour in this sequential

information search task.

Decision Stage 3

The outputs of the multinomial logistic regression analyses carried out in De-

cision Stage 3 can be seen in Appendix A.2. A main effect of ‘Utility Function

Prediction’ was found on ‘Participant Choice’ in the KL-D/IG model, Fp6,108q “

4.7, p ă 0.0001, and in the Impact model, Fp6,108q “ 4.6, p ă 0.0001, and in PG,

Fp12,102q “ 2.3, p “ 0.01. The likelihood ratio results comparing each model to

an intercept-only model are displayed in Table 39.

Table 39: Experiment 7 Decision Stage 3: Likelihood ratio test results, AIC, Deviance,
Akaike Weights (w) and Evidence Ratio (ER) values of the competing models.

Model AIC ∆ AICi wi ERi Deviance χ2 df p-value

PG 254.5 38 5.6E-09 178482301 224.5 69.8 12 <0.0001
KL/IG 229.5 13 0.001 665 211.5 82.8 6 <0.0001
Impact 216.5 0 99.8 1 198.5 95.9 6 <0.0001

Given that the Impact model had the lowest AIC value we selected it as the

‘best’ reference model. The ∆ AIC values presented in the above table suggest that

both the PG model and the KL/IG model can be discounted and are implausible
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given that ∆AIC ą 10. The computed Akaike weights showed that Impact model

has an almost 100% chance of being the correct model compared to the alternative

models. However, at this decision stage all measures performed worse than chance

level (see Appendix A.3), allowing us to conclude that although Impact is a better

fit relative to the alternative models, overall none of them are particularly good fits

of the distribution of participants’ query selections. This is corroborated by the

results found in Appendix A.2, showing that, in the Impact model, a prediction of

‘mode of entry’ compared to one of ‘burglary time’ significantly increased the odds

of a participant choosing ‘mode of entry’ or ‘point of entry’. It therefore seems that,

despite the above-mentioned being significant prediction terms, the reference model

is not able to differentiate between participants’ query preferences (e.g., mode of

entry and point of entry) which were equally prevalent at this decision stage.

5.6.2.2 Belief Updating

In order to assess participants’ belief updating accuracy against IB-OED models,

the absolute difference between the observed (participants’ empirical estimates) and

predicted (by IB-OED models) posterior belief estimates was computed for each

suspect at each decision stage (see Figure 23).

In order to assess whether updating accuracy (indicated by a low absolute mean

difference) differed across decision stages or suspects we ran a repeated-measures

ANOVA. We found a main effect of decision stage on belief updating accuracy,

Fp2.9,339q “ 10.9, pă 0.001,η2
p “ 0.086. As can be seen from Figure 23, partici-

pants were significantly less accurate at decision stages two and three.

Additionally, a main effect of suspect on updating accuracy was not found,

Fp1.9,221q “ 2.14, p “ 0.12,η2
p “ 0.018. Finally, a significant interaction effect

was found between suspect and decision stage, Fp5.5,638q “ 4.8, p ă 0.001,η2
p “

0.04. People’s accuracy error increases throughout the decision stages for Suspect 3.

As such, participants’ updating error regarding suspects 1 and 2 increases noticeably

from decision stage 1 to decision stage 2, before decreasing to its original level. In

contrast, participants’ updating error increases throughout the decision stages for

Suspect 3. We will discuss this further in relation to participants’ strategies.
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Figure 23: Experiment 7 belief updating. Participants’ average absolute belief updating
error at each decision stage (according to IB-OED model predictions).

Given that we found no main effect of suspect on participants’ accuracy,

we averaged participants’ absolute error of the three suspects so as to obtain a

single measure of probability updating accuracy per participant at each decision

stage. A repeated measures ANOVA with Greenhouse-Geisser correction illus-

trated a significant difference in participants’ updating accuracy between deci-

sion stages, Fp3,348q “ 10.9, p ă 0.001,η2
p “ 0.086. Post-hoc pairwise com-

parisons with Bonferroni correction, illustrated that participants’ updates were

more accurate at decision stage 1 pM “ 13.43,SD “ 14.16q compared to deci-

sion stage 2 pM “ 21.7,SD “ 12.1q, tp116q “ ´5.23, p ă 0.001, decision stage

3 pM “ 21.5,SD “ 13.5q, tp116q “ ´4.54, p ă 0.001, and decision stage 4 pM “

18.5,SD“ 13.9q, t “´2.9, p“ 0.02. No significant difference was found between

decisions stage 2 and 3, or between stages 2 and 4, or between stages 3 and 4. This

suggests that participants’ updating accuracy significantly decreased after decision

stage one, and then plateaued.

5.6.2.3 Reasoning Strategies

A primary rater coded all responses. A second independent rater then coded the

responses of 47% of participants (randomly selected) from the first three query

selections. Cohen’s weighted kappa was utilised to determine a moderately high

inter-rater agreement between the two raters, κw “ 0.86pă 0.001. 60 responses out
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Table 40: Experiment 7: Frequency of reasoning codes at each decision stage.

Elimination Frontrunner Highest Percentage Differentiation Symmetry Frontrunner+
(frontrunner-focused) n/a

Stage 1 23.93% 28.21% 5.13% 17.09% 13.68% 0.00% 11.97%
Stage 2 15.38% 16.24% 1.71% 11.97% 0.00% 41.03% 13.68%
Stage 3 7.69% 30.77% 1.71% 9.40% 0.85% 23.93% 25.64%

of the total 351 (responses of 117 participants on three decisions) were attributed

the primary code of “n/a” given the dearth of information provided. As in previous

experiments in this chapter, all responses were included in subsequent analyses.

Table 40 shows the percentage use of each strategy at each decision stage.

The strategies were the same as ones obtained in previous experiments in

this chapter, with the addition of a new strategy that we termed frontrunner+

(frontrunner-focused). Rather than wanting to determine any frontrunner sus-

pect (i.e., the standard frontrunner strategy discussed previously), the frontrunner-

focussed strategy differs in that is seeks to confirm a specific frontrunner (i.e., the

leading suspect obtained from the previous decision stage). As such it represents

a more confirmatory/selective hypothesis testing strategy than simply wanting to

obtain a frontrunner at the initial stage, at which point all suspects had equal pri-

ors. For example, one participant stated, “Having seen the last piece of evidence,

I am interested to see if the burglary time matches Suspect 2’s MO” and similarly

P31 explained, “If it was night it would add to the likelihood it’s the Nightingale

(Suspect 2)”.

In order to determine whether participants’ strategy choice varied throughout

the task (i.e., across the different decision stages), we conducted a non-parametric

Friedman test. Our analysis displayed a, albeit barely, significant difference in the

use of strategies across the decision stages, χ2p2q “ 5.8, p“ 0.05. As such, Bonfer-

roni corrected post-hoc comparisons of proportions illustrated the significant differ-

ence to be in the adoption of an elimination strategy across stages with participants

adopting it significantly more at decisions stage one than at both subsequent stages,

p ă 0.05. Moreover, participants utilised a frontrunner strategy significantly more

at decision stage 1 and 3 than decision stage 2. At decision stage 2 participants

adopted a frontrunner + (frontrunner-focused) strategy significantly more than at the
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first decision stage (at this stage it was conceptually impossible to utilise this strat-

egy). Finally, participants utilised a ‘highest percentage’ strategy significantly more

at the first decision stage than either of the subsequent two. In contrast to our pre-

vious one-shot experiments, it seems that participants’ strategy use was responsive

to the situation (e.g., probabilistic context at a certain decision stage). For example,

the multiple inquiry nature of this experiment seems to have led to a large cluster of

participants adopting an elimination strategy at the outset (behaviour comparable to

that of participants in the ‘perceived multiple inquiries’ condition in Experiment 6).

A general linear model with multinomial distribution and logit link function il-

lustrated no main effect of decision point on participants’ query selections χ2p2q “

1.75, p “ 0.42, but a main effect of strategy, χ2p6q “ 40.2, p ă 0.0001. More-

over, a significant interaction effect was found between decision stage and strategy,

χ2p9q “ 80, p ă 0.0001. As such, a significant difference in query preference was

found within decision stage 1 (as previously discussed), χ2p1q “ 7.15, p “ 0.007.

Moreover, at decision stage 1 an ‘elimination’ strategy, χ2p1q “ 16.8, p ă 0.0001,

and a ‘highest percentage’ strategy, χ2p1q “ 8.3, p “ 0.004, were most heavily

associated with querying ‘burglary time’. Comparatively, at decision stage 2 a

frontrunner strategy, χ2p1q “ 7.2, p “ 0.007, and a frontrunner-focused strategy,

χ2p1q “ 8.4, p “ 0.004, were both significantly associated with querying ‘burglary

time’.

This seems to suggest that, as in previous experiments, certain strategies dic-

tate the observed query preferences, although in contrast to our previous one-shot

studies, in a step-wise inquiry situation, strategy adoption seems to be dependent on

decision stage.

5.6.2.4 Consequences of frontrunner-focused thinking

At the first decision stage the content of participants’ think-aloud responses were

reflective of the split observed in their query selections wherein a cluster of partici-

pants selected burglary time (driven by an elimination strategy) whilst the majority

chose primary item stolen (driven by a frontrunner strategy). In this case, a frontrun-

ner strategy led to an optimal choice as computed by all IB-OED models. However,
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this latter strategy also led many participants to less accurate belief updating at de-

cisions stages two and three. As such, participants might have under-adjusted their

beliefs for their leading hypothesis in light of contradictory evidence in order to

maintain the same ‘prime suspect’ or frontrunner. Our previous analysis showing

that a frontrunner-focused strategy led to more accurate query selections at decision

stage 2 but inaccurate selections at decision stage 3 bolsters this notion.

Investigating further, we found that 53% of participants held the same suspect

as lead across decision stages 1 and 2, despite the majority of participants having

viewed contradictory evidence at these stages (selecting ‘primary item stolen’ and

‘burglary time’ would show evidence diagnostic towards different suspects). More-

over, 30% of participants held the same suspect as lead across decision stages 1-3.

As will be subsequently discussed, a frontrunner strategy seemed to trigger the use

of a confirmatory strategy, which may have had conservative influences on belief

updating, thereby explaining the increased belief updating error following decision

stage 1.

It is worth nothing, however, that 57% of participants selected the correct sus-

pect to bring in for questioning at the end of the investigation. Many of the remain-

ing participants can be accounted for by frontrunner-focused thinking, since 33.3 %

of participants ranked a given suspect as lead at decision stage 1 and subsequently

reported him as the most likely culprit at the end of the task. Out of these, only

8 participants had ranked Suspect 3 as lead at decision stage 1 and thus made the

correct final judgement at the end of the task. The remaining 31 participants did

not update their beliefs appropriately and kept the same suspect as leading expla-

nation for the evidence, regardless of whether the evidence could have been better

explained by alternative suspects.

5.6.3 Conclusions of Experiment 7

Overall, when comparing observed behaviour to IB-OED model predictions, par-

ticipants tended to perform “sub-optimally” on the task – both in terms of belief

updating and information seeking strategy, when compared to models with differ-

ent utility functions. Our findings suggest that participants’ query selections and
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evaluations are consistent with certain strategies, primarily driven by obtaining a

frontrunner at the outset. Although this was consistent with query selections in line

with OED principles at the first decision stage, consistently adopting a frontrun-

ner strategy across the task dovetailed notions of confirmatory heuristics stemming

from overconfidence in a given focal hypothesis.

5.7 General Discussion of Experiments 4-7
Within the domain of psychology, OED principles have been used to model how

people seek and evaluate information. Despite proving themselves as appropriate

computational-level methods to account for people’s behaviour in many information

search tasks (i.e., Planet Vuma and 20-Q game), their descriptive and explanatory

powers are challenged by heuristic models that make the same predictions (Navarro

& Perfors, 2011; Oaksford & Chater, 1994), and alternative models which devi-

ate from OED model predictions, but are able to account for people’s behaviour

(Bramley et al., 2015; Coenen et al., 2015; Markant & Gureckis, 2014). Given that

most studies have so far used tasks with simple probabilistic contexts (i.e., binary

hypothesis spaces and/or binary outcome queries), it is possible that other strategies

have gone undetected.

In a series of experiments, we investigated how people select and evaluate

queries in diverse probabilistic contexts. Critically, these were embedded in more

naturalistic crime investigation scenarios that included both binary and ternary hy-

pothesis spaces and query outcomes. The focus of our work was not just to ascertain

whether people’s evaluations aligned or deviated from information seeking norms,

but also to uncover the motivated strategies that might explain their behaviour. In

addition, we explored the adaptiveness of the identified strategies across probabilis-

tic contexts using both within and between-subject designs, and across one-shot

and stepwise information search tasks. In all four initial experiments, participants’

behaviour was evaluated against IB-OED models parameterized with participants’

own priors and with different built in utility functions (KL-D, IG, PG and Impact).

In the first three experiments of this chapter we also included a heuristic model with
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a built-in PG function (PGH).

Results from Experiments 4-6, which employed a one-shot task, revealed a

number of noteworthy findings. Firstly, participants selected queries that coincided

with those predicted by IB-OED models when these aligned with their personal

strategies. This suggests that utility functions that are independent of the pref-

erences of the learner, as is the case with information-theoretic OED measures

(Coenen et al., 2019) might not be appropriate descriptors of people’s information

acquisition behaviour. As such, participants evaluated information as being more in-

formative given their personal strategies of either identifying a frontrunner suspect

or eliminating one. Adopting a ternary hypothesis space allowed us to disentangle

these strategies, leading to the identification of a modal preference for obtaining

a frontrunner in Experiments 4 and 7. Crucially, although the probabilistic model

used in Experiment 5 (a binary hypothesis space) did not allow for the differen-

tiation between a frontrunner and an elimination strategy, participants still voiced

a preference for obtaining a lead hypothesis. This speaks to moving beyond the

binary-feature and binary-hypothesis models frequently adopted by researchers in

the psychology domain and encourages the adoption of diverse probabilistic models

that allow one to identify and discriminate between these underlying strategies.

Overall, participants’ chosen queries and outcome evaluations in the first two

experiments seemed to align with the intuitively optimal strategy (given our pa-

rameter sets and the investigative nature of the task) of maximising the chances of

increasing the probability of a suspect as close to 1 as possible thereby reflecting

the assumptions of probability gain based models. However, our mixed-effect re-

gression model analyses illustrated that PG and PGH were significant predictors of

participants’ choices only in Experiment 7 and were restricted to best approximat-

ing the qualitative direction of the distribution of participants’ query selections in

Experiment 5. As such, the query they predicted to be most informative, was typ-

ically chosen by the majority of participants across our experiments. Whereas in

Experiment 4, a PG model outperformed a PGH model, the opposite was true in

Experiment 5. In the latter study, we found that a simplified utility function that



206

assumes equal outcome priors best approximated participants’ information search

behaviour. This suggests that in some probabilistic environments, participants sim-

plify the assumptions of OED models when evaluating the utility of information

and that the computational complexity of OED measures might not be a realistic

descriptor of information search behaviour especially in more naturalistic settings

(Coenen et al., 2019). In Experiment 6 and 7, all utility functions (including the

simplified PGH model), were unable to account for participants’ query preferences,

given the introduction of task framing manipulations and stepwise information seek-

ing.

Across experiments, the majority of participants selected queries that were

consistent with their preference of obtaining a frontrunner and adopted strategies

that would enable this (i.e., frontrunner, differentiation, symmetry, highest out-

come). As such, participants largely displayed a preference for queries whose

outcomes were most differentially probable under each hypothesis, as it allowed

for the identification of a frontrunner. This is conceptually related to the feature-

difference heuristic, identified by Slowiaczek et al. (1992) and subsequently tested

by Nelson et al. (2010) which entails maximising the difference between the like-

lihoods under the competing hypotheses. The feature-heuristic strategy, however,

only applies to categorization tasks with two categories and “two-value features”

(i.e., two-outcome features), whereas in in the present work we expand this concept

by employing probabilistic models with both binary and ternary hypothesis spaces

and binary as well as ternary-outcome features. Although prior research has illus-

trated how in probabilistic environments with two hypotheses and binary-outcome

features, a feature-difference heuristic equates to a normative OED model with ‘im-

pact’ as utility function (Nelson, 2005, 2008), we were unable to make this direct

comparison given the different nature of our probabilistic environments.

We were able to conclude however, that although a ‘frontrunner’ strategy

aligned with some OED model predictions (e.g., Experiment 4), this held true only

when these predictions coincided with participants’ own strategic preferences. For

example, in Experiment 6 Scenario 2, participants in both task framing conditions



207

mostly employed a ‘frontrunner’ and ‘differentiation’ strategy, which resulted in

the selection of queries that were not deemed to be most informative by any of the

utility functions. In addition, we found evidence for the use of an ‘elimination’

strategy, although this was only mentioned by a minority of participants across ex-

periments. Those who did employ an elimination strategy evaluated (and selected)

queries consistent with this strategy as being most informative.

Across the present studies we also found that the use of these strategies was

sensitive to task context and demands. As such, although a frontrunner strategy

dominated in most contexts, Experiments 5 and 6 showed that framing the task as

involving multiple inquiries and adopting a stepwise paradigm increased the num-

ber of people who adopted an ‘elimination’ strategy. This serves to show that task

framing, and context, may act as strategy determinants – principles currently extra-

neous to the purely information-theoretic OED measures. In addition, it tentatively

suggests that participants’ information seeking may be rational given the task fram-

ing and context. For example, it may appear sensible to seek a frontrunner at the

outset in a criminal investigation case comprising of a ‘one-shot’ inquiry – as re-

flected by a PG model. In comparison, eliminating a subject at the outset may seem

like a more rational strategy to follow in a context in which there are sequential

inquiries. Poletiek and Berndsen (2000), though utilising a different methodology,

similarly showed that altering task features like context and content affected partic-

ipants’ testing strategy.

Across all of our experiments, no utility function was able to consistently ac-

count for the strategies we extracted from participants’ think-aloud responses. Our

findings suggested that they were not adaptive across the probabilistic contexts per

se, as OED principles would predict, but instead were responsive to factors such as

task framing (Experiment 6). Our analysis further showed that the observed adap-

tiveness due to task framing is not accounted for by any of the utility functions

we employed. Moreover, although the majority of participants across contexts em-

ployed a ‘frontrunner’ or ‘differentiation’ strategy, we found a variety of strategies

employed by participants, illustrating that strategy choice can vary from individual
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to individual. In our one-shot scenarios that involved no task framing manipula-

tions, probability gain based models best approximated the direction of participants’

choices (PG in Experiment 4 and PGH in Experiment 5). In order to account for the

effect of task framing and for factors such as risk aversion which we recognised as

significant determinants of participants’ query evaluations, further research could

investigate whether these could be formalised under different conceptualisations,

for instance, in terms of risk-taking behaviour, following the work of Poletiek and

Berndsen (2000).

Although preferentially adopting a certain strategy in the first three experi-

ments (e.g., frontrunner) was not shown to be detrimental, in Experiment 7, whilst

adopting a ‘frontrunner’ strategy at the first decision stage aligned with query selec-

tions in line with informed OED model predictions (querying primary item stolen),

we found that a continued use of this strategy led to deviations from IB-OED model

predictions. More specifically, adopting a frontrunner strategy at the first deci-

sion stage translated to a significant number of participants adopting a frontrunner-

focused (frontrunner*) strategy in subsequent stages. This was a confirmatory strat-

egy that entails repeatedly testing a single leading hypothesis and largely ignor-

ing alternative hypotheses, despite their increasing plausibility. This is consistent

with literature on selective exposure that finds that people with strong beliefs prefer

information that they expect will confirm their beliefs and past choices (Schulz-

Hardt, Frey, Lüthgens, & Moscovici, 2000; Svenson, 2003). It is also consistent

with selective hypothesis testing (Sanbonmatsu, Posavac, Kardes, & Mantel, 1998)

and positive testing strategies (Klayman & Ha, 1987; McKenzie, 2004). These

search strategies are akin to those observed in forensic science whereby investi-

gators search for information in order to confirm their existing beliefs (Findley &

Scott, 2006) which can lead to miscarriages of justice (Eady, 2009; Ormerod et al.,

2008).

Despite not always deviating from OED predictions, those adopting a

frontrunner-focused strategy also made updating errors, and were less likely to

entertain an alternative hypothesis in light of evidence incongruent with their cur-
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rent leading hypothesis. This finding is in line with work in the extant literature

that shows that certain combinations of seeking and evaluation strategies can lead

to overconfidence in an upheld hypothesis (McKenzie, 2004, 2006; Rebitschek,

Bocklisch, Scholz, Krems, & Jahn, 2015). As such, even ‘optimal’ query selections

(e.g. in line with a frontrunner strategy) can lead to sub-optimal belief revision,

because even though one eventually is exposed to all available pieces of informa-

tion, gathered evidence can be misweighed (Slowiaczek et al., 1992). Importantly,

requiring participants to update their beliefs in the hypotheses after each item of

evidence was viewed could have exacerbated this effect. For example, a study on

professionals illustrated that asking people to state hypotheses early during a mock

police investigation led to more biased information-seeking strategies (O’Brien

& Ellsworth, 2006). Moreover, requiring participants to state beliefs early in a

sequential task has been associated with assigning more weight on initial beliefs

and conservatively updating these in light of new evidence (Phillips & Edwards,

1966). A study comparing participants required to update hypotheses in a step-wise

manner versus participants who are only required to formulate a hypothesis after

viewing all evidence could elucidate this matter further.

Overall, however, given the known detriments of adopting confirmatory strate-

gies in real world settings (Kassin, Dror, & Kukucka, 2013; Rassin, Eerland, &

Kuijpers, 2010; van den Eeden, de Poot, & Van Koppen, 2016) further work should

explore the extent to which these are used in information-seeking paradigms. Ar-

guably, evaluating queries in the real world in relation to their ability to meet certain

goals (e.g., eliminating a hypothesis at the outset) and adopting strategies that facil-

itate this across different probabilistic contexts seems more psychologically plau-

sible than carrying out the computations posited by a Bayesian OED framework.

By testing a heuristic model that assumes equal priors (PGH) we were able to de-

termine that participants might be failing to integrate the prior of the outcome with

the diagnosticity of the outcomes when evaluating the informative value of queries,

rather than assuming query outcomes to have equal outcome priors. Given the real-

world pragmatics of evidence search, mentally simulating the impact of all possible
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outcomes of an action on each hypothesis would be computationally intractable,

assuming all possible outcomes can even be known. In step-wise or sequential in-

formation search situations, exhaustive (not goal-directed) sequential selections and

information integrations would be similarly psychologically implausible.

It is also perhaps unsurprising that some participants were falling victim to

well-known biases and reasoning fallacies when evaluating items of information.

For example, across our experiments we noted traces of risk aversion and zero-sum

thinking. Participants’ preference for obtaining a frontrunner at the outset was in

some cases mitigated by a form of risk aversion that led them to query the fea-

ture that was most differentially probable under each hypothesis, even if this query

was not expected to yield the frontrunner with the highest probability. Through an

analysis of participants’ think-aloud responses this also seemed to be the product

of overweighting the value of a ‘safe’ (information) gain, underweighting the value

of an outcome that leads to the exclusion of a hypothesis (e.g., outcome ‘night’ in

Experiment 4) and overweighting the probability of unlikely but uninformative out-

comes occurring (e.g., outcome ‘money’ in Experiment 5). Moreover, our findings

directly showed that participants, especially in Experiment 5, were averse to select-

ing a query that was perceived as risky since it could produce an outcome with the

smallest benefit (in this case, 0 information). This suggests that some people may

therefore be also evaluating information by the perceived risk associated with ob-

taining that value (which often does not coincide with the normative probability of

obtaining the information). Although this could mean that people are reasoning sys-

tematically in respect to some utility function, it is not one among the functions we

considered in the present chapter. Rather, it could be a situation-specific function

that captures risk-aversion for gains in information.

This risk-based information search finding is related to Poletiek and Berndsen

(2000) conceptualisation of hypothesis-testing behaviour as risk-taking behaviour.

The authors discriminate between maximising the probability of a confirming out-

come (in line with classical definitions of confirmation strategies; Klayman & Ha,

1987) and maximising the evidential value of the confirming outcome. Across two
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experiments the authors reported a preference to maximise the confirming value of

the test outcome, therefore choosing the “riskier” and taking the chance of finding

no support evidence at all, with the benefit of high-value evidence if obtained, over

the “safer” test that would have allowed them to obtain some evidence supporting

the hypothesis of interest at the expense of the low evidential value of the outcome.

Interestingly, although we found instances of confirmatory information seeking be-

haviour (e.g., frontrunner-focused strategy in Experiment 7), we also found that,

especially in Experiment 5 and 6, this was mitigated by a form of risk aversion by

which participants preferred to identify a “safe” frontrunner with lower probability

of being the true culprit over the riskier query that could provide them with a fron-

trunner with higher probability of being the true culprit, but also with an outcome

that would decrease the probability of other hypotheses. One noticeable difference

between our work and that of Poletiek and Berndsen (2000) that could explain the

different direction of our findings, is that they provided participants with a state-

ment indicating the verbal probability of the outcomes occurring (e.g., “there is a

high probability you will obtain X outcome that will lead to Y”), whereas we left

participants to infer the probability of outcomes occurring using the probabilistic in-

formation they received in the scenario. Thus, it is possible that our participants, had

they not overweighed the probability of certain outcomes occurring (e.g., ‘money’

in Experiment 5), would have similarly been biased towards the strength of the ev-

idence rather than the probability of obtaining that evidence. Though this renders

our work more comprehensive by beginning to address these issues, further work

investigating under what circumstances people adopt risk-seeking and risk-averse

information search strategies is still needed.

In Experiments 4-6 we found that participants’ risk aversion was interlinked

with a form of ‘zero-sum’ thinking. Zero-sum thinking describes instances in which

evidence that is equally predicted by two competing hypotheses is perceived as of-

fering no support for either hypothesis (Pilditch et al., 2019). For this assumption to

be valid the hypotheses must be mutually exclusive and exhaustive. In Experiment

5 most participants correctly evaluated the outcome money as being of little infor-
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mative value across the probabilistic models (despite overweighting the probability

of it occurring). In Experiment 7 however, following the same ‘zero-sum’ thinking

led some participants to misperceive a query as being uninformative (even if it was

normatively more informative) when one of its outcomes would increase the prob-

ability of two of the three hypotheses and decrease the probability of the other one.

Here, these participants believed they would receive relatively no useful informa-

tion given that the evidence could be highly (and at times equally) predicted by two

hypotheses and overlooked the fact that it could lead to a reduction in the hypothesis

space by being able to almost exclude one suspect. Our findings, illustrating that

this type of reasoning contributes to a misevaluation of the value of queries adds

to previous work which showed how this type of reasoning fallacy leads to signifi-

cant amounts of information (quantified by KL-D) being overlooked (Pilditch et al.,

2019).

Overall, the identification of zero-sum thinking and risk averse behaviour in an

information seeking paradigm contributes to the existing literature by bridging the

gap between known reasoning fallacies in Bayesian probabilistic reasoning tasks

and information-seeking principles, two factors that are rarely considered in con-

junction (Coenen et al., 2015, 2019). To our knowledge only two studies identified

risk aversion in information seeking (Poletiek & Berndsen, 2000; Wakebe, Sato,

Watamura, & Takano, 2012) although one of these was not done within a strictly

Bayesian framework (Wakebe et al., 2012). Future work should therefore further

investigate the presence of this phenomenon in information seeking paradigms us-

ing a purely information-theoretic set-up given it allows one to naturally capture

confirmatory strategies both as search preferences aimed to maximise either the

probability of a confirming outcome and/or the value of that outcome. Moreover,

future work should be carried out in the pursuit of weaving risk-taking principles

into current frameworks of human information seeking.

A final note should be made regarding the possibility that underlying the dif-

ferent strategies we have observed in these experiments are different interpretations

of the value of information. To model our tasks, and as a normative benchmark, we
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utilised a measure that quantifies the value of information in terms of divergence,

whereby the amount of information proposition ei provides to partition X is mea-

sured by the amount of divergence between the two probability distributions over

X due to ei (Roche & Shogenji, 2018). However, in circumstances such as crimi-

nal investigations people might value information in terms of how much it reduces

doubt or expected inaccuracy, given that an erroneous decision can carry seriously

damaging consequences. Elimination driven (as opposed to frontrunner) strategies

in step-wise information search instances fits with a motivation to reduce inaccu-

racy, as the prospect of making an inaccurate judgment might outweigh the drive to

obtain a leading hypothesis. Further empirical work should thus address if alterna-

tive measures that value information in terms of e.g., inaccuracy reduction, coincide

with people’s interpretation of the value of information.

5.8 Bring in the Experts
The experiments presented in this chapter so far have shown that, although in some

environments people do seek information in a manner that aligns with a PG utility

measure, they are driven by additional strategies that cannot be entirely accounted

for by an information-theoretic OED framework, and which are sensitive to the

framing and demands of a task. These strategies are accompanied by various well-

known reasoning fallacies such as zero-sum thinking as well as risk aversion, across

a range of probabilistic contexts.

It is easy to imagine the repercussions of these reasoning fallacies and risk-

averse tendencies if engaged by experts in specialised domains. As mentioned in

Chapter 2, sense-making is a vital component of criminal investigations – where

officers must generate and update hypotheses, gathering and interpreting complex

evidence in a dynamic fashion. While there are a few experimental studies of de-

tectives engaging in sense-making practices (e.g., Barrett, 2009; Ormerod et al.,

2008), to our knowledge there are effectively no studies that test how practition-

ers search for and evaluate evidence by comparing their inferences in a constrained

laboratory task to a normative Bayesian benchmark. Practitioners often have to
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make judgments about evidence; deciding its significance, what to prioritise, what

to search for, what test to carry out on it. They routinely have to make judgments

on the potential value of evidence – yet, there is a dearth of empirical work on how

practitioners navigate these issues, and what reasoning strategies they rely on. Al-

though search behaviour has been investigated by studies looking at how detectives

carry out investigations (Ormerod et al., 2008; Rossmo & Pollock, 2019; O’Brien

& Ellsworth, 2006; Greenhalgh, 2021), as well as how forensic practitioners test

and interpret evidence (Kassin et al., 2013) – this work has largely focused on con-

firmatory search strategies. How experts judge the predicted value of evidence,

for example, has never been studied within a normative framework or within an

information-theoretic set-up. This set-up, however, would allow one to naturally

capture search strategies both as search preferences aimed to maximise either the

probability of a confirming outcome and/or the value of that outcome, as conceptu-

alised by Poletiek and Berndsen (2000).

For this reason, we conducted an eighth experiment comparing the

information-seeking behaviour of experts (described in Section 5.9.1.1) and lay

people in a one-shot search task, similar to the one employed in Experiments 4-6

of this chapter. In previous studies, we addressed people’s sensitivity to the dif-

ference in utilities across probabilistic models. Here, we were primarily interested

in comparing the strategies of different participant groups, and the extent to which

they preferred ‘high-risk’ vs. ‘low-risk’ queries, as conceptualised by Poletiek and

Berndsen (2000). As such we, include verbal statements on the probability of the

outcomes occurring (e.g., “there is a high probability you will obtain X outcome

that will lead to Y”), following Poletiek & Berndsen, 2000) and equated the values

of the queries across most utility functions in order to make any modal preferences

more apparent.

5.9 Experiment 8
In this study, we explored information-seeking in three different probabilistic con-

texts (models). All probabilistic models were based on a three-node common-cause
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Table 41: Experiment 8: Conditional Probability Table with parameters employed in each
model.

Model 1 Model 2 Model 3

S1 S2 S3 S1 S2 S3 S1 S2

Test A
P (Evidence A| Si) 0.9 0.1 0.1 0.79 0.05 0.05 0.97 0.50
P (Evidence B| Si) 0.1 0.9 0.9 0.01 0.75 0.75 0.03 0.50
P (Evidence C| Si) - - - 0.20 0.20 0.20 - -

Test B
P (Evidence D| Si) 0.7 0.15 0.15 0.74 0.13 0.13 0.75 0.25
P (Evidence E| Si) 0.15 0.7 0.15 0.13 0.74 0.13 0.25 0.75
P (Evidence F| Si) 0.15 0.15 0.70 0.13 0.13 0.74 - -

N.B. for Si, i is a suspect P t1,2,3u. Missing values (-) indicate that the node only had two states in
that model.

CBN (see as an example Figure 2). Each of our CBNs had three nodes: one hy-

pothesis node representing the identity of the suspects (‘Suspects’) and two query

nodes representing two different forensic tests (‘Test A’ and ‘Test B’), connected in

a common-cause structure. We built three CBN models with distinct sets of con-

ditional probability tables capturing the prior probability of each query outcome

conditioned on each combination of states of the hypothesis node (see Table 41).

Each model was integrated into a one-shot information-seeking crime investigation

paradigm. This was comparable to that used in Experiment 8, bar for the fact it in-

volved forensic testing rather than crime scene searching. Bayesian OED (B-OED)

models parameterized with the values presented in Table 41 were used as norma-

tive benchmarks against which to assess the accuracy of participants’ evaluation of

queries and as comparisons to the different strategies identified through participants’

own think-aloud responses.

In Models 1 and 2 the hypothesis node had three states (Suspect 1, Suspect 2,

Suspect 3), with uniform priors for each hypothesis: PpSuspect1q “ PpSuspect2q “

PpSuspect3q “ 1
3 , whereas in Model 3 the hypothesis node had two states (Sus-

pect 1 and Suspect 2), with uniform priors for each hypothesis: PpSuspect1q “

PpSuspect2q “ 1
2 . In Model 1, Test ‘A’ was a binary-outcome query node with

two possible outcomes/states (‘Evidence A’ and ‘Evidence B’) and ‘Test B’ was

a ternary-outcome query node with three possible outcomes/states (‘Evidence C’,
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Table 42: Experiment 8: Expected utility value of each query outcome (ai) and each query
(Qi) predicted by each utility function in each probabilistic model.

Utility Function
a1

Evidence
A

a2
Evidence

B

a3
Evidence

C

Q1
Test

A

a4
Evidence

D

a5
Evidence

E

a6
Evidence

F

Q2
Test

B

Model 1

KL 0.72 0.34 - 0.48 0.40 0.40 0.40 0.40
IG 0.86 1.24 - 0.48 0.15 0.15 0.15 0.40
PG 0.81 0.47 - 0.27 0.7 0.7 0.7 0.37

Impact 0.32 0.18 - 0.24 0.24 0.24 0.24 0.24

Model 2

KL 0.96 0 0.53 0.55 0.49 0.49 0.49 0.50
IG 0.62 1.58 1.05 0.55 1.08 1.08 1.08 0.50
PG 0.88 0.33 0.49 0.25 0.74 0.74 0.74 0.40

Impact 0.37 0 0.22 0.22 0.27 0.27 0.27 0.27

Model 3

KL 0.07 0.68 - 0.24 0.19 0.19 - 0.19
IG 0.92 0.31 - 0.24 0.81 0.81 - 0.19
PG 0.66 0.94 - 0.24 0.75 0.75 - 0.25

Impact 0.16 0.44 - 0.24 0.25 0.25 - 0.25

‘Evidence D’ and ‘Evidence E’). In Model 2, ‘Test B’ was a ternary-outcome query

node with three possible outcomes/states (‘Evidence A’, ‘Evidence B’ and ‘Evi-

dence C’) and ‘Test B’ was a ternary-outcome query node with three possible out-

comes/states (‘Evidence D’, ‘Evidence E’ and ‘Evidence F’). Finally, in Model 3,

‘Test A’ was a binary-outcome query node with two possible outcomes/states (‘Ev-

idence A’ and ‘Evidence B’) and ‘Test B’ was a binary-outcome query node with

two possible outcomes/states (‘Evidence C’ and ‘Evidence D’). In all three models

the hypotheses were mutually exclusive and exhaustive: one and only one of the

given suspects committed the crime.

Once a probabilistic CBN model was built, we added a function that computed

the expected utility of each query relative to the probabilistic models specified in

Table 41. As such, for each of the three models parameterised as presented in Table

41, we created four versions, each measuring the expected utility of each query and

outcome with a different built-in utility function (KL-D, Impact, PG, and IG) – see

Table 42.

Aforementioned, in this study we attempted to keep the informative values of

the queries – as predicted by most utility functions – similar across the different

scenarios. This is for the exception of PG, that predicted ‘Test B’ to be more infor-

mative in Model 1 and Model 2, and for the two tests to be of approximately equal

informative value in Model 3. Given our interest lay in comparing the strategies of
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different participant groups, and the extent to which they preferred ‘high-risk’ vs.

‘low-risk’ queries (as conceptualised by Poletiek & Berndsen, 2000), and less in

making normative comparisons – we equated the values of the queries across most

utility functions in order to make any modal preferences more apparent. Poletiek

and Berndsen (2000) discerned between two testing strategies: a ‘safe’ one that in-

volves trying to find at least some evidence supporting the hypothesis, at the expense

of low evidential value of this outcome, and a ‘risky’ one that comprises taking the

risk of finding no supporting evidence at all (or less), with the benefit of high-value

evidence if you obtain it. In sum, a tester can maximize either the probability or

the value of the evidence that will support the hypothesis. In all of our models, Test

A was the “higher risk” test – leading to the possibility of high-value evidence, if

obtained – and Test B was the “safer” test that would have allowed them to obtain

some evidence supporting a hypothesis, at the expense of lower evidential value of

the outcome.

5.9.1 Methods

5.9.1.1 Participants

In total we tested 210 participants (Mage = 33.4, SD = 11.2; Nmales = 88, N f emales =

120). Our lay persons sample (N “ 100) was recruited through Prolific Academic

and was compensated at a rate of £7.50 per hour for taking part in this experiment,

which took on average (median) 12 minutes to complete. Our forensic expert and

trainee sample (N = 110) was recruited through targeted sampling through the UCL

Crime Science department, as well as the wider forensic science community through

study advertisements in specialist forums and other Crime and Forensic Science

university departments. Participants in this sample, which from now on we will dub

‘specialist group’ participated voluntarily and were not compensated monetarily

for their time. All participants were native English speakers, who gave informed

consent. In recruiting the forensic specialist group, we recruited anyone who had

training of either crime scene investigation practices or forensic science, at a level

of MSc or above. The distribution of experience in this sample group can be seen

in Table 43. The variety in expertise level will allowed us to test for differences
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Table 43: Experiment 8: Breakdown of specialist sample by profession.

Profession category N

Policing/investigation 10
Crime scene investigation/ management 19

Forensic scientist or analyst 45
Forensic academic researcher/psychologist 10

Forensic/ Crime Science MSc student 26

both between lay people and the specialist group, as well as within the specialist

group. Given that differences have been found in what information professionals

in different branches of forensic science deem relevant to their decision-making

and testing choices (Gardner, Kelley, Murrie, & Dror, 2019), we expected to find

differences in the testing preferences and strategies employed by different types of

forensic professionals in our sample.

5.9.1.2 Design and Materials

A cross-sectional within-subject design was adopted. Participants were purposely

separated into the two population groups (lay persons and specialists). Participants

in each group was presented with the same cover story in which they were tasked as

forensic investigators. Participants were required to reason through three different

scenarios each parameterised with a different model; Scenario i was parameterized

with a Model i, where i P t1,2,3u as outlined in Table 41. The order in which par-

ticipants worked through the three scenarios was randomized across participants. In

each scenario, participants were required to indicate a preference for which foren-

sic test to carry out to disambiguate between a specified number of suspects (this

varied across scenarios) and provide a written explanation for their choice. The

task is described in more detail in Section 5.9.1.3 (for full task materials see OSF,

https://osf.io/tkr4v/?view only=ad014608617841a88e78e895574c8098).

5.9.1.3 Procedure

Participants were presented with three scenarios one at a time, in randomized order.

In each scenario they were asked to imagine they were forensic/criminal investi-

gators and were told they were working on a new criminal case that had a certain

number of suspects (two suspects in Scenario 1 and Scenario 2 and two suspects in

https://osf.io/tkr4v/?view_only=ad014608617841a88e78e895574c8098
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Scenario 3) with equal priors and were tasked to decide what forensic test to carry

out in order to move forward in the investigation. Participants were given explicit

information on the mutually exclusive and exhaustive nature of the probabilistic en-

vironment (i.e., only one suspect could have committed the crime and it can only

be one of these two/three suspects). Moreover, they were explicitly told that their

choice was one of the first steps in the investigation, and that they should choose

the test they think would be most useful for the whole of the investigation, which

would comprise of additional lines of enquiry. These instructions were given to

unconstrain participants from believing they would be required to make any sort of

decision regarding the suspects after their choice, thereby guiding them towards a

particular information search strategy.

Subsequently, participants were provided with information on the two tests

they could choose from. In contrast to our previous studies, this was not in the

form of a conditional probability table. Instead, it included learning the percentage

of occurrence of each outcome for each test (prior of evidence), and the posterior

probabilities of each suspect given each of the tests’ outcomes in textual format.

For example, in Scenario 1 participants were told the following information on Test

A (in a slightly different visual format):

“If you choose Test A: i) There is a 35% chance that you will obtain evidence

that makes the probability of Suspect 1 go to 80% and the probability of Suspects 2

and 3 go to 10% each. ii) There is a 65% chance that you will obtain evidence that

makes the probability of Suspect 1 go to 6% and the probability of Suspects 2 and 3

go to 47% each.”

And the following information on Test B:

“If you choose Test B: i) there is a 33.33% chance you will obtain evidence

that makes the probability of Suspect 1 go to 70% and the probability of Suspects

2 and 3 go to 15% each. ii) There is a 33.33% chance you will obtain evidence

that makes the probability of Suspect 2 go to 70% and the probability of Suspects 1

and 3 go to 15% each. iii) There is a 33.33% chance you will obtain evidence that

makes the probability of Suspect 3 go to 70% and the probability of Suspects 1 and
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2 go to 15% each.”

After reviewing information on the two options, participants were asked to

choose which test they would like to carry out (dichotomous forced choice) and

provide a textual explanation for their choice. Subsequently they moved on to the

next scenario. The task ended once participants worked through all three scenarios.

5.9.2 Results

5.9.2.1 Test Choice

Within each scenario, we obtained the number of participants who selected Test A

within each population group (see Figure 24).

Scenario 1 Scenario 2 Scenario 3

Test A Test B Test A Test B Test A Test B
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Figure 24: Experiment 8 test selection. Number of participants who selected each test in
each scenario in the specialist group and the lay persons group.

As can be seen from Figure 24, both groups modally preferred Test B over

Test A. A Chi-Square test of independence showed there was no significant differ-

ence in people’s test preferences between the two groups in Scenario 1, χ2p1q ă

0.001, p “ 1,V ă 0.001; Scenario 2, χ2p1q “ 0.75, p “ 0.39,V “ 0.06 or Sce-

nario 3, χ2p1q “ 0.78, p “ 0.38,V “ 0.06. In addition, Cochran’s Q test, showed

no significant difference in the test choices of the specialist group, across scenar-

ios, χ2p2q “ 3.83, p “ 0.14,V “ 0.09 or the lay persons group across scenarios,

χ2p2q “ 3.84, p“ 0.16,V “ 0.09.
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Binomial tests were carried out within each scenario for each population group,

to establish whether the distribution of choices significantly differed from 0.5. In the

lay persons group, this was the case within Scenario 1, p ă 0.001; within Scenario

2, p ă 0.001 and within Scenario 3, p ă 0.001. Similarly, in the specialist group,

this was the case within Scenario 1, p ă 0.001; within Scenario 2, p ă 0.001 and

within Scenario 3, p ă 0.001. As such, in both participant groups, in all scenarios

the majority of participants selected ‘Test B’.

When considering the normativity of people’s preferences, consulting Table 42

we can see that people’s preferences in both groups in Scenario 1 aligned with PG

predictions (Test B more valuable than Test A) and did not align with the predic-

tions of KL/IG that marginally predicted Test A to be more valuable, or Impact that

quantified the two tests to be of equal value and therefore predicted a 50 : 50 split

in people’s choices according to a probability-matching hypothesis. In Scenario 2,

people’s preferences in both groups were once again mostly aligned with PG pre-

dictions (Test B more valuable than Test A) and did not match the predictions of

KL/IG or Impact that all quantified the two tests to be of approximately equal value

and therefore predicted a 50 : 50 split in people’s choices. Finally, in Scenario 3,

all utility functions quantified the two tests to be of equal value, even PG. In this

scenario therefore, people’s modal preference for Test B did not match the predic-

tions of any utility function. Overall, the measures’ lack of discriminative capacity

between the two tests in these contexts render them ultimately unable to account

for the distribution of query choices visualised in Figure 24 that clearly displays

participants’ strong preference for one query (Test B) over the other.

These preferences replicate those observed in Experiments 4-7 and, unlike the

findings of Poletiek and Berndsen (2000), suggest people are likely maximising the

probability of the evidence more than the value of the evidence. In Experiment 8

participants were told about the likelihood of outcomes occurring and thus had a

computational ease advantage compared to participants in our preceding studies.

This suggests that perhaps the issue lies not in computing the expected probability

of outcomes occurring, but in integrating this with the expected diagnosticity of the
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outcomes. Outside of normative terms, it also might point to something that is not

the product of evidential integration errors, but rather a more fundamental form of

risk aversion rooted in participant’s own motivations.

5.9.2.2 Utility Function Model Comparisons

To ascertain how well each utility function predicts people’s choice proportions, we

built mixed-effects logistic regression models for each utility function. All models

were fit by maximum likelihood estimation and had an underlying binomial distri-

bution. Our model-fitting procedure started by initially building a null model (M0)

including a random-effect with intercept for ‘Subject’ only and ‘Participant Choice’

as our outcome variable. We collapsed across our two conditions (lay and group)

given we found no difference in their test choices (see Section 5.9.2.1). In addition,

we built as a model (M1) that included ‘Scenario’ as a sole fixed-effect predicting

our outcome variable, in order to ascertain whether the distribution of participants’

choices varied across scenarios (M1).

A likelihood ratio test between M1 and M0 confirmed the findings we pre-

sented in Section 5.9.2.1 illustrating that participants’ query selections did not sig-

nificantly vary across scenarios, χ2p2q “ 5.2, p“ 0.07. After building our intercept-

only model, we iteratively increased model complexity by including the pertinent

‘Utility Function’ as the only predictor (M2), both ‘Scenario’ and ‘Utility Func-

tion’ as predictors (M3) and finally ‘Scenario’, ‘Utility Function’ and the interaction

‘Scenario * Utility Function’ as predictors (M4) of our outcome variable (‘Partic-

ipant Choice’). All models included a random effect with intercept for ‘Subject’

to account for within-subject correlations. The iterative process was stopped, and

a maximal model was chosen, when the likelihood ratio test showed no improve-

ment from the preceding model. For all utility functions, the maximal model was

M2; adding ‘Scenario’ as a predictor did not improve any model’s fit. All maximal

models were checked for over-dispersion and under dispersion and no issues were

noted.

The outputs of the mixed-effect logistic regression analyses used to assess the

predictive abilities of each utility function can be seen in Table 44 below. Through
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these analyses we found that the only utility function that was a significant predic-

tor of ‘Participant Choice’ was PG, χ2p1q “ 5.14, p “ 0.02. In contrast, KL-D/IG,

χ2p1q “ 0.84, p “ 0.36 and Impact, χ2p1q “ 1.7, p “ 0.19 were not significant pre-

dictors of ‘Participant Choice’.

Table 44: Experiment 8: Output of mixed-effects logistic regressions for each utility func-
tion.

Predictors Estimate ß ß Std. Error z Sig. Odds Ratio OR 95% CI Lower OR 95 CI Upper

PG [3]
Intercept -7.7 0.76 -10.05 <0.001

Participant Choice -0.93 0.42 -2.2 0.028 0.39 0.17 0.90

Impact [3]
Intercept -7.5 0.78 -9.56 <0.001

Participant Choice -0.51 0.39 -1.3 0.192 0.60 0.28 1.30

KL/IG [3]
Intercept -8.6 0.79 -9.5 <0.001

Participant Choice -0.35 0.39 -0.91 0.36 0.70 0.32 1.51

Model = Participant Choice „ Utility Function Prediction + (1 | Subject)

In order to compare the competing utility functions models and select the best

approximating models, we used derivatives of Akaike’s Information Criterion (AIC)

measure (see Table 45. By consulting this table, we can deduce that PG was the best

model (Mr) and KL/IG and Impact models should not be discounted. In addition,

we can see that the PG model has a 77% chance of being the correct model. Given

that almost all of the weight lies in one model, we can conclude that we have low

model selection uncertainty and can be confident of PG’s predictive abilities.

Table 45: Experiment 8: Likelihood ratio test results, AIC, Deviance and Akaike Weight
(w) values of the competing models.

Model df AIC ∆AICi wi Deviance χ2 df p-value

M1
0 2 - - - 551 -

M2 PG 4 551.8 0 0.77 545.8 5.14 1 0.02
M2 KL/IG 4 556.1 4.3 0.09 550.1 0.84 1 0.36
M2 Impact 4 555.3 3.43 0.14 549.3 1.7 1 0.19

1 Participant Choice „ 1`p1|Sub jectq.

5.9.2.3 Reasoning Strategies

In previous studies, drawing from participants’ own think-aloud responses, we suc-

cessfully demonstrated that systematically underlying participants’ query selections

in a variety of probabilistic environments were strategies whose scope lay largely

outside of the OED realm (e.g., obtaining a ‘frontrunner’ hypothesis at the outset).

Following suit, in order to obtain an understanding of the reasoning underlying
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participants’ test preferences in the present study and evaluate whether they were

similarly motivated by common strategies, we analysed participants’ think-aloud

responses following the methodology outlined in the Methods sections of Experi-

ments 4-7. The strategy codes we drew from our participant sample (with a descrip-

tion of each) can be seen in Table 46.

Table 46: Experiment 8: Reasoning codes employed by participants.

Strategy Code Description

Guaranteed frontrunner
Indicating a preference for being able to

identify a lead suspect at the outset regardless of the outcome of the test.

Disambiguation/
Symmetry

Preference for test with ‘symmetric’ parameters i.e. in which a different suspect
primarily accounts for each test outcome and/or for test with

conditional probabilities being maximally different across suspects.

Guaranteed evidence
Preference for being able to obtain information/evidence with

higher probability (higher prior of evidence).
Guaranteed frontrunner +
Zero-sum/Risk Aversion

Preference for the query that is less ‘risky’ given that regardless
of the outcome, it increases the probability of one suspect over the others.

Elimination
Preference for eliminating or

excluding a suspect from the hypothesis space at the outset.

Highest Percentage
Preference for the query that has the outcome with the highest

percentage for any given suspect (highest posterior).

Zero-sum/
Risk Aversion

Avoiding the query whose outcomes would be almost equally
diagnostic towards two suspects (“zero-sum reasoning”) and

selecting the query whose outcome has lower evidential value
but was more likely to occur (“risk aversion”).

Less biased
Preference for query whose outcomes equally increase the

probability of each suspect under the belief that it is ‘fairer’

Accuracy
Preference to increase the probability of a suspect as high as

possible (focus on posterior) in order to maximise
accuracy and minimize error.

The frequency of the reasoning codes within each scenario by participant group

can be seen in Figure 25. Fischer’s Chi-Square test found a significant difference in

the distribution of reasoning codes between the two participant groups in Scenario 1;

χ2p10q “ 20.7, p“ 0.008,V “ 0.3, but not in Scenario 2;χ2p10q “ 6.3p“ 0.8,V “

0.17 and Scenario 3, χ2p10q “ 17.1, p “ 0.06,V “ 0.29. In each Scenario, as can

be seen from Figure 25, in both groups, the majority of participants reasoned in

line with a ‘guaranteed frontrunner’ code. In terms of between-group differences,

within Scenario 1, lay people adopted the disambiguation/symmetry reasoning code

more, as well as the guaranteed frontrunner/risk aversion code.

In order to explore the adaptability of participants’ strategies across the differ-
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Figure 25: Experiment 8 reasoning codes. Number of participants who employed each
reasoning strategy in each scenario. N.B. The category ‘Guaranteed frontrun-
ner + zero-sum/risk aversion’ was abbreviated to ‘Guaranteed frontrunner/risk
aversion’ in this graph.
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ent probabilistic contexts, we conducted a Friedman test. Overall, the distribution

of lay people’s strategies did not vary across scenarios, χ2p2q “ 1.3, p “ 0.05,V “

0.21. Comparatively, the distribution of strategies employed by specialists did vary

across scenarios, χ2p2q “ 31.2, pă 0.001,V “ 0.36. As seen from Figure 25, within

the specialist group, there is an increase in the ‘highest percentage’ code in Scenario

3 compared to the other scenarios -– possibly associated with an increase in ‘Test

A’ preferences in this scenario.

Next, we explored whether, when collapsing scenarios, strategies systemati-

cally underlie different test selections. Within the lay group (see Table 47), this was

found to be the case using Fischer’s exact test, χ2p10q “ 205.7pă 0.001,V “ 0.83.

We found that those who selected Test B systematically reasoned according to the

‘disambiguation/symmetry’, ‘guaranteed frontrunner’ or ‘less biased’ codes. Con-

versely, those who chose Test A systematically reasoned according to an ‘accuracy’,

‘elimination’ or ‘highest percentage’ code. These findings were echoed within the

specialist group (see Table 48) as shown by Fischer’s exact test, χ2p10q “ 262.1pă

0.001,V “ 0.89. Once again we found that those who selected Test B systemati-

cally reasoned according to the ‘disambiguation/symmetry’, ‘guaranteed evidence’,

‘guaranteed frontrunner’, ‘guaranteed frontrunner/risk aversion’ or ‘less biased’

codes. Conversely, those who chose Test A systematically reasoned according to

an ‘accuracy’, ‘elimination’ or ‘highest percentage’ code. As such, in both par-

ticipant groups, strategies such as ‘guaranteed frontrunner’, ‘guaranteed evidence’,

‘zero-sum/risk aversion’, ‘guaranteed front-runner + zero-sum/Risk aversion’ led

participants to select the “safer” test option (A), whereas reasoning such as ‘highest

percentage’, ‘accuracy’ and ‘elimination’ was related to selecting the “riskier” test

option (B) and prioritising the potential value of the evidence over the probability

of obtaining it.

5.9.2.4 A Closer Look at the Specialist Group

Here, we briefly present findings obtained from investigating whether there are any

differences in the test choices, and reasoning processes, of different types of profes-

sionals within the ‘specialist’ group.
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Table 47: Experiment 8: Reasoning strategies underlying query selections in ‘lay’ group.

Reasoning Test A Test B Total

Accuracy 11 2 13
Disambiguation/Symmetry 0 17 17

Elimination 14 0 14
Guaranteed evidence 6 9 15

Guaranteed frontrunner 3 124 127
Guaranteed frontrunner + zero-sum/risk aversion 0 22 22

Highest percentage 27 2 29
Less biased 1 31 32

n/a 1 6 7
Other 6 15 21

Zero-sum/Risk Aversion 1 2 3
Total 70 230 300

Table 48: Experiment 8: Reasoning strategies underlying test selections in ‘specialist’
group.

Reasoning Test A Test B Total

Accuracy 4 2 6
Disambiguation/Symmetry 0 9 9

Elimination 10 2 12
Guaranteed evidence 1 12 13

Guaranteed frontrunner 4 173 177
Guaranteed frontrunner + zero-sum/risk aversion 0 11 11

Highest percentage 42 0 42
Less biased 1 32 33

n/a 0 1 1
Other 2 20 22

Zero-sum/Risk Aversion 0 4 4
Total 64 266 330

Using Fischer’s exact test, we found no difference in the distribution of test

choices across the different professions of the specialist group within Scenario 1,

χ2p4q “ 9.26, p “ 0.08,V “ 0.29 or within Scenario 2, χ2p4q “ 7.6, p “ 0.09,V “

0.26. A significant difference was found within Scenario 3, χ2p4q “ 14.6, p “

0.014,V “ 0.36. Post-hoc Bonferroni corrected comparisons showed the difference

to lie in the distribution of choices of the ‘crime scene investigation/management’

group compared to the other groups, p ă 0.003. As such, this group –unlike all

others – displayed a slight preference for ‘Test A’ within Scenario 3. It is worth

noting that, as can be seen from Figure 26, this was the only group who changed
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test preference across scenarios.

Scenario 1 Scenario 2 Scenario 3
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Figure 26: Experiment 8 test selections by profession.Number of specialist participants
split by profession who selected each test in each scenario.

Using Fisher’s exact test, we found no difference in the distribution of reason-

ing strategies across the different professions of the specialist group within Scenario

1, χ2p32q “ 36, p“ 0.29,V “ 0.29, within Scenario 2, χ2p32q “ 43.7, p“ 0.6,V “

0.31, or within Scenario 3, χ2p4q “ 36.8, p “ 0.13,V “ 0.29. As can be seen from

Figure 27, across all scenarios, the majority of specialists – due to a preference for

Test B – reasoned according to a ‘guaranteed frontrunner’ code. A trend that is

apparent from the figure, is that the ‘crime scene investigation/management’ group

use a ‘highest percentage’ reasoning code at quite a high rate compared to the other

groups of specialists. This is related to an increase in choice of Test A in Scenario 3

within this sub-group of specialists. Comparatively, the ‘forensic scientist/analyst’

subgroup employed a ‘less biased’ reasoning code at a higher rate than the other

groups of specialists.

5.9.3 Discussion of Experiment 8

In Experiments 4-7 we found that evaluation of information in lay people was driven

by strategies that largely lay outside of the realm of the OED framework. We addi-
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Figure 27: Experiment 8 reasoning codes by profession. Number of specialist partici-
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nario.
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tionally found that participants preferred to obtain a ‘frontrunner’ at the outset of a

fictitious investigation, over eliminating a suspect – though this was moderated by

task framing, zero-sum thinking and risk averse tendencies. In Experiment 8, we

further investigated the presence of risk-taking in an information seeking paradigms

embedded in a purely information-theoretic set-up. This allowed us to discriminate

between search preferences aimed to maximise either the probability of a confirm-

ing out- come and/or the value of that outcome. In addition, we compared the

behaviour of lay people to that of experts in various domains of forensic science.

In terms of test preferences, we found that across all probabilistic contexts

both participant groups (specialists and lay people) preferred the test that was, ac-

cording to the classification of Poletiek and Berndsen (2000), ‘lower risk’ – given

that it guaranteed receiving at least some information supporting one hypothesis,

despite the fact the evidential value of the information was lower than what could

have been obtained from the alternative test. In sum, people seemed to maximise

the probability of obtaining the evidence rather than the value of the evidence that

would support a hypothesis. This is in line with the findings we obtained in Exper-

iments 4-7 – where we partly attributed participants’ sub-optimal (compared to our

IB-OED models) search choices to errors in computing the predicted value of the

evidence and of obtaining the evidence.

In Experiment 8, we changed our methodology so that participants were ex-

plicitly aware of the relation between the probability and the quality of the evidence

they could seek by providing this information in textual format. As such, the evi-

dential value did not need to be deduced from the probabilistic descriptions of the

tests as in our previous studies and the extant literature. This means that partici-

pants’ test choices can be attributed less to evidential integration errors but can be

accounted for perhaps by maximising or placing more weight on the probability of

obtaining the evidence, rather than the evidential value of the evidence that could

be obtained. Poletiek and Berndsen (2000) found that people with stated a priori

beliefs in a hypothesis preferred high-risk tests that provide highly confirmatory

evidence towards a focal hypothesis with lower probability. However, in line with
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our findings, they found that people in what they labelled as ‘neutral condition‘ (no

strong a priori beliefs in a specific hypothesis) preferred a low-risk test of obtain-

ing evidence (weaker) with higher probability. As such, participants in both of our

studies seemed to prefer risking Type I error instead of Type II errors, which is a

typical attitude of some preliminary medical screening tests such as the PSA test

for prostate cancer. In criminal domains however, this same behaviour of wanting

to obtain some evidence, albeit not of high value might be problematic, especially

when considering the findings of Experiment 7 that a frontrunner strategy at the

outset leads to confirmatory search behaviour and inaccurate belief updating.

This notion was supported by our findings relating to the reasoning strategies

that participants employed, extracted from their own think-aloud responses. Here,

we noted a higher presence of reasoning in line with the ‘guaranteed frontrunner’ or

‘guaranteed frontrunner + zero-sum/risk aversion’ or ‘guaranteed evidence’ codes

in both participant groups and across all probabilistic contexts. These reasoning

codes were directly associated with choosing the ‘less risky’ test, and indicated

placing more value in evidence that would more probably lead to a frontrunner hy-

pothesis, despite this evidence being less diagnostic than what could be obtained

via the alternative test – which could lead to eliminating a hypothesis or evidence

that is not diagnostic toward any suspect. Curiously, we found no difference be-

tween lay people and our specialist group in test choice or reasoning strategies,

despite the latter routinely having to make judgments about the possible weight of

evidence and (at least forensic scientists) using the likelihood ratio (founded in an

odds form of Bayes’s theorem) as a measure of strength of the evidence (Taroni,

Biedermann, Bozza, Garbolino, & Aitken, 2014). In addition, in an investigative

context, one would assume that the goal is to maximise the value of the evidence ob-

tained, thereby rendering inferences more accurate. One cannot simply have some

evidence against a suspect, it has to be of enough value to increase the probability

that the suspect is in fact guilty beyond a certain threshold which is notably high.

Speaking to this point, we did find some differences within the specialist group

in terms of reasoning strategies, and test choices employed across probabilistic con-
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texts. As such, within Scenario 3, the ‘crime scene investigation’ group preferred

the ‘riskier’ test (A) over the alternative, ‘safer’ test that guaranteed a frontrunner

suspect with 75% of being the true culprit. In addition, in this scenario, crime scene

investigators showed an increased tendency to reason in line with the ‘highest per-

centage’ reasoning code – reflective of wanting to maximise the evidential value

(impact) of the evidence over the probability of obtaining it. It should be noted,

however, that this sub-group only showed these changes in Scenario 3, which was

the only one embedded in a probabilistic context with binary-hypotheses, thereby

meaning that either test would lead to the identification of a frontrunner. In Sce-

nario 1 and Scenario 2, there was always a possibility that one of the tests leads to

the elimination of a suspect, or to two of the three suspects remaining equated. As

such, this sub-group of specialists still appears to be driven by wanting to obtain a

frontrunner at the outset. However, it is interesting that this is the only sub-group

of specialists who changed preferences within the probabilistic context of Scenario

3, considering the findings of Gardner et al. (2019). These authors, in their study

exploring what evidence forensic professionals deem relevant vs. irrelevant to their

decision-making, showed that crime scene investigators emerged distinct from other

disciplines in their perceptions by being more likely to deem information (case in-

formation in particular) essential to their analyses. Crime scene investigation an-

alysts gather information for analysis and other forensic science analysts analyze

information. This distinction in duties likely explains the differences in perceptions

of task-relevance observed in Gardner et al. (2019), but does not intuitively explain

our findings – thereby needing to be the focus of further research.

Overall, we find that, similarly to findings of our other studies, none of the

utility measures was able to predict the distribution of participants’ test choices in

all the probabilistic contexts used in Experiment 8. Reasoning responses once again

showed that participants are driven by certain strategies that lie outside of the remit

of OED models, such as wanting to obtain a frontrunner, as well as reasoning ten-

dencies in line with zero-sum thinking and risk averse behaviour. We believe that

making participants aware of the relation between the probability and the quality
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of the evidence they could seek, as we did in Experiment 8, is a promising way

to determine whether participants are focusing on the outcome value or the proba-

bility of the outcome. The approach coined by Poletiek and Berndsen (2000), that

equates the process of information search with the process of risk-taking behaviour

is intuitive and is able to account for behaviour we observed in all experiments that

cannot be accounted for by a purely information-theoretic OED framework. The

factors that determine the equilibrium between ‘risk’ of falsification and evidential

value of the test result are an interesting starting point for new research, especially

in specialised domains which can be intuitively modelled in this approach. Looking

at hypothesis testing as risk-taking behaviour with regard to hypotheses might allow

a better understanding of reasoning in both everyday life and expert reasoning situa-

tions, such as juridical. It seems a theoretically fruitful as well as a psychologically

adequate approach. Future studies could be carried out on professionals utilising

even more ecologically valid materials, exploring differences in sub-groups of spe-

cialists as well as behaviour in both one-shot (as was done in Experiment 8) and

sequential search tasks. This could entail following the natural chain of information

seeking and testing that occurs in the criminal justice process – where information is

selected, evaluated and communicated across different disciplines of professionals.

5.10 Stepping Outside of the Laboratory
Reproducing through simple tasks the complexity of our world allows us to observe

people’s behaviour and systematically determine what influences it, eventually fos-

tering the building of descriptive and normative frameworks of the mental activities

which underlie it. This is the approach that we adopted in Experiments 4-8 of this

chapter, and in all other chapters in this thesis. However, another crucial component

to understanding behaviour, requires stepping outside of the laboratory and under-

standing how and why people behave in a certain way in real-world situations. This

can help evaluate the ecological and descriptive validity of our framework. In addi-

tion, it can help us identify aspects of real-world practices that could benefit from

being more formalised, or that could benefit from support systems where reason-
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ing is shown to be inefficient or inaccurate. We therefore now turn our focus to

an exploratory study aiming to uncover the information search behaviour of trainee

crime scene investigators when walking through a mock crime scene – bringing the

materials employed in our previous studies, to life.

When a crime is reported, a criminal investigation is usually conducted to help

reconstruct the possible sequence of events and identify the perpetrator(s). This

investigation is typically initiated by a crime scene investigation – comprising the

search, recovery and collection of evidence at the scene. Here, crime scene ex-

aminers need to assess the importance of materials and objects in often cluttered

environments, to determine what is relevant and useful to further the investigation.

‘Usefulness’ here is not computed via mathematical measures such as the ones out-

lined in Section 5.1.1. Evidence is collected if it is deemed valuable and ‘probative’

– though there is no standardised measure of the probative value of evidence at a

crime scene. It is largely evaluated via expertise, prior knowledge and one’s intu-

itions and judgments on what can be used to establish ‘what happened’ and identify

the person responsible for the crime. The amount and variety of evidence that can be

collected at a crime scene is extensive. Forensic laboratories are often overwhelmed

by significant backlogs of amassed evidence (Houck, 2020). While this points to

a need for more rapid, streamlined technologies for forensic analysis, a significant

reduction in collected evidence, leading to a subsequent reduction in backlogged

evidence, would follow from allowing only probative, informative, samples identi-

fied at the crime scene to be sent to off-site laboratories for confirmation. This can

be achieved by utilising portable technology to screen potential chemical samples

(e.g., DNA) before collection (Mulligan & O’Leary, 2015). In cases in which the

forensic evidence at the crime scene is minimal however, as is often the case in

residential burglaries, one can perhaps assess the probative value of items by ask-

ing the right questions to the homeowner if they are present during the crime scene

examination.

In previous studies, we have shown how asking different questions can lead

people down different investigative paths. Though outside of a controlled laboratory
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setting, the same principles would apply when searching through a burglary crime

scene when the victim is present, especially if the scene was staged 36.

These are important avenues of research, as an examiner who fails to appreciate

the relationship between evidence and the case may improperly steer the direction

of the investigation, fail to identify an offender, or at worst, fail to exonerate an inno-

cent individual. Published research has tended to focus upon the more traditionally

considered interpretative aspects of forensic science occurring at the analysis stages

of the process (Earwaker, Nakhaeizadeh, Smit, & Morgan, 2020). This focused ap-

proach has led to a paucity of research addressing the processes involved in, and

the efficiency of, decisions made at earlier stages of the forensic science process,

such as the examination of the crime scene. Given the environment in which these

decisions are made and the potential for snowballing effects and cascade biases

at subsequent decision-making stages of the forensic reconstruction process (Dror,

Morgan, Rando, & Nakhaeizadeh, 2017), it is important that empirical studies are

extended to cover a wider remit of forensic reconstruction decisions including those

made at early investigative stages.

To address the specific issue of reproducibility and accuracy of measurement

taking, some of the published research conducted within forensic science has high-

lighted the use of modern technology in forensic investigations in order to create

new approaches for robust scientific measurements (Kloosterman et al., 2015). Such

techniques have included the use of eye-trackers to further understand how experts

go about visual tasks particularly in terms of the reliability and reproducibility of

methods. The few previous studies that have utilised eye-tracking technology to

understand the decision-making practices of crime scene investigators have so far

focused on the role of expertise, or prior information on reconstruction accuracy.

Although some research has explored the influence of prior information on evidence

gathering strategies (van den Eeden et al., 2016), there is a dearth of research con-

ceptualising the dynamic properties of flows of information during crime scene in-

36The prospect of staged burglary scenes is significant, but will not be the focus of the present
study. Nonetheless, it is worth noting that when evaluating the information given to examiners, they
have to additionally evaluate its reliability/veracity.
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vestigations. As previously mentioned, in some types of crime scene investigations

such as those following household burglaries, information is often dynamically fed

to the investigators throughout the search by e.g., the victim. Burglaries represent a

crime category in which the least amounts of physical evidence and substrates are

typically collected. As physical evidence is gathered in only approximately 20% of

burglary crime scenes, it follows that the absence of evidence plays a crucial role

in these circumstances (J. Peterson, Sommers, Baskin, & Johnson, 2010). Substan-

tial evidence might take the form of information provided by the victim – either as

a witness to the crime, or by providing investigators with information during the

search on e.g., what was stolen, where from etc. Although investigators must con-

sider that victim satisfaction is likely to be higher if the investigator spends more

time talking to them, this increase of time spent with the victim would only be jus-

tified if the benefits are clear e.g., a more detailed recording of modus operandi was

obtained or a fuller assessment of a site’s potential for forensic evidence was made,

and if the burglary wasn’t staged. Victims can often provide crucial information

that can prevent crime scene investigators from securing irrelevant objects, thereby

wasting financial and time resources. In this study we therefore explored the role of

the victim during the evidence gathering and crime scene reconstruction practices

following a suspected residential burglary.

5.11 Experiment 9
This study was exploratory in nature and used a triangulation of methods including

eye-tracking, think-aloud and survey. Unfortunately, due to the outbreak of COVID-

19, we had to halt data collection in April 2020 and therefore only obtained data

from ten participants rather than the original 22 trainees who had signed up and a

further sample of expert examiners. Nevertheless, we will present this as a valuable

pilot study upon which further studies can be based.
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5.11.1 Methods

5.11.1.1 Eye-tracking

Eye movements of examiners were gathered using a pair of Tobii Glasses 2 T M,

shown in Figure 28. These state-of-the-art mobile eye-tracking devices are worn

like a pair of reading glasses and are unobstructive, making them ideal for track-

ing eye movements when carrying out free-movement tasks such as crime scene

examinations.

Figure 28: Experiment 9 eye-trackers. Diagram showing Tobii Glasses 2

Notable features of Tobii Glasses 2 include four eye cameras (two per eye),

a wide-angle HD scene camera that records even peripheral viewing and a micro-

phone that can facilitate the collection of think-aloud data. The Glasses have a

sampling rate of 50 or 100 Hz with a 82˝ ˚52˝ recording visual angle and a reported

accuracy of 0.5˝ which guarantees the collection of data with high validity. Other

hardware that we used in conjunction with the Tobii Glasses are a Recording Assis-

tant, infrared (IR) markers (also shown in Figure 28), and a tablet. The tablet allows

you to “live” monitor the movements and gaze patterns of users as they carry out

the task. The Recording Assistant is a device attached to the Glasses that stores the
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(a) Left quadrant of room (b) Right quadrant of room

Figure 29: Experiment 9 mock scene photos.Photos of the mock crime scene participants
walked through. In (b) you can see the right quadrant of the room and in (a) you
can see the left quadrant of the room.

data on a mini-SD memory card. The IR markers are used to determine an Area of

Analysis (AOA) which is further used to determine Areas of Interest (AOIs) in the

associated software Tobii Pro Lab (AB, 2014). The AOIs are subsequently used for

data aggregation and analysis.

5.11.1.2 The crime scene

We set up our mock crime scene within a seminar room in UCL’s Department of

Security and Crime Science. Figure 29 shows photographs of the single-room mock

burglary crime scene utilised for this study which represented a university dorm

room that had been ransacked by a burglar. For an overview of the scene as a floor-

plan including certain items we placed in the scene, see Figure 30. For a list of

relevant evidence, natural clutter and noise items (“forensic-like” objects that may

appear to be important, but have no actual evidentiary value) that we included in

the scene, see Table 49. Additional items were placed in the scene to make it look

like a realistic dorm room that had been lived in. Crucially, we set up the scene so

that to distinguish between evidence and “noise”, participants had to ask the victim

who was present during the search, the ‘right’ questions. For example, in order to

find out that one of the items was indeed a “noise” item and not a piece of evidence,

they would have to ask the victim if the object belonged to them, or if it was where

they had left it prior to leaving the bedsit.
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Figure 30: Experiment 9 crime scene.Basic configuration of the crime scene including
some of the main items present in the scene.

Table 49: Experiment 9: Items found at scene, relevance and significance.

Item Relevance Significance

Door Evidence Point of Entry. Was not left open by victim but was found open.
Open window Evidence Point of Exit. Was left open by victim but not as open as it was found.

Pillowcase on floor Not evidence (noise) Was left on floor by victim. Perpetrator did not use it.
Card on floor Evidence Was left on floor by perpetrator. Did not belong to victim.

Water bottle on floor Possible evidence Does not belong to victim. Possibly belongs to perpetrator.
Towel on chair Evidence Has a shoemark impression left by perpetrator when leaving through the window.

Screwdriver on floor Not evidence (noise) Belongs to victim.
Bloody handkerchief on floor Not evidence (noise) Belongs to victim who had a nosebleed the night before the burglary.

Jewellery box Evidence Was ransacked by perpetrator. No jewellery was taken.
Sugar jar on dining table Evidence Was overturned by perpetrator.

Bedside table drawers Evidence Were ransacked by perpetrator. Contained missing items (laptop, camera and some cash).
Paperwork on floor Not evidence (noise) Left mostly by victim on floor.

Clothes on floor Not evidence (noise) Left by victim on floor.
Clothes on bed Not evidence Left by victim on bed.

Clothes in bedside table drawer Possible evidence Might have been moved by perpetrator when stealing items.
Kitchenette materials Not evidence Household items.

Desk items Not evidence Household items.
Dining table items Not evidence Household items.

Mannequin with clothes Not evidence Not touched by perpetrator.

5.11.1.3 Participants and design

A total of 22 trainee participants were recruited for the present study. Due to the

COVID-19 outbreak, data collection had to be halted. Ultimately, 10 participants

completed the present study – out of which eight were female and two were male

(MAGE = 22.9 years, SD = 1.9). All participants were students who were completing

the MSc Crime and Forensic Science at UCL and had been trained in ‘Practices of

Crime Scene Investigation and Expert Testimony’. We were unable to progress to

testing crime scene experts as planned. All participants participated voluntarily,
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incentivised by being able to receive feedback on their performance via playbacks

of the recordings obtained using Tobii Glasses 2.

Given the exploratory nature of the study and the small sample size, there

were no experimental manipulations and all participants carried out the same task –

outlined in the section below. The primary objective was to use eye-tracking, paired

with think-aloud methods and questionnaire methods, to obtain information on the

interaction between examiners and the victims during the crime scene examination.

5.11.1.4 Procedure and Materials

Data collection was completed according to the work flow illustrated in Figure 31.

Figure 31: Experiment 9 procedure.Procedure flow carried out by participants.

Interested participants were each booked in for a 1.5 hour slot to complete the

present study. Only one participant completed the task at a time. Upon arriving

at the mock crime scene location, a participant provided informed consent to partic-

ipate and be video and audio recorded, and was subsequently briefed with instruc-

tions on the task. Participants were told to process the crime scene as they had been

trained in the ‘Practices of Crime Scene Investigation and Expert Testimony’ MSc

module. They were instructed to tag evidence they wished to secure using number

tags, and to tag the evidence in the order they would collect it in. They were asked

to use a decision log during the search, as is common in crime scene examinations,

as well as talk out loud to explain their thought processes/actions (audio would be

captured by Tobii Glasses 2). After receiving instructions on the task, participants

were fitted with Tobii glasses, and underwent a calibration procedure to determine
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the examiner’s gaze point. This was completed at two different distances to account

for variations in possible viewing distances within the scene (approximately 30 in.

and 130 in.), and using a circular target positioned at eye level. After being fitted

with the glasses, a researcher read them the case brief:

“The victim left the bedsit at around 10 am and returned at 2pm to her bedsit

being ransacked – she panicked and immediately called the police to report the

crime. Your task is to investigate the scene and try to find anything that might help

us identify the offender. The victim will be at the premises as you search”.

After receiving this briefing, investigators processed the mock scene while

their gaze behavior and think-aloud processes were recorded using the eye tracker.

No time limit was imposed on participants, and they were each provided with a

kit including evidence tags, a decision-log and a pen. The victim was played by

an independent researcher, who was instructed to answer any questions asked by

examiners according to the information presented in the ‘significance’ column of

Table 49, if asked. After completing the crime scene examination, the recording

was stopped and eye-trackers removed. Participants were told they would receive

an online questionnaire to complete within 3 days of the scene examination.

This survey was designed to further probe participants’ decision-making pro-

cesses during the search task, and was tailored to each participant – including de-

tails of the items they had recovered during the task and the questions they had

asked the victim which were extracted by the primary researcher from the eye-

tracking recordings (for an example survey see OSF, https://osf.io/bs8z5/

?view only=b5c6985cdf714564a398332bd01c821e). The survey included ques-

tions relating to the reconstruction of the scene (e.g. written description of ‘what

happened’ and the search strategy employed alongside a justification), questions on

the evidence (e.g. ranking collected evidence in terms of probative value and priori-

tising it for testing), questions on the victim (e.g. ranking questions asked in terms

of informativeness and reflecting on how the interactions influenced their search

behaviour), and feedback on the task (e.g. difficulty of crime scene, obstructiveness

of eye-trackers).

https://osf.io/bs8z5/?view_only=b5c6985cdf714564a398332bd01c821e
https://osf.io/bs8z5/?view_only=b5c6985cdf714564a398332bd01c821e
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5.11.1.5 Data processing and Analysis

The software associated with Tobii Glasses 2, Tobii Pro Lab (AB, 2014), was used

with the hardware to input and analyze data after each participant completed the

study. This software was used to process and analyse the gaze patterns of partici-

pants individually as well as collectively. Typically, the collected eye tracking data

needs to be mapped on to objects of interest and into a new coordinate system with

its origin fixed in the environment around the participant. Tobii Pro Lab therefore

enables one to map gaze data onto still images (snapshots and screenshots) of the

environments and target objects used as stimuli in the task. However, given that

participants were moving freely through a scene, it was not possible to map their

gaze patterns to still images of the scene due to the large number of possible snap-

shots of the scene that would have to be inputted to cover all viewing angles. For

this reason, gaze patterns of each participant were manually mapped onto the floor-

plan (“scene-view”) representation of the scene seen in Figure 32. The primary

researcher manually mapped each participant’s gaze point onto the corresponding

area of the crime scene. This approach did not enable us to map small eye move-

ments and saccades. However, this was beyond the scope of our research, as we

were primarily interested in locating visual attention in relation to evidence at the

scene, and the victim.

Given our aim of uncovering the decision-making practices of examiners, we

additionally mapped participants’ gaze patterns onto: (i) a behavioural grid includ-

ing codes that accounted for certain behaviours such as inspecting an object, writing

in the decision log, asking the victim a question, or making reference to evidence

and forensic analyses (see Figure 32a) and (ii) an object grid including codes that

accounted for the primary items of interest in the room (see Figure 32b). As such,

the primary researcher created ‘events’(markers that identify when instant relevant

behaviors occur during the recording) on these two snapshots each time the partic-

ipant engaged in a behaviour that was included in the behavioural grid shown in

Figure 32b, or paid visual attention to an item included in Figure 32a. Evidence

items represented in red outlines, as well as the ‘victim’ code outlined in yellow in
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(a) Object code grid

(b) Behavioural code grid

Figure 32: Experiment 9 visual gaze mapping.In (a) you can see the grid containing item
names which we mapped gazes onto. Red outlines refer to evidence items and
green outlines refer to “noise” items. The yellow outline of ‘victim’ refers to
looking at the victim. In (b) you can see the grid containing behavioural codes
participant’s gaze was mapped onto. Yellow outlines refer to information ob-
tained via think-aloud methods and blue outlines refer to codes referring to the
visual search.

Figure 32a acted as our ‘areas of interest’ (AOIs).

From the above data processing, we obtained the following information:

• The number of events per behaviour represented in Figure 32b, via counts

(e.g. the number of times participants asked a question to the victim, collected
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evidence, made reference to analysis or modus operandi).

• Information on the visual attention of participants in relation to the areas of

interest represented in Figure 32a. This included the number, total duration

and average duration of fixations 37 and visits 38 per participant on each AOI

(open window, card, bottle, towel on chair, bedside table drawers, jewellery

box, sugar jar, room door, screwdriver, handkerchief, pillowcase), as well

as on non-AOIs (clothes on the floor and ‘other object (clutter)’) and on the

victim.

5.11.2 Results

Due to the small sample size and the lack of power that statistical tests would

consequently have, we decided to report only descriptive statistics predominantly

speaking to participants’ search behaviour and decision-making processes during

the mock crime scene investigation. Additional measures we gathered will be in-

cluded in any resulting publications after we collect more data in the future from

both student examiners and experts.

5.11.2.1 Overall Reconstruction Score

The eye-tracking recordings of participants, and their decision logs, were firstly

utilised to evaluate the crime scene examination practices of each participant and

estimate a total reconstruction score. To calculate this score, a point-based system

was utilised such that for every accurate event/behaviour, one point was awarded,

whereas for every inaccuracy, no points were awarded. This resulted in a binary-

feature vector, per participant, as shown in Table 50. The total points for each

participant were summed (25) to determine overall reconstruction accuracy; the

37Fixations can be defined as the periods of time where the eyes are relatively still, holding the
central foveal vision in place so that the visual system can take in detailed information about what is
being looked at. In Tobii Pro Lab, a fixation is a sequence of raw gaze points, where the estimated
velocity is below the velocity threshold set by the gaze filter (Land & Tatler, 2009). Since fixations
are made up of multiple gaze points and they have a start and end point, each with a timestamp, we
can measure at which point they occur in time and their duration. The duration of a fixation is the
elapsed time between the first gaze point and the last gaze point in the sequence of gaze points that
makes up the fixation.

38Visits are defined as the time between the start of the first fixation on the AOI until the end of
the last fixation on the AOI.
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higher the points earned, the greater the participant’s detection and appreciation of

evidence. Total scores were converted to a percentage accuracy measure for each

participant. As can be seen in Figure 33, the majority of participants obtained a

score of 75% or more, with only two participants scoring below 60%. Despite this,

it is worth noting that only a minority of participants identified the correct point of

entry and exit – resulting in very few participants collecting evidence from the door

(point of entry).

Table 50: Experiment 9: The 25-point binary feature vector corresponding to a participant’s
reconstruction accuracy. In an effort to avoid the introduction of bias, participants
were not directly asked the following questions. Instead, they were obtained via
the eye-tracking recordings, and decision logs of participants.

Number Reconstruction assessment

1 Identified crime correctly
2 Point of exit identified correctly
3 Point of entry identified correctly
4 Conducted preliminary search
5 Stated decision search strategy
6 Used decision log to record decisions and thoughts
7 Collected evidence from open window
8 Collected card on floor as evidence
9 Collected water bottle as evidence
10 Collected towel on chair as evidence
11 Collected evidence from bedside table drawers
12 Collected jewellery box as evidence
13 Collected sugar jar as evidence
14 Collected evidence from door
15 Did not collect handkerchief
16 Did not collect pillowcase
17 Did not collect clothes
18 Did not collect screwdriver
19 Asked victim about missing items
20 Asked victim about state of door
21 Asked victim about state of window
22 Asked victim about water bottle
23 Asked victim about screwdriver
24 Asked victim about handkerchief
25 Asked victim about card on floor

5.11.2.2 Visual search results

The total time taken for participants to complete the task can be seen in Figure 34.

As can be seen, there was large variability in time taken for participants to search

the crime scene (M = 15.68 minutes, SD = 8.3 minutes).
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Figure 33: Experiment 9 reconstruction. Overall reconstruction accuracy (%) of partici-
pants. Dashed blue line represents mean reconstruction accuracy of sample.
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Figure 34: Experiment 9 search duration.Search duration (minutes) of each participant.
Dashed line represents mean duration of the sample.

Through our data mapping in Tobii Pro Lab, we analysed, for each participant

as well as across the sample (i) number of fixations, (ii) total duration of fixations,

(iii) average duration of fixations, (iv) number of visits, (v) total duration of visits,

and (vi) average duration of visits on each AOI (open window, card, bottle, towel

on chair, bedside table drawers, jewellery box, sugar jar, room door, screwdriver,

handkerchief, pillowcase), as well as on non-AOIs (clothes on the floor and ‘other

object (clutter)’) and on the victim. For descriptive statistics see Table 51.

Table 51 shows that, on average, participants spent more time (both in terms

of visits and fixation) paying visual attention to certain AOIs, such as the bedside

table drawers, the towel on the chair, the card on the floor and the jewellery box

– compared to other AOIs. “Noise” items such as the screwdriver or the bloody
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handkerchief by the bed received significantly less visual attention. Crucially, to

identify them as “noise” items, examiners had to ask the victim about the prove-

nance of these objects – illustrating how question-asking is crucial to effective ev-

idence gathering practice in these settings. The longest fixation and visit durations

however, were recorded on non-AOI items, and on the victim. This emphasises the

importance of documenting the interactions examiners have with the victims during

dwelling searches given they seem to capture a substantial amount of attention of

the examiners during their search.

Table 51: Experiment 9: Descriptive statistics on the sample’s average visual attention on
AOIs, non-AOIs and victim

Area AOI\non-AOI
Fixations Visits

Mean Number
(count)

Mean Total Duration
(seconds)

Mean Average Duration
(seconds)

Mean Number
(count)

Mean Total Duration
(seconds)

Mean Average Duration
(seconds)

Bedside table AOI 74.2 27.71 0.363 12.4 49.91 4.495
Bottle AOI 13.2 6.222 0.4 5.4 7.98 1.328

Card on floor AOI 21.4 15.452 0.662 3.9 22.843 5.056
Clothes on floor AOI 22.6 7.11 0.301 9.4 9.902 0.957

Handkerchief AOI 8.8 3.551 0.377 1.9 5.97 3.602
Jewellery box AOI 37.4 13.954 0.401 6.6 20.435 2.978
Other objects AOI 148.5 47.622 0.315 28.3 93.863 3.363

Pillowcase on floor AOI 8.4 2.788 0.191 2.9 4.624 0.932
Room Door AOI 7 2.331 0.162 1.6 5.251 1.735
Screwdriver AOI 8.5 3.291 0.292 2.9 5.792 1.483

Sugar jar AOI 20 6.172 0.298 5.4 10.513 1.85
Towel on chair AOI 35.4 14.456 0.358 10.3 22.377 1.969

Window AOI 54.6 18.675 0.315 11.3 30.777 2.861
Clothes on floor non-AOI 22.6 7.11 0.301 9.4 9.902 0.957

Other objects non-AOI 148.5 47.622 0.315 28.3 93.863 3.363
Victim n/a 66.8 34.897 0.59 18.5 49.58 2.681

To visualise the distribution of total time in the task that participants spent on

each area/item in the crime scene, we additionally created heat-maps of participants’

gaze patterns when mapped onto our object code grid (Figure 35b), and onto the

floor-plan of the scene (Figure 35a). Heat maps show how looking is distributed

over the scene, ultimately showing where the focus of visual attention was for all of

our participants collectively.The heat maps confirm the findings reported in Table

51, of which areas were the primary focus during the search. They also illustrate

that participants paid little attention to the front door, despite this being the point

of entry. For a gaze map showing the location, order, and time spent looking at

locations on the floor-plan of the scene, see Appendix A.4.

5.11.2.3 Behavioural results

Next, we looked at the behavioural data obtained by mapping events identified

through eye-tracking recordings, onto the grid shown in Figure 32b. Descriptive
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(a) Heat map of relative duration on each part of scene.

(b) Heat map of relative duration on each area.

Figure 35: Experiment 9 heat maps.In (a) you can see the visual attention of participants
across the scene, and in (b) you can see the visual attention of participants on
the items represented in the grid. The color green in the heat maps represents
less time spent looking at an area, followed by yellow, and red which indicates
greater time spent looking at an area. Visual attention duration is computed
relative to the entire duration of the search of a given participant.
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statistics showing the event count per participant as well as the average behavioural

event count for our participant sample can be seen in Table 52.

Table 52: Experiment 9: Number of behavioural events during search.

ID
Ask question

to victim Collect evidence
Decision log

entry
Stage decision
search strategy

Follow victim
directions Observe object Observe scene Preliminary search

Reference to analysis
or evidence

Reference to
modus operandi

Participant 1 I 20 10 26 1 5 65 18 1 10 1
Participant 2 G 10 5 2 1 2 32 8 1 6 3
Participant 3 A 16 5 3 1 2 46 16 1 7 4
Participant 4 C 16 9 15 1 0 34 18 1 11 5
Participant 5 F 8 4 15 1 1 27 12 1 1 0
Participant 6 B 7 7 7 1 1 13 11 1 6 1
Participant 7 J 32 9 15 1 1 31 9 1 9 0
Participant 8 G 6 4 7 1 3 25 9 1 3 1
Participant 9 E 19 5 8 0 4 14 9 0 6 1

Participant 10 D 30 6 0 1 4 43 12 1 0 0
Average 16 6 10 1 2 33 12 1 6 2

Table 52 shows that even in a small sample of examiners, there is great vari-

ability in the search practices utilised – especially relating to the number of evidence

items collected, the number of questions asked to the victim, and number of entries

in the decision log. Certain commonalities included all participants carrying out

a preliminary search (standing outside of the cordoned area and visually scanning

the scene) before entering the crime scene, though the search strategy they then

decided to employ differed amongst our sample. As such, two participants carried

out an outward spiral search, six carried out an inward spiral search and two car-

ried out a grid search. This further highlights the non-standardised nature of crime

scene examinations. Further work with larger sample sizes can determine whether

the choice of search strategy influences the crime scene reconstruction and evidence

collection practices of examiners.

In terms of evidence collection, the majority of errors were the product of not

collecting evidence from the jewellery box, the bedside table or the sugar jar despite

these having been handled by the perpetrator. In addition, as previously mentioned,

the majority of participants did not recognise the door as being the point of entry and

therefore did not collect evidence from it. The most collected evidence was from

the water bottle, the shoe mark on the towel, the card on the floor and the window. A

significant number of participants collected the screwdriver, despite this belonging

to the victim. Although not necessarily problematic as this could have been moved

by the perpetrator even if belonging to the victim, further questioning might have

at least clarified its location before the victim left the bedsit. Further research could
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evaluate whether precautionary behaviour (collecting more rather than less) is less

present in examiners with more expertise.

In terms of questions asked to the victim, the number varied greatly between

participants – highlighting the need for this information to be documented in real-

world crime scene examinations. Further studies with larger samples could deter-

mine the extent to which asking more vs. fewer questions leads to greater accuracy

in evidence collection practices.

In the next section we further elaborate on the practices of our crime scene

examiners by reporting descriptive findings obtained from the surveys completed

by participants in the days following the crime scene examination.

5.11.2.4 Survey findings

(i) Scene Reconstruction. All participants correctly identified it was a burglary

scene. Six participants correctly identified the point of exit was the window (given

the shoe print on the towel on the chair was facing the window), but only four partic-

ipants correctly identified the point of entry as the door. Four participants reported

trying to reconstruct the steps of the burglar in a temporal manner when walking

through the crime scene. Two reported they did not use this method, and four were

unsure.

(ii) First evidence gathered and probative value. Five participants collected

the ‘card on the floor’ first, and rated this as the most probative item of evidence

they collected as it could possibly lead to the extraction of both DNA evidence

and fingerprints. One participant collected the towel with the shoe-mark first and

thought this was the most probative evidence as the shoemark could be used to

identify the perpetrator. Two participants believed the water bottle was the most

probative item of evidence and collected it first as it could contain DNA evidence

from the perpetrator. Finally, two participants believed the window frame was the

most probative item and collected evidence from this item first, as it could lead to

both DNA evidence and fingerprints.

(iii) Informativeness of questions. Two participants stated the most informative

question they asked the victim was about what objects were missing from the room
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as this led them to search the bedside table for evidence. Two participants stated

the most informative question was about the state of the window before leaving

the bedsit, and upon returning as this led them to identify the point of exit. Two

participants believed the most informative question they asked was about the state

of the door before leaving the bedsit, and upon returning as this led them to identify

the point of entry. Two participants believed the question relating to unfamiliar

objects in the room was the most informative one they asked as this led them to

identify objects that did not belong to the victim such as the water bottle and the

card. Two participants believed the question relating to the key card was the most

informative one they asked as this led them to discovering it did not belong to the

victim and thus belonged to the perpetrator.

Overall, nine participants stated that their interactions with the victim influ-

enced their crime scene examination practices by directing them towards possible

items of evidence and informing them of what was missing from the room, out of

place, or did not belong to them.

This serves as a proof of concept that victims play a key role in certain crime

scene examinations, and that further research investigating these interactions is cru-

cial. Asking about missing items, unfamiliar objects in the room, and the state of

various aspects of the room, led examiners to useful information that could have

otherwise been missed. It arguably allowed them to streamline the search as, for

example, not asking about the provenance of the handkerchief or the screwdriver

might have led to the collection of such evidence. In our mock scene, participants

had no financial constraints thereby not limiting the amount of evidence collected.

Usually however, this is not the case and collecting too much evidence from a scene

can place unwarranted strains on forensic laboratories, and dilute the investigation.

Under these circumstances, streamlining the crime scene search and increasing the

efficiency of crime scene investigators is of even greater importance.

5.11.3 Discussion of Experiment 9

Despite the promising results and possible downstream implications for research

and development, some limitations must be noted of the present study. First and



252

foremost, due to unforeseen circumstances we had to halt data collection and thus

only managed to acquire data from ten trainee examiners, rather than the 22 trainees

and equivalent number of experts we planned on testing. This meant that we could

only report descriptives and were unable to statistically assess the influence of cer-

tain factors, such as expertise (e.g. as shown in Watalingam, Richetelli, Pelz, &

Speir, 2017) and question-asking behaviour, on crime scene reconstruction accu-

racy. Second, all participants were trained using the same academic curriculum, and

therefore using a single pedagogical approach to forensic education, which limits

the widespread applicability of our findings. Third, although measures were taken

to ensure that the mock crime scene was both realistic, and void of any residues

from past scenes, a lack of realism and/or unintended forensic traces may have

contributed to outcomes. Finally, it must be acknowledged that although visual fix-

ations are external markers suggestive of cognitive processes, they do not render

those processes themselves visible. This last point however, is softened by the fact

we additionally obtained think-aloud data and questionnaire data from participants.

Notwithstanding the above noted limitations, this research represents the first

study, to our knowledge, that has recorded the question-asking habits of examiners

when inspecting a crime scene, as well as characterized the visual attention and re-

construction ability of these examiners using a triangulation of methods. We believe

that this, in itself, reveals data that can be used to shape future research efforts, and

more importantly, lay the groundwork for continued and focused efforts that can

inform more advanced research questions on the influence of victim interactions on

examination practices and, one step further – how to ask informative questions that

will maximise reconstruction accuracy and efficiency. So far, work has concentrated

on the influence of information received prior to the search (contextual information

– see Dror et al., 2017) on evidence-gathering practices – not on information that

is received during the search. Here, we showed that a substantial amount of in-

formation is received via means of interactions with the victim during the search.

These interactions therefore ought to be documented and further investigated, as de-

cisions that are made during the crime scene examination process will reverberate
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throughout the entire criminal investigation.

Victim interaction is a factor that has yet to be modelled in the process of crime

scene investigations but could be crucial to helping to render the process of exam-

ining such crime scenes more transparent, reliable and efficient. Our pilot study

shows that there is great variability in the number of questions examiners ask the

victim. However, there was consensus amongst participants in the fact that victim

interactions shaped their search practices by helping them identify relevant items, as

well as preventing them from securing irrelevant objects which could have hindered

the investigation down the line (for example, by confusing the reconstruction of the

crime and placing increased time and financial constraints on the investigation).

Methodologically, we hope this study paves the way for future work that em-

ploys mobile eye-tracking technology to extract visual and audio data that enables

the evaluation of decision-making practices of practitioners, alongside additional

methods such as think-aloud and surveys. To date, eye-tracking technology has

been highly under-utilised within forensic science. However, this study demon-

strates that engaging with eye-tracking technology has the potential to be used to

help the forensic science community ascertain how inferences have been reached,

and what the basis for decisions are, at various stages of the criminal investigative

process. Further work should investigate how eye trackers can be used as a tool in

training programs, helping examiners evaluate their own search practices and ulti-

mately improve their practice in terms of efficiency, accuracy and reproducibility.

5.12 Conclusions
In this chapter, we explored questions such as ‘how do people decide what inquiries

to make, what tests to conduct, what evidence to collect, and what questions to ask

– when engaging in truth-seeking investigative tasks?’ Ideally, at least in laboratory

contexts, people would adopt optimal search strategies, such as those dictated by

the OED framework : computing the utility of each test or question and answer and

weighing these by the probability of obtaining them. However, in both everyday

and specialised domains, this is seldom how people reason given the computational
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complexity they face, and the need for probabilistic information that might not be

readily available. Through an initial set of studies, we showed that, although we

know people are sensitive to the diagnosticity of question/test outcomes, they also

rely on strategies that lie outside of the remit of the OED framework such as ob-

taining a frontrunner at the outset. We additionally showed that certain reasoning

tendencies including zero-sum thinking and risk aversion play a role in information

seeking and evaluation practices. As such, we uncovered encouraging findings sug-

gesting that information-seeking can be intuitively understood and described partly

in terms of risk-taking practices (Poletiek & Berndsen, 2000).

We also showed that people can modulate their strategies according to whether

they are conducting a one-off test versus a sequence of tests, and that a poor de-

cision early on in an enquiry can mislead people in subsequent stages. Here, the

frontrunner preference we identified was not an irrational bias per se. At times it

was efficient and approximated normative predictions, but at other times it led to

sub-optimal search decisions which had negative repercussions on belief updating

practices and led to behaviour in line with confirmation bias or tunnel vision. More

broadly, this tendency to focus on a frontrunner rather than seek evidence that elim-

inates a suspect speaks to criminal investigative practices being primarily driven by

an assumption of guilt – which results in a tendency to seek evidence that might

speak to guilt rather than innocence (Ask & Granhag, 2005; Rassin, 2010). After

all, “what matters, above all else, the very rasion d’être of the detective branch, is

to arrest criminals” (Maguire & Norris, 1994 p. 44).

This tendency towards establishing criminal activity and culpability early on

was also noticeable in our final naturalistic study, in which no participant even con-

jectured that the room might have been staged and that a crime had not been nec-

essarily committed by a third party suspect. Vital evidence, including potentially

exonerating information supporting a non-criminal explanation, may be ignored,

explained away, or go undetected. Innocent citizens can be seriously disadvantaged

if they become suspects in a criminal case or are wrongfully convicted, leaving the

actual perpetrators unpunished (Fahsing, Rachlew, & May, 2021).
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In the next chapter, we further investigate the sense-making practices of people

in investigative domains, by probing their preferences for certain types of informa-

tion when building causal explanations of ‘what happened’ and evaluating these.

To do so, we consider the different answers and explanations that could be pro-

vided when one asks “why” questions in relation to criminal events, contrasting

information relating to purpose i.e. motive, and information relating to mechanistic

aspects of the causal narrative of the crime (e.g. opportunity). As described by the

data-frame theory of sense-making, people use evidence to generate explanations,

and explanations in turn guide the search for evidence. Investigating what type of

evidence people prefer when generating causal explanations of ‘what happened’, is

therefore crucial.



Chapter 6

Explaining the evidence

“Knowledge is the object of our inquiry, and men do not think they know a thing till

they have grasped the ‘why’ of it.” – Aristotle (Physics, II.3.194B17)

As mentioned in the introductory chapters, when engaging in sense-making prac-

tices and answering questions such as ‘what happened’ when encountering an am-

biguous crime scene – we build mental models, or causal ‘frames’ which represent

our beliefs and knowledge of what unfolded. These models must be supported by

‘data’, or evidence, – which is actively sought and integrated into our model ac-

cording to features of the existing model or frame. In everyday domains, as well as

legal domains, evidence and information appears in different forms and the type of

evidence we seek also depends on the causal narrative or explanation that we are at-

tempting to build. As such, you can imagine that when encountering a crime, asking

‘why’ the crime happened can lead you to seek multiple kinds of information.

Hempel et al. (1965) distinguished between ‘explanation-seeking’ why-

questions which ask why things happen as they do, and ‘reason-seeking’ why-

questions which ask for justifying grounds to support one’s beliefs. For example,

in the ‘staircase’ case – an ‘explanation-seeking’ why question would ask why

Michael would kill Kathleen, what the motive for such a crime would be. Com-

paratively, a ‘reason-seeking’ why-question would ask why one should believe

Michael is culpable by evaluating, for example, physical evidence and evidence

of opportunity. A related distinction is made in philosophy of science by distin-
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guishing between a teleological explanation that would in this case appeal to the

purpose and function of the crime (thus summoning information relating to motive)

and a mechanistic explanation that appeals to how the crime occurred (thus sum-

moning information relating to opportunity and physical traces). When we ask why

questions, there are multiple kinds of information we could thus be seeking (Joo,

Yousif, & Keil, 2021). Asking “why did this crime occur?” could result in one

answering “because Michael was afraid Kathleen would expose his secret life” or,

“because Michael was in the house and pushed her down the stairs”. Both would be

sensible explanations of the crime and both types of information (mechanistic and

teleological) are relevant to solving the crime. But which kind of information do we

want first? Which one carries the most weight? The goal of the present chapter is

to answer these questions – and to explore how their answers may impact outcomes

at various stages of the legal-investigative process.

Despite decades of work in philosophy and cognitive science investigating the

kind of explanations people generate and prefer – and the kind of explanations peo-

ple ought to generate and prefer – surprisingly little is known about explanatory

preferences in applied domains such as the criminal justice system. Ironically, how-

ever, explanations are an integral part of how this system functions. For example,

investigators must contemplate multiple explanations for a crime in order to evaluate

potential leads. In addition, prosecutors must consider whether they have enough

information to provide an explanation for a crime before deciding whether to take

someone to court, and, ultimately, lawyers offer explanations to jurors and judges –

at which point the merit of those explanations will determine the defendant’s fate.

Given that explanatory preferences (e.g., for teleological information) might have

adverse effects on how the criminal justice process unfolds, the study of explanation

(and inferences made based on those explanations) within this domain, is crucial.

6.0.1 Purpose on the mind: A teleology bias in human cogni-

tion?

Richard Dawkins wrote that “we humans have purpose on the brain. We find it

difficult to look at anything without wondering what it is ‘for’ — what the motive
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for it, or the purpose behind it, might be” (Dawkins, 1995). A popular view in

cognitive science shares this outlook by postulating that people are “promiscuously

teleological”, preferring explanations about function and purpose over mechanis-

tic explanations for a wide range of phenomena including animals, artefacts and

non-living natural kinds (Kelemen, 1999, 2004). These preferences are typically

shown by asking people to either generate answers to ‘why’ or rating a teleological

explanation and a mechanistic explanation to the same ‘why’ question. For exam-

ple, to the question “why does the moeritherium have flat fleet?”, a preference for

the teleological explanation (“so that it can stand on wet ground without slipping”)

was preferred to a mechanistic explanation (“because its toe bones got shortened

and smoothed out”). This view suggests that a tendency to think teleologically is

not only an inherent bias detectable in children from a young age (Kelemen, 2004)

but one that exists throughout the lifespan; even adults have been found to resort to

teleology when explaining certain items, such as parts of animals, or when under

cognitive load (Kelemen, Rottman, & Seston, 2013). In other words, it seems that

both adults and children seek out and latch onto teleological explanations – possibly

even in cases where we might think that they are irrational to do so.

Although Rose and Schaffer (2017) suggest we should “dismiss” folks’ intu-

itions insofar as they are teleological, Lennox (1993) and Ruse (2000) argue that

teological thought might be appropriate for the biological sciences (e.g., in the con-

text of Darwinian evolutionary theory), though less so for non-biological physi-

cal sciences that deal with non-organisms that do not appeal as if designed and

adapted. This is supported by the more nuanced view that people are “selectively

teleological”, and that explanatory preferences are domain and context specific. For

example, Keil (1992) illustrated that children prefer teleological explanations for

biological kinds and mechanistic explanations for non-biological kinds. Similarly,

Atran (1994) posited that teleology is preferred, and warranted, selectively for the

properties of living things and entities to which cultural practice extends teleology,

like artefacts. More recently, Lombrozo and Carey (2006) demonstrated that adults

selectively accept teleological explanations when two conditions are met: (i) the
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function invoked in the explanation played a causal role in bringing about what is

being explained, and (ii) the process by which the function played a causal role

seems general and conforms to a predictable pattern.

Contrastingly, a stronger version of the “promiscuous teleology” view is that

our disposition towards teleology is so powerful that we imbue all things with pur-

pose and/or agency — even in the absence of intentional agents (e.g., we have a

propensity to even mentalize objects; Rose, n.d.). This view is supported by ev-

idence from many domains of cognitive science. For example, people have im-

proved memory for information about agents; in fact, agency explains memory per-

formance better than any other factor (Nairne, VanArsdall, Pandeirada, Cogdill, &

LeBreton, 2013). It has also been suggested that agency per se may explain many

known effects of eye gaze (Colombatto, Van Buren, & Scholl, 2019; Colombatto,

van Buren, & Scholl, 2020). In other words, even beyond the domain of explanation,

we are generally drawn to, and have better memory for, information about agency.

Thus, a question arises about how this agency bias may manifest in legal contexts,

where motive information plays a substantial role in criminal investigations.

In the work presented in this chapter, we contrast motive information with op-

portunity information. We suggest that these two kinds of information are roughly

but not exactly analogous to teleological vs. mechanistic information. For example,

just as mechanistic explanations describe ‘how’ something came to be, opportunity

information describes ‘how’ a crime may have occurred. And just like teleologi-

cal explanations describe the ‘purpose’ of an action or event, motive information

describes ‘why’ a crime may have occurred. We recognise that information about

opportunity (e.g., “The suspect was near the scene of the crime around the time it

happened”) is not itself a mechanism; it only implies a possible mechanism (e.g.,

“They committed the crime en route from Location A to Location B”). Neverthe-

less, this rough analogy may help us to understand any information preferences we

observe here in light of a broader literature on explanation preferences.
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6.0.2 Motive in criminal law

Now consider the example we gave in introducing this thesis, where one encoun-

ters an ambiguous crime scene. One might reasonably seek both teleological and

causal-mechanistic explanations about this crime scene, e.g., one could ask about

the purpose (i.e., motive), of someone having committed the crime, or about how

the crime was actually carried out. Both kinds of information carry evidential value

and could reasonably help investigators to understand what happened, and, ulti-

mately, who was responsible. However, the goal of the present chapter is to ask

whether people consider these two types of information equally – or whether, on

the contrary, they prefer one kind of information over the other (perhaps mirroring

the ‘promiscuous’ teleological biases observed in other domains). Before empiri-

cally addressing these questions, we will briefly outline the role that information

pertaining to purpose, such as information on motives, plays in the criminal justice

system.

Firstly – it is important to try to distinguish motive from intent. Confusion over

the role of motive in criminal liability partly stems from the lack of a clear definition

of the concept of motive, and the difficulty of distinguishing it from intent (for a

review of arguments see Kaufman, 2003). Broadly, motives can be described as the

underlying reasons for committing a criminal act, whereas intent can be described

as the willingness to commit the criminal act itself. For example, in a homicide case,

intent would refer to the defendant’s mental state preceding the offence and would

involve proving that e.g., by shooting the gun, the defendant intended to cause harm

to the victim. Comparatively, ‘motive’ would refer to the reasons for wanting to

harm the victim in the first place, e.g. revenge, financial gain etc.

Despite what we think we know from watching crime movies, in both UK and

US legal systems, information appealing to motive, purpose and reasons (akin to

teleological information) is technically irrelevant when determining if someone is

guilty of a crime, unless it is specifically made relevant as part of the definition of

a crime (e.g., hate crimes). This is expressed in the “irrelevance of motive maxim”

that states that a defendant’s motives for offending, either good or bad i.e., the rea-
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sons or emotions that propelled them to infringe the law – should have no bearing on

assessing liability. As such, the law is only concerned with the ‘mens rea’ or ‘guilty

mind’ (i.e., intent) and the ‘actus reus’ or ‘guilty act’ (i.e., the action). For a review

of these principles see A. Smith (1978). Although the actus reus can be more easily

defined and identified, the mens rea component poses obvious challenges given that

it represents covert mental states. However, over the past three decades a counter

movement challenging this orthodoxy, led by Husak (1989), has gained traction.

This movement contends that information pertaining to motive and purpose should

be material to both sentencing and liability and that the traditional view is mistaken

both factually and normatively. Supporters of the ‘relevance of motive’ movement

have put forth a number of ways in which motive may be relevant to liability, in-

cluding it being fully or partially inculpatory/exculpatory and it being necessary to

prove liability for some offences (Hessick, 2006).

Next, we will pinpoint ways in which information pertaining to motive is

sought and utilized at various stages of an investigative, truth-seeking process –

stressing the central role it inherently plays in helping people explain, and appraise,

the behaviour of others in criminal and in everyday domains alike.

6.0.3 Evidential reasoning with motive

In a scenario in which law enforcement first arrives upon a homicide crime scene,

consider again what questions they may be asking themselves, and how these might

guide the search for evidence and the investigation more generally.

It seems entirely rational, upon arriving at a crime scene, to ask why the crime

occurred, given that answering the ‘why’ can facilitate the identification of the

‘who’ (Eady, 2009). Even textbooks on principles of criminal investigations state

that identifying and interpreting motive at the crime scene is crucial in order to cre-

ate a ‘psychological profile’ of the offender and identify a pool of suspects capable

of committing a crime like the one being investigated (Innes, 2003; Osterburg &

Ward, 2010). This list can subsequently be narrowed down by considering who

had opportunity and means to commit the crime. Identifying the reason behind the

criminal act, therefore, plays a key role in pursuing possible suspects. Despite the
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intuitive rationality and statistical foundations of this approach (e.g., homicides are

for the vast majority committed by someone close to the victim, who had a motive;

Brookman, 2010), overly focusing on people close to the victim at early stages of

the investigation (“close perpetrator assumption”) was a feature of a number of mis-

carriages of justice. In these cases, alternative suspicious individuals sighted near

the crime scene but with no ties to the victim were largely overlooked (Eady, 2009).

Once a primary suspect has been identified through the initial investigation

phase, a complete narrative, centered around the suspect, must be compiled in or-

der to seek their indictment. This case-construction process entails outlining how

they committed the act, and, in most cases, why (Innes, 2003). Here, though not an

essential component, investigators work under the assumption that when a motive

is discovered, it is easier to believe that a given suspect committed the crime than

when no motive is apparent (Morrall, 2006). The failure to produce evidence of

motive, though not a fatal flaw, in some cases can weaken the whole body of proof.

Ultimately, given that information on motive and reason is used to aid the identifi-

cation of a suspect, and further, to construct a case against them, it seems that this

type of information has already indirectly contributed to determining criminal lia-

bility before even reaching trial — despite this not being reflective of its designated

role in criminal law.

In trials, the role of motive has been described as being increasingly unregu-

lated, inconsistent and incomplete (Hessick, 2006). Although motive is not a neces-

sary component to establish liability, it is a widely accepted notion, included even

in informal guidelines of how to craft a closing argument, that a jury is more likely

to be convinced of a defendant’s guilt if a motive for committing the crime can

be shown (Listrom, 2007). As such, jurors appear to remain concerned with the

motives for the defendant behaving a certain way (Hessick, 2006; Listrom, 2007;

Pennington & Hastie, 1993), leading legal representatives to use this type of infor-

mation as a persuasive instrument.

This notion that information pertaining to purpose and motive completes the

narrative of a crime is formalized in the story model of juror decision-making
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(Pennington & Hastie, 1991).

6.0.3.1 Story Model of Juror Decision-Making

During the course of the trial, the jurors are engaged in an active, constructive com-

prehension process in which they make sense of trial information by attempting to

organize it into a coherent mental representation.

The story model of juror decision-making is an explanation-based account that

posits that jurors, as do other decision-makers, engage in an active ‘sense-making’

process in which they try to make sense of the information presented to them by or-

ganising it into a coherent mental representation or causal narrative (Pennington &

Hastie, 1991). These causal narratives are comparable to the situation models pro-

posed by Van Dijk, Kintsch, et al. (1983), the mental models proposed by Johnson-

Laird (1983) and the data-frames outlined in the data-frame theory of sense-making

(Klein et al., 2007). Jurors often construct more than one causal narrative, typi-

cally one per adversarial side (prosecution and defence), and subsequently contrast

these using criteria such as coherence, plausibility and completeness in order to

decide which one is the ‘best’ explanation of the evidence. What is important to

know about the story model of juror decision-making, is that it goes beyond simple

evidence-integration accounts that describe people as carrying out quantifiable com-

putations to evaluate hypotheses. Rather, it posits that people construct rich causal

narratives that includes various types of information including the mental states of

the defendant (e.g., desires, beliefs), as well as goals and motives, and subsequently

actions and physical consequences of these actions. As such, the story model illus-

trates that when constructing a narrative of what happened, jurors use the evidence

presented at trial, as well as their personal knowledge of similar events, and their

expectations of what makes a complete story. The latter includes an assumption

that actions were preceded by certain goals; in other words, there is an assumption

that there ought to be a motive. Empirical work has since shown that jurors spon-

taneously create these narratives and that those creations actually mediate verdict

decisions (Huntley & Costanzo, 2003; Pennington & Hastie, 1992). Jurors there-

fore not only rely on direct evidence and mechanistic information, but also consider
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information about intentions, goals, desires, etc. when evaluating competing expla-

nations of ‘what happened’.

As intuitive investigators, people attempt to construct a coherent narrative that

is able to explain the known facts and provide a satisfying answer to their ‘why’

question – and a good narrative implies not only intentionality but a goal or a motive

preceding the actions. Motive-related information might be particularly salient as it

favors both explanation and prediction. As such, it allows people to make sense of

the behaviour of a given agent retroactively by providing them with information that

helps reconcile the agent with the action – and which facilitates inferences about

the values of the agent, thereby influencing judgments of e.g., blameworthiness

(Guglielmo & Malle, 2010; Knobe, 2010). Upon learning this information, the

observed behaviour might seem almost expected.

6.1 Our Experiments
So far, we have argued that purpose-oriented information plays a key role at numer-

ous stages of the investigative sense-making process, and, though informative, if

weighed disproportionally in specialized domains it can have serious consequences

within this process. However, research is still needed to empirically address whether

people do find this information particularly alluring compared to e.g., mechanistic

information. Quantifying the diagnostic value of circumstantial evidence relating

to mental states such as goals, beliefs and motives, however, is not as straightfor-

ward as quantifying the value of e.g., forensic evidence. In the present work we

thus addressed the matter of how people evaluate information relating to motive,

not by attempting to quantify this in terms of diagnositicty per se, but by adopting

the methods employed by classical work on explanation in psychology and philos-

ophy of science (Kelemen et al., 2013; Lombrozo & Carey, 2006). Ultimately, this

enabled us to gain insight into people’s overall informational and explanatory pref-

erences in this domain and to compare it to those exhibited in other domains (e.g.,

teleological preference, Dink & Rips, 2017; Kelemen, 2004).

We will now present the findings of four experiments that addressed the fol-
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lowing outstanding questions: Do people have systematic information preferences

when investigating and reasoning within a criminal domain? What factors influence

these preferences? (e.g., investigative stage, context, goals of explainer). To address

these questions, we probed lay people’s preferences for opportunity vs. motive ev-

idence at different stages of a mock criminal investigation and during a fictitious

criminal trial.

6.2 Experiment 10
In Experiment 10 we explored whether, given limited information, people differen-

tially prefer investigating a suspect with a known motive (and no known opportu-

nity) versus one with known opportunity (and no known motive) at early stages of

an investigation in one of four fictitious criminal cases (Robbery, Homicide, Double

Homicide or Bombing). We additionally assessed whether this preference translated

to allocating more ‘investigative resources’ to pursuing a line of inquiry centered

around motive.

6.2.1 Methods

6.2.1.1 Participants and Design

Experiment 10, and all subsequent studies in this chapter, were completed through

Amazon Mechanical Turk. In all studies participants were native English speak-

ers who gave informed consent prior to participation and were paid at the rate of

$7.00 per hour. This project’s OSF page containing the materials we used and

the data we collected can be accessed at : https://osf.io/a8hyk/?view only=

ed8ea2fda2334b5cad4fab502a0ffa78.

245 participants (MeanAGE= 37.1, SD = 10.7; NMALE = 144) completed Ex-

periment 10. A between-subjects design was used as participants were randomly

allocated to one of four independent conditions.

6.2.2 Materials and Procedure

All participants were required to reason about a fictitious criminal case, though the

type of crime varied across the four conditions (robbery, homicide, double homi-

https://osf.io/a8hyk/?view_only=ed8ea2fda2334b5cad4fab502a0ffa78
https://osf.io/a8hyk/?view_only=ed8ea2fda2334b5cad4fab502a0ffa78
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cide and bombing).This allowed us to ascertain whether people’s explanatory pref-

erences are robust across contexts.

Participants in each condition were initially provided with a ‘case briefing’

containing a short description of the pertinent fictitious crime. They were tasked

as criminal investigators and asked to make certain investigative decisions. Partic-

ipants in each condition were presented with information about an individual with

stated opportunity but no known motive (hereafter dubbed the ‘opportunity sus-

pect’, and an individual with stated motive but no known opportunity (hereafter

dubbed the ‘motive suspect’). For example, in the ‘Double Homicide’ condition

the opportunity suspect was the neighbourhood gardener, and the motive suspect

was an ex-employee of the victim who had been recently fired. See Figure 36 for

a graphical representation of the information provided to participants reasoning in

the ‘Double Homicide’ condition, including the case briefing and the two items of

information participants received.

After learning both items of information, participants were required to select

which individual they wished to make their primary suspect at this stage of the

investigation. Finally, using sliders ranging from 0-100 (restricted to summing to

100), they were asked to indicate the percentage of resources they would like to

allocate in the next stage of the investigation towards pursuing the two leads (the

‘opportunity suspect’ and the ‘motive suspect’). Participants were instructed that

they could allocate a percentage of resources to each lead (e.g., 60% to one and 40%

to the other) or allocate the entirety of the resources to one lead. They were told

that “resources” included things like a monetary budget, number of investigators

to be placed on the case and hours they will work on it and that the leads have

equal resource demands. After each question (primary suspect choice and resource

allocation) participants provided written explanations for their answers.

6.2.2.1 Materials Check

In order to ensure that the information given to participants (i.e., motive vs. oppor-

tunity) was equated in terms of informativeness and strength of evidence, we carried

out a ‘materials check’ on an independent sample of participants. To do so we al-
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Figure 36: Experiment 10 scenarios. Graphical representation of information presented
to participants in ‘Double Homicide’ scenario.

located an additional 222 participants (MAGE “ 32.9; SD “ 10.4; NMALE “ 126) to

one of 8 independent conditions – each including only one of the pieces of evidence

we employed in Experiment 10 (e.g., either the motive or the opportunity evidence

for one of the 4 scenarios). For example, in one condition participants were only

shown motive-related information for the ‘Double Homicide’ scenario whereas in

another condition, participants were shown only opportunity-related information for

the ‘Robbery’ scenario.

In each condition, participants were given the relevant case briefing, followed

by an individual piece of evidence. They were then asked four questions, in a

randomised order, about the value of the evidence that was shown to them. For

example, if shown the opportunity-related evidence in the ‘Double Homicide’ sce-

nario (see Figure 36), participants were then asked about (i) the probability of the

evidence given the suspect is guilty, (ii) the probability of the evidence given the

suspect is not guilty, (iii) the probability of guilt of the suspect given the evidence

is true and (iv) how useful and/or valuable the viewed evidence would be to the

investigation. In the first three questions we elicited probabilistic estimates using a

scale from 0 to 100, whereas in the fourth question we elicited value/utility ratings

using a scale from 1(not useful/valuable at all) to 7 (extremely useful/valuable).
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6.2.3 Results

Findings from Experiment 10 illustrated that participants were partial to the suspect

with known motive rather than the one with known opportunity. As such, binomial

tests revealed that a greater proportion of participants selected the ‘motive suspect’

as their primary suspect in the ‘Robbery’ condition (proportion = 0.7, p “ 0.002),

in the ‘Double Homicide’ condition (prop. = 0.76, p ă 0.001), in the ‘Homicide’

condition (prop. = 0.83, p ă 0.001) and in the ‘Bombing’ condition (prop. = 0.71,

p “ 0.001) – compared to the ‘opportunity suspect’. Pearson’s Chi-Square test of

independence ensured us that this ‘motive preference’ did not vary across the four

conditions, χ2p3q “ 3.17, p“ 0.37,V “ 0.11.

Next, we explored participants’ resource allocation behavior. One-way

ANOVAs showed no significant between-condition difference in the amount that

participants allocated to pursuing the ‘opportunity suspect’, Fp3,241q “ 2.24, p “

0.08,η2
p “ 0.03 and therefore the motive suspect either, given resources allocated

between the two parties had to sum to 100. As such, we collapsed the four crime

type conditions in order to investigate whether the proportion of resources that par-

ticipants allocated between investigating the two suspect ’types’ differed (see Figure

37 for distribution of resource allocation).

Given the non-parametric nature of our data, we carried out two Wilcoxon

Signed Rank tests, testing the median resource allocation of each lead to a (null)

hypothesized median of 50. Our analyses showed that the previously observed par-

tiality towards the ‘motive suspect’ led to an asymmetric allocation of resources,

in favour of pursuing a ‘motive’ line of inquiry. As such, we found that par-

ticipants allocated more resources to pursuing the motive suspect (median = 68),

Z “ 8.3, p ă 0.001 compared to the opportunity suspect. As can be seen from Fig-

ure 37 however, this preference was somewhat nuanced, given that few participants

allocated 100% (or close to) of resources to pursuing the motive suspect.

6.2.3.1 Materials Check Results

Given that the primary purpose of the additional material check study was to en-

sure that the evidence given within each scenario was equated in terms of perceived
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Figure 37: Experiment 10 results. Percentage of resources allocated to each line of in-
quiry within each scenario. Horizontal line represents null hypothesis median
of attributing 50% of resources to pursuing each suspect.

strength, below we report findings relating to the value/usefulness ratings elicited

from participants, and a diagnosticity measure. We obtained the latter by calculat-

ing the ratio of participants’ estimates of questions (ii) and (iii) stated above i.e., the

ratio of participant’s P (Evidence | Suspect guilty) and P (Evidence | Suspect not

guilty) estimates (see Table 53 for descriptives of these estimates). This equates to

calculating the likelihood ratio for each piece of evidence, which ultimately gives

us a measure of how diagnostic this piece of evidence is perceived to be. While

the exact measure of diagnosticity is debated, the standard view in forensic science

(and elsewhere) is that it can be captured by the likelihood ratio (not the posterior

probability PpH|Eq alone – e.g., see European Network of Forensic Science Insti-

tutes guidelines outlined in Catoggio et al., 2019 ). Here, we adopted this approach

and used the likelihood ratio as a measure of diagnosticity of evidence.

(i) Value/Usefulness Ratings

We carried out four independent samples t-tests on the value ratings given by
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Table 53: Experiment 10 Materials Check: Mean and SD (in brackets) of PpE|Hq, PpE| „
Hq and PpH|Eq ratings given by participants in each condition.

Condition PpE|Hq PpE| „ Hq PpH|Eq

Bombing Scenario Motive Evidence 76.2 (17.6) 47.3 (18.9) 64.3 (22.6)
Bombing Scenario Opportunity Evidence 95.7 (5.4) 56 (17.4) 51.4 (23.3)

Double Homicide Motive Evidence 73.9 (19.8) 53.5 (21.4) 61.7 (22.8)
Double Homicide Opportunity Evidence 97.4 (3.8) 57.7 (18.8) 57.3 (21.5)

Homicide Scenario Motive Evidence 74.7 (12.9) 47.8 (14.1) 72.8 (16.7)
Homicide Scenario Opportunity Evidence 95.8 (4.9) 54 (11.9) 58.7 (18.1)

Robbery Scenario Motive Evidence 76.4 (12.9) 37.9 (18.7) 66.9 (18)
Robbery Scenario Opportunity Evidence 94.7 (5.8) 47 (18.9) 57.8 (24.9)

participants to motive and opportunity evidence in each of the four scenarios (for

graphical representation see Figure 38). We found no significant difference in the

ratings of participants who viewed opportunity evidence and those who viewed mo-

tive evidence relating to the ‘Bombing’ scenario, tp54q “ 0.16, p “ 0.87,d “ 0.04;

the ‘Double Homicide’ scenario, tp56q “ 0.09, p “ 0.93,d “ 0.018; the ‘Homi-

cide’ scenario, tp50q “ 0.53, p“ 0.6,d “ 0.15 and the ‘Robbery’ scenario, tp54q “

1.5, p“ 0.14,d “ 0.39. As such, within each scenario, it appears that the perceived

value of the motive and opportunity evidence is adequately equated.
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Figure 38: Experiment 10 Materials Check Ratings. Plot of mean ‘Value/Usefulness’
ratings within each scenario, for each evidence type. Error bars = SE of mean.
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(ii) Diagnosticity

Similarly, we carried out four independent samples t-tests on the diagnosticity

values computed for motive and opportunity evidence in each of the four scenar-

ios (for graphical representation see Figure 39). We found no significant differ-

ence in the diagnosticity of opportunity evidence and motive evidence within the

‘Bombing’ scenario, tp54q “ 0.11, p “ 0.90,d “ 0.04; the ‘Double Homicide’ sce-

nario, tp56q “ 1.89, p “ 0.06,d “ 0.49; the ‘Homicide’ scenario, tp50q “ 1.1, p “

0.27,d “ 0.30 and the ‘Robbery’ scenario, tp54q “ 0.3, p“ 0.77,d “ 0.08. As such,

within each scenario, the diagnostic value of motive and opportunity evidence was

perceived to be equated.
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Figure 39: Experiment 10 Materials Check Diagnosticity. Plot of mean ‘diagnosticity’
ratings within each scenario by evidence type. Error bars = SE of mean.

The above findings indicate that the preference for motive information ob-

served in Experiment 10, is likely not due to there being an imbalance in the ev-

idential strength or perceived diagnostic value of this type of information in our

materials – but of a genuine preference for this type of information when making

judgments regarding what suspect to focus on at early stages of an investigative

task. It is worth noting that, as can be seen from Table 53, participants believed

opportunity evidence was more likely given guilt i.e. PpE|Hq, and that a suspect

was guiltier given motive evidence than opportunity evidence i.e. PpH|Eq in some
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scenarios. This latter estimate, however, is not directly representative of the diag-

nositicty of the evidence, which is instead typically measured via means of likeli-

hood ratio and which we found to be roughly equated for these two types of ev-

idence. We believe that the fact that participants perceived PpH|Eq to be greater

for motive than opportunity evidence illustrates that despite the diagnosticity of the

evidence being comparable – as evaluated by our own participants – participants

are weighing evidence in a biased way by increasing the suspect’s probability of

guilt more when receiving motive information than opportunity information. This

speaks to this type of ‘purpose-oriented’ information providing value above and

beyond its diagnosticity and boosting participant’s posterior probability estimates

when making judgments of culpability (we will discuss this further in Section 6.6).

6.3 Experiment 11
In Experiment 11 we examined whether at a slightly later stage of the investiga-

tion of one of two fictitious criminal cases (bombing or double homicide), people

weigh information pertaining to the ’motive’ and ‘opportunity’ of a given suspect

differently. We additionally examined whether the order in which the information

is viewed impacts people’s judgments of guilt.

6.3.1 Methods

6.3.1.1 Participants and Design

378 participants (MAGE “ 35.6, SD = 24.9; Nmale = 234) completed Experiment

11 . A mixed subjects design was used. All participants completed the same task,

although half of the total sample (n = 189) reasoned in the ‘Bombing’ criminal case

and the other half (n = 189) in the ‘Double Homicide’ criminal case. Participants

reasoning within each type of cover story were randomly allocated to one of four

experimental conditions.

6.3.1.2 Materials and Procedure

Participants in each condition were presented with the relevant case briefing (these

were the same as those used in Experiment 10), tasked as criminal investigators
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and introduced to a suspect at the outset (minimal information was provided e.g.,

in the ‘Double Homicide’ case they were told “Your first suspect is Mr. Douglas,

the neighborhood gardener who tended to the houses on the street of Mr. and Mrs.

Finch once a week”). Subsequently, participants received two pieces of information,

sequentially. The order and the type of information that was received varied across

the four conditions.

In one condition, dubbed ‘Motive Exc.-Inc.’, participants firstly received ex-

culpatory information pertaining to the motive of the suspect and subsequently in-

criminating information pertaining to the motive of the suspect. In the ‘Motive

Inc.-Exc.’ participants received first incriminating and subsequently exculpatory

information pertaining to the motive of the suspect. In another condition ‘Opportu-

nity Exc.-Inc.’ participants received first exculpatory information and subsequently

incriminating information pertaining to the opportunity of the suspect. Finally, in

the ‘Opportunity Inc.-Exc.’ condition participants received incriminating and sub-

sequently exculpatory information pertaining to opportunity.

Participants were required to submit a quantitative rating of guilt of the suspect

(on a scale ranging from 0-100) after receiving each of the two pieces of informa-

tion. After receiving the second piece of evidence, participants were additionally

required to indicate whether they thought the probability of the suspect being guilty

– given the new evidence – would increase, decrease, or stay the same. This al-

lowed us to capture participants’ subjective belief updating in a more intuitive man-

ner. Finally, after having learnt both items of information participants were asked

to indicate (forced-choice question) whether they would like to maintain the current

suspect as lead or drop him and pursue a new suspect in subsequent stages of the

investigation.

The two items of incriminating and exculpatory information pertaining to

motive or opportunity in any given scenario were specifically designed so that

they were not mutually exclusive (i.e., both items of information could be true).

This ensured that participants would have to engage in more sophisticated evi-

dence integration, and that neither item of information would push participants’
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judgments towards the respective extremes of ‘completely guilty’ or ‘completely

innocent’. For full materials see OSF, https://osf.io/a8hyk/?view only=

ed8ea2fda2334b5cad4fab502a0ffa78.

6.3.2 Results

Given that we found no influence of scenario on people’s choices in Experiment 10,

we collapsed the data from the two scenarios, leaving us to conduct all subsequent

analyses comparing the four experimental conditions in which the type and order of

information varied. For results pertaining to participants’ qualitative choice on the

direction of change of guilt ratings see Appendix B – these mirrored the quantitative

findings reported below.

Overall our analyses (as visually represented in Figure 40), revealed that : a)

participants rated the suspect as being more likely to be guilty after receiving in-

criminating motive evidence (this was true compared to receiving incriminating op-

portunity evidence and either type of exculpatory evidence), b) receiving incrimi-

nating motive evidence first, led participants to adjust their guilt ratings significantly

less after learning about the exculpatory information on motive, compared to partic-

ipants who viewed any other type of information first and c) participants who learnt

incriminating motive information second, increased their guilt ratings significantly

more than participants who learnt incriminating opportunity information second.

As such, through a mixed ANOVA (with Greenhouse Geisser correction) with

a within-subjects factor of ‘time point’ and a between-subjects factor of condition,

we found a main effect of time point on participants’ ratings of guilt, Fp1,374q “

9.8, p “ 0.002,η2
p “ 0.03 and a main effect of condition, Fp3,374q “ 34.9, p ă

0.001,η2
p “ 0.22. A significant interaction effect was also found,Fp3,374q “

174.8, pă 0.001,η2
p “ 0.58.

Post-hoc pairwise comparisons with Tukey HSD correction illustrated that the

mean difference ratings between time points of the ‘Motive: Exc.-Inc.’ condition

significantly differed from those of the ‘Opportunity: Exc.- Inc.’ condition (mean

diff = 0.92), p “ 0.001 and from those of the ‘Motive: Inc.-Exc.’ condition (mean

diff = -1.4), p ă 0.001. From Figure 40 we can see that despite reporting similar

https://osf.io/a8hyk/?view_only=ed8ea2fda2334b5cad4fab502a0ffa78
https://osf.io/a8hyk/?view_only=ed8ea2fda2334b5cad4fab502a0ffa78
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ratings after the first piece of information, participants in the ‘Motive: Exc.-Inc.’

condition gave a significantly higher end rating than participants in the ‘Opportu-

nity: Exc.- Inc.’ Comparatively, participants in the ‘Motive: Exc.-Inc.’ condition

gave a lower initial guilt rating than participants in the ‘Motive: Inc.-Exc.’ condition

but increased their rating after the second piece of information, whereas participants

in the ‘Motive: Inc.-Exc.’ decreased it.

Significant post-hoc pairwise comparisons were also found between the ratings

of the ‘Opportunity: Exc.-Inc.’ condition and ‘Motive: Inc.-Exc.’ condition (mean

diff = -2.3), pă 0.001 and the ratings of ‘Motive: Inc.-Exc.’ condition and the ‘Op-

portunity: Inc.-Exc.’ condition (mean diff =1.9), pă 0.001. Participants in the ‘Op-

portunity: Exc.-Inc.’ and ‘Opportunity: Inc.-Exc.’ conditions provided lower guilt

ratings than participants in the ‘Motive: Inc.-Exc.’ condition, but whereas partici-

pants in the ‘Motive: Inc.-Exc.’ and ‘Opportunity: Inc.-Exc.’ conditions decreased

their ratings after the second piece of information, participants in the ‘Opportunity:

Exc.-Inc.’ condition increased them. The end ratings of participants in the ‘Mo-

tive: Inc.-Exc.’ condition however remained higher than those of participants in the

‘Opportunity: Exc.-Inc.’ and the ‘Opportunity: Inc.-Exc.’ conditions.

Figure 40: Experiment 11 Belief Updating. Results on guilt ratings within each condi-
tion after learning the first piece of information (Time Point 1) and the second
(Time Point 2). Error bars = SE of mean. In legend, Exc. refers to exculpatory
evidence and Inc. refers to incriminating evidence.

The percentage of participants within each condition who chose to maintain
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the current suspect as lead vs. drop the current suspect in order to pursue a new

lead, after having seen both pieces of information, can be seen in Table 54.

Table 54: Experiment 11: Percentage of participant choices on maintaining vs. dropping
current suspect as lead across conditions. N.B. ’Exc.’ refers to exculpatory evi-
dence and ‘Inc.’ refers to incriminating evidence.

Condition Maintain Suspect
as Lead

Motive: Exc.- Inc. 76.8%
Opportunity: Exc.- Inc. 41.5%

Motive: Inc.-Exc. 60%
Opportunity: Inc. – Exc. 26.6%

A Chi-Square test of Independence illustrated a significant difference in the

percentage of participants who selected each option between conditions, χ2p3q “

54.3, p ă 0.001,V “ 0.38. Post-hoc pairwise comparisons (adjusted α “ 0.008)

indicated the significant differences to lie between the ‘Motive: Exc.-Inc.’ condition

and both the ‘Opportunity: Exc.-Inc.’, χ2p1q “ 24.5, p ă 0.001,V “ 0.36 and the

‘Opportunity: Inc.-Exc.’, χ2p1q “ 47.8, p ă 0.001,V “ 0.5 conditions, as well as

between the ‘Motive: Inc.- Exc.’ and the ‘Opportunity: Inc.-Exc.’ conditions,

χ2p1q “ 21.5, pă 0.001,V “ 0.34.

This solidifies our Experiment 10 findings, of a partiality for motive informa-

tion, by illustrating that participants are more willing to keep pursuing a suspect

given the presence of incriminating motive information than incriminating opportu-

nity information, even given the knowledge of exculpatory information.

6.4 Experiment 12
In Experiment 12 we explored whether explanatory preferences during a trial are

mediated by the explainer’s adversarial role (e.g., prosecution vs. defence) and

therefore one’s goal when delivering an explanation.
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6.4.1 Methods

6.4.1.1 Participants and Design

200 participants (MAGE = 37.2, SD = 9.7; NMALE= 104) completed Experiment 12.

A between-subjects design was used where participants were randomly assigned to

one of two independent conditions.

6.4.1.2 Materials and Procedure

All participants reasoned within the same criminal scenario which was closely re-

lated to a real criminal case (see Eady, 2009, Chapter 5), involving a man being

prosecuted for the murder of his in-laws. After reading the case briefing, half of the

sample of participants were tasked as the prosecution lawyer and the other half as

the defence lawyer in the criminal trial. Participants in each condition were asked to

review two versions of the closing argument they could deliver in court to convince

the jury of the defendant’s guilt/innocence. One version of the argument was cen-

tered on motive-related information, and the other version on opportunity-related

information. The two closing arguments were equated in length.

After having read each version, participants were asked to choose which ver-

sion they would like to deliver in court. In addition, they were required to (us-

ing a Likert scale) rate each version of the closing argument on four dimensions:

persuasiveness, convincingness, completeness and believability. We had no spe-

cific predictions about any one of these dimensions; however, we wanted to pro-

vide a comprehensive set up with various dimensions participants could evalu-

ate the vignettes on. For full materials including the case briefing, the clos-

ing argument versions and full questionnaire see OSF https://osf.io/a8hyk/

?view only=ed8ea2fda2334b5cad4fab502a0ffa78. For an example closing ar-

gument, see Appendix B.2.

6.4.2 Results

A Chi-Square test of Independence illustrated a significant between-condition dif-

ference in participants’ closing argument preferences, χ2p1q “ 15.7, pă 0.001,V “

0.28. As such, participants tasked as defence lawyers displayed a preference for

https://osf.io/a8hyk/?view_only=ed8ea2fda2334b5cad4fab502a0ffa78
https://osf.io/a8hyk/?view_only=ed8ea2fda2334b5cad4fab502a0ffa78
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the ‘opportunity-centered’ version of the closing argument (prop. choice= 0.63).

Conversely, participants tasked as prosecution lawyers displayed a preference for

the ‘motive-centered’ version of the closing argument (prop. choice = 0.65). Peo-

ple’s preference for ‘teleological’ explanations of the crime is therefore dependent

on the goal of the agent delivering the explanation (e.g., convince the jury of the

defendant’s innocence vs. guilt).

To explore between-condition differences in the average ratings for each di-

mension in each closing argument version we utilised independent samples t-tests.

Participants in the prosecution condition found the motive-centered argument to

be more persuasive, tp198q “ 4.1, p ă 0.001,d “ 0.58; more convincing tp198q “

3.2, pă 0.001,d “ 0.45, more complete tp198q “ 2.5, p“ 0.012,d “ 0.36 and more

believable tp198q “ 3.3, p “ 0.002,d “ 0.45 than participants in the defence con-

dition. By contrast, participants in the defence condition found the opportunity-

centered argument to be more convincing, tp198q “ 2.26, p “ .025,d “ 0.32 than

participants in the prosecution condition.

We found no other significant differences in how participants in the prosecution

and defence condition evaluated the ‘opportunity-centred’ version of the argument.

As such relating to this version of the argument, we found no significant difference

in ‘persuasiveness’ ratings of defence condition (M “ 1.02,SE “ 0.14) and prose-

cution condition (M “ 0.77,SE “ 0.13), tp198q “ 1.3, p “ 0.2. We found no sig-

nificant difference in ‘completeness’ ratings of defence condition (M “ 0.98,SE “

0.17) and prosecution condition (M “ 0.69,SE “ 0.17q, tp198q “ 1.2, p “ 0.29.

We found no significant difference in ‘believability’ ratings of defence condition

pM “ 1.4,SE “ 0.14q and prosecution condition (M “ 1.2,SE “ 0.15), tp198q “

0.95, p“ 0.34.

6.5 Experiment 13
In Experiment 13, we explored whether the adversarial role of the explainer influ-

ences not only people’s explanatory preferences when tasked as jurors, but also their

judgments of guilt. We additionally explored whether adversarial roles and order of
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argument presentation influence people’s explanatory preferences and judgments of

guilt.

6.5.1 Methods

6.5.1.1 Participants and Design

280 participants (Mean age = 37.2, SD = 11.3; N male = 181) completed Experi-

ment 13. A between-subjects design was used where participants were randomly

allocated to one of four conditions.

6.5.1.2 Materials and Procedure

For the present experiment we used the same criminal case, and thus case briefing,

as that used in Experiment 12. However, participants were now tasked as jurors and

randomly allocated to one of four conditions.

The order and the type of information that was received varied across the four

conditions, though the prosecution always delivered their closing argument before

the defence — in a manner reflective or real-world trial procedures. In the ‘Motive

– Motive’ condition, participants sequentially read the closing argument of, first

the prosecution, and subsequently the defence — these were both centered around

motive. Comparatively, in the ‘Opportunity – Opportunity’ condition participants

sequentially read the closing arguments of the prosecution and the defence, when

these were both centered on opportunity. In the ‘Motive – Opportunity’ and ‘Oppor-

tunity – Motive’ conditions the two closing arguments were centered one on motive

and one on opportunity and viewed in a counterbalanced order – though again, the

prosecution always delivered their argument first.

In this study we elicited three probabilistic judgements: participants were

asked to rate the probability of the defendant’s guilt (using a Likert scale ranging

from 0-100) (i) after reading the case briefing (this served as a prior estimate), (ii)

after reading the prosecution’s closing argument and (iii) after reading the defence’s

closing argument. Additionally, after reading each closing arguments, participants

were required to rate it on the same dimensions as those elicited in Experiment 12

(i.e., persuasiveness, convincingness, completeness and believability).
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For full task materials see OSF, https://osf.io/a8hyk/?view only=

ed8ea2fda2334b5cad4fab502a0ffa78.

6.5.2 Results

The results of this experiment can be seen in Table 55 (mean guilt ratings at each

time point within each condition) and Figure 41 (the average difference in guilt

ratings at time periods 1 and 2, and 2 and 3 in each condition).

Table 55: Experiment 13: Mean guilt rating at each time point within each condition.

Condition Rating 1 (SE) Rating 2 (SE) Rating 3 (SE)

Opportunity-Motive 4.3 (0.14) 5.3 (0.15) 4.2 (0.15)
Motive-Motive 4.5 (0.14) 6.8 (0.18) 5.9 (0.17)

Opportunity-Opportunity 4.6 (0.15) 5.6 (0.13) 3.7 (0.14)
Motive-Opportunity 4.8 (0.13) 7.1 (0.15) 4.8 (0.2)

Figure 41: Experiment 13 Guilt Ratings. Results on the average difference in guilt ratings
2-1 and 3-2 in each condition. Error bars = S.E. of mean. N.B: in legend ‘Opp’
refers to opportunity evidence; ‘Mot’ refers to motive evidence; ‘P’ refers to
prosecution and ‘D’ refers to defence.

As is evident from Figure 41, a prosecution argument centered on motive in-

creased guilt ratings significantly more than one centered on opportunity, and con-

https://osf.io/a8hyk/?view_only=ed8ea2fda2334b5cad4fab502a0ffa78
https://osf.io/a8hyk/?view_only=ed8ea2fda2334b5cad4fab502a0ffa78
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versely a defence argument centered on opportunity decreased guilt ratings signifi-

cantly more than one centered on motive. This further emphasises the asymmetric

preference of teleological information depending on the goal of the agent deliver-

ing the explanation. Our onee-way ANOVAs on the average difference of Rating 1

and Rating 2 and on the average difference of Rating 2 and Rating 3 confirm these

impressions. For full analyses, see Appendix B.3.

Through our analyses we found a significant between-condition difference in

the difference of guilt ratings 1-2, Fp3,276q “ 28.8, p ă 0.001,η2
p “ 0.24. LSD

corrected post-hoc pairwise comparisons illustrated the significant difference to be

between condition ‘Opp.-Mot.’ and both conditions ‘Mot.-Mot.’, p ă 0.001 and

‘Mot.-Opp.’, p ă 0.001. In addition, a significant difference was found between

condition ‘Mot.-Mot.’ and ‘Opp.-Opp.’, p ă 0.001 and between condition ‘Opp.-

Opp.’ and condition ‘Mot.-Opp.’, p ă 0.001. We also found a significant between-

condition difference in the difference of guilt ratings 2-3, Fp3,276q “ 22.1, p ă

0.001,η2
p “ 0.19. LSD corrected post-hoc pairwise comparisons illustrated the sig-

nificant difference to be between condition ‘Opp.-Mot.’ and both condition ‘Opp.-

Opp.’, p ă 0.001 and condition ‘Mot.-Opp.’, p ă 0.001. Significant differences

were also found between condition ‘Mot.-Mot.’ and both condition ‘Opp.- Opp.’,

p ă 0.001 and condition ‘Mot.-Opp.’, p ă 0.001. Finally, a difference was found

between condition ‘Opp.-Opp.’ and ‘Mot.-Opp.’, p“ 0.04.

Overall, as can be seen from Figure 41, a prosecution argument centered on

motive increased guilt ratings significantly more than one centered on opportunity,

and conversely a defence argument centered on opportunity decreased guilt ratings

significantly more than one centered on motive. This further emphasises the asym-

metric preference of teleological information depending on the goal of the agent

delivering the explanation.

Through a one-way ANOVA we found significant differences in ratings of

‘persuasiveness’ of the first closing argument viewed by participants, Fp3,276q “

11.8, p ă 0.0001. LSD corrected post-hoc pairwise comparisons found the sig-

nificant differences to lie between the ‘Opportunity-Motive’ condition and both
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the ‘Motive-Motive’ condition (mean diff. = ´1.2,SE “ 0.2), p ă 0.001, and the

‘Motive-Opportunity’ condition (mean diff. =´1.2,SE “ 0.2), pă 0.001; between

the ‘Motive-Motive’ condition and the ‘Opportunity-Opportunity’ condition (mean

diff. = 0.79,SE0.2), p “ 0.001; between the ‘Opportunity-Opportunity’ condition

and the ‘Motive-Opportunity’ condition (mean diff. = ´0.8,SE “ 0.2), p“ 0.001.

We additionally found significant differences in the ratings of ‘convicingness’

of the first closing argument viewed by participants,Fp3,276q “ 3.3, p“ 0.02. LSD

corrected post-hoc pairwise comparisons showed the significant differences to lie

between the ‘Opportunity-Motive’ condition and both the ‘Motive-Motive’ con-

dition (mean diff. = ´0.5,SE “ 0.3), p “ 0.05 and the ‘Motive-Opportunity’

condition (mean diff. = ´0.78,SE “ 0.3), p “ 0.005; between the ‘Opportunity-

Opportunity’ condition and the ‘Motive-Opportunity’ condition (mean diff. =

´0.63,SE “ 0.3), p“ 0.02.

No significant differences were found in ratings of ‘completeness’, Fp3,276q“

0.7, p “ 0.57, or of ‘believability’, Fp3,276q “ 1.9, p “ 0.14 in relation to the first

argument presented to participants.

Similarly, we found a significant difference in the ‘persuasiveness’ ratings of

participants relating to the second closing argument presented to them, Fp3,276q “

11.5, p “ 0.001. LSD-corrected post-hoc pairwise comparisons found the differ-

ences to lie between the ‘Opportunity-Motive’ condition and both the ‘Opportunity-

Opportunity’ condition (mean diff. = - 0.7, SE “ 0.2), p “ 0.002 and the ‘Motive-

Opportunity’ condition (mean diff. = - 0.7, SE “ 0.2), p “ 0.002; between

the ‘Motive-Motive’ condition and both the ‘Opportunity-Opportunity’ condition

(mean diff. = -0.66, SE “ 0.2), p “ 0.006 and the ‘Motive-Opportunity’ condition

(mean diff. = -0.66, SE “ 0.2), p“ 0.006.

Significant differences in ratings of ‘convincingness’ were also found in rela-

tion to the second closing argument presented to participants, Fp3,276q “ 36.4, pă

0.0001. Here, LSD corrected post-hoc pairwise comparisons showed the signif-

icant differences to lie between the ‘Opportunity-Motive’ condition and both the

‘Opportunity-Opportunity’ condition (mean diff. = - 0.93, SE “ 0.3), pă 0.001 and
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the ‘Motive-Opportunity’ condition (mean diff. = - 0.67, SE “ 0.3), p “ 0.01; be-

tween the ‘Motive-Motive’ condition and both the ‘Opportunity-Opportunity’ con-

dition (mean diff. = -0.9, SE “ 0.3), p “ 0.001 and the ‘Motive-Opportunity’ con-

dition (mean diff. = -0.64, SE “ 0.3), p“ 0.014.

No significant differences were found in ratings of ‘completeness’, Fp3,276q“

1.6, p“ 0.19, or of ‘believability’, Fp3,276q “ 2, p“ 0.11 in relation to the second

argument presented to participants.

6.6 General Discussion
In everyday domains, as well as legal domains, evidence and information appears

in different forms and the type of evidence we seek also depends on the causal

narrative or explanation that we are attempting to build. Here, we asked whether

the bias for purpose-related (teleological) information also manifests in an unex-

plored domain, the legal system. We showed that at the early stages of an inves-

tigation people are partial to purpose-related information by preferring to pursue a

suspect with known motive but no known opportunity (rather than the other way

round), and that this preference translates to an asymmetric allocation of resources

in favour of pursuing a ‘motive-oriented’ line of inquiry (Experiment 10). In ad-

dition, we found that the mere introduction of incriminating motive evidence was

enough to increase, and render less flexible, people’s judgments of a suspect’s guilt

— significantly more than when incriminating opportunity evidence was learnt (Ex-

periment 11). As such, evidence relating to why the suspect might have committed

the crime carried special weight on people’s judgments of a suspect’s guilt and led

to less belief updating in the face of new (even exculpatory) information. As we

discuss further at the end of this section, we do not believe that these effects were

driven by an imbalance in the evidential/diagnostic strength of the different types

of information. Separate groups of participants evaluating the motive/opportunity

evidence independently found them equally valuable across several measures, sug-

gesting that there is no obvious bias in our stimuli that gives rise to the observed

motive preference.
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Although motive does carry evidential value, disproportionately focusing on

and weighing motive evidence, can have deleterious consequences. Illustratively,

research has found that introducing conjectural motives (i.e., akin to speculative

teleological explanations) in criminal trials is a feature of a number of wrongful

convictions (Eady, 2009). Given our findings, and their possible implications for

the criminal justice system, further research could focus on formalising the role of

‘motive-related’ information in judgments of guilt and operationalizing how its di-

agnosticity compares to that of variables representing other types of evidence e.g.,

pertaining to opportunity when these are evaluated within the same narrative. This

could be done within a Bayesian causal modelling framework, as exemplified by

the work of Fenton, Neil, and Lagnado (2013b) and would contribute to the devel-

opment of normative methods of evaluating competing legal arguments that include

evidence both pertaining to internal states of the agent and of the physical environ-

ment.

Although our Experiment 10 and 11 findings suggest that, similar to other

domains, teleological or purpose-oriented information is preferred relative to mech-

anistic information, our subsequent studies showed that participants do not blindly

prefer motive information in all circumstances. In Experiment 12, participants

preferred a motive-centered closing argument selectively, depending on the role

they were given — i.e., whether they were tasked as prosecution lawyers vs. de-

fence lawyers. In short, participants preferred to hear about incriminating ‘motive’

evidence from the prosecution but preferred to hear about exculpatory ‘opportu-

nity’ evidence from the defence. In Experiment 13, this asymmetry was verified:

when participants were tasked as jurors, their evaluations of the closing arguments

were once again dependent on the source delivering the closing argument, finding

‘motive-centered’ arguments to be more effective when delivered by the prosecu-

tion and ‘opportunity-centered’ arguments to be more effective when delivered by

the defence. This echoes the notion that to persuade a jury of someone’s guilt,

one must appeal to motive (Innes, 2003; Listrom, 2007). These findings are also

in line with the different tactics employed by attorneys in the real world (Rosulek,



285

2010). Given that the burden of proof is on the prosecutor it makes sense that they

adopt arguments that are known to be persuasive such as those pertaining to mo-

tive and reason. Comparatively, the primary role of defence lawyers is to introduce

reasonable doubt and this — intuitively — can be introduced more successfully by

confronting the mechanistic chain of actions put forth by the prosecution rather than

by addressing arguments pertaining to motive. In addition, evidence that someone

was not at the crime scene is definitive evidence that they are not guilty (for crimes

of the type described in this chapter) — whereas evidence they were at the crime

scene is only weak evidence that they are guilty.

It might seem unsurprising that people favour ‘opportunity-centred’ defence

arguments (e.g., if a person was in a different state from where a crime took place,

they couldn’t have possibly committed the crime). Yet it seems less obvious that

people should favour ‘motive-centred’ prosecution arguments (e.g., “The suspect

committed this crime because they felt vengeful.”). This may be problematic for

two reasons. Firstly, opportunity should arguably be a crucial piece of information

not only when trying to prove someone wasn’t at the crime scene (e.g., as a defence

lawyer might do), but also when trying to prove someone might have been. Fenton

et al. (2013b) demonstrated that opportunity information can be extremely diagnos-

tic during an investigation in many crime contexts as it narrows down the initial

probabilities (referred to as ‘opportunity priors’ in the paper) of a person having

had the opportunity to commit the crime. Secondly, our findings corroborate the

notion that there is an unspoken expectation that the prosecution provide evidence

related to motive, and further that a motive-centred argument is more persuasive

and is ultimately preferred by lay people when arguing that a defendant is guilty.

This might be problematic when considering that motive should technically not be

considered when determining criminal liability. Our findings suggest that it plays a

key role in people’s attributions of guilt and speak to the fact that its role in various

stages of the legal-investigative process (especially later stages such as a trial) is at

present unregulated and poorly understood.

Information about a person’s possible motives for carrying out a crime might be
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favoured by people in legal domains not only because this information retroactively

explains a crime but because it additionally allows one to make certain predictions.

For example, knowing that a person was particularly angry or violent might help us

to predict their behaviour, including whether they would commit a violent act. Un-

derstanding the purpose of someone’s actions might therefore make us more likely

to believe that the person did in fact act in that way. This notion is supported by

deductive-nomological arguments in philosophy, positing that successful explana-

tions are ones that demonstrate that an event was expected (e.g., learning of the

presence of an undersea volcanic eruption would make an anomalous event such as

a 100-foot wave suddenly seem expected). In this view, the feeling of understanding

a phenomenon/event after it is explained to us is because we are no longer surprised

that it occurred (Hempel et al., 1965). In legal contexts, explaining not only the

mechanism of a crime but the reason for the actions involved might bolster one’s

feeling of understanding of the event itself by making it seem more “expected”,

which in turn might make one more willing to accept that particular account of the

event — even in cases where that motive information was immaterial to the crime

itself.

Further, information on motive and purpose may enable us to understand a

criminal act by fitting that act within our background knowledge (Schurz & Lam-

bert, 1994). In other words, motive information becomes meaningful evidence in-

sofar as it helps to provide a causal framework for a crime; motive creates a link be-

tween the agents, events, and outcomes of a crime (Koslowski, Marasia, Chelenza,

& Dublin, 2008). This view is corroborated by findings suggesting that motive and

purpose are key components of the narratives that jurors build when evaluating com-

peting explanations of a crime (Huntley & Costanzo, 2003; Pennington & Hastie,

1992).As such, a persuasive, plausible and complete story is one that addresses both

the plausibility of the physical relations between the events in the story, and the

plausibility of the agent acting in a particular way (Bex, Bench-Capon, & Atkinson,

2009).

These findings also contribute to our understanding of juror decision-making
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more broadly. Whereas prior work has emphasized specific information that may

sway jurors (e.g., error in eyewitness testimony, Berman & Cutler, 1996; racial

stereotypes, Jones & Kaplan, 2003; or prior criminal record, Greene & Dodge,

1995), our work focuses on a broad bias of human cognition — a tendency to find

information pertaining to motive highly alluring — and how this bias manifests in a

legal context. These findings also generally cohere with the most influential theory

of juror decision-making, the ‘story model’ (Pennington & Hastie, 1991, 1993).

Consistent with this theory, we suggest not only that jurors are drawn to consistent

narratives, but that motive information may be the glue that binds disparate pieces

of evidence together to form a coherent and convincing story. As such, we posit that

this type of information provides value that goes beyond its ‘evidential value’.

6.6.1 A true motive bias?

One challenge in this line of research has been to methodologically equate the two

types of evidence we pitted against each other – namely, opportunity and motive

evidence. It seems entirely possible, in principle, that the present results could be

explained by the fact that the ‘motive’ information given to participants was simply

more compelling, or interesting, or relevant to the case. In fact, this is a possibility

that we cannot definitively rule out: Any measure we could collect on these pieces

of information is confounded with the bias we are aspiring to measure. While it is

difficult to equate the evidentiary value of these two different types of information

in a quantifiable manner whilst maintaining ecological validity in the materials, we

tried to experimentally match these pieces of information by, for example, elicit-

ing ‘usefulness’ ratings regarding the two types of evidence in one of the studies,

upon which we based most of our materials. In addition, we utilized participants’

own probabilistic estimates to compute the likelihood ratio as a measure of the per-

ceived strength of these types of evidence. Despite this, in both the materials check

of Experiment 10, and in Experiment 11, participants gave higher guilt ratings of

PpH|Eq when E was motive evidence compared to opportunity evidence, and they

had received only one piece of evidence.

This could be interpreted as the two types of evidence not being equated. How-
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ever, we instead believe that this shows that despite the diagnosticity of the evidence

being comparable, these two types of information are being weighed differently –

reflected in increasing the suspect’s probability of guilt more when receiving motive

information than opportunity information. As such, we posit that this type of evi-

dence contributes more to people’s belief updating than pure diagnostic value. This

is a notion that echoes a purpose/agency bias in different domains including vision

science and metaphysical philosophy (Colombatto et al., 2020; Rose, n.d.). It ad-

ditionally fits with the story model of juror-decision-making (Pennington & Hastie,

1992) which illustrates that motive is a key factor that jurors use when evaluating

causal narratives of ‘what happened’, as it increases factors such as explanatory

completeness and persuasiveness. Ultimately, we believe these results provide a

strong indication that there may be a highly domain-general agency/motive bias,

and that this bias may surreptitiously influence decision making in legal contexts.

Nevertheless, this work is only a first step, and we encourage future research to at-

tempt to operationalize the diagnosticity of these two types of information in order

to replicate our findings of a preference for purpose-oriented information.

6.7 Conclusions
We are drawn to information about agency and motive in many different domains.

In the work presented in this chapter, we showed that the allure of motive and

purpose-oriented information plays an important role in sense-making at various

stages of the criminal justice process. We find that people are concerned with is-

sues that go beyond determining whether an act was intentionally carried out and

are drawn to information about why it was carried out in the first place. This line

of inquiry, which might stem from an agentive worldview that bestows purpose to

people’s actions, could have serious consequences if weighed disproportionately to

other relevant information. These findings ultimately (a) add to the psychological

literature of the study of people’s explanatory preferences in applied domains and

(b) add to the growing argument that folk intuitions about the law may not be in

accord with the legal system’s statutory guidelines. We hope this works paves the
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way for future studies to consider the ways in which our explanation preferences –

thus far primarily the subject of philosophical inquiry – have profound implications

for our everyday lives and the decisions made in more specialized domains.

In the next, and final, empirical chapter, we investigate how people represent

competing explanations of the same evidence, in the form of causal models – and

how differences in representations are associated to differences in how the explana-

tions are evaluated.



Chapter 7

Representing the evidence

“Generically, mind change entails the alteration of mental representations.” –

(Howard Gardener, 2004)

Let’s return to the case of Sally Clark presented earlier in the thesis. To refresh

your memory, in December 1996, the son of Sally and Stephen Clark died at the

age of 11 weeks old – a death that was ruled as being due to natural causes. What

we previously did not mention however, is that the couple’s second son died at

eight weeks of age in 1998. At this point, a re-examination of the evidence of the

first son’s death was issued and Mrs Clark was tried and convicted for the murder

of both children in 1999. This became one of the most famous miscarriages of

justice in UK history that was only resolved in a quashed conviction on second

appeal. Sally’s case demonstrates the deleterious consequences that fallacies in

probabilistic and causal reasoning can generate within the criminal justice system.

In addition, on a broader scale, it showcases the complexities that juries have to

face when reasoning during a criminal trial. Here, jurors were not only required

to evaluate one explanation, and update one hypothesis in light of new evidence,

but rather they were required to evaluate two competing explanations of the same

evidence.

Imagine for a moment being a member of the jury in Sally’s trial. You are told

that the medical examination on the first son revealed three distinct injuries: blood

in the lungs, a torn frenulum (tissue between lip and jaw) and bruises on the arms
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and legs. In order to reconstruct what happened, what led to those injuries, you will

draw on your own understanding and prior knowledge of how those injuries could

occur to an infant – as well as your general intuitions about the case. Imagine that

the prosecution lawyer presents you with an explanation as to how those injuries

occurred: Sally Clark, the mother, caused all of them by smothering the child. You

listen to expert witnesses and medical reports support this explanation. Imagine

that the defence lawyer then presents you with a different explanation for how those

injuries occurred: three independent incidences – all natural or accidental - brought

about the injuries. You listen to different expert witnesses and reports support the

defence’s explanation. Both sides offer plausible explanations, but only one of the

two can be true. How do you evaluate them and determine whether the prosecu-

tion’s explanation is compelling enough to lead to a verdict of guilty? What factors

would you take into account when comparing the two explanations? Evaluating

and comparing competing explanations of the same evidence is not a trivial task –

and the consequences of sub-optimal evaluation and reasoning in these instances,

as demonstrated by Sally Clark’s case, can be extremely damaging. This makes the

above questions pressing ones to answer.

7.1 Simplicity and complexity in causal explanation
Research in philosophy and cognitive science has, over the past decades, suggested

that we judge and evaluate explanations partly based on how well they satisfy a

set of explanatory virtues, or features, such as simplicity, coherence and breadth

(Mackonis, 2013; Lipton, 2003). In brief, coherence relates to the consistency be-

tween an explanatory hypothesis and the relevant background knowledge. The more

consistency there is between the two, the better the explanation is considered to be.

Breadth refers to how unifying an explanation is, i.e., how well it can explain a

variety of different items. The more different kinds of items a hypothesis is able

to explain, the better it is at predicting new items, and the more unifying it is. The

present work concerns itself primarily with the simplicity virtue. According to this

virtue, a hypothesis is a better explanation, the simpler or more parsimonious it is –



292

reflecting the principle known as “Ockham’s Razor” (Pacer & Lombrozo, 2017).

Ironically, simplicity is one of the most complicated explanatory virtues to

study and comprehend given that there are multiple ways in which an explanation

can be defined as simple (e.g., ontologically, syntactically, structurally; Niiniluoto,

1999). An explanation can be simple in the sense that it appeals to few entities

(or few different types of entities), in the sense that it involves fewer number of

causes, or in the sense that it is highly inflexible (Blanchard, Lombrozo, & Nichols,

2018; Lombrozo, 2007, 2016). Within psychology, only a few studies have di-

rectly investigated how people evaluate competing explanations that differ on some

measure of simplicity. One of these studies tested a measure of simplicity – sup-

ported by philosopher Thagard (1989) – according to which simpler explanations

are ones that make fewer ‘assumptions’ (Read & Marcus-Newhall, 1993). In this

study, participants were given a scenario in which a patient who suffers from three

symptoms (recent nausea, weight gain and fatigue) could be either a) pregnant – sin-

gle assumption – or b) suffer from a conjunction of three distinct issues (stomach

virus, lack of exercise and mononucleosis) – multiple independent assumptions–

and asked to evaluate these explanations. Participants favoured a single assump-

tion in the conjunctive explanation when the patient had only a single symptom

(e.g., they preferred to explain nausea by appeal to a stomach virus when nausea

was the only symptom) but they also favoured strongly the simpler common-cause

explanation when all three symptoms were present. Although seemingly revealing

a preference for simpler explanations – when simplicity is measured as number of

independent assumptions – this effect could also be accounted for by probabilistic

inference.

As such, if all causes are equally rare, all else being equal, probabilistically

one should favour the simpler explanation given that the probability of a conjunc-

tion of three rare occurrences is less than the probability of a single rare cause, i.e.

PpCause1q ą PpCause2,Cause3,Cause4q. Research has confirmed that when prob-

abilities of explanations are explicitly stated, participants do favour the most likely

explanation irrespective of the number of causes it involves (D. Lagnado, 1994).
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However, when there remains uncertainty on the probabilistic parameters underly-

ing the explanations, preferences are for simpler explanations, or a function of both

simplicity and probability (Blanchard et al., 2018; Lombrozo, 2016). Blanchard et

al. (2018) showed that people’s intuitive probabilistic and explanatory judgments

are sensitive to a different form of simplicity, namely inflexibility (i.e., hypotheses

do not accommodate a wider range of possible data), in a way that is also consistent

with the verdicts of the Bayesian account of inference.

Overall, despite the lack of a single formal definition of simplicity, there has

been widespread empirical agreement that simpler explanations are preferred and

are found more satisfying than complex explanations in a wide array of settings

(Blanchard et al., 2018; Bonawitz & Lombrozo, 2012; Chater & Vitányi, 2003;

Lombrozo, 2007, 2016; Pacer & Lombrozo, 2017; Walker, Bonawitz, & Lombrozo,

2017). More recent studies, however, have painted a slightly more nuanced picture

of people’s explanatory preferences for simplicity. Zemla, Sloman, Bechlivanidis,

and Lagnado (2017) have shown that explanatory virtues such as simplicity are not

good predictors of an explanation’s quality in naturalistic settings e.g. when testing

real-world explanations found on Reddit. Rather, they found that when evaluating

these types of explanations, people have a preference for complexity – likely arising

from a preference for explanations that invoke more causal mechanisms to explain

an event/effect. In similar vein, Zemla, Sloman, Lagnado, et al. (2020) showed that

a preference for simplicity is influenced by presence of mechanisms in an expla-

nation. Whereas without mechanism the preference for simplicity over complexity

holds, this preference is reversed or mitigated when explanations contain details of

mechanisms underlying cause-effect relations.

Lim and Oppenheimer (2020) recently put forth a unifying account dubbed

the ‘complexity-matching hypothesis’ suggesting that people believe a “good” or

satisfying explanation should be as complex as the event being explained. Thus,

people will prefer simple explanations for simple events and more complex expla-

nations for more complex events. Although simple explanations might typically

have a higher prior probability, complex explanations might have a higher Bayesian
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likelihood – thus fitting complex events better. Managing the trade-off between

probability and likelihood is arguably what leads people to use and prefer more

complex explanations as the complexity of the event increases (Johnson, Valenti, &

Keil, 2019). Generally, in certain situations, it seems reasonable that more complex

explanations -– or those that contain multiple mechanisms — are preferred if they

substantially increase one’s sense of understanding and provide a fuller account of

the situation. In many cases, we think of explanations as providing information on

mechanism (Glennan, 2002). Mechanisms represent qualitative understanding as

they account for how and why a given cause produces the effect (Thagard, 2000).

When comparing explanations, we therefore also ask questions about the plausibil-

ity of the mechanisms underlying the cause-effect relations -– which can be driven

by our familiarity of similar relations and prior knowledge (Keil, 2006). In a series

of studies, Ahn and Kalish (2000) showed that people interpret patterns of associ-

ation e.g. between factors and effects, in light of their beliefs about mechanisms.

Thus, though particularly crucial when considering complex explanations, mecha-

nism appears to be an explanatory feature of substantial significance -– though less

studied than features such as simplicity and complexity.

Although there is a substantial amount of psychological research assessing

people’s preferences for simple vs. complex explanations – and more recently, on

the role of mechanism in mediating this preference – less is known about people’s

explanatory preferences in applied domains such as the criminal justice system, de-

spite, as we already argued in Chapter 6, explanations being an integral part of how

this system functions. Think back once again to Sally Clark’s case. As a juror on

the case, you would have been required to evaluate competing explanations offered

to you by the prosecution and the defence attorneys, which varied in degrees of

simplicity (as well as other features). What explanatory features would you have

valued when comparing the legal narratives of “what happened”? Given that how

legal explanations are evaluated and compared, how their merits are established,

can ultimately determine a person’s fate, this is a critical question to answer. It is

possible that the answer to this question will differ from answers derived using more
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abstract and constrained laboratory tasks given that, unlike most of the explanations

tested in these tasks, legal explanations often concern motivated human behaviour.

When participating in laboratory tasks that feature more abstract explanations, peo-

ple might be less motivated to construct causal models of the information and to

understand the causal relations involved and the mechanisms underlying these –

compared to when reasoning in a legal case that describes human goals and actions

unravelling in everyday physical environments. In this chapter, we will address

these questions within a legal sphere – allowing us to extend the literature on peo-

ple’s explanatory preferences in a domain in which they play a key role.

7.2 Evaluating legal explanations: descriptive and

formal approaches
As introduced in Chapter 2 and Chapter 6, the story model argues that evi-

dence evaluation in complex diagnostic decisions such as juror decision-making,

is explanation-based, and these explanations take the form of stories (Pennington &

Hastie, 1988). Decision-makers construct a causal narrative to explain the available

evidence at the outset, and subsequently base decisions on the causal interpreta-

tion they impose on the evidence (Pennington & Hastie, 1988, 1993). These causal

narratives are constructed by combining related world knowledge as well as one’s

expectations of what would be an adequate explanation in the context of the deci-

sion domain. This includes evaluating an explanation on features including cover-

age, coherence and uniqueness (Hastie & Pennington, 2000). Coverage refers to the

amount of evidence accounted for by a particular story. Coherence is determined by

a story’s consistency, plausibility and completeness. Finally, uniqueness refers to

the extent to which an acceptable story is one of many acceptable stories that could

account for the evidence. Some of these factors overlap with the aforementioned

explanatory virtues considered by researchers in the domains of psychology and

philosophy of science, whereas others, like simplicity, remain unexplored within

a legal context – something which we aim to remedy through the empirical work

presented in this chapter.
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Empirical research has established that jurors’ explanations of legal cases take

the form of narratives which feature causal relations among events (Pennington &

Hastie, 1988). Crucially, among jurors who choose a particular verdict, substantial

overlap in their story structures was found – leading the authors to suggest that rep-

resentational aspects influence evaluative processes (Pennington & Hastie, 1986)

when engaging in legal decision-making. Research also found that story structures

are influenced by the order of evidence presentation via affecting people’s percep-

tions of evidence strength, as well as confidence in decisions (Pennington & Hastie,

1986, 1991).This suggests that order of evidence presentation is an important factor

to consider when investigating how people construct and evaluate causal represen-

tations of legal evidence. In the present work we will therefore investigate not only

people’s explanatory preferences using a legal scenario – but also investigate the

causal structures that underlie these preferences, and whether order of explanation

presentation influences both the causal structures that are built by participants, and

the explanatory preferences they exhibit. Although in their studies, Pennington and

Hastie built informal causal networks of the most prevalent story detailed by par-

ticipants – no research has so far elicited causal graphical models directly from

participants when engaging in a legal reasoning task, a gap which we aim to fill

with the work presented in this chapter.

As well as being a natural way for people to represent evidence in legal do-

mains – and the tool then used to guide inference in these contexts – causal models

have also been adopted by researchers as formal systems to evaluate evidence (e.g.,

weather forecasting, forensic analyses, medical diagnosis; Boneh et al., 2015; Con-

stantinou et al., 2016; Smit et al., 2016; Zhang, Liu, & Pang, 2018). Evaluating

a single explanation, and comparing multiple explanations are challenging tasks,

however, and even formal approaches to evaluation do not provide a clear-cut met-

ric for an explanation’s quality (Neil, Fenton, Lagnado, & Gill, 2019). Formal tools

that have been used by researchers in a legal domain primarily include logic-based

systems, (Nissan, 2007; Zarri, 1998), argumentation systems (Prakken, 2004), and

Causal Bayesian Networks (Fenton & Neil, 2018; Fenton et al., 2013b; Thagard,
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2004) – which were the focus of our work, in line with previous chapters.

As outlined in Chapter 3, CBNs are comprised of two components: (i) a causal

graph that captures the qualitative causal relations between variables, and (ii) a

quantitative component that captures the probabilistic strength of these relations,

and how they interact. For example, the graph of the prosecution’s explanation for

three of the injuries mentioned in the Sally Cark case is seen in Figure 42.

Figure 42: Sally Clark case CBN. Causal model of prosecution’s explanation of baby’s
death.

Once drawn and parameterized, these networks can thus be used to make a

number of complex predictive, diagnostic and counterfactual inferences. Though

the underlying mathematical engine is crucial, the structure of the causal graph is

also critical in guiding these inferences. Different graphical representations of the

same information can yield different normative answers to the same probabilistic

queries. The graphical modelling characteristic of these networks – though less

researched – is thus arguably just as fundamental as the probabilistic machinery

that underlies it. As such, Bayesian computations are as much about the structure

of inference as exact computation.

The majority of Bayesian models of legal explanations developed so far have

adopted an ‘integrated’ approach, aiming to represent in a single unified model all of
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the arguments under consideration, such as those presented by the defence and pros-

ecution in a trial (Aitken & Taroni, 2004; Fenton et al., 2013b; Taroni et al., 2014).

Fenton et al. (2016) however, have shown that this integrated approach can pose cer-

tain modelling difficulties regarding e.g., the mutual exclusivity of certain variables

and ensuring that causal dependencies between variables remain consistent despite

the competitive nature of the arguments. In addition, representing competing argu-

ments in a combined model assumes that the reasoner – in our running example this

would be a jury member – is able to rationally combine all relevant information,

despite the fact that this is often an iterative process that involves learning about

information consecutively and updating one’s model(s) multiple times.

Only recently, has an approach been developed to model and evaluate compet-

ing legal arguments when these are represented using separate CBNs (Neil et al.,

2019). This disjunctive approach allows one to account for the differences in vari-

ables and causal dependencies that the two arguments may contain. It additionally

attempts to more closely model the arguments from the perspective of a juror who

observes the different arguments and facts presented separately by each adversarial

side. Given the finding that structural differences in the legal narratives constructed

by jurors underlie different verdict decisions (Pennington & Hastie, 1986), it might

be the case that representing legal explanations in conjunctive or disjunctive struc-

tures might lead to different decision-making outputs, as would be the case norma-

tively. In the present research, we will therefore investigate how people represent

competing explanations of the same evidence by asking them to draw causal mod-

els. This will allow us to ascertain what structures people construct when reasoning

with evidence in a legal scenario. This will additionally enable us to probe the use

of building causal models for inference and evidential reasoning.

7.2.1 Causal models and evidential reasoning

Despite its potential benefits, the efficacy of causal models in helping people reason

in real-world-like situations has thus far been scarcely studied. Krynski and Tenen-

baum (2007) showed that errors in probabilistic reasoning were accounted for by

the intuitive causal models participants assumed to underlie probabilistic problems.
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Similarly, recent work by Shengelia and Lagnado (2020) showed that when partici-

pants reasoned in a legal scenario based on a real-world case, errors in probabilistic

judgment were partly accounted for by differences in the causal models assumed

by participants to represent the evidence which were elicited by asking participants

questions on the causal relations between the items of evidence presented. This

work suggests that understanding the causal models that guide people’s judgments

can help shed light on errors made in evidence integration and potentially identify

ways to address accuracy in judgment – something which is particularly pressing in

applied decision-making domains such as a legal one.

As well as helping us unveil where people’s reasoning “goes wrong” – by e.g.

comparing their inferences against the outputs of a normative causal model and

evaluating the extent to which erroneous reasoning is a product of erroneous model

building – causal models are also promising in supporting human decision-making.

Previous research has elucidated that the use of visual displays such as influence

diagrams to teach people about causal relationships of a process can improve per-

formance when tested on that process (Hung & Jonassen, 2006). Zheng, Marsh,

Nickerson, and Kleinberg (2020), studied how causal models may be used to sup-

port people’s decision-making in health management. Their findings showed that

when given causal models, individuals without experience in the domain of inter-

est, made more accurate decisions regarding that domain, in which they were also

more confident in. Relatedly, in a study conducted in a clinical domain, patients and

lay people showed better comprehension of causal information about treatments for

Generalized Anxiety Disorder when using a causal model to accompany an audi-

tory presentation than when given the auditory presentation alone (N. Kim et al.,

2013). In this study, causal models were built using a flexible drawing tool Con-

ceptBuilder, that has been used to successfully elicit the causal models of decision-

makers in various contexts (N. Kim & Park, 2009; N. Kim, Luhmann, Pierce, &

Ryan, 2009; Chen & Urminsky, 2019; Morais, Schooler, Olsson, & Meder, 2014).

Research has shown that learning causal structures improves probabilistic reason-

ing in learning, problem-solving and categorisation tasks (Krynski & Tenenbaum,
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2007; Waldmann, Hagmayer, & Blaisdell, 2006). An effective way to convey infor-

mation about causal structure is via visual causal models, which illustrate the rela-

tionship between items of information using arrows (Heiser & Tversky, 2006). This

was suggested to be because of the presence of arrows which primes people to pay

particular attention to detecting functional or causal relationships when approach-

ing new information (Heiser & Tversky, 2006). Similarly, causal models are argued

to be effective as they support long-term memory, facilitate information processing,

organize thoughts, and promote inference and discovery (B. Tversky, 2011). Hayes

et al. (2018)’s study results suggest that while providing causal explanations does

not result in improved normative judgments, it can still help alter people’s causal

models by drawing attention to the statistical information which gets incorporated

into causal structures.

Overall, however, work in psychology has focused primarily on understand-

ing how people learn causal structures, rather than how people use causal models

in real-world decision-making tasks. The studies that have been carried out on the

role of causal models in supporting decision-making and probabilistic inference,

are showing promising findings that merit further study as building causal models

could prove to be an effective means to support people’s reasoning in real-world

diagnostic tasks. In the present work, we therefore explore the influence of draw-

ing causal models of competing legal explanations – on the explanatory preferences

exhibited by participants when the competing explanations differ in terms of ‘sim-

plicity’. We expect that, although a more complex explanation might be preferred

for a ‘complex’ event (Lim & Oppenheimer, 2020), drawing causal models might

shift people’s preferences for a simpler explanation by rendering the statistical rela-

tions implied by the causal models more explicit – in which the simple explanation

is more likely, all things being equal. As such, we believe that using the model to

externalize our reasoning helps us visualise and evaluate the model’s assumptions –

emphasising certain aspects, such as the model’s plausibility and probability.
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7.3 Our Experiments
Legal cases often require one to evaluate two competing – though not always mu-

tually exclusive – accounts of what happened in a given instance. Was the baby

smothered? Was his death accidental? This is not a trivial task and would un-

doubtedly benefit from the development of support tools with an underlying formal

(Bayesian) causal reasoning framework.

However, in order to inform the development of an effective support tool, we

initially need to understand how people structurally represent this information -–

without assuming that they adopt an integrated approach. We will therefore ex-

tract the causal models that participants draw as they reason with two competing

explanations of the same evidence, and analyse their structure. Pennington and

Hastie (1988) showed that certain verdict decisions in mock juror decision-making

tasks were underpinned by unique causal narratives. It is therefore conceivable that

different structural representations of legal explanations could lead to different eval-

uative processes and decisions. For this reason, we will explore whether different

causal structures underlie different explanatory preferences in our participants. In

addition to understanding how people represent competing explanations, there is a

need to understand what factors influence the structure of representations, such as

order of presentation of information (e.g. Hogarth & Einhorn, 1992; Pennington

& Hastie, 1988) – as well as how these models are subsequently evaluated. In the

present research we will therefore ascertain whether the preference for simplicity

(vs. complexity) and considerations of mechanism recounted in the psychological

and philosophical literature, are also present in legal domains by asking people to

evaluate competing explanations in a legal scenario.

In the next four experiments, we investigated: (i) how people represent compet-

ing explanations of the same legal evidence by asking them to draw causal models,

(ii) whether this information is represented (structurally) differently depending on

the order in which it is presented, (iii) people’s preferences for simple vs. complex

legal explanations, (iv) whether people’s explanatory preferences differ depending

on what causal structure is drawn and finally (v) whether drawing causal models of



302

explanations engages different explanatory preferences and reasoning patterns than

not drawing causal models.

It is worth noting that in Experiments 14 and 15, we compared participants

who were asked to draw causal models to participants who were simply required

to read the explanations in textual format. Due to concerns about the differences

between these conditions on factors other than our manipulation (drawing vs. not

drawing) – such as information processing and engagement – we ran two further

studies replicating Experiments 14 and 15, using a control condition that was more

matched with our experimental condition. Experiments 16 and 17 are therefore

near-replications of the first two experiments that are presented below.

The materials utilised in the studies presented in this chapter can be viewed on

OSF, https://osf.io/25quj/?view only=cea7a787a6ed45d2b574fbda452811f0.

7.4 Experiment 14
In our first experiment, we explored how people graphically represent two compet-

ing explanations of the same evidence when the complete explanations are presented

sequentially (i.e., the prosecution’s full explanation of the evidence is presented,

followed by the defence’s full explanation of the evidence). In addition, we inves-

tigated whether the process of drawing these explanations, in the form of causal

models, influences how they are evaluated.

7.4.1 Methods

7.4.1.1 Participants and design

214 participants (Mage = 31.8, SD = 10.8; N f emales = 147) completed this experiment

through Prolific Academic. All participants provided informed consent and were

compensated at a rate of £7/h for their time. The experiment was completed in

Qualtrics. A between-subjects design was employed. All participants were told they

would be presented with information about a criminal case and would be required

to answer some questions about the case. Participants were randomly allocated to

one of two conditions, hereafter referred to as: ‘control’ (n=108) and ‘draw’ (n =

106).

https://osf.io/25quj/?view_only=cea7a787a6ed45d2b574fbda452811f0
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7.4.1.2 Materials and Procedure

Participants in the ‘draw’ condition were given a short introduction to causal models

and completed a learning/practice block at the outset of the task. This introduction

comprised of explaining what causal models were, and how they could be used

to graphically represent information (see Appendix C.1 for full instructions). For

example, participants were told that in order to represent the information: “rain

and a sprinkler can both make the grass wet” in the form of a causal model, you

would firstly identify the elements of interests (nodes: RAIN, SPRINKER, WET

GRASS) and use arrows to represent the relations between the variables i.e., RAIN

and SPRINKLER as causes of the effect, WET GRASS. This would result in a

causal model like the one depicted below:

Figure 43: CBN seen in instruction block. Causal model given to participants in the draw-
ing condition during the instruction block.

Next, they were introduced to the online tool that they would be required to

use during the task to draw their own causal models: Loopy (https://ncase.me/

loopy/). Loopy is an open-source online learning software that allows one to draw

causal models and build interactive simulations of how systems work. In order

to learn how to use this tool they were shown examples of three causal structures

drawn in Loopy: a 2-node cause-effect model, a 3-node common-cause model and

https://ncase.me/loopy/
https://ncase.me/loopy/
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a 3-node common-effect model and asked to replicate them in a new page in Loopy

and paste the links to their models in the designated text box on the survey page in

Qualtrics. The final stage of the learning/practice block included drawing a causal

model of the following information: “Tom has a cough. The doctor thinks that it

could be a symptom of either asthma or the flu”, saving the model, and pasting the

link to their model in the designated text box on the survey page. For this practice

task, participants were instructed to label their nodes meaningfully. After having

completed the learning/practice block, participants in the ‘draw’ condition were

introduced to the legal scenario they would be required to reason with through a

case briefing:

“Eva and Theo Glaser are a married couple living together in a small town

outside London. They have been married for 7 years before their first son, David,

was born. Tragedy struck one evening when David was only 11 weeks old, and Eva

was alone with the baby. Her statement read that she gave the baby a feed and

placed him in his basket as she did each night. Soon afterward he became unwell

and appeared to stop breathing. Eva called an ambulance, but baby David could

not be saved. Eva is now the prime suspect in the death of David”.

After reading the case briefing, they were informed that the following distinct

medical findings had been recorded after examining David’s body:

1. Bruises on the arms and legs

2. Torn lingual frenulum (fold of tissue attaching tongue to floor of mouth)

3. Fresh blood in the lungs

These injuries were a subset of the evidence and explanations relating to the

first son’s death in the real Sally Clark case. All names were changed in our sce-

nario to ensure participants did not have prior knowledge about the explanations or

the case more generally. After having received this information, participants in the

‘draw’ condition were instructed that there were currently two competing accounts

to explain the evidence - one put forth by the prosecution and one by the defence.

The two accounts were presented to participants sequentially, in counterbalanced
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order. As such they learned that the prosecution posited that: Smothering (pur-

poseful suffocation) caused the bruises, Smothering (purposeful suffocation) caused

the torn frenulum and Smothering (purposeful suffocation) caused the blood in the

lungs. They were additionally informed that the defence posited that: Post-mortem

effects (injuries caused during the autopsy) caused the bruises, Resuscitation ef-

fects (injuries caused during resuscitation attempts) caused the torn frenulum and

Hemosiderosis (natural condition that leads to blood clustering in organs) caused

the blood in the lungs. In this manner they were presented with a ‘simple’ common-

cause explanation of the evidence (prosecution), and a competing ‘complex’ expla-

nation of the evidence comprised of multiple independent causes for each piece of

evidence (defence).

After reading about the first account, participants in the ‘draw’ condition were

required to represent the information as a causal model in Loopy and paste the link

in the designated box. Subsequently, they viewed the next account and were asked

to draw all the information obtained so far as a causal model. This entailed drawing

a model including the information presented by both accounts (prosecution and

defence) and pasting the link to the causal model in the designated box. Participants

were instructed that they could draw one model with all the information in it, two

different models, or simply represent the information in a way they found most

intuitive. To re-iterate, in the ‘draw’ condition, 53 participants saw the prosecution’s

account first and drew a causal model of it, 53 participants saw the defence’s account

first and drew a causal model of it, and all 106 participants drew another causal

model/updated their initial model to include all the information i.e., comprising

both accounts.

After having completed their final causal model drawing, participants were

asked which account (defence vs. prosecution) “is the best explanation for the ev-

idence” and had to indicate their answer in a dichotomous forced-choice question.

They were reminded of the two accounts before answering this question. They were

additionally asked to provide reasoning for their choice in a free-form text box. This

allowed us to obtain an insight into what explanatory virtues people valued, without
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constraining them to a set of pre-determined selections.

Participants in the ‘control’ condition started off the task by reading the case

briefing and the summary of the evidence and subsequently saw in counterbalanced

order the prosecution’s and the defence’s account for the evidence (on two separate

pages). After viewing these they were required to choose the best explanation for

the evidence and provide reasoning for their choice. As such, they did not engage

in any activity other than reading the information as required by the task. For a

graphical representation of the procedure participants in each condition followed

see Figure 44. All participants were de-briefed at the end of the task.

Figure 44: Experiment 14 Procedure. Graphical depiction of experimental procedure in
‘draw’ and ‘control’ conditions. Note that whether ‘explanation 1’ was the pros-
ecution’s or the defence’s explanation was randomised in both conditions.

7.4.2 Results

7.4.2.1 Explanation Choice

The number of participants in each condition who chose each explanation (defence

and prosecution) as the best explanation for the evidence can be seen in Table 56.

A Chi Square test of independence revealed a significant difference in the dis-

tribution of participants’ choices between the two conditions, χ2p1q “ 9.04, p “

0.002,φ “ 0.21. As can be seen from Table 56, the majority of participants in the

‘control’ condition chose the defence’s explanation as the best explanation for the

evidence. Conversely, the majority of participants in the ‘draw’ condition chose the
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Table 56: Experiment 14: Number of participant choices in each condition who selected
each explanation.

Condition
Choice, n (%)

Complex (defence)
Simple

(prosecution)
Total

Control 65 (60.2 %) 43 (39.8 %) 108
Draw 42 (39.6 %) 64 (60.4 %) 106

prosecution’s explanation as the best explanation for the evidence39. These pref-

erences did not vary depending on the order in which the two explanations were

viewed (i.e., defence first vs. prosecution first),χ2p1q “ 0.4, p“ 0.8,V “ 0.02.

Overall, these findings suggest that drawing causal models of the competing

explanations affects how these were evaluated – but how? To shed light on this,

in the next section we present findings of our analysis of participants’ think-aloud

responses detailing why they believed the account they selected was the best expla-

nation for the evidence.

7.4.2.2 Reasoning (think-aloud responses)

To probe the reasoning underlying participants’ explanation preferences and what

explanatory features they valued, we analysed their think-aloud responses. To do

so, we followed the same protocol as that outlined in our previous chapters. Each

think-aloud response was attributed a code, drawn directly from the response and

not a pre-existing set, which acted as a descriptive label of participants’ reasoning.

The codes drawn from our participant sample, with a description of each, and its

frequency in each condition can be seen in Table 57.

A Chi-Square test of independence illustrated a significant difference in the dis-

tribution of reasoning codes between conditions, χ2p5q “ 27.3, pă 0.001,V “ 0.36.

Bonferroni corrected post-hoc comparisons revealed the only significant difference

was between the percentage of people whose reasoning fell under the ‘simplic-

39A binomial test within the ‘control’ condition showed there was a significant preference for the
defence explanation, p “ 0.02. A binomial test within the ‘draw’ condition showed there was a
significant preference for the prosecution’s explanation, p“ 0.02.
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ity/probability’ code, with this reasoning code being employed significantly more

in the ‘draw’ condition than in the ‘control’ condition, p ă 0.001. Of note, is the

number of participants who – unprompted – mentioned the ‘mechanism’ (or per-

ceived lack thereof) underlying a given explanation’s cause-effect relations, as a

feature they were considering when evaluating that explanations.

Table 57: Experiment 14: Reasoning codes with descriptions and frequency of codes across
two conditions

Reasoning Code Description of Code Example participant response
Draw

condition (%)
Control

condition (%)

Complexity/
Specificity

Reasoning appealed to
greater number of

causes in explanation, greater specificity
to evidence.

“Three things specific to the
evidence seems like a more complete

explanation to me for the
injuries than one-fits-all.”

11 18

Mechanism
Reasoning questioned mechanism
underlying proposed cause-effect

relations in explanation.

“I can’t quite see how a post-mortem
would cause bruising specifically

to the limbs.”
26.4 39.8

No Intent/
Motive

Reasoning referred to the
lack of intention or motive

for killing baby.

“I have a hard time believing
a new mom would kill her

baby with no stated reason.”
5.7 8.3

Probability
Reasoning appealed to

likelihood of explanation. “Seems more likely.” 5.7 8.3

Simplicity /
Probability

Reasoning appealed to smaller
number of causes of explanation

and greater likelihood of explanation
given this.

“All evidence in the case of prosecution
can be explained by one cause.

In the case of defense, 3 separate
conditions and events would

have had to take place
for it to be true, which seems like it

may be less likely.”

36.8 8.3

Other
Reasoning did not fall under

any of above categories or was
not elaborate enough to code.

“The injuries make sense.” 14.2 17.6

For a descriptive breakdown of the frequency of choices underlying each rea-

soning code within the two conditions see Table 58.

7.4.2.3 Causal models (in ‘Draw’ condition)

Next, we take a closer look at the causal models elicited from participants in the

‘draw’ condition, to evaluate their variability and ascertain whether structural dif-

ferences in the models influenced explanatory preferences. As mentioned in the

procedure section, half of the sample in this condition initially drew a model of only

the prosecution’s explanation, and the other half initially drew a model of only the

defence’s explanation. All participants in this condition subsequently updated their

models to include both explanations. Given that our question of interest pertains

to determining whether representing competing explanations using an integrative

or disjunctive approach influences how these explanations are evaluated, we only
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Table 58: Experiment 14: Percentage of participants in each reasoning category who chose
each explanation, per condition.

Draw condition Control condition

Reasoning
Code

Complex
(defence)

explanation
(%)

Simple
(prosecution)
explanation

(%)

Complex
(defence)

explanation
(%)

Simple
(prosecution)
explanation

(%)

Participant
Choice

39.6 60.4 60.2 39.8

Complexity/
Specificity

26.2 1.6 30.8 0

Mechanism 26.2 26.6 29.2 55.8
No Intent/

Motive
14.3 0 13.8 0

Probability 4.8 6.2 7.7 9.3
Simplicity/
Probability

9.5 54.7 0 18.6

Other 19 10.9 18.5 16.3

present analyses relating to participants’ final models below. All final models were

coded according to the features listed in Table 59. We focus on what structure par-

ticipants used to represent the two competing explanations and will therefore not

include descriptive statistics relating to all other variables. The number of partici-

pants who drew each structure type can be seen in Figure 45.

As can be seen, the largest cluster of participants (50%) represented the com-

peting explanations in two separate causal models, one for each legal account, fol-

lowed by in a ‘unified’ model (37%) and finally in three separate models, one for

each piece of evidence (7%). A very small percentage of models were coded as

‘other’ (4%) as they did not fit in any of the above-described categories and 2%

were coded as ‘n/a’ as they were erroneous or senseless models. For example, some

participants in this category did not draw any links between nodes, left the page

blank or did not include any of the relevant information in the model. A Chi-Square

goodness of fit test, showed a significant preference for certain structures over oth-

ers, χ2p3q “ 61.1, pă 0.001,V “ 0.53.

See Figure 46, Figure 47 and Figure 48 for examples of the causal models that



310

53

7

39

3 4

0

20

40

Separate for
each account

Separate for
each evidence

UnifiedN/a Other

Structure

N
um

be
r 

of
 p

ar
tic

ip
an

ts

Figure 45: Experiment 14 Causal Structures. Frequency of causal model structures
drawn by participants.

Table 59: Experiment 14: Coded features of causal diagrams with description

Coded Feature Description

Number of nodes
Number count

of nodes in causal model(s).

Structure

Whether explanations were represented as:
(A) two separate models, (B) one unified model,
(C) whether the participants drew three separate

models for each evidence piece,
or (D) whether their representation didn’t fit in

any of these categories.

Causal Direction
Whether the causal direction of the links

(flowing from cause to effect) was correct (1) or incorrect (0).

Nodes Missing (number)
Whether some variables in the model(s)
were not represented (number count).

Nodes Missing (names) Names of variables that were not represented.

Nodes Added (number)
Whether some extra variables were added to model(s)

– measured as number count.
Nodes Added (names) Names of variables that were added to model(s).

Mechanism
Whether mechanisms were added to the model(s).

For example, whether extra nodes were added
between cause-effect nodes to provide details of mechanism.

participants drew, coded as each of the main categories described in Table 59.
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Figure 46: Unified model. Participant drawn ‘unified’ causal model of defence and prose-
cution accounts of the evidence.

Figure 47: Separate models – 2 root nodes. Participant drawn (separate) causal models
of defence and prosecution accounts of the evidence.

7.4.2.4 Causal Structure and Explanation Choice

Finally, using Fisher’s Exact Test, we investigated whether there is an association

between causal structure drawn and chosen explanation. Our results showed there

was a significant association between these two factors, p“ 0.008. As can be seen

in Table 60, however, the vast majority of participants represented the explanations

either in separate models for each account or in a unified model – and, in both of

these groups, the majority of participants preferred the simple explanation over the

complex one. The only significant post-hoc comparison pertained to participants

who drew three graphical models (one for each piece of evidence) and preferred the
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Figure 48: Separate models – 3 root nodes. Participant drawn causal models of defence
and prosecution accounts, representing these in separate models for each item
of evidence.

complex explanation over the simple explanation (p “ 0.007). Overall, it appears

that representing the explanations in two separate models or as a unified model are

not associated with different explanatory preferences – but drawing them as three

separate models is (though the low sample size in this sub-group does not allow us

to draw strong conclusions from this result).

Table 60: Experiment 14: Number of participants who chose each explanation and drew a
certain causal model structure.

Causal model structure
Explanation Preference

Total
Complex
(defence)

Simple
(prosecution)

n/a 1 2 3
Separate for each

account
18 35 53

Separate for each
item of evidence

7 0 7

Unified 14 25 39
Other 1 2 3
Total 42 64 106

7.5 Experiment 15
Here, we build on our previous findings by changing the order participants learn

the information, compared to Experiment 14. As such, in Experiment 15, partici-

pants learned of the two competing explanations simultaneously, for each piece of
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evidence (see procedure section for more detail). This is in contrast to how informa-

tion was learned by participants in Experiment 14, in which the complete competing

explanations were presented for all of the evidence sequentially.

7.5.1 Methods

7.5.1.1 Participants and Design

214 participants (Mage = 35.3, SD = 11.8; n f emales = 129) completed Experiment 15

through Prolific Academic. All participants provided informed consent and were

compensated at a rate of £7{h for their time. The experiment was completed in

Qualtrics. No participant dropped out of the experiment. A between-subjects de-

sign was employed. As in Experiment 14, all participants were told they would

be presented with information about a criminal case and required to answer some

questions about the case. Participants were again randomly allocated to one of

two conditions, hereafter referred to once again as: ‘control’ (n “ 110) and ‘draw’

(n “ 104). In both conditions, participants reasoned with the same criminal case,

evidence, and explanations thereof, used in Experiment 14 (see Section 7.4.1.2).

7.5.1.2 Materials and Procedure

Participants in the ‘draw’ condition received the same training on causal models and

Loopy as that detailed in Section 7.4.1.2 of Experiment 14. Subsequently, they read

the case briefing and report of the evidence found through the medical examination

(bruises on the arms and legs, fresh blood in the lungs and a torn frenulum). Rather

than presenting the two competing explanations of all of the evidence sequentially

as was done in Experiment 14, participants saw, for each piece of individual ev-

idence, the two possible explanations as posited by the defence and prosecution

simultaneously. As such, they were first told that the prosecution posited that the

bruises were caused by smothering and the defence posited that the bruises were

caused by autopsy effects. They were then asked to draw this information in the

form of a causal model using Loopy. Subsequently, participants were told that the

prosecution posited that the torn frenulum was caused by smothering and the de-

fence posited it was caused by resuscitation attempts. They were then asked to
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draw all the information obtained thus far in a causal model in Loopy. Finally, par-

ticipants were given the two competing explanations for the final piece of evidence

(the blood in the lungs) and were asked to represent all the information obtained so

far in Loopy in the manner that seemed most intuitive to them.

Participants in the ‘control’ condition received information in the same man-

ner as that of participants in the ‘draw’ condition, however they were not required

to draw models representing the information given to them at any stage. In both

conditions, at the end of the task, after having viewed both accounts of what caused

each injury, participants were asked to choose (dichotomous forced-choice ques-

tion) which account (defence or prosecution) best explained all of the evidence.

They were additionally required to provide a think-aloud response justifying their

choice in order for us to obtain an insight into the explanatory features that were val-

ued. For a graphical representation of the procedure participants in each condition

followed see Figure 49.

Figure 49: Experiment 15 Procedure.Graphical depiction of experimental procedure in
‘draw’ and ‘no draw’ conditions.

7.5.2 Results

7.5.2.1 Explanation Choice

The percentage of participants who chose each explanation (defence and prosecu-

tion) as the best explanation for the evidence in each condition can be seen in Table



315

61.

Table 61: Experiment 15: Number of participants who chose each explanation in each con-
dition.

Condition
Choice, n (%)

Complex (defence) Simple (prosecution) Total

Control 67 (60.9 %) 43 (39.1 %) 110
Draw 36 (34.6 %) 68 (65.4 %) 104

A Chi-Square test of independence showed that the distribution of choices dif-

fered between the two conditions, χ2p1q “ 14.8, pă 0.001,φ“ 0.26. The majority

of participants in the ‘control’ condition chose the defence’s account as the best ex-

planation of the evidence and conversely the majority of participants in the ‘draw’

condition chose the prosecution’s account as the best explanation of the evidence40.

The direction of participants’ preferences and the between-condition differences ob-

served in the present study were the same as those observed in Experiment 14. As

such, drawing graphical representations of the explanations influenced participants’

explanatory preferences in the same manner when the competing explanations were

presented to participants sequentially for all evidence at once (Experiment 14) or

simultaneously for each item of evidence (Experiment 15).

7.5.2.2 Reasoning (think-aloud responses)

To probe the reasoning underlying participants’ explanation preferences, we once

again analysed their think-aloud responses using the procedure outlined in Section

7.4.2.2. The codes drawn from our participant sample, with their frequency in each

condition, can be seen in Table 62. For a description of the codes see Table 57 of

Experiment 14. The only new code that we extracted from the responses of partici-

pants in Experiment 15 was the one we labelled “reasonable”. This code related to

referring to the fact that a given explanation seemed reasonable or plausible with-

out giving any details as to why by appealing to e.g., arguments of simplicity or

probability etc.
40A binomial test within the ‘control’ condition showed there was a significant preference for the

defence explanation, p “ 0.014. A binomial test within the ‘draw’ condition showed there was a
significant preference for the prosecution’s explanation, p“ 0.001.
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Table 62: Experiment 15: Percentage of reasoning codes found in each condition.

Reasoning Code Draw Condition (%) Control Condition (%)

Complexity/ Specificity 11.5 17.3
Mechanism 32.7 42.3

No Intent/Motive 2.9 5.5
Probability 0.96 0.9

Simplicity / Probability 43.2 8.1
Reasonable 0.96 9

Other 7.7 14.5

A Chi-Square test of independence illustrated a significant difference in the use

of reasoning codes between conditions, χ2p6q “ 39.6, pă 0.001,V “ 0.41. Bonfer-

roni corrected post-hoc comparisons revealed the only significant difference to be

that participants in the ‘draw’ condition employed reasoning that fell under the ‘sim-

plicity/probability’ code significantly more than participants in the ‘control’ condi-

tion, p ă 0.001. For the percentage of codes underlying each explanation choice

within each condition see Table 63.

Table 63: Experiment 15: Percentage of participants within each reasoning category who
chose each explanation, per condition.

Draw Condition Control Condition

Reasoning
Code

Complex
(defence)

explanation
(%)

Simple
(prosecution)
explanation

(%)

Complex
(defence)

explanation
(%)

Simple
(prosecution)
explanation

(%)

Participant Choice 34.6 65.4 60.9 39.1
Complexity/Specificity 58.3 41.7 100 0

Mechanism 50 50 44.7 55.3
No Intent/Motive 66.7 33.33 100 0

Probability 100 0 100 0
Simplicity/Probability 11.1 88.9 0 100

Reasonable 0 100 70 30
Other 50 50 68.8 31.2

7.5.2.3 Causal Models (in ‘Draw’ Condition)

Next, we take a closer look at the causal models that participants produced in the

‘draw’ condition, in order to evaluate their variability and ascertain whether struc-
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tural differences in the causal models drawn influenced participants’ explanatory

preferences.

As mentioned in the procedure section, in the drawing condition participants

viewed the two competing explanations for each piece of evidence sequentially.

As such, they drew three models: one including the two competing explanations for

the bruises, one updated model including the competing explanations for the bruises

and the torn frenulum and the final model with the competing explanations for the

bruises, the torn frenulum and the blood in the lungs. Given that once again our

question of interest pertained to whether representing competing explanations in

disjunctive or integrative models influences how these explanations are evaluated,

we only present the analyses carried out on participants’ final models below. All

final models were coded according to the features listed in Table 59. As our main

feature of interest was what structure participants utilised to embody the information

found in the two competing explanations we will only report findings relating to this

feature.

In terms of structure, models were again coded according to whether the com-

peting accounts (defence vs. prosecution) were represented as: (i) two separate

models, (ii) one unified model, (iii) three separate models, one for each evidence

piece, or (iv) ‘other’ – a structure that didn’t fit in any of these above categories.

For the number of participants who drew each type of structure see Figure 50.

Whereas in Experiment 14 we found that the majority of participants repre-

sented the competing accounts as two separate models, as can be seen in Figure

50, in the present experiment we found that the majority of participants represented

them in a unified model (57%). In addition, 16% represented them in two separate

models, 24% drew three separate models (one for each piece of evidence) and 3%

of models were classified as ‘other’ if they did not fall into any of the above cat-

egories. A Chi-Square test of Independence showed a significant difference in the

distribution of structures used by participants, χ2p3q “ 65.4, pă 0.001,V “ 0.54.
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Figure 50: Experiment 15 Causal Structures. Frequency of causal model structures
drawn by participants.

7.5.2.4 Causal Structure and Explanation Choice

Finally, using a Chi Square goodness of fit test, we once again investigated whether

there is an association between causal structure drawn and chosen explanation.

Findings showed that participants preferred certain structures over others, χ2p3q “

21.6, p ă 0.001,V “ 0.45. As can be seen from Table 64, participants who drew

combined models, and those who drew separate models for each account chose the

prosecution’s explanation significantly more than the defence’s explanation. Con-

versely, the majority of participants who drew separate models for each piece of

evidence chose the defence’s explanation (p ă 0.001). Overall, these findings cor-

roborate those of Experiment 14 by suggesting that certain structural differences

when drawing causal models of the information are associated with different ex-

planatory preferences.

7.5.2.5 Model Structure in ‘Draw’ Condition in Experiment 14 vs.

2

In order to ascertain whether the order in which information relevant to the two

competing explanations was presented to participants affected how they graphically

represented the information, we ran a Chi-Square test of Independence comparing
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Table 64: Experiment 15: Number of causal model structures underlying each choice.

Causal model structure Explanation Preference Total

Complex
(defence)

Simple
(prosecution)

Separate for each account 2 15 17
Separate for each item of evidence 18 7 25

Unified 15 44 59
Other 1 2 3
Total 36 68 104

Table 65: Frequency of causal model structures drawn in Experiment 14 and Experiment
15.

Model Structure Experiment 14 (%) Experiment 15 (%)

Unified 36.8 56.7
Separate for each account 50 16.3

Separate for each item of evidence 6.6 24
Other 3.8 2.9

n/a 2.8 0

the percentage of final models in the ‘draw’ condition of Experiment 14 (n = 107)

and Experiment 15 (n = 104) that fell under each of the structure categories (see

Table 65).

Our analysis yielded a significant difference in the frequency with which each

model structure was adopted by participants between the two studies, χ2p4q “

35.8, p “ 0.001,V “ 0.41. Bonferroni corrected post-hoc pairwise comparisons

showed that there was a difference in the percentage of ‘unified’ models category,

p “ 0.003, the percentage of ‘separate for each account’ category, p ă 0.001 and

the percentage of ‘separate for each item of evidence’ category, p “ 0.004. When

participants were presented with the two competing explanations sequentially for all

evidence (Experiment 14), they primarily drew these as two separate causal models.

Comparatively, when participants were presented with the two competing explana-

tions simultaneously for each piece of evidence, they primarily drew these in one

unified causal model. In addition, the percentage of participants who drew three

separate models – one for each piece of evidence –significantly increased in Exper-
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iment 15 compared to Experiment 14.

Overall, these findings suggest that the manner in which information relating

to competing explanations for the same evidence is presented significantly affects

how this information is represented in one’s own mental causal model.

7.6 Discussion of Experiments 14 and 15
So far, in two studies, we investigated what features people value when comparing

two competing legal explanations and how they represent these explanations in the

form of causal models. In addition, we investigated whether representing these in

the form of causal models influences how they are evaluated as well as whether

structural differences in the causal models drawn influences evaluative practices.

Finally, we explored whether the order that information is presented in influences

the above-mentioned representational and evaluative processes. Our findings have

shown that: (i) drawing causal models influences people’s explanatory preferences

in favour of the ‘simpler’ explanation, (ii) drawing causal models influences peo-

ple’s reasoning when evaluating the competing explanations in favour of ‘proba-

bilistic’ reasoning, (iii) participants who draw causal models represent the same

information using different structures and (iv) this latter process is influenced by

the order that information is presented in.

This provides initial evidence that the act of drawing causal models, com-

pared to doing nothing and merely reading the information, influences the above-

mentioned evaluative processes. However, our current experimental design doesn’t

preclude the possibility that the difference between draw versus control condition is

driven simply by more time and effort expended in the draw condition. Therefore,

in the next two studies we replicate Experiment 14 and Experiment 15 with a differ-

ent comparison condition for the ‘draw’ condition – in which participants need to

describe and summarise the information learned at each stage of the task. If it is the

act of drawing the causal models itself that influences how competing explanations

are evaluated and that boosts reasoning regarding the probabilistic considerations of

the causal structures underlying the explanations, we would expect to observe sig-
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nificant differences in explanatory preferences and reasoning codes obtained from

participants in the new ‘describe’ condition and participants in the ‘draw’ condi-

tion. These new studies will allow us to additionally retrospectively compare the

‘describe’ condition with the original ‘control’ condition from our previous studies.

7.7 Experiment 16
Experiment 16 replicates Experiment 14 – in which explanations are presented

sequentially – but uses a control condition in which participants must de-

scribe/summarise the explanations as they are learned.

7.7.1 Methods

7.7.1.1 Participants and Design

139 participants (Mage = 35.2, SD = 11.4; n f emales = 94) completed Experiment 16

through Prolific Academic. All participants provided informed consent and were

compensated at a rate of £7{h for their time. The experiment was completed in

Qualtrics. No participant dropped out of the experiment. A between-subjects design

was employed. As in our previous studies, all participants were told they would

be presented with information about a criminal case and required to answer some

questions about the case. Participants were again randomly allocated to one of two

conditions, hereafter referred to as: ‘describe’ (n “ 70) and ‘draw’ (n “ 69). In

both conditions, participants reasoned with the same criminal case, evidence, and

explanations thereof, used in the previous studies.

7.7.1.2 Materials and Procedure

The procedure of Experiment 16 was identical to that of Experiment 14 (see Sec-

tion 7.4.1.2), bar for the fact that the control condition in this experiment – unlike

that used in Experiment 14 – required participants to describe and/or summarise

information after it was presented. As such, after having seen the first explanation

for the evidence (randomised order of prosecution and defence explanation) partic-

ipants in the ‘describe’ condition were asked to: “Please write, in your own words,

a description or summary of the explanation of the evidence viewed so far” in a text
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box with a minimum requirement of 100 characters. This was additionally asked

subsequently to viewing the alternative explanation.

Participants in the ‘draw’ condition, carried out the same exact procedure as

that detailed in Section 7.4.1.2 of Experiment 14. Once again, in both conditions,

at the end of the task, after having viewed both accounts of what caused each in-

jury, participants were asked to choose (dichotomous forced-choice question) which

account (defence or prosecution) best explained all of the evidence. They were ad-

ditionally required to provide a think-aloud response justifying their choice in order

for us to obtain an insight into the explanatory features that were valued. For a

graphical representation of the procedure participants followed in each condition,

see Figure 10.

Figure 51: Experiment 16 procedure. Graphical depiction of experimental procedure in
‘draw’ and ‘describe’ conditions.

7.7.2 Results

7.7.2.1 Explanation Choice

The number of participants who chose each explanation as the best explanation for

the evidence in each condition can be seen in Table 66.

A Chi Square test of independence revealed a significant difference in the dis-

tribution of participants’ choices between the two conditions, χ2p1q “ 8.05, p “

0.005,φ “ 0.25. As can be seen from Table 66, the majority of participants in the
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Table 66: Experiment 16: Number of participants who chose each explanation in each con-
dition.

Condition
Choice, n (%)

Complex (defence) Simple (prosecution) Total

Describe 39 (55.7 %) 31 (44.3 %) 70
Draw 21 (30.4 %) 48 (69.6 %) 69

‘draw’ condition chose the prosecution’s explanation as the best explanation for the

evidence41. Conversely, participants in the ‘describe’ condition did not display a

clear preference for either the simple explanation put forth by the prosecution or

the complex explanation put forth by the defence42. These findings lend support

to our prior findings that drawing causal models influences evaluative processes

when comparing competing explanations and suggest this is not merely because of

increased engagement and time efforts.

7.7.2.2 Reasoning: think-aloud responses

To probe the reasoning underlying participants’ explanation preferences, we once

again analysed their think-aloud responses using the procedure outlined in Exper-

iment 14. The codes drawn from our participant sample, with their frequency in

each condition, can be seen in Table 67. For a description of the codes see Table

57 (in Experiment 14). The only new code that we extracted from the responses of

participants in Experiment 16 was the one we labelled “fits with evidence”. This

code related to referring to the fact that a given explanation seemed like a good fit

for the evidence, without giving any details as to why.

A Chi-Square test of independence illustrated a significant difference in the dis-

tribution of reasoning codes between conditions, χ2p6q “ 18.3, p“ 0.006,V “ 0.36.

Bonferroni corrected post-hoc comparisons revealed the only significant difference

to be that participants in the ‘draw’ condition employed reasoning that fell under the

‘simplicity/probability’ code significantly more than participants in the ‘describe’

41A binomial test within the ‘draw’ condition revealed a significant preference for the prosecu-
tion’s explanation, p“ 0.0007.

42A binomial test within the ‘describe’ condition did not reveal a significant preference for the
prosecution’s explanation, or the defence’s explanation, p“ 0.2.
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Table 67: Experiment 16: Number of reasoning codes found in each condition.

Reasoning Code Draw condition (%) Describe condition (%)

Complexity/ Specificity 4.3 12.9
Mechanism 23.2 22.9

No Motive/Intent 10 8.6
Probability 8.7 15.7

Simplicity / Probability 40.6 12.9
Fits with evidence 8.7 14.3

Other 4.3 12.9

condition, p “ 0.003. This was in line with our findings of Experiment 14 and

Experiment 15 and further consolidates the notion that the act of drawing causal

models – rather than merely thinking about the explanations more – increases the

prevalence of reasoning that relates to the probabilistic connotations of causal struc-

tures underlying the competing explanations. For the percentage of codes underly-

ing each explanation choice within each condition see Table 68.

Table 68: Experiment 16: Percentage of participants within each reasoning category who
chose each explanation, per condition.

Draw Condition Describe Condition

Reasoning
Code

Complex
(defence)

explanation
(%)

Simple
(prosecution)
explanation

(%)

Complex
(defence)

explanation
(%)

Simple
(prosecution)
explanation

(%)

Participant Choice 30.4 69.6 55.7 44.3
Complexity/Specificity 14.3 0 23.1 0

Mechanism 23.8 22.9 15.4 32.2
No Motive/Intent 33.3 0 15.4 0

Probability 4.8 10.4 20.5 9.7
Simplicity/Probability 4.8 56.3 0 29

Fits with evidence 19 4.2 17.9 9.7
Other 4.8 4.2 7.7 19

7.7.2.3 Causal Models : in ‘Draw’ condition

As per our previous studies, all final models drawn by participants in the ‘draw’

condition after having viewed both explanations for the evidence - were coded ac-

cording to the features listed in Table 59 (Experiment 14). Our main feature of
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interest was once again what structure participants utilised to embody the informa-

tion found in the two competing explanations. In terms of structure, models were

again coded according to whether the competing accounts (defence vs. prosecu-

tion) were represented as: (i) two separate models, (ii) one unified model, (iii) three

separate models, one for each evidence piece, or (iv) a structure that didn’t fit in

any of these above categories. Three models were coded as “n/a” given they were

not complete. For the number of participants who drew each type of structure see

Figure 52.
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Figure 52: Experiment 16 Causal Structures. Frequency of causal model structures
drawn by participants.

A Chi-Square goodness of fit test showed a significant preference for certain

structures over others, χ2p4q “ 91.8, p ă 0.001. Replicating our findings of Exper-

iment 14, we found that when explanations are presented sequentially, the majority

of participants (60.8%) represents these as two separate models – one for each ac-

count. In addition, 30.4% represented them in a unified model, 2.9% drew three

separate models (one for each piece of evidence) and 1.4% of models were classi-

fied as ‘other’ given they did not fall into any of the above categories.

7.7.2.4 Causal Structure and Explanation Choice

Finally, using a Chi Square test of independence, we investigated whether there

is an association between causal structure drawn and explanation chosen. Our
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Table 69: Experiment 16: Number of participants who chose each explanation and drew a
certain causal model structure.

Causal Model structure
Explanation Preference

Total
Complex
(defence)

Simple
(prosecution)

n/a 1 2 3
Separate for each account 10 32 42

Separate for each item of evidence 2 0 2
Unified 10 14 21
Other 1 0 1
Total 21 48 69

results showed there was no significant association between these two factors,

χ2p4q “ 7.8, p “ 0.08,V “ 0.33. As can be seen in Table 69, the vast majority

of participants drew the explanations either in separate models of each account or a

unified model – and in both of these groups, the majority of participants preferred

the simple explanation over the complex one. The extremely low number of partici-

pants who drew the explanations as three separate models did not allow us to repro-

duce our findings of Experiment 14 relating to this group preferring the ‘complex’

explanation significantly more than participants who represented the explanations

in other structures.

7.8 Experiment 17
This experiment replicates Experiments 15 – in which explanations are presented

simultaneously for each piece of evidence – but uses a control condition in which

participants must describe/summarise the explanations as they are learned.

7.8.1 Methods

7.8.1.1 Participants and Design

138 participants (Mage “ 37.2, SD = 12.2; n f emales “ 99) completed Experiment 17

through Prolific Academic. All participants provided informed consent and were

compensated at a rate of £7{h for their time. The experiment was completed in

Qualtrics. No participant dropped out of the experiment.A between-subjects de-
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sign was employed. As in previous studies, all participants were told they would

be presented with information about a criminal case and required to answer some

questions about the case. Participants were again randomly allocated to one of two

conditions, hereafter referred to as: ‘describe’ (n “ 70) and ‘draw’ (n “ 68). In

both conditions, participants reasoned with the same criminal case, evidence, and

explanations thereof, used in the previous studies.

7.8.1.2 Materials and Procedure

The procedure of Experiment 17 was identical to that of Experiment 15 (see Section

7.5.1.2), bar for the fact that the control condition in this experiment was – unlike

the ‘no draw’ condition of Experiment 14 – required to describe/summarise the

information after it was presented. As such, after having seen the two competing

explanations (defence and prosecution) for the first piece of evidence participants

in the ‘describe’ condition were asked to: “Please write, in your own words, a

description or summary of the explanations of the evidence viewed so far” in a text

box. This was asked again after participants viewed the two competing explanations

for the second piece of evidence, as well as the third. Participants in the ‘draw’

condition, carried out the same exact procedure as that detailed in Section 7.5.1.2

of Experiment 15.

Once again, in both conditions, at the end of the task, after having viewed

both accounts of what caused each injury, participants were asked to choose (di-

chotomous forced-choice question) which account (defence or prosecution) best

explained all of the evidence. They were additionally required to provide a think-

aloud response justifying their choice in order for us to obtain an insight into the

explanatory features that were valued. For a graphical representation of the proce-

dure participants in each condition followed see Figure 53.

7.8.2 Results

7.8.2.1 Explanation Choice

The proportion of participants who chose each explanation (defence and prosecu-

tion) as the best explanation for the evidence in each condition can be seen in Table
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Figure 53: Experiment 17 procedure. Graphical depiction of experimental procedure in
‘draw’ and ‘describe’ conditions.

70.

Table 70: Experiment 17: Number of participants who chose each explanation in each con-
dition.

Condition
Choice, n (%)

Complex (defence) Simple (prosecution) Total

Describe 34 (48.6%) 36 (51.4%) 70
Draw 20 (29.4) 48 (70.6%) 68

A Chi Square test of independence revealed a significant difference in the

distribution of participants’ choices between the two conditions, χ2p1q “ 4.5, p “

0.03,φ “ 0.19. As can be seen from Table 70, the majority of participants in the

‘draw’ condition chose the prosecution’s explanation as the best explanation for

the evidence43. Conversely, participants in the ‘describe’ condition did not display

a clear preference for the simple explanation put forth by the prosecution or the

complex explanation put forth by the defence44 . These findings replicate those

of Experiment 15 regarding a simplicity preference when drawing causal models.

43A binomial test within the ‘draw’ condition revealed a significant preference for the prosecu-
tion’s explanation, pă 0.0002.

44A binomial test within the ‘describe’ condition did not reveal a significant preference for the
prosecution’s explanation, or the defence’s explanation, p“ 0.09.
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In addition, they emphasize that what is driving this effect is not simply increased

deliberation time or greater engagement with the explanations.

7.8.2.2 Reasoning: think-aloud responses

The reasoning codes drawn from our participant sample, with their frequency in

each condition, can be seen in Table 71. For a description of the codes see Table

57 (in Experiment 14). The only new code that we extracted from the responses of

participants in Experiment 17 compared to Experiment 14 was the one we labelled

“fits with evidence” – referring to the fact that a given explanation seemed like a

good fit for the evidence, without giving any details as to why.

Table 71: Experiment 17: Percentage of reasoning codes found in each condition.

Reasoning Code Draw Condition (%) Describe Condition (%)

Complexity/ Specificity 7.4 8.6
Mechanism 16.2 27.1

No Motive/Intent 2.9 12.9
Probability 10.3 4.3

Simplicity / Probability 45.6 15.7
Fits with evidence 7.4 15.7

Other 10.3 15.7

A Chi-Square test of independence illustrated a significant difference in the dis-

tribution of reasoning codes between conditions, χ2p6q “ 20.9, p“ 0.002,V “ 0.39.

Bonferroni corrected post-hoc comparisons revealed the only significant difference

to be that participants in the ‘draw’ condition employed reasoning that fell under the

‘simplicity/probability’ code significantly more than participants in the ‘describe’

condition, p“ 0.001. This was in line with the findings of our previous studies and

once again suggests that it is the act of drawing the causal models, rather than think-

ing more about the explanations or engaging more with the task, that leads people

to increasingly consider the probabilistic connotations of the causal structures un-

derlying the two competing explanations. For the percentage of codes underlying

each explanation choice within each condition see Table 72.
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Table 72: Experiment 17: Number of participants within each reasoning category who
chose each explanation, per condition.

Draw Condition Describe Condition

Reasoning
Code

Complex
(defence)

explanation (n)

Simple
(prosecution)

explanation (n)

Complex
(defence)

explanation (n)

Simple
(prosecution)

explanation (n)

Participant Choice 30.4 69.6 48.6 51.4
Complexity/Specificity 25 0 11.8 0

Mechanism 25 12.5 23.5 22.2
No Motive/Intent 10 0 26.5 0

Probability 10 10.4 5.9 2.8
Simplicity/Probability 5 62.5 0 38.9

Fits with evidence 15 4.2 5.9 23
Other 10 10.4 26.5 11.1

7.8.2.3 Causal models: in ‘draw’ condition

As per our previous studies, all final models drawn by participants in the ‘draw’

condition after having viewed both explanations for the evidence - were coded ac-

cording to the features listed in Table 59 (Experiment 14). Our main feature of

interest was once again what structure participants utilised to embody the informa-

tion found in the two competing explanations. For the number of participants who

drew each type of structure see Figure 54.
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drawn by participants.



331

A Chi-Square goodness of fit test, illustrated that participants significantly pre-

ferred some structures over others, χ2p4q “ 59.79, p ă 0.001.Replicating our find-

ings of Experiment 15, we found that when the explanations were presented simul-

taneously for each piece of evidence, the majority of participants (55.8%) repre-

sented the explanations in a unified model. In addition, 14.7% represented them in

two separate models – one for each account – and 19.1% as three separate models

(one for each piece of evidence). 4.4% of models were classified as ‘other’ given

they did not fall into any of the above categories.

7.8.2.4 Causal Structure and Explanation Choice

Finally, using a Chi Square test of independence, we investigated whether there

is an association between causal structure drawn and chosen explanation. Our

results showed there was no significant association between these two factors,

χ2p4q “ 6.7, p “ 0.09,V “ 0.3. As can be seen in Table 73, the vast majority of

participants drew the explanations either in separate models of each account or a

unified model – and in both of these groups, the majority of participants preferred

the simple explanation over the complex one. Once again, likely due to the lower

number of participants who drew three separate models, we were unable to replicate

our findings of Experiment 15 suggesting that this subgroup prefers the complex ex-

planation over the simple one.

Table 73: Experiment 17: Number of participants who chose each explanation and drew a
certain causal model structure.

Explanation Preference
Total

Complex
(defence)

Simple
(prosecution)

n/a 2 2 4
Separate for each account 6 10 16

Separate for each item of evidence 5 8 13
Unified 5 27 32
Other 2 1 3
Total 20 48 68
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7.8.2.5 Model Structure in Experiment 16 vs. 4

In order to ascertain whether the order in which information relevant to the two

competing explanations was presented to participants affected how they graphically

represented the information and replicate the findings of Experiment 14 and Exper-

iment 15, we ran a Chi-Square test of independence comparing the structure of final

models in Experiment 16 (n“ 69) and Experiment 15 (n“ 68) – see Table 74.

Table 74: Percentage of different causal model structures drawn in Experiment 16 and Ex-
periment 17.

Causal model structure Experiment 16 (%) Experiment 17 (%)

Unified 30.4 55.9
Separate for each account 60.9 14.7

Separate for each item of evidence 2.9 19.1
Other 1.4 4.4

n/a 4.3 10.3

Our analysis yielded a significant difference in the frequency with which each

model structure was adopted by participants between the two studies, χ2p4q “

33.8, p ă 0.001,V “ 0.5. Bonferroni corrected post-hoc pairwise comparisons

showed that there was a difference in the proportion of ‘unified’ models category,

p“ 0.003, the percentage of ‘separate models for each account’ category, pă 0.001

and the percentage of ‘separate models for each evidence’ category, p “ 0.004. As

can be seen from Table 74, when participants were presented with the two com-

peting explanations sequentially for all evidence (Experiment 16), they primarily

drew these as two separate causal models. Comparatively, when participants were

presented with the two competing explanations simultaneously for each piece of

evidence, they primarily drew these in one unified causal model. In addition, the

percentage of participants who drew three separate models – one for each piece of

evidence – significantly increased in Experiment 17 (19%) compared to Experiment

16 (2.9%).

Overall, these findings replicate those of our analyses comparing Experiment

14 and Experiment 15 (see Section 7.5.2.5) suggesting that the manner in which

information relating to competing explanations for the same evidence is presented
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significantly affects how this information is represented in one’s own mental causal

model.

7.9 Comparing across studies
Here, we present brief findings comparing all three conditions (‘draw’ and ‘de-

scribe’ from Experiments 16 and 17 and the ‘control’ conditions from Experiments

14 and Experiment 15) in both the sequential and the simultaneous experimental

paradigm. This will allow us to clearly visualise how the ‘describe’ condition fared

compared to the ‘control’ condition in which participants did not engage in any

activity.

7.9.1 Sequential presentation of explanations (Experiments 14

and 16)

Here, we combined data from our ‘control’ condition from Experiment 14 with data

from our ‘describe’ and ‘draw’ conditions from Experiment 16.

7.9.1.1 Explanation Choice

In terms of explanatory preference, a Chi Square test of independence found a sig-

nificant difference in the proportion of explanatory preferences between conditions

(simple explanation preference: 31
70 in the ‘describe’ condition; 48

69 in the ‘draw’

condition and 43
108 in the‘control’ condition), χ2p2q “ 15.9, pă 0.001,V “ 0.25. As

can be seen from Figure 55 below, participants who were in the control condition

in Experiment 14, preferred the defence’s complex explanation over the prosecu-

tion’s simple one. The inverse pattern was observed in participants in the ‘draw’

condition in Experiment 16 (this replicated the findings of Experiment 14 as well).

Finally, participants who were asked to ‘describe’ the explanations in Experiment

16 showed an approximately equal preference for the two explanations. This solid-

ifies our hypothesis that drawing causal models of the explanations influences the

way these are evaluated, and this is not due to solely having more time to deliberate

and process the information. If it were, we would expect to observe a difference in

explanatory preference even within the ‘describe’ condition.
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Figure 55: Explanation preferences across experiments 14 and 16.Frequency of ex-
planation preferences within the three conditions employed across our stud-
ies.‘Control’ data was taken from Experiment 14 and ‘Describe’ and ‘Draw’
data was take from Experiment 16.

7.9.1.2 Reasoning: Think-aloud responses

Table 75 below illustrates the frequency of reasoning codes within each of the three

conditions. A Chi Square Test of independence showed a significant difference in

the distribution of reasoning codes between these conditions, χ2p16q “ 83.5, p ă

0.001,V “ 0.4. As can be seen from Table 75, participants engaged with reason-

ing relating to ‘simplicity/probability’ significantly more in the ‘draw’ condition

(28
69 “ 40.5%) than in both the ‘describe’ condition ( 9

70 “ 12.8%) and the control

condition of Experiment 14 ( 8
108 “ 7.4%). This suggests that it is the act of draw-

ing out causal models, rather than merely engaging more with the explanations

via e.g., describing or summarising them that promotes thinking that relates to the

probabilistic implications of the causal structures underlying the explanations. De-

scribing and/or summarising the explanations increased the frequency with which

participants engaged in deliberations of simplicity and/or probability, though not as

much as drawing models of the explanations.
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Table 75: Percentage of reasoning codes in each of the three conditions employed across
our studies.

Reasoning Code
Condition

Describe
(Experiment 16)

Draw
(Experiment 16)

Control
(Experiment 14)

Complexity/Specificity 23.2 4.3 18.5
Fit to Evidence 14.3 8.7 0

Mechanism 22.9 23.2 39.8
No Intent/Motive 8.6 10.1 8.3

Probability 15.7 8.7 8.3
Simplicity/Probability 12.9 40.6 7.4

Other 12.9 4.3 17.6

7.9.2 Simultaneous presentation: Experiment 15 and Experi-

ment 17

Here, we combined data from our ‘control’ condition from Experiment 15 with data

from our ‘describe’ and ‘draw’ conditions from Experiment 17.

7.9.2.1 Explanation Choice

A Chi Square test of independence found a significant difference in the proportion

of explanatory preferences between conditions (Simple explanation preference: 36
70

in ‘describe’ condition; 48
68 in ‘draw’ condition and 43/110 in ‘control’ condition),

χ2p2q “ 15.7, p ă 0.001,V “ 0.25. As can be seen from Figure 56 below, partici-

pants who were in the control condition in Experiment 15, preferred the defence’s

complex explanation over the prosecution’s simple one. The inverse pattern was

observed in participants in the ‘draw’ condition in Experiment 17 (this replicated

the findings of Experiment 15 as well). Finally, participants who were asked to ‘de-

scribe’ the explanations in Experiment 17 showed a similar preference for the two

explanations. This corroborates our findings that – regardless of whether the expla-

nations are presented sequentially (Experiment 14 and Experiment 16) or simulta-

neously for each piece of evidence (Experiment 15 and Experiment 17), drawing

causal models of the explanations influences the way the explanations are evaluated

– shifting preferences towards parsimony. As shown in the analyses presented in
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Section 7.8.2.1, this does not seem to be due to increased deliberation or process-

ing time as we observed no preference for the simple explanation in the ‘describe’

condition.

0

20

40

60

Describe Draw Control
Condition

E
xp

la
na

tio
n 

P
re

fe
re

nc
e 

(F
re

qu
en

cy
)

Explanation Preference Defence Prosecution

Figure 56: Explanation preferences across experiments 15 and 17.Frequency of expla-
nation preferences within the three conditions employed across our studies.
‘Control’ data were taken from Experiment 15 and ‘Describe’ and ‘Draw’ data
were taken from Experiment 17.

7.9.2.2 Reasoning: Think-aloud responses

Table 76 below illustrates the frequency of reasoning codes within each of the three

conditions.

A Chi Square Test of independence showed a significant difference in the

distribution of reasoning codes between these conditions, χ2p16q “ 112.5, p ă

0.001,V “ 0.48. As can be seen from Table 76, participants engaged with reason-

ing relating to ‘simplicity/probability’ significantly more in the ‘draw’ condition (
31
68 “ 45.6%) than in both the ‘describe’ condition (11

70 “ 15.7%) and the control

condition of Experiment 15 ( 9
110 “ 8.2%). Corroborating our analysis in Section

7.8.2.1, these results once again support the notion that that it is the act of drawing

out causal models, rather than merely engaging more with the explanations via e.g.,

describing or summarising them, that promotes thinking that relates to the prob-
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Table 76: Percentage of reasoning codes in each of the three conditions employed across
our studies.

Reasoning Code
Condition

Describe
(Experiment 17)

Draw
(Experiment 17)

Control
(Experiment 15)

Complexity/Specificity 8.5 7.4 17.3
Fit to Evidence 15.7 7.4 0

Mechanism 27.1 16.2 42.3
No Intent/Motive 12.9 2.9 5.5

Other 15.7 10.3 14.5
Probability 4.3 10.3 2.7
Reasonable 0 0 9

Simplicity/Probability 15.7 45.6 8.2

abilistic implications of the causal structures underlying the explanations. Once

again, describing and/or summarising the explanations did seem to increase the fre-

quency of reasoning relating to simplicity and probability, though not as much as

drawing causal models of the explanations.

7.10 General Discussion
In four studies, we investigated: (i) how people represent competing explanations

of the same criminal evidence by asking them to draw causal models, (ii) whether

this information is represented (structurally) differently depending on the order in

which it is presented, (iii) people’s preferences for simple vs. complex legal ex-

planations, (iv) whether people’s explanatory preferences differ depending on what

causal structure is drawn and finally (v) whether drawing causal models of explana-

tions engages different explanatory preferences and reasoning patterns than simply

reading the explanations and describing them.

In terms of explanatory preferences, in the control condition of all of our stud-

ies we observed a preference for the ‘complex’ explanation put forth by the defence

to the ‘simple’ explanation put forth by the prosecution. This preference was less

clear in the ‘describe’ condition – and reversed in the ‘draw’ condition. People’s

preference for complexity when not engaging in any activity other than reading the

information suggests that on the surface, more parsimonious explanations may not
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be favoured over complex ones in certain domains (i.e., legal) involving more re-

alistic situations than those typically explored within the psychological research on

explanation. This is in line with the complexity-matching hypothesis proposed by

Lim and Oppenheimer (2020), predicting that for more complex events, complex

explanations are preferred. When analysing the reasoning underlying participants’

explanatory preferences for the disjunctive explanation, we found that a meaning-

ful cluster described ‘complexity’ as a favourable feature when accounting for the

evidence and appealed to the fact that the complex explanation was more ‘specific’

to the evidence. This resonates with the ‘opponent-heuristic account’ advanced by

Johnson et al. (2019), positing that people use features of complexity in an expla-

nation as a cue for goodness-of-fit and Bayesian likelihood.

In addition to ‘simplicity’ and ‘complexity/specificity’ a large cluster of partic-

ipants across all of the studies cited mechanism-related factors as reasons for their

explanatory choices. Our findings reinforce the notion that mechanism is a factor

that people consider important when evaluating explanations (Zemla et al., 2020),

by showing that when evaluating explanations that contain no details of mecha-

nisms, people spontaneously deliberated and questioned the possible mechanisms

involved in bringing about the given effects (injuries in our scenario). As such,

when no details of these mechanisms are provided, people seemingly use their own

prior knowledge and intuitions about the cause-effect relations to evaluate the expla-

nations. This fits with the idea that people’s beliefs about causal relations naturally

includes beliefs in causal processes that take place between the cause and effects

as well as beliefs about the nature of the mechanisms underlying these relations

(Ahn & Kalish, 2000). In all four of our studies, when the simple explanation was

not favoured this was partly due to the fact that some of the subjectively inferred

mechanisms underlying the cause-effect relations in this explanation were being

questioned, such as how smothering could lead to a torn frenulum. Similarly, a sig-

nificant number of people stated that they did not favour the complex explanation

because they did not believe that bruises could occur post-mortem, as the defence’s

explanation implied. Given that details of mechanisms in explanations have been
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found to increase one’s subjective sense of understanding (Zemla et al., 2017; Vasi-

lyeva & Lombrozo, 2015), it is not surprising that questioning the plausibility of

conjectured mechanisms underlying cause-effect relations in one explanation leads

to a preference for the alternative explanation.

Relevant to this finding is also the notion that if something cannot be accom-

modated within one’s causal model, due to its conflict with prior knowledge or

because it lacks a suitable explanation relative to the current causes in the model,

it is largely ignored or underweighted (Krynski & Tenenbaum, 2007). People’s en-

gagement with questioning the mechanisms underlying the causal explanations de-

creased when participants were drawing or describing the explanations – at which

point, especially when drawing the explanations, they prioritised evaluating expla-

nations on the basis of other features such as simplicity/probability. To rule out the

possibility that drawing naturally favours structural simplicity vs. representing com-

plexity within the modelling framework, which could be more complicated, future

studies should manipulate the presence/absence of mechanism in the explanations

as well as people’s possibility of representing mechanisms within their causal rep-

resentations. Overall, however, our findings suggest that details of mechanism are

an important component to consider when providing people with explanations, es-

pecially in high-stake (e.g., legal) domains. This would help to maximise people’s

sense of understanding of the arguments under consideration and avoid diverting

their attention away from probabilistic inference when reasoning under uncertainty.

Across all studies, compared to participants in the ‘control’ and ‘describe’ con-

ditions, we found an increase in the frequency of reasoning relating to the simplicity

and probability of the two explanations within the ‘draw’ condition. As such, draw-

ing causal models of the explanations led to a shift in explanatory preference – in

favour of the prosecution’s explanation – and in justifications of one’s preference

that appealed to the simplicity and probability of this explanation. This was true

regardless of the order that evidence was presented in. Since we gave our partic-

ipants no information relating to the prior probability of each of the causes or of

the conditional probabilities of the evidence, we are not able to make claims on the
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normativity of participants’ preferences. However, in the absence of explicit proba-

bilistic information, and assuming all things being equal, one should arguably infer

that – in line with probabilistic accounts (e.g. Lombrozo, 2007) – the explanation

relying on one cause rather than three, is the ‘best’ explanation for the evidence

given that it is likely to be the most probable one.

Future work should directly test this hypothesis by providing participants with

the necessary probabilistic information to enable a comparison of their reasoning

against a normative (Bayesian) benchmark. It is possible that, having a probable

defence narrative is less critical than having a probable prosecution story because

the burden of proof is on the prosecution. To rule out the possibility that shift in

explanatory preference and reasoning was due to increased deliberation time or en-

gagement with the task in the draw condition compared to the control condition, we

replicated our initial two studies but included a condition which was more closely

matched – though not perfectly so – to the draw condition. In this condition, partici-

pants were asked to describe the two explanations as they were learned. Our results

showed that, when describing the explanations, participants’ preferences shifted

from the clear preference in the complex explanation observed in the control condi-

tion but did not favor the simple explanation to the extent that they did in the ‘draw’

condition. These replications suggest that increased engagement couldn’t account

for the entirety of the effect of drawing on people’s explanatory preferences. This

could be further verified by running further studies with other types of comparative

conditions that vary in terms of engagement.

As previously mentioned, in all of our studies, drawing causal models facil-

itated participants’ engagement with the probabilistic connotations of the causal

structures representing the explanations – which led them to favour the simpler (and

thus likely more probable) explanation. Although this could be for a number of rea-

sons, including allowing participants to process the information on a deeper level

and perhaps easing up the demands on participants’ working memory by being able

to compare the two explanations using the resulting diagram, we favour the hypoth-

esis that this was due to drawing causal models allowing participants to scaffold
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probabilistic computations over the diagram. As such, we propose that graphically

representing information using nodes and directed links boosts one’s understanding

of the relation between the items of information (e.g., independence of causes in

the disjunctive complex explanation) and the probabilistic and statistical connota-

tions implied by these relations. In the case of our studies, drawing causal graphs

seemed to boost participants’ understanding that an explanation invoking only one

root cause is likely to be more probable than an explanation that invokes three inde-

pendent root causes. This was corroborated by an increase in reasoning relating to

the probability of the explanations in the ‘draw’ conditions. This hypothesis would

be in line with studies showing that learning of causal relations improves perfor-

mance in probabilistic reasoning tasks (Krynski & Tenenbaum, 2003). Drawing

causal models allows one to visualise the fact that one explanation needs only one

cause to be present to bring about all the evidence, whereas the alternative expla-

nation needs a conjunction of three independent causes – and even but for one of

the causes being absent, the pattern of evidence would not be accounted for com-

pletely by the explanation. This would facilitate people’s inferences relating to the

probability of the explanations being true.

The fact that participants who drew causal models separately for each account

or in a unified way preferred the simple explanation over the complex one, and peo-

ple who drew three separate models – one for each piece of evidence - preferred the

complex explanation, suggests that certain structures particularly facilitate delibera-

tions on simplicity and probability. As such, the latter two structural representations

comprise one root node for the simple explanation and three root nodes for the com-

plex explanation whereas the former method comprises three root nodes for each ex-

planation (albeit the prosecution’s explanation would have three of the same nodes

to represent smothering). More research, however, is needed to establish whether

the influence of drawing the diagrams is thus about the number of causes of multiple

effects, or whether it extends for other types of causal structures and more broadly.

In addition, to determine whether it is drawing the causal models that leads to a shift

in people’s explanatory preferences, a ‘drawing’ condition should be compared to
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a condition in which participants are shown the causal structures (perhaps the three

variations that they primarily drew in our experiments) and are not required to build

these themselves. We predict that in this instance participants’ preferences would

be comparable to those of participants in the ‘draw’ conditions of our studies. This,

however, would likely hold only if participants were asked to represent only the

information provided to them in the task – not including their own beliefs/existing

knowledge or additional variables. A recent study has shown that simply presenting

information to participants as causal model might not boost their decision-making,

if the information/structure presented is in disagreement with their existing knowl-

edge and beliefs (Zheng et al., 2020).

Graphical models have featured in accounts relating to human categorization

(Rehder & Hastie, 2001) and causal structure learning (Tenenbaum & Griffiths,

2001; Sloman & Lagnado, 2015; D. Lagnado & Sloman, 2006) but have not yet

been largely explored in the study of reasoning under real-world uncertainty (though

see (Zheng et al., 2020; N. Kim et al., 2013; N. Kim & Park, 2009)). In addition,

to our knowledge, few studies have allowed people to actually draw causal models

of the information they were required to reason with. Morais, Olsson, and Schooler

(2011) investigated whether the structure of people’s knowledge of causal relations

between the features of categories predicts how they search for information in a cat-

egorization task. Participants were asked to draw a causal model that described how

the symptoms of depression are causally related to one another, and to estimate the

strengths of those relationships. Additionally, they were asked to categorize a se-

ries of patients as suffering from depression or not, after searching their symptoms.

The results showed that the structurally more important a symptom was in a causal

model, the more frequently and the earlier in search it was inspected, ultimately

concluding that causal model structure predicted information search behaviour. Re-

latedly, (Cruz et al., 2020) conducted a large-scale laboratory experiment illustrat-

ing that a Bayesian network modelling tool adapted to provide basic training and

guidance on the modelling process helped lay people reach normative Bayesian so-

lutions to complex reasoning problems. Given the tool had numerous features this
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effect cannot be specifically attributed to the graphical drawing component, though

it undoubtedly played a role given that an incorrectly drawn causal structure would

have prohibited participants from reaching optimal Bayesian solutions.

Our results notably contribute to this growing pool of studies demonstrating

that graphical causal models are helpful tools when reasoning under uncertainty,

even without the underlying computational components. Future work should repli-

cate our findings including more complex explanations comprising larger amounts

of evidence to increase the ecological validity of the materials. Relatedly, our find-

ings need to be replicated in different legal cases to reduce the confound of expla-

nation simplicity with the source of the explanation. In our studies, the prosecu-

tion offered the simple explanation and the defence offered the complex explana-

tion. Given the difference in burden of proof, and the different consequences of

erroneous decision-making in favour of the prosecution and the defence, we will

in future studies counterbalance which adversarial party advocates the simple vs.

complex explanation.

7.11 Conclusions
In four experiments, we show that when people evaluate competing legal accounts

of the same evidence, their explanatory preferences and the reasoning underlying

these preferences is are affected by whether they are required to draw causal mod-

els of the evidence. In addition, we identify ‘mechanism’ as an explanatory feature

that people value when evaluating explanations. We hypothesise that the act of

drawing causal models and visually representing one’s mental model of the com-

peting evidence emphasises the probabilistic and statistical information underlying

the causal structures which leads, in our scenarios, participants to favour the simpler

explanation. Future studies will probe the role of drawing causal graphs on infer-

ence and reasoning with evidence and explanations by including conditions that

present causal models to participants without requiring to draw them, and include

probabilistic information allowing us to compare the ‘normativity’ of participants’

answers.
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Our findings add to the literature on the cognitive basis of evaluating compet-

ing explanations, the role of causal models in evidential reasoning, and additionally

have implications for the development of normative models of legal arguments,

which have so far adopted a singularly ‘integrated’ approach. In addition, they

can inform the development of modelling tools to support people’s reasoning and

decision-making in applied domains. As such, although Bayesian models of le-

gal explanations have so far mostly adopted an ‘integrated’ approach, representing

in a single unified model all of the arguments under consideration (Aitken & Ta-

roni, 2004; Fenton et al., 2013b; Taroni et al., 2014 but see Neil et al., 2019), we

have shown that people represent competing explanations in a variety of ways when

asked to draw their own causal models. These findings imply that, even when the

individuals e.g. jurors learn the same arguments in the same exact manner, they

can represent these in different mental models, and ultimately engage in different

inferential and evaluative processes. We advocate that future work modelling legal

explanations should elicit the models of the reasoners involved in order to optimise

the development of normative solutions to the problem at hand, and in order to

understand the causal structures that underlie the inferences and judgments being

made. This would also help to elucidate whether shortcomings in reasoning are the

product of skewed mental models (Shengelia & Lagnado, 2020).



Chapter 8

General Conclusions

I began this thesis by outlining a criminal case involving a man, Michael, who was

charged with the murder of his wife Kathleen after she was found dead at the bot-

tom of the staircase in their home. The detectives investigating Michael’s case were

initially considering the death to be an accident – Kathleen lost her balance and fell

down the stairs when going to bed. Soon, however, they shifted their attention to

Michael, after obtaining new information relating to his character and a possible

motive for the murder. After being identified as a suspect, a case was constructed

against him. New evidence was gathered in order to strengthen the causal narra-

tive that would eventually be presented to a jury in court. Here, the prosecution’s

causal narrative – centered around Michael’s culpability – was pitted against the

narrative presented by the defence – maintaining that Kathleen’s death was an ac-

cident. Jurors were then required to evaluate these competing accounts in order to

reach a verdict. This case set the scene for the research presented in this thesis by

introducing cognitive processes such as hypothesis generation, evidence evaluation,

evidence search and explanation.

These cognitive tools are what allow us to navigate situations permeated by

uncertainty – such as investigating a criminal case – and make decisions under these

circumstances. Central to these tools is causal reasoning – the ability to identify

causes and effects in our surroundings. Causal reasoning drives decision-making

given that the causal models we hold of a situation determine the way in which

we evaluate information, what information we seek, and the mental simulations we
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perform to evaluate various courses of action. Causal reasoning is also central to

sense-making: its application allows us to understand and explain events. Finally,

causal reasoning is central to developing mental models about how things work and

being able to evaluate these. The ability to use these functions and infer causality

is not only crucial for reasoning in specialized domains – a doctor relies on causal

reasoning to diagnose a patient, a prosecutor relies on causal reasoning to prove

someone’s guilt – but also for human reasoning on a daily basis. The empirical

work presented in this thesis sheds light on how people carry out these complex

sense-making tasks, primarily within a legal-investigative framework.

Existing theoretical frameworks describing how both lay people and profes-

sionals engage in cognitive processes including information search, explanation and

evaluation in order to make decisions under certainty – such as the data-frame theory

of sense-making (Klein et al., 2007) and the story model of juror decision-making

(Pennington & Hastie, 1986), operate mainly at a holistic level. As such, they do

not shed light on how well individuals carry out these processes and e.g., evalu-

ate evidence, from a normative standpoint. Without a formal framework for causal

representation and inference, it becomes challenging to explain and evaluate how

people engage in various ubiquitous forms of causal reasoning and explanation.

Throughout this thesis I therefore explored how people search for, evaluate, and

explain evidence using a causal Bayesian framework. The richness of this frame-

work allowed us to: (i) formalize causal inference under uncertainty, (ii) carry out

complex inferences and (iii) appraise the optimality of people’s inferences. In all

lines of research, we went beyond making normative comparisons, and uncovered

the strategies that people used when engaging in both abstract probability tasks and

more ecologically valid reasoning tasks. This allowed us to evaluate the extent to

which people are driven by factors that are accounted for by a normative framework.

I will now summarise the main findings drawn from each empirical chapter

in this thesis in turn. As these were already discussed at length within each of the

relevant chapters, I will be succinct and primarily highlight the implications of the

findings and the future lines of inquiry that might stem from them.
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8.1 Evaluating the evidence
A useful approach to identifying what particular aspects of causal reasoning lead

people astray, is to break down inference into simple causal structures, such as

common-cause (A causes both B and C) or common-effect structures (A and B

both cause C) which, if combined, can represent virtually any reasoning problem,

and test participants’ reasoning in these sub-structures. Therefore, in Chapter 4

we took common effect structures, described the probabilistic relations underlying

them by creating different vignettes, and used these to assess people’s causal reason-

ing abilities by comparing their inferences to those predicted by Causal Bayesian

Networks. Ultimately this helped us identify where and why people deviated from

normative predictions.

The pattern of reasoning we focused on in Chapter 4, is a particularly ubiqui-

tous one dubbed ‘explaining away’ – where multiple independent causes compete to

account for a common effect. You can imagine this occurring in everyday situations,

as well as specialised domains such as medical diagnosis, or legal-investigative rea-

soning and forensic testing. Empirical studies have so far repeatedly found that

in these instances people tend to ‘insufficiently’ explain away (Davis & Rehder,

2017; Fernbach & Rehder, 2013; Morris & Larrick, 1995; Rehder & Waldmann,

2017; Rottman & Hastie, 2016; Sussman & Oppenheimer, 2011b): that is, when

one cause explains the presence of an effect, people do not sufficiently reduce the

probability of other competing causes. However, no compelling account of these re-

sults had been put forth. Through a set of three experiments, we explored the novel

possibility that the observed insufficiency in explaining away is driven by: (i) some

people interpreting probabilities as propensities, i.e. as tendencies of a physical

system to produce an outcome and (ii) some people splitting the probability space

among the causes when engaging in diagnostic reasoning, i.e. by following a strat-

egy we call ‘the diagnostic split’. Findings from our experiments overall showed

that people are conservative in their updating behavior and insufficiently explain

away compared the normative CBN model. However, empirical support was also

found for our two hypotheses, suggesting them to be a real driving force behind the
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observed reasoning errors. As such, we demonstrated that the observed violations

in normative explaining away judgments were not the result of violations of the

assumption of independence as was often suggested by previous studies (Rehder,

2011, 2014a, 2014b; Rehder & Burnett, 2005; Rehder & Waldmann, 2017).

Overall, the line of experiments outlined in Chapter 4, resulted in a notable

contribution to the study of explaining away by using participants’ own think-aloud

explanations to propose, and find empirically support towards, intuitive theories

that address why the observed inference errors were made. Our findings addition-

ally highlighted the fact that human reasoning can falter even in relatively simple

problems represented through a three-node common-effect structure. This was es-

pecially true regarding the quantitative estimates participants made, as their quali-

tative inferences more often approximated normative predictions.

One of the strategies which we identified as underlying people’s explaining

away violations – the diagnostic split strategy– aligns with the predictions of an-

other reasoning fallacy; the the zero-sum fallacy reported by Pilditch et al. (2019).

The fallacy stipulates that some people treat evidence as a zero-sum game in which

alternative independent hypotheses compete for evidential support and support of

one hypothesis means disconfirmation of the other. More specifically, the fallacy

is based on the false assumption that the two competing independent hypotheses

are mutually exclusive and exhaustive and that evidential support for one hypothe-

sis would entail a decrease in the evidential support for the alternative hypothesis.

In their empirical studies, Pilditch et al. (2019) found that when a piece of evi-

dence was equally predicted by two competing hypotheses, participants believed

that learning that piece of evidence offered no support for either hypothesis. Both

underlying the diagnostic-split strategy, and the zero-sum fallacy, are seemingly

probabilistic errors produced by erroneous assumptions made about the probabilis-

tic and structural relations between the competing hypotheses in the model. This

highlights the crucial role of causal representation in accurate evidence evaluation

– something which we elaborated on in Chapter 7.
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8.2 Searching for – and evaluating – the evidence
In Chapter 5, we increased the complexity of our experimental paradigm, by inves-

tigating how people actively search for evidence and integrate it within an existing

causal model of a situation. This entailed considering how these processes relate to

a normative probabilistic framework of information search and evaluation behavior

– the Bayesian Optimal Experimental Design Framework (Nelson, 2008). In ad-

dition, we considered how known violations of evidential reasoning e.g. zero-sum

fallacy (Pilditch et al., 2019) relate to violations of information search behavior. Al-

though these are intuitively interrelated, they are rarely considered in conjunction

within the extant literature. Across four experiments, we used CBN models to con-

struct alternative scenarios in which an optimal search model (parameterized with

different mathematical measures of the value of information i.e. probability gain,

KL divergence, information gain and impact) predicted that different actions should

be carried out in order to maximize the reduction of uncertainty.

Overriding qualitative theories with principled quantitative models has allowed

researchers to so far successfully model information seeking in a variety of do-

mains. However, it has also led researchers to focus on identifying violations of

norms and neglect the question of how people are actually evaluating and selecting

information. Findings from the experiments presented in this chapter, illustrated

that people do not seek information simply to maximize a given utility function

(as OED models posit), but rather are driven by additional strategies (e.g. obtain-

ing a “frontrunner” at the outset or eliminate a hypothesis), which are sensitive to

factors such as the framing and demands of a task. As such, our findings built on

formalisms that describe the richness of human inquiry by illustrating that people’s

information search decisions are dependent both on context and on the seeker’s own

preferences, motivations, and risk-taking tendencies and by utilizing a range of rich

data beyond information search choices (e.g. including judgments about the useful-

ness of potential action outcomes, think-aloud responses, and the elicitation of prior

and posterior probabilities).

We further demonstrated that adopting certain strategies, e.g. a ‘frontrunner’
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strategy, in a sequential search task distorts the evaluation of evidence and leads

to incorrect judgments about the most likely hypothesis and to subsequent confir-

matory search behavior. Identifying people’s strategic preferences when searching

for information in this context could have useful implications, for example, in real-

world criminal investigation domains, where confirmatory search strategies have

been associated with biased case construction and ultimately miscarriages of justice

(Ormerod et al., 2008). Finally, evidence was obtained of these strategies being

accompanied by various well-known reasoning fallacies (risk aversion, zero-sum

thinking, conservative updating) in both one-shot and step-wise (sequential gather-

ing) information seeking experimental tasks. This contributed to the existing litera-

ture by bridging the gap between known reasoning fallacies in Bayesian probabilis-

tic reasoning tasks and information-seeking principles, two factors that are rarely

considered in conjunction (Coenen et al., 2015, 2019).

The above-mentioned findings replicated in a population of forensic profes-

sionals and trainees. As such, we carried out an additional experiment investigating

the information-seeking behaviour of experts and lay people in a one-shot search

task, similar to the one employed in Experiments 4-6 of Chapter 5. Here, we com-

pared the search strategies of the different participant groups and the extent to which

they preferred ‘high-risk’ vs. ‘low-risk’ queries, as conceptualised by Poletiek and

Berndsen (2000)(i.e. maximising probability of a confirming outcome, or maximis-

ing the evidential value of the confirming outcome). In this study, we included

verbal statements on the probability of the outcomes occurring (e.g., “there is a

high probability you will obtain X outcome that will lead to Y”, following Poletiek

& Berndsen, 2000) and equated the values of the queries across most utility func-

tions in order to make any modal preferences more apparent. Overall, we found

that, similarly to Experiments 4-7, none of the utility measures accurately predicted

the distribution of participants’ test choices in all probabilistic contexts. By probing

participants’ think-aloud responses we once again showed that participants were

driven by certain strategies that lay outside of the remit of OED models, such as

wanting to obtain a frontrunner, as well as reasoning tendencies in line with zero-
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sum thinking and risk-averse behaviour. We believe that making participants aware

of the relation between the probability and the quality of the evidence they could

seek, as we did in Experiment 8, is a promising way to determine whether partic-

ipants are focusing on the outcome value or the probability of the outcome. The

approach coined by Poletiek and Berndsen (2000), that equates the process of in-

formation search with the process of risk-taking behaviour, is intuitive and is able to

account for behaviour we observed in all experiments that cannot be accounted for

by a purely information-theoretic OED framework and will therefore be the focus

of future research.

While there are few experimental studies of detectives engaging in sense-

making practices (e.g., Barrett, 2009; Ormerod et al., 2008), to our knowledge

Experiment 8 presented in Chapter 5 was the first study empirically investigating

how practitioners search for and evaluate evidence by comparing their inferences in

a constrained laboratory task to a normative Bayesian benchmark. Although search

behaviour has been investigated by studies looking at how detectives carry out in-

vestigations (Ormerod et al., 2008; Rossmo & Pollock, 2019; Greenhalgh, 2021), as

well as how forensic practitioners test and interpret evidence (Kassin et al., 2013) –

this work has always focused on confirmatory search strategies. How experts judge

the predicted value of evidence, for example, has never been studied within a nor-

mative framework or within an information-theoretic set-up. This set-up, ultimately

enabled us to naturally capture search strategies both as search preferences aimed

to maximise either the probability of a confirming outcome and/or the value of that

outcome. Identifying factors that determine the equilibrium between ‘risk’ of falsi-

fication and evidential value of the test result can be an interesting starting point for

new research, especially in specialised domains in which practitioners frequently

have to make such inferences, and which can be intuitively modelled utilising this

approach.

8.2.1 Question-asking in the wild

We ended Chapter 5 by presenting the findings of a pilot study that investigated

the information search behaviour of trainee crime scene investigators when walking
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through a mock crime scene. Findings of our sequential search experiment (Ex-

periment 7 of Chapter 5) showed how different lines of inquiry led people down

different investigative paths, ultimately reaching different conclusions. In Experi-

ment 9, we ultimately demonstrated that ‘asking the right questions’ to the victim

of a house burglary, when searching their dwelling, streamlines one’s search and

influences what materials are collected as ‘evidence’ – something which has down-

stream consequences for the entire investigation (Ormerod et al., 2008). So far,

work has concentrated on the influence of information received prior to the search

(e.g. contextual information, see Dror et al., 2017) on evidence-gathering practices

– not on information that is received during the search. Here, we showed that a sub-

stantial amount of information is received via means of interactions with the victim

during the crime scene investigation, and that these interactions therefore deserve

to be documented and taken into account when considering the decision-making

processes of professionals at various stages of a criminal investigation.

Findings from this pilot study were the first which, to our knowledge, recorded

the question-asking habits of examiners when inspecting a crime scene, as well

as characterized the visual attention and reconstruction ability of these examiners

using a triangulation of methods. They will lay the groundwork for continued and

focused efforts that inform more advanced research questions on the influence of

victim interactions on examination practices and, one step further – how to ask

informative questions that will maximise reconstruction accuracy and efficiency.

8.3 Explaining the evidence
As introduced at the outset of this thesis (see Chapter 2) seeking and evaluating in-

formation is nested within the wider framework of ‘sense-making’. An element that

strengthens sense-making, involves generating and evaluating explanations of the

information found in a given situation. In Chapter 6, we therefore investigated the

information and explanation preferences of people when reasoning at various stages

of a legal-investigative scenario. Exploring lay people’s explanatory preferences is

informative as in numerous legal systems (e.g. British and American) lay people act
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as jurors and are often required to evaluate, integrate and explain evidence which

is by no means, as we have shown, a trivial task. The results presented in Chapter

6 have broad, sweeping implications – addressing both how people interpret expla-

nations within a legal context, while also raising questions about how they should.

Findings from our studies showed that people are partial to “teleological informa-

tion” by preferring to focus the investigation on a suspect with a known motive

but no known opportunity (rather than the inverse). In addition, we found found

that presenting participants with incriminating information pertaining to a suspect’s

motive led to higher and less flexible probabilistic judgments of guilt compared to

receiving incriminating information pertaining to a suspect’s opportunity.

At later stages of the criminal justice process, we found that participants pre-

ferred a motive-centered closing argument selectively, depending on the role they

were given – i.e., whether they were tasked as prosecution lawyers vs. defence

lawyers. This makes theoretical contributions by portraying ‘teleological’ explana-

tory preferences as selective and context dependent, by being influenced by factors

including the goals of the explainer. Overall, our findings extended existing find-

ings on people’s explanatory preferences derived from the psychological literature

to more applied domains, and raised important questions about the consequences of

these explanatory preferences. For example, we demonstrated that a motive prefer-

ence leads to the allocation of significantly more resources to pursuing this type of

line of inquiry. This “purpose bias” will be the focus of future research, given that it

has important consequences in the real-world in which myopic information-seeking

and case-construction behavior, as well as jurors disproportionately weighing cer-

tain information when evaluating criminal narratives of ‘what happened’, can have

serious consequences (e.g. miscarriages of justice, Ormerod et al., 2008). Relatedly,

our findings can contribute to debates in legal theory and jurisprudence relating to

the relevance of motive in determining criminal liability.
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8.4 Representing – and evaluating – the evidence
In our final empirical chapter, we turned to how people represent competing expla-

nations of the same evidence in the form of causal models, and explored the effect

of asking participants to draw causal diagrams of the evidence, on their explana-

tory preferences. Across four experiments we showed that when people evaluate

competing legal accounts of the same evidence, their explanatory preferences and

the reasoning underlying these preferences are in fact affected by whether they are

required to draw causal models of the evidence. More specifically, we found that

compared to participants who either had to simply read about the evidence, or were

asked to describe the evidence, participants who were asked to draw causal rep-

resentations of the evidence preferred the prosecution’s ‘simple’ explanation (in-

voking only one root cause) to the defence’s ‘complex explanation’ (invoking three

independent causes).

Analysing participants’ think-aloud responses led us to additionally uncover

an increased frequency of reasoning relating to the simplicity and probability of the

two explanations within the ‘draw’ condition. As such, drawing causal models of

the explanations led to a shift in explanatory preference – in favour of the prose-

cution’s explanation – and in justifications of one’s preference that appealed to the

simplicity and probability of this explanation. These findings are in line with stud-

ies showing that learning of causal relations improves performance in probabilistic

reasoning tasks (Krynski & Tenenbaum, 2003). Broadly, we posit that drawing

causal models allows one to more clearly appraise the probabilistic properties of

the explanations – for example by visualising the fact that the ‘simple’ explanation

needs only one cause to be present to bring about all the evidence, whereas the al-

ternative ‘complex’ explanation requires a conjunction of three independent causes

– and even but for one of the causes being absent, the pattern of evidence would not

be adequately accounted for by the explanation.

These findings added to the literature on the cognitive basis of evaluating com-

peting explanations and the role of causal models and representation in eviden-

tial reasoning. They hold implications for the development of normative models
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of legal arguments, which have so far adopted a singularly ‘integrated’ approach,

as well as the development of modelling tools to support people’s reasoning and

decision-making in applied domains. They also suggest that eliciting the models

of the reasoners involved in a reasoning task (such as a juror evaluating competing

explanations of the evidence) might be a promising way to understand the causal

structures that underlie the inferences and judgments being made, and help to elu-

cidate whether shortcomings in reasoning can be understood in terms of skewed or

flawed mental causal representations.

8.5 Outlook and Future Directions
As initially mentioned, the data-frame theory (Klein et al., 2003), despite providing

a neat framework to include all these key cognitive processes, does not necessarily

shed light on the crucial evaluative processes that are involved when evaluating evi-

dence as well as entire explanations, or frames. Similarly, another explanation based

account of human reasoning – the story model of decision-making (Pennington &

Hastie, 1986) – though being empirically supported and widely accepted by legal

academics, does not provide a normative framework that can be used to explain

and appraise how people construct and evaluate causal narratives when engaging in

sense-making and decision-making processes under uncertainty.

Throughout the thesis, we built a descriptive account of how people engage

in various components of sense-making processes such as evaluating, searching for

and explaining evidence – bringing to light various strategies people use when car-

rying out these processes. One key avenue of research that stems from our research

relates to gaining a more in-depth understanding of these strategies, identifying

the factors that influence under what circumstances and in what environments it

is either problematic or optimal to employ them. In addition, as we have shown

throughout our work, and as is suggested by theories of sense-making and the story

model of juror decision making, the cognitive processes involved in sense-making

and decision-making under uncertainty, are largely interrelated. As such, how ev-

idence and information is evaluated is influenced by one’s current ‘mental model’
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or ‘frame’, as well as how and what evidence is acquired. Vice-versa, how and

what evidence is acquired will be influenced by how current evidence is evaluated

and represented. A fruitful avenue of research would therefore entail investigating

the cognitive processes underpinning various sense-making practices using a single

experimental paradigm – formalising how they influence each other. This would

also enable us to evaluate how well current theories of sense-making and decision-

making are able to account for people’s behaviour when engaging in these processes

as a whole.

Overall, the mixed-method experimental approach adopted in the work pre-

sented in this thesis, contributes to increasing the ecological validity of descriptive

and normative frameworks in the cognitive sciences, and – I hope – will encourage

practitioners to draw on more formalised and evidence-based models in order to

maximize accuracy and efficiency in their practice. Findings from our studies can

importantly be additionally used to inform the development of interventions and

augmented intelligence solutions (e.g. CBN tools) that can be used to support pro-

fessionals in complex reasoning tasks that require assimilating and evaluating large

amounts of information under uncertainty. In these instances, making errors such

as the ones identified throughout this thesis (e.g. insufficient explaining away, con-

firmatory search behaviour, zero-sum thinking) – can be extremely costly. Research

could therefore explore the use of causal Bayesian models as tools to help investiga-

tors and forensic scientists to organise and draw inferences from complex evidence,

as well as guide their search of new evidence. They could also be used to aid belief

updating practices, strengthening the inferences drawn from new information.

The research we presented in Chapters 6 and 7, suggests that causal Bayesian

network tools could also be used at the case construction phase, for example, to

avoid disproportionately weighing certain types of information (e.g. relating to

motive as found in Chapter 6). Their graphical properties could also be utilised

to help jurors visualise the plethora of evidence they are exposed to – enabling them

to evaluate competing legal arguments more effectively. Asking jurors to make the

causal models underlying their reasoning processes explicit, would also enable us
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to understand whether misrepresentation of the evidence in terms of structure is the

cause of erroneous reasoning.

The benefits of CBNs are far-reaching, and a study carried out alongside

colleagues on a large-scale project aiming to devise a software that supported

intelligence analysts in their decision-making (see https://bayesiandelphi

.wordpress.com demonstrates them clearly. As part of this study, we devised

reasoning problems with underlying causal structures of varying complexity. We

subsequently asked two groups of participants to solve these problems. One group

acted as a control group, and the other group had access to a Causal Bayesian Net-

work software which guided them through various sense-making stages. For exam-

ple, using this software they were required to select from the information given to

them which variables to include in the causal model, represent the information in

the form of a causal model and ultimately parameterize it and use it to make quali-

tative and quantitative inferences in order to solve the problem at hand. After only

three hours of training on how to use the software, participants in the experimental

condition gave significantly more correct answers than participants in the control

condition who did not receive this training, and did not have access to the software

(Cruz et al., 2020). The benefits of this tool, could extend to any areas in which –

similarly to intelligence analysis – people are required to reason under uncertainty

and deal with causal complexity, including medicine, weather forecasting and eco-

nomics. Future research should therefore keep investigating ways in which these

tools can support human judgment in various contexts, by rendering it more rigor-

ous, accurate, and at the very least more transparent by being able to trace back the

assumptions and inferences that underlie our decisions.

https://bayesiandelphi.wordpress.com
https://bayesiandelphi.wordpress.com


Appendix A

Appendix Chapter 5

A.1 KL-D computation example
To illustrate, in Model 1 of Experiment 4 (Chapter 5), using KL-D the expected

utility of the query according to ‘burglary time was computed by first computing

the expected utility of outcome ‘day’ as:

KLDday“ PpSuspect1|day ˚ log2
PpSuspect1|dayq

PpSuspect1q
`

PpSuspect2|day ˚ log2
PpSuspect2|day

PpSuspect2q
`

PpSuspect3|day ˚ log2
PpSuspect3|day

PpSuspect3q

“ 0.49.

(A.1)

Subsequently, computing the expected utility of outcome ‘night’ as:

KLDnight “ PpSuspect1|night ˚ log2
PpSuspect1|nightq

PpSuspect1q
`

PpSuspect2|night ˚ log2
PpSuspect2|night

PpSuspect2q
`

PpSuspect3|night ˚ log2
PpSuspect3|night

PpSuspect3q

“ 0.33.

(A.2)
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Finally, utilising these values to compute the expected utility of the query as:

KLDBurglaryTime“ PpDayq ˚KLDpdayq`Ppnightq ˚KLDpnightq “

p0.42 ˚0.49q`p0.58 ˚0.33q

“ 0.40.

(A.3)
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A.2 Experiment 7: Outputs of multinomial logistic

regressions
Outputs of multinomial logistic regressions carried out at each of the first three deci-

sion stages with ‘Participant Choice’ as multinomial outcome variable and ‘Utility

Function Prediction’ as fixed effect categorical predictor, for each utility function.

Each model additionally contained a random effect with intercept of ‘Subject’.
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Table 77: Experiment 4 Chapter 5: multinomial logistic regression output decision stage 1

Reference Category: ‘Time’ OR 95 % CI

Model1 Participant Choice
Prediction
Parameter ß SE t Sig. OR Lower Upper

PG

Item
Intercept 0.1 3.1 0.03 0.97
Item 0.4 1 0.39 0.69 1.49 0.19 11.3
Time 0a

Mode
Intercept -0.69 3.2 -0.2 0.83
Item -1.9 1.3 -1.4 0.16 0.15 0.01 2.2
Time 0a

Point
Intercept -9.5 83.5 -1.1 0.9
Item 7.7 83 0.09 0.93 2376 3.7E-69 1.5E+75
Time 0a

KL-D /IG

Item
Intercept 8.4 66.5 0.13 0.89
Item -8 66.4 0.12 0.9 0.0003 2 E-61 4.7E+53
Time 0a

Mode
Intercept 1.7E-6 93.9 0 1
Item -2.4 93.9 -0.03 0.98 0.09 1.4E-80 6.2E+79
Time 0a

Point
Intercept 1.1E-9 93.9 0 1
Item -1.8 93.9 -0.02 0.98 0.16 2.4E-82 1.1E+80
Time 0a

Impact

Item
Intercept 8.4 66.5 0.13 0.89
Item -8 66.4 0.12 0.9 0.0003 2E-61 4.7E+53
Time 0a

Mode
Intercept 1.7E-6 93.9 0 1
Item -2.4 93.9 -0.03 0.98 0.09 1.4E-80 6.2E+79
Time 0a

Point
Intercept 1.1E-9 93.9 0 1
Item -1.8 93.9 -0.02 0.98 0.16 2.4E-82 1.1E+80
Time 0a

a Parameter is set to zero due to redundancy; 1 Participant Choice „ Utility Function Choice
Prediction + p1|Sub jectq
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Table 78: Experiment 7 Chapter 5: multinomial logistic regression output decision stage 2

Reference Category: ‘Time’ OR 95% CI

Model Participant Choice Prediction Term ß SE t Sig. OR Lower Upper

PG

Item

Intercept -0.3 2.8 -0.08 0.93
Item 1.8 1 1.8 0.07 6.4 0.8 50.3
Mode -16.9 2785 -0.01 0.99 4.4E-8 .00 .
Point 17.6 5978 0.003 0.99 42558514 .00 .
Time -17.3 875.6 -0.02 0.98 3.1E-8 .00 .
ItemTime 0a

Mode

Intercept -8.5 2.8 .000 1
Item .85 1.1 0.79 0.43 2.3 0.28 19.4
Mode -16.9 2788 -0.01 0.99 4.2E-8 .00
Point -2.6E-10 8455 .000 1 1 .00
Time -1.7 0.92 -1.8 0.06 0.18 0.03 1.1
ItemTime 0a

Point

Intercept -1.1 2.9 -0.4 0.7
Item 2.8 1.3 2.1 0.03 16.9 1.2 230
Mode 0.7 1.5 0.5 0.6 2 0.1 37
Point 1.1 8455 .000 1 3 .00 .
Time -0.03 1.2 -0.03 0.98 0.9 0.09 10.6
ItemTime 0a

KL /IG,

Item

Intercept -8 9.4 -0.8 0.39
Item 10.2 9.1 1.1 0.26 28243 0 1.9E+12
Mode 0.28 35.7 0.008 0.99 1.3 2.6E-31 6.7E+30
Time 0a

Mode

Intercept -1.5 2.6 -0.6 0.5
Item 2.4 0.79 3.03 0.003 11.1 2.3 53.3
Mode 0.87 1.3 0.67 0.5 2.4 0.19 30.3
Time 0a

Point

Intercept -1.1 2.6 -0.4 0.68
Item 2.8 0.7 3.9 <0.0001 16.6 4.1 66.8
Mode 0.38 1.3 0.3 0.76 1.4 0.12 17.9
Time 0a

Impact

Item

Intercept -8 9.4 -0.8 0.39
Item 10.2 9.1 1.1 0.26 28243 0 1.9E+12
Mode 0.28 35.7 0.008 0.99 1.3 2.6E-31 6.7E+30
Time 0a

Mode

Intercept -1.5 2.6 -0.6 0.5
Item 2.4 0.79 3.03 0.003 11.1 2.3 53.3
Mode 0.87 1.3 0.67 0.5 2.4 0.19 30.3
Time 0a

Point

Intercept -1.1 2.6 -0.4 0.68
Item 2.8 0.7 3.9 <0.0001 16.6 4.1 66.8
Mode 0.38 1.3 0.3 0.76 1.4 0.12 17.9
Time 0a

a Parameter is set to zero due to redundancy.
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Table 79: Experiment 7 Chapter 5: multinomial logistic regression output decision stage 3

Reference Category = ‘Time’ OR 95% CI

Model Participant Choice
Prediction
Term ß SE t Sig. OR Lower Upper

PG

Item

Intercept -3.3E-8 2.8 .00 1
Item 2.5 1.7 1.5 0.15 13 0.4 421.7
Mode -8.5 26.1 -0.3 0.75 .00 .6.5E-27 6.7E+18
Point -8.5E-9 92.4 0.00 1 1 .2.2E-80 4.6E+79
Time -10.1 59.6 -0.1.7 0.86 4E-5 1.9E-56 8.3E+46
ModePoint 0a

Mode

Intercept 1.9 2.6 0.75 0.45
Item -0.03 1.5 -0.02 0.98 0.97 0.05 18.5
Mode -1.2 1.1 -1.1 0.28 0.3 0.03 2.8
Point 7.8 65.4 0.12 0.91 2443.4 1.1E-53 5.2E+59
Time -4.2 1.5 -2.8 0.006 0.01 0.001 0.29
ModePoint 0a

Point

Intercept 2.3 2.6 0.89 0.37
Item -1.6 1.6 -0.99 0.32 0.2 0.008 4.9
Mode -1.1 1.1 -0.99 0.32 0.3 0.03 3.1
Point 6.7 65.4 0.1 0.92 854.9 3.9E-54 1.8E+59
Time -3.5 1.3 -2.7 0.008 0.03 0.002 0.39
ModePoint 0a

KL /IG

Item

Intercept -11 75 -0.1 0.88
Item 13.7 75 0.18 0.86 86962 1.7E-59 4.3E+70
Mode 2.5 83 0.03 0.97 12 2.3E-71 6.1E+72
Time 0a

Mode

Intercept -2.2 2.4 -0.9 0.35
Item 4 1.3 3.08 0.003 55.3 4.2 732
Mode 3.9 0.9 4.2 <0.0001 50.1 7.9 326
Time 0a

Point

Intercept -1.1 2.3 -0.4 0.66
Item 1.7 1.3 1.2 0.21 5.5 0.37 80.9
Mode 3.1 0.8 3.9 <0.0001 22.7 4.7 108.2
Time 0a

Impact

Item

Intercept -12 108.8 -0.1 0.91
Item 14.6 108.8 0.13 0.89 2318831 5.3E-88 1E+100
Mode 3.7 124.9 0.03 0.97 43.9 1E-106 1.5E+109
Time 0a

Mode

Intercept -1.8 2.2 -0.8 0.41
Item 3.6 1.2 3 0.003 36.2 3.3 387
Mode 4.8 1.2 4.2 <0.0001 128.2 12.6 1294
Time 0a

Point

Intercept -1.12 2.2 -0.6 0.6
Item 1.9 1.3 1.4 0.15 7 0.5 101.6
Mode 4.75 1.2 4.1 <0.0001 115.5 11.5 1157.3
Time 0a

a Parameter is set to zero due to redundancy.
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A.3 Experiment 7: Participant accuracy at each de-

cision stage according to each utility function.

Table 80: Experiment 7: Participant accuracy at each decision stage according to each util-
ity function

Utility Function Decision Stage 1 Decision Stage 2 Decision Stage 3

Chance Level 25% 33% 50%
KL-D 53% 56.4% 52%

IG 53% 56.4% 52%
PG 54.7% 54.7% 55.6%

Impact 53% 56.4% 53%
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A.4 Experiment 9: gaze map

Figure 57: Experiment 9 gaze map with indivual ponts.Gaze map of visual attention of
examiners across scene. Different colors represent different participants. Differ-
ent sized markers(circles) represent duration spent looking at scene. Numbers
on markers represent order of visual attention.
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Appendix Chapter 6

B.1 Experiment 11: Additional Analysis

Table 81: Experiment 11: Percentage of participants who thought the probability of the
suspect being guilty was ‘more’, ‘equal’ and ‘less’ than before viewing second
piece of information, in each condition.

Condition More Likely Equally Likely Less Likely

Motive: Exc.- Inc. 82.1% 17.9% 0%
Opportunity: Exc.- Inc. 53.2% 42.6% 4.3%

Motive: Inc.-Exc. 1.1% 40% 58.9%
Opportunity: Inc. – Exc. 0% 23.4% 76.6%

A Chi-Square test of independence revealed a significant difference in the

amount participants believed the probability of guilt of the suspect increased, de-

creased and stayed the same after viewing the second piece of evidence, χ2p6q “

271.1, pă 0.001,V “ 0.35. For descriptive percentages see Table 81.

Post-hoc pairwise comparisons (corrected alpha = 0.008) showed the signif-

icant difference to be between the Motive Exc.– Inc. and the Opportunity: Exc.-

Inc. conditions, p ă 0.001; between the Motive Exc.– Inc. the Motive Inc. – Exc.

Condition, p ă 0.00001; between the Motive Exc.– Inc and the Opportunity Inc.

– Exc. conditions, p ă 0.001; between the Opportunity: Exc.- Inc and the Motive

Inc. – Exc. conditions p ă 0.001 and finally between the Motive Inc. – Exc. and

the Opportunity Inc. – Exc. conditions, pă 0.001.
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B.2 Experiment 12: Closing Argument Defence Mo-

tive Version in Homicide Case
“In this trial you have heard many things. You heard about the love that bound

together the four figures involved in this case. The love between Mr. Stone and

David and Mary. The love between Mr. Stone and their daughter Shelly. And the

love between Shelly and her parents, David and Mary. It is because of this love and

these relations that you should believe that Mr. Stone is innocent – he simply had

no reason to hurt David and Mary, in fact, as we have shown, he had reason not to

harm them.

The prosecution presented a convoluted story trying to make Mr. Stone’s rela-

tionship with Shelly and her parents appear to be ill-natured. But the truth is that

yes, Shelly was a devoted daughter who was extremely close to her parents and yes,

she wanted to live close to them, but Mr. Stone agreed to this, because of his own

close relationship to David and Mary. The prosecution stated Mr. Stone was frus-

trated as Shelly did not want to leave the area in order to live close to her parents.

Yet this is something Mr. Stone had known for years and had grown to accept. Mr.

Stone has known the couple for ten years, he loves their daughter and is building a

life with her. He was, as witnesses testified, going to propose to Shelly, and David

and Mary agreed to help him finance the wedding. Why would Mr. Stone then,

harm his future mother and father in law, whom agreed, as was stated, to financially

help him realise his dream of marrying Shelly? It doesn’t make any sense.

Finally, you also heard with your own ears friends, employers and neighbours

testify to the good nature of Mr. Stone’s character and of his relationship to David

and Mary. Not only would he have no reason to harm David and Mary, but we

have shown you that he simply does not have the character to even do this. You

heard yourselves, witness statements illustrating that he thought of them as his own

family and helped them over the years with work on the farm, spent holidays with

them, and regularly phoned them. The only background Mr. Stone has is that of a

caring, family-oriented man who had an extremely close and positive relationship

with David and Mary. He clearly did not have the reasons, the means, or the violent
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nature to commit this crime. This case is not about anything but facts. And the

fact is, Mr. Stone had no reason to commit such a heinous act. Think about the

proven love between Mr. Stone and Shelly, whom he was building a life with, with

the help of her parents. Think about the proven love between Mr. Stone and his

future in-laws. We now ask you all to judge from your hearts, on something you

deep down already know the answer to: did Mr. Stone murder this innocent elderly

couple, without reason?

Thank you”.

B.3 Experiment 13: Additional Analysis

B.3.1 Results of Mixed-methods Two-Way ANOVA (with

Greenhouse-Geisser correction)

We carried out a Mixed-methods Two-Way ANOVA (with Greenhouse-Geisser cor-

rection) to explore effect of time point and condition on guilt ratings.

We found a significant main within-subjects effect of time on judgments of

guilt, Fp1.6,453.8q “ 269.7, p ă 0.001,η2
p “ 0.49 and a significant main between-

subjects effect of condition on judgments of guilt, Fp3,276q“ 18.8, pă 0.001,η2
p“

0.17. We found a significant interaction effect of condition and time on judgments

of guilt, Fp4.9,453.8q “ 24.3, pă 0.001,η2
p “ 0.21.

To investigate the significant main effect of condition we carried out post-

hoc pairwise comparisons with LSD correction. These illustrated the significant

between-subjects differences to be between the ratings of participants in the ‘

Opportunity-Motive’ and ‘Motive-Motive’ conditions (Mean diff. = ´1.1,S.E. “

0.19), p ă 0.001 ; participants in the ‘ Opportunity-Motive’ and the ‘Motive-

Opportunity’ conditions (Mean diff. = ´0.9,SE “ 0.19), p ă 0.001; participants

in the ‘Motive-Motive’ and ‘Opportunity-Opportunity’ conditions (Mean diff. =

1.1,SE “ 0.19), p ă 0.001 and participants in the ‘Opportunity-Opportunity’ and

the ‘Motive-Opportunity’ condition (Mean diff. = ´0.9,SE “ 0.19q, pă 0.0001).

To investigate the significant interaction effect, we carried out post-hoc pair-

wise comparisons with LSD correction. These illustrated a significant between-
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subject difference in the mean difference of Rating 1 and Rating 2, between partic-

ipants in the ‘Opportunity-Motive’ and the ‘Motive-Motive’ condition (Mean diff.

= ´1.3;SE “ 0.19), p ă 0.001; participants in the ‘Opportunity-Motive’ and the

‘Motive-Opportunity’ condition (Mean diff. = ´1.3,SE “ 0.19), pă 0.001; partic-

ipants in the ‘Motive-Motive’ and the ‘Opportunity-Opportunity’ condition (Mean

diff. = 1.3,SE “ 0.19), p ă 0.001; participants in the ‘Opportunity-Opportunity’

and the ‘Motive-Opportunity’ condition (Mean diff. =´1.3,SE “ 0.19), pă 0.001.

In addition we found a significant between-subject difference in the mean

difference of Rating 2 and Rating 3, between participants in the ‘Opportunity-

Motive’ and the ‘Opportunity-Opportunity’ condition (Mean diff. = 0.83;SE “ 0.2),

pă 0.0001; participants in the ‘Opportunity-Motive’ and the ‘Motive-Opportunity’

condition (Mean diff. = 1.3,SE “ 0.2), p ă 0.001; participants in the ‘Motive-

Motive’ and the ‘Opportunity-Opportunity’ condition (Mean diff. = 1,SE “ 0.2),

pă 0.0001; participants in the ‘Motive-Motive’ and the ‘Motive-Opportunity’ con-

dition (Mean diff. = 1.4,SE “ 0.19), pă 0.001.
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C.1 Experiment 14: Task Instructions
Instructions given to participants in ‘draw’ condition of our studies, on causal

models during training block.

Forms of causal reasoning (reasoning about causes and effects) are extremely

common in everyday situations. For example, you might use causal reasoning when

deciding what to eat (e.g. avoiding certain foods you know might cause you stomach

pains).

Any situation involving reasoning about causes and effects can be represented

in what we call a ”causal model”. Causal models are essentially diagramming that

allow you to represent objects, events, items of information etc. as” NODES” (cir-

cles) and draw arrows between these nodes to represent the relationship between

them (e.g. cause and effect).

For example, if you wanted to represent the following information in a causal

model: “rain and a sprinkler can both make the grass wet” – you would first identify

your elements of interest (nodes; RAIN, SPRINKLER, WET GRASS) and using

arrows represent RAIN and SPRINKLER as causes of the effect: WET GRASS.

The causal model would therefore look like the one below:

Sometimes, you might also want to say whether the cause makes the effect

MORE or LESS likely e.g. rain makes wet grass MORE likely but if you had

another node representing ”sunshine” this would make the effect (wet grass) LESS
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likely.

To show this, you can either have a plus (+) or (-) sign next to the arrow to say

if the cause makes the effect more likely (+) or less likely (-)

This can be shown in the causal model diagram below:

In today’s task, you will be presented with a scenario and asked to draw your

own causal model for it using a tool called Loopy.

Loopy is an online tool that allows you to draw causal models by simply draw-

ing nodes as circles and arrows to show the relation between these.

Please open Loopy now in a new tab following this link: https://ncase.me/

loopy/v1.1/ so that you can switch back and forth between Loopy and this survey.

https://ncase.me/loopy/v1.1/
https://ncase.me/loopy/v1.1/
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Here are how some example structures would look like in Loopy:

1) Simple cause and effect where the node A is the cause and B is the effect.

2) Simple common cause diagram where node A is the cause of both B and C.

3) Simple common effect diagram where node A and Node B both cause the

effect C.

Now open loopy the loopy tab (following this link: https://ncase.me/

https://ncase.me/loopy/v1.1/
https://ncase.me/loopy/v1.1/
https://ncase.me/loopy/v1.1/
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loopy/v1.1/) and keep it open in a separate tab for the duration of this experi-

ment.

Delete anything on the initial screen using the ERASER tool and replicate each

of the above diagrams as best as you can on the same page. To draw a node simply

use the PENCIL tool to draw a circle. You can rename your node and change its

colour using the options on the right hand of the screen.

To draw an arrow between two nodes simply use the PENCIL tool to draw a

line between them. The default arrow will have a “+” sign. This is all you will need

for the present study so there is no need to ever change it to a “-”.

When you are done drawing each diagram (on the same page), go to the right-

hand menu on the Loopy webpage and click “save as link”.

One last practice round before you get started!

Clear your loopy page and start a new one.

Please represent the information below in a causal diagram on a fresh loopy

page.

“Tom has a cough. The doctor thinks that it could be a symptom of either

asthma or the flu”.

Remember to rename your nodes with informative names (e.g. “cough”).

Once you have finished, click ”save as link” on the right-hand side menu and

paste the link in the text box below.

Keep the diagram as simple as you can.

https://ncase.me/loopy/v1.1/
https://ncase.me/loopy/v1.1/
https://ncase.me/loopy/v1.1/
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