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Abstract—In this paper, the performance of simultaneous
wireless information and power transfer (SWIPT) in downlink
(DL) Internet-of-things (IoT) networks relying on cell-free mas-
sive multiple-input multiple-output (CF-mMIMO) technology is
investigated. In such a network, the access points (APs) beam
radio-frequency (RF) energy toward the IoT sensors during
the DL phase of wireless power transfer. Tight closed-form
expressions for the DL harvested energy (HE) and achievable rate
with conjugate beamforming (CB) and normalized CB (NCB)
are respectively derived, which enable us to analyze the HE-
rate trade-offs under different precoding techniques. Apart from
this, to guarantee the sensor fairness with respect to the HE
and achievable rate, a max-min fairness power control algorithm
based on the accelerated projected gradient (APG) method is
proposed. Specifically, the proposed APG-based algorithm is able
to determine the optimum of the considered max-min fairness
problem in closed form and is more memory-efficient than
traditional convex-solver-based counterparts. These analytical
results as well as the effectiveness of the proposed power control
policy are verified by experimental simulations.

Index Terms—Simultaneous wireless information and power
transfer (SWIPT), Internet-of-things (IoT), cell-free massive
multiple-input multiple-output (CF-mMIMO), max-min power
control, accelerated projected gradient (APG).

I. INTRODUCTION

RECENTLY, the Internet-of-thing (IoT) architecture has
been regarded as a promising wireless standard for the

beyond fifth-generation (B5G) and sixth-generation (6G) com-
munication networks [1]–[4], for its ability to enable smart city
and intelligent manufacturing by connecting a great number
of smart sensors with each other to realize the information-
sharing and decision-making coordination. However, the un-
derlying benefits of IoT networks are severely bottlenecked by
the limited battery capacities of IoT sensors [5].

To prolong the lifetimes of the sensors and alleviate the
issue of energy shortage in IoT networks, an attractive solution
is the simultaneous wireless information and power transfer
(SWIPT) [6]–[8], which can be treated as a supplementary
wireless energy source to sensors. In the context of the SWIPT-
based time-switching (TS) receiver protocol, in which the
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radio-frequency (RF) energy transfer and information recep-
tion occur orthogonally in time domain, the sensors first cap-
ture the wireless RF energy emitted by the distributed access
points (APs) during a small portion of the downlink (DL) data
transmission phase and then receive the payload information
symbols throughout the remaining DL time-slots [9]. In fact,
the dominant inhibiting factor for enabling SWIPT in practice
is the inherent long distance between the transmitter and
receiver, which can result in significant end-to-end pathloss
and severely hamper the energy harvesting and information
decoding efficiencies [8]–[10]. To this end, the cellular massive
multiple-input multiple-output (mMIMO) technology, which
admits robust channel hardening and aggressive spatial multi-
plexing gains by deploying a large number of antenna arrays
at base stations (BSs), has been recommended by researchers
to tackle the above issues since it can steer more RF energy
and information beams toward the intended sensors [11]–[16].
The DL achievable rate of an mMIMO SWIPT system over
Rician fading channels was analyzed in [14] and the impacts
of channel reciprocity error were studied in [15]. In addition,
Goli et al. [16] investigated the DL of a multiuser mMIMO
SWIPT system in terms of secrecy rate maximization. Those
contributions indicated that the mMIMO architecture is able
to broaden the application prospect of SWIPT and accelerate
the deployment of SWIPT in practice. Although the large-
scale antenna architecture helps enhance the energy capturing
and information reception efficiencies for a vast majority of
sensors, the system performance of cell-edge sensors is still
hindered by heavy pathloss [17]–[20].

Nowadays, the cell-free mMIMO (CF-mMIMO) technique
[21] has been proved to be able to significantly boost the spec-
tral and energy efficiencies [22]–[24]. In a CF-mMIMO sys-
tem, a few antennas are gathered into an AP and plenty of APs
are spread out over a large area and coherently communicate
with a small number of sensors in the same time-frequency
resource units. This distributed system can be implemented by
using simple precoding/detection processing which facilitates
the exploitation of phenomena such as favorable propagation
and channel hardening. Besides, all the APs are connected to
a central server (CS) through the robust fronthaul networks to
exchange useful information and signaling. Indeed, compared
with a traditional cellular mMIMO, the cell-boundaries vanish
in the CF case and the ubiquitous distribution of APs con-
tribute to alleviating substantial performance degradations of
cell-edge sensors by shortening the communication distances
between the terminals and served APs [17], [18].

In view of the fascinating merits of cellular mMIMO SWIPT



2

systems, the combination of CF-mMIMO-based IoT network
with SWIPT furnishes a great potential to further improve
the harvested energy (HE) and achievable rate. However, a
common concern in CF-mMIMO-based IoT SWIPT networks
is that the wide distribution of the IoT sensors may lead to
severe performance differentiation. To address this issue, the
max-min fairness power control policy, which is realized by
dynamically adjusting the transmit power of APs and renders
uniformly good service for all sensors, has been extensively
studied in recent years [25]. Due to the DL energy transfer
and information reception occur in two orthogonal time-slots
in the context of TS receiver protocol, the AP transmit power
can be separately optimized in the corresponding phases to
maximize the minimum HE and achievable rate. In this regard,
many studies have resorted to off-the-shelf convex solvers to
determine the numerical optimums of the considered max-min
fairness problems [21], [26]–[28]. For concise, we denote this
approach as the convex-solver-based max-min fairness power
control. Specifically, a max-min fairness HE power control
policy was studied in [26], where the bisection method was
used to numerically find the optimal power control coeffi-
cients. Besides, Ngo et al. [21] focused on the sensor rate
fairness and proposed max-min rate power control algorithms
for both uplink (UL) and DL CF-mMIMO networks. To further
boost the maximized uniform rate, a receiver filter design
together with the max-min power control was presented in
[27] and [28]. Nevertheless, these power control strategies
were basically executed by using the interior-point algorithm,
which not only makes the computational complexity unable to
scale favorably with the network size but also limits previous
analyses of power control in CF-mMIMO networks to small
and medium scales.

In light of the above, a DL CF-mMIMO-based IoT SWIPT
network is studied in this paper. We adopt two different pre-
coding techniques in DL, namely conjugate beamforming (CB)
and normalized CB (NCB). In [29], Interdonato et al. pointed
out that the NCB scheme helps improve the achievable rate
by reducing the beamforming gain uncertainty as compared
to the CB one, but whether the NCB scheme outperforms the
CB scheme in terms of HE is still unclear. Besides, we also
design an accelerated projected gradient (APG)-based max-
min fairness power control policy with fast executing speed
[30]–[32] to obtain the maximized identical HE and achievable
rate. The contributions of this paper are outlined as follows.

1) We develop a framework for analyzing both the DL HE
and achievable rate in a CF-mMIMO-based IoT SWIPT
network with CB and NCB schemes. Exact closed-form
expressions for the underlying performance metrics are
respectively derived. In particular, the tractability of
the obtained closed-form results facilitates exploring the
HE-rate trade-offs under both the CB and NCB schemes.

2) To tackle the scalability of power control in the CF-
mMIMO-based IoT SWIPT network, the APG optimiza-
tion method is utilized to accelerate the executing speed
of the max-min fairness power control algorithm. We
stress that the proposed APG-based max-min policy can
achieve the optimum of the optimization problem in

TABLE I
NOTATIONS

Notation Meaning

AH ,AT ,A∗ The conjugate transpose, transpose, and conju-
gate of matrix A

diag(A)
The diagonal matrix consisting of the diagonal
entries of matrix A

[A]n The nth column of matrix A

∇f The derivation of function f

|| · || Euclidean norm operator

| · | Determinant or modulus operator depending on
context

E {·} Expectation operator

C Set of complex numbers

IN , 0N Identity matrix and zero matrix of size N ×N

n∼NC (0N , IN )
Circularly symmetric complex Gaussian random
vector with mean 0N and covariance IN

closed form and admit a higher storage efficiency, thus
possessing a faster computing speed. Most importantly,
it also ensures sensor fairness in terms of HE and
achievable rate regardless of the sensor locations.

3) Numerical simulations are given to verify our analyt-
ical derivations and corroborate the effectiveness of
the proposed power control policy. Compared with the
CB technique, it is observed that the NCB counterpart
benefits from a better DL achievable rate but performs
unsatisfactorily in capturing RF energy. Besides, the
presented APG-based max-min fairness power control
policy possesses a faster execution speed and a higher
storage efficiency as compared to the traditional convex-
solver-based one.

The remainder of this paper is outlined as follows. Section
II briefly shows the CF-mMIMO-based IoT SWIPT model
and gives the wirelessly powered time-division-duplex (TDD)
transmission frame. In Section III, we derive closed-form
HE and rate expressions with both CB and NCB techniques.
Besides, Section IV presents the APG-based max-min HE
power control algorithm and Section V details the APG-based
max-min rate power control algorithm. Moreover, Section VI
conducts experimental simulations and Section VII concludes
this paper.
Notations: Small boldface letters denote column vector and
capital boldface letters are matrices. Other notations that
appeared in this paper are summarized in Table I, shown at
the top of this page.

II. CF-MMIMO-BASED IOT SWIPT NETWORK AND
TRANSMISSION MODELS

This work considers a wirelessly powered DL CF-mMIMO-
based IoT network operating in TDD mode with L uniformly
distributed N -antenna APs and KTotal single-antenna IoT sen-
sors. All L APs are supposed to be linked to the CS through
the lossless fronthaul networks. Besides, among KTotal sensors
only K active sensors (ASs) denoted as AS1, AS2, ..., ASK
are communicated with all APs at any given moment, see Fig.
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Fig. 1. A wirelessly powered CF-mMIMO-based IoT network with active and
inactive sensors. Each sensor is equipped with both information and energy
receivers.

1, shown at the top of the next page. All sensors are equipped
with both information and energy receivers and harvest the RF
energy emitted by the APs based on the TS receiver protocol.
The captured power is typically stored or used to charge the
batteries of ASs. In this work, we focus on the DL data
transmission and assume that each coherence interval of τc
symbols is split into three orthogonal phases with lengths of
τp, ατd, and (1− α) τd, namely the UL training, DL energy
transfer, and DL information reception phases, see Fig. 2.
Here, τp and τd refer to the time lengths of UL training and DL
transmission in each coherence interval. Besides, α denotes the
TS factor which aims to strike a dynamic balance between
energy harvesting and information reception.

In this work, we focus on the slow time-varying block
Rayleigh fading scenario [21], [22] and the channel response
from APl,∀l to ASk,∀k is generated as glk =

√
βlkhlk ∈

CN×1, with βlk and hlk ∼ NC (0N , IN ) being the large-scale
fading coefficient and small-scale fading vector, respectively.
Focusing on βlk, it can be expressed as the product of the
shadow fading zlk and pathloss PLlk (measured in dB) [21],
where zlk ∼ NC (0, σsh) with σsh being the standard deviation
and

PLlk =



−140.7− 35log10(dlk), if dlk > d1,

−140.7− 15log10(d1)− 20log10(dlk),

if d0 < dlk 6 d1,

−140.7− 15log10(d1)− 20log10(d0),

if dlk 6 d0.

(1)

Note that in (1), dlk (in km) is the distance between APl and
ASk. In the following, the UL channel state information (CSI)
acquisition is detailed first.

A. UL Training

Conventionally, in pilot-based channel estimation, all K
ASs are required to simultaneously emit the pre-assigned pilot
sequences of τp symbols to the APs for channel estimation.

UL 

Training

DL Energy 

Transfer

DL Information 

Reception

: Coherence interval length

: UL training length

: DL transmission length

: TS factor

d d(1 )p

c

c

p

d

Fig. 2. A wireless powered TDD transmission frame.

Note that when the AS number exceeds the pilot length, pilot
reuse is necessary for different sensors, which gives rise to the
pilot contamination. In this work, we consider a heavily-loaded
IoT network with K > τp and let ϕk ∈ Cτp×1 be the pilot
sequence belonging to ASk with ϕHk ϕk′ = 1, ∀k′ ∈ Pk,
where Pk denotes the set of ASs that reuse the same pilot
as ASk, including ASk itself. The random pilot assignment
strategy in [21] is advocated to allocate pilots for ASs. After
all ASs sending their pilots to the APs, the superimposed pilot
signals received at APl is expressed as

Yl =
√
ρpτp

K∑
k′=1

glk′ϕ
H
k′ + Nl, (2)

where ρp denotes the training power and Nl is the additive
white Gaussian noise (AWGN) with the t-th column satisfying
[Nl]t ∼ NC

(
0N , σ

2IN
)
, where σ2 means the noise variance.

Next, APl multiplies Yl with ϕk, which de-spreads Yl and
yields

ylk = Ylϕk

=
√
ρpτp

K∑
k′=1

glk′ϕ
H
k′ϕk + Nlϕk. (3)

With the knowledge of ylk and by virtue of the minimum
mean square error (MMSE) estimate technique [21]–[23], the
MMSE estimate of glk is written as

ĝlk =
E
{
gHlkylk

}
E
{
yHlkylk

}ylk = clkylk, (4)

where

clk =

√
ρpτpβlk

ρpτp

K∑
k′=1

βlk′
∣∣ϕHk′ϕk∣∣2 + σ2

. (5)

In addition, the MMSE channel estimate ĝlk and the corre-
sponding channel estimate error g̃lk , glk− ĝlk are Gaussian
random vectors with the statistics being

ĝlk ∼ NC (0N , γlkIN ) , g̃lk ∼ NC (0N , (βlk − γlk) IN ) , (6)

where γlk =
√
ρpτpclkβlk.

B. DL Energy Transfer and Information Reception

As mentioned above, the APs perform the SWIPT in this
phase based on the TS receiver protocol by dividing DL time-
slots into two individual segments: one for energy harvesting
while the other for payload information reception. Let sk, be
the data signal intended for ASk, where E {sks∗k′} = 1, if
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k = k′ and 0 otherwise. Then the signal transmitted from APl
is written as a unified form for both CB and NCB schemes as
follows

xl =
√
ρd

K∑
k=1

√
ηlkwlksk, (7)

where ρd is the DL transmission power and wlk denotes
the precoding vector used by APl in the service of ASk.
In addition, ηlk represents the power weighting factor and is
designed to satisfy the following transmit power constraint

E
{
‖xl‖2

}
= ρd

K∑
k=1

ηlkE
{
‖wlk‖2

}
6 ρd. (8)

Note that distinct precoders admit different power weighting
factors and we denote these factors associated with CB and
NCB schemes as ηCB

lk and ηNCB
lk , respectively. As per (7),

the signal received at ASk resulting from the joint coherent
transmission by all APs is written as

ŝk =

L∑
l=1

gTlkxl

=
√
ρd

K∑
k′=1

L∑
l=1

√
ηlk′g

T
lkwlk′sk′ + nk, (9)

where nk is the AWGN noise satisfying nk ∼ NC
(
0, σ2

)
.

III. AVERAGE HE AND ACHIEVABLE RATE ANALYSES

In this section, the DL average HE and achievable rate
in the presence of CB and NCB techniques are respectively
investigated. In addition, mathematically tractable closed-form
expressions for the above performance metrics are derived.

A. Average HE Analysis

We follow a simple linear power transfer model from [14],
[33] and assume that the ASs are able to capture all kinds of
RF power but neglecting the noise power since its contribution
is quite limited as compared to that of the signal power [34],
[35]. With this insight and by virtue of (9), a unified expression
for the average HE at ASk during ατd channel taps via CB
and NCB techniques is formulated as

Ek = κατdρdE


∣∣∣∣∣
K∑
k′=1

L∑
l=1

√
ηlk′g

T
lkwlk′sk′

∣∣∣∣∣
2


= κατdρd

K∑
k′=1

E


∣∣∣∣∣
L∑
l=1

√
ηlk′g

T
lkwlk′

∣∣∣∣∣
2
, (10)

where κ ∈ [0, 1] denotes the RF to direct current (RF-to-DC)
conversion efficiency. Recalling that CB and NCB schemes
enable wCB

lk = ĝ∗lk and wNCB
lk = ĝ∗lk/ ‖ĝlk‖, the rigorous

closed-form HE expressions of ASk for any finite L, K, and
N are obtained by inserting these settings into (10) and shown
in the following Theorem 1.

Theorem 1: The RF energy captured by ASk with the CB
scheme in each coherence interval is written as

ECB
k (ξ) = Nκατdρd

(
K∑
k′=1

∥∥Θkξ̄k′
∥∥2

+N

K∑
k′=1

(
ωTk′kξ̄k′

)2)
,

(11)

where ξ =
[
ξT1 , ..., ξ

T
L

]T
, ξl = [ξl1, ..., ξlK ]

T
, ξ̄k = [ξ1k, ...,

ξLk]
T , ξlk =

(
ηCB
lk γlk

)1/2
, Θk = diag

(√
β1k, ...,

√
βLk

)
, and

ωk′k =
∣∣ϕHk′ϕk∣∣ [√γ1k, ...,

√
γLk
]T

. In addition, the average
HE at ASk in each coherence interval by resorting to the NCB
scheme is equal to1

ENCB
k (ζ)=κατdρd

(
K∑
k′=1

∥∥Ξk′kζ̄k′
∥∥2

+Γ2
N

K∑
k′=1

(
ωTk′kζ̄k′

)2)
,

(12)

where ζ =
[
ζT1 , ..., ζ

T
L

]T
, ζl = [ζl1, ..., ζlK ]

T
, ζ̄k =

[ζ1k, ..., ζLk]
T , ζlk =

(
ηNCB
lk

)1/2
, ΓN = Γ (N + 1/2) /Γ (N),

and Ξk′k = diag
(√

β1k + (N − 1− Γ2
N )
∣∣ϕHk′ϕk∣∣2γlk , ...,√

βLk + (N − 1− Γ2
N )
∣∣ϕHk′ϕk∣∣2γLk).

Proof 1: See Appendix A.
The sum-HEs of the considered network with CB and NCB

techniques during τd channel uses are respectively expressed
as ECB

sum (ξ) ,
∑K
k=1 ECB

k (ξ) and ENCB
sum (ζ) ,

∑K
k=1 ENCB

k (ζ).
Remark 1: From Theorem 1, we have some interesting

observations as follows.
1) Since f1 (N) = Γ2

N behaves as an increasing function
with respect to N and f2 (N) = N − 1 − Γ2

N monotonically
decreases as N increases, both ECB

k and ENCB
k grow with N ,

which implies that using additional antennas at the APs helps
the sensors to reap more RF energy.

2) Focusing on ECB
k , it is clear that the pilot contamination

renders some energy terms in the second summation, but it
is insufficient to conclude that the pilot contamination has a
positive effect on the energy enhancement because the quality
of the channel estimate (i.e., γlk) is also deteriorated. Besides,
it is more difficult to intuitively figure out what role the pilot
contamination plays in changing ENCB

k since f2 (N) = N −
1− Γ2

N < 0 for any natural integer N .

B. Achievable Rate Analysis

Since the sensors lack perfect CSI, they have performed
data decoding by only exploiting the knowledge of the chan-
nel statistics, which indicates that E

{
gTlkwlk

}
is known in

advance and the uncertainty is gTlkwlk − E
{
gTlkwlk

}
. With

this insight and by virtue of (9), ŝk can be represented as

ŝk =
√
ρd

L∑
l=1

√
ηlkE

{
gTlkwlk

}
sk + wk, (13)

1Note that in Theorem 1, we change the variables from ηCB
lk to ξlk for

CB technique and ηNCB
lk to ζlk for NCB technique to simplify the objective

gradient expressions in Sections IV and V.
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Rk = (1− α) log2

1 +

ρd

∣∣∣∣ L∑
l=1

√
ηlkE

{
gTlkwlk

}∣∣∣∣2
ρdVar

(
L∑
l=1

√
ηlkgTlkwlk

)
+ ρd

K∑
k′ 6=k

E

{∣∣∣∣ L∑
l=1

√
ηlk′gTlkwlk′

∣∣∣∣2
}

+ σ2

 . (15)

where

wk =
√
ρd

L∑
l=1

√
ηlk
(
gTlkwlk − E

{
gTlkwlk

})
sk

+
√
ρd

K∑
k′ 6=k

L∑
l=1

√
ηlk′g

T
lkwlk′sk′ + nk. (14)

Since nk is uncorrelated with sk and data symbols intended for
different ASs are uncorrelated, we can conclude that the first
summation in (13) is uncorrelated with all interference terms
in (14). Then, bearing in mind that uncorrelated Gaussian noise
leads to a capacity lower bound [21]–[23], the achievable DL
rate expression of ASk for the precoder wlk is given as (15),
where “Var” denotes the variance operator.

We stress that the achievable rate bound in (15) is valid for
any precoding schemes. Same as Theorem 1, we next present
rigorous closed-form rate expressions of ASk for any finite
L, K, and N with CB and NCB schemes by calculating all
expectation terms in (15).

Theorem 2: Assuming only channel statistics are available
at the ASs, an achievable rate expression of ASk with the CB
technique is given as

RCB
k (ξ) = (1− α)×

log2

1+
N2ρd

(
ωTkkξ̄k

)2
N2ρd

K∑
k′ 6=k

(
ωTk′kξ̄k′

)2
+Nρd

K∑
k′=1

∥∥Θkξ̄k′
∥∥2

+σ2

.
(16)

Besides, when considering the NCB technique, an achievable
rate expression of ASk is written as

RNCB
k (ζ) = (1− α)×

log2

1+
Γ2
Nρd

(
ωTkkζ̄k

)2
Γ2
Nρd

K∑
k′ 6=k

(
ωTk′kζ̄k′

)2
+ρd

K∑
k′=1

∥∥Ξk′kζ̄k′
∥∥2

+σ2

.
(17)

Proof 2: See Appendix B.
The sum-rates of the considered network with CB and

NCB techniques are respectively expressed as RCB
sum (ξ) ,∑K

k=1RCB
k (ξ) and RNCB

sum (ζ) ,
∑K
k=1RNCB

k (ζ).
Remark 2: Based on the closed-form rate expressions es-

tablished in Theorem 2, we obtain the following insights.
1) Since a larger AP antenna number admits more array

gains and degree of freedoms, equipping the APs with more

antennas always improves the achievable rate. This finding is
in accordance with the first observation in Remark 1.

2) There is no doubt that a higher Rk will be approached
by reserving more time-slots for information reception, i.e.,
a lower α, but it inevitably decreases Ek. Since different
precoders yield different Ek and Rk, it is much interesting
to explore how the precoders affect the HE-rate trade-offs. In
Section IV, we will numerically investigate these trade-offs by
traveling the closed-form HE and rate expressions in Theorems
1 and 2 under variable TS factors and different power control
strategies.

IV. APG-BASED MAX-MIN FAIRNESS POWER CONTROL
FOR AVERAGE HE

In this section, to tackle the severe HE discrepancy issue that
arises from the great range of large-scale fading coefficients
between APs and sensors, the APG-based max-min HE power
control policies under CB and NCB schemes are presented,
which can ensure the maximized identical HE for all ASs.

Mathematically, the max-min HE power optimization prob-
lem under a set of per-AP power constraints is formulated as

H : max
{ηlk}

min
∀k
Ek (18a)

s.t.
K∑
k=1

ηlkE
{
‖wlk‖2

}
6 1,∀l, (18b)

where Ek is defined in (10). Note that problem H is valid for
both CB and NCB schemes. In the following, we first detail a
rigorous formulation of the considered problem with the CB
scheme.

A. Max-Min HE for CB Scheme

By inserting wCB
lk = ĝ∗lk into problem H, we obtain

HCB : max f (ξ) , min
∀k
ECB
k (ξ) (19a)

s.t. ξ ∈ S =
{
ξ|ξlk > 0; ‖ξl‖ 6 1/

√
N,∀l,∀k

}
, (19b)

where ECB
k (ξ) is exhibited in (11) and S denotes the feasible

set of ξ. It remarks that the objective function f (ξ) is
non-differentiable with respect to ξ and the APG method
cannot be directly employed to solve problem HCB [30]–[32].
Fortunately, a smoothing technique can be utilized to tackle
this issue by recalling a log-sum-exp function [36]

f (ξ, λ) = − 1

λ
ln

(
1

K

K∑
k=1

e−λE
CB
k (ξ)

)
, (20)

where λ > 0 represents the smoothness parameter. Note that
f (ξ, λ) is a differentiable approximation of f (ξ) with an ac-
curacy of logK/λ [36]. As per (20), an approximate solution
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Algorithm 1 The APG-based algorithm for solving HCB

Input: ξ(0) ∈ S, ρ(0) = ρ(1) = 1, 0 < υ < 1/Lf , λ > 0, I;
Output: ξOpt.

1: Set i = 1. Let ξ(1) = ψ(1) = ξ(0);
2: while i 6 I do
3: θ(i) = ξ(i) + ρ(i−1)

ρ(i)

(
ψ(i) − ξ(i)

)
+
(
ξ(i) − ξ(i−1)

)
×

ρ(i−1)−1
ρ(i)

;

4: ψ(i+1) = PS

(
θ(i) + υ∇f

(
θ(i), λ

))
;

5: φ(i+1) = PS

(
ξ(i) + υ∇f

(
ξ(i), λ

))
;

6: ξ(i+1) =

ψ
(i+1), if f

(
ψ(i+1)

)
> f

(
φ(i+1)

)
φ(i+1), otherwise

;

7: ρ(i+1) =

(√
4
(
ρ(i)
)2

+ 1 + 1

)
/2;

8: Reset i := i+ 1;
9: end while

10: Let ξOpt = ξ(i).

to HCB can be determined by implementing the monotone
APG method [30]–[32] outlined in Algorithm 1, provided that
a sufficiently large λ is available. We detail this algorithm at
the top of the next page and denote the corresponding optimal
HE for the CB scheme as ECB-Opt , f

(
ξOpt

)
, where ξOpt is

the optimal solution to HCB.
In Algorithm 1, the superscripts indicate the iteration num-

bers, ξ(0) ∈ S is the initial solution, I denotes the maximum
number of iterations, and υ corresponds to the step length,
which is required to be smaller than 1/Lf to guarantee
convergence, where Lf refers to the Lipschitz constant of the
gradient of f (ξ, λ), ∇f (ξ, λ). Besides, PS (ξ) represents the
projection onto the feasible set S. In what follows, we will
separately detail the operators ∇f (ξ, λ) and PS (ξ).

1) The gradient of f (ξ, λ): Since the gradient of a multi-
variable function can be written as a vector of all its partial
derivatives, which yields

∇f (ξ, λ) =
[
∂
∂ξ̄1

f (ξ, λ) , ∂
∂ξ̄2

f (ξ, λ) , ..., ∂
∂ξ̄K

f (ξ, λ)
]T
,

(21)

where

∂
∂ξ̄k′

f (ξ, λ) =

K∑
k=1

e−λE
CB
k (ξ) × ∂

∂ξ̄k′
ECB
k (ξ)

K∑
k=1

e−λE
CB
k (ξ)

. (22)

Using the equality ∇‖Ax‖2 = 2ATAx for any symmetric
matrix A, ∂

∂ξ̄k′
ECB
k (ξ) is computed as

∂
∂ξ̄k′
ECB
k (ξ) = 2Nκατdρd

(
Θ2
kξ̄k′ +Nωk′kω

T
k′kξ̄k′

)
. (23)

2) Projection onto S: In fact, the projection onto S admits
a mathematical closed-form solution. Specifically, for a given
vector x =

[
xT1 , ...,x

T
L

]T
with xl ∈ CN×1, PS (x) is the

solution to the following minimization problem

min
ξ

{
‖ξ − x‖2|ξ ∈ S

}
. (24)

Since ‖ξ − x‖2 is separable with respect to ξl, problem (24)
can be decomposed into a series of sub-problems for each AP
as

min
ξl

{
‖ξl − xl‖2|ξlk > 0; ‖ξl‖ 6 1/

√
N,∀l,∀k

}
, (25)

which corresponds to the projection onto the intersection of
the positive orthant and a Euclidean ball. By virtue of [37,
Theorem 7.1], the solution to (25) is found as

ξl =
1/
√
N

max
(

1/
√
N,
∥∥[xl]+

∥∥) [xl]+, (26)

where notation [xl]+ means the projection onto the positive
orthant. By stacking the results in (26) associated with all APs
into a vector, the solution to (24) is obtained.

B. Max-Min HE for NCB Scheme

Likewise, when concentrating on NCB scheme, problem
HNCB can be specified by inserting wNCB

lk = ĝ∗lk/ ‖ĝlk‖ into
problem H

HNCB : max f̄ (ζ) , min
∀k
ENCB
k (ζ) (27a)

s.t. ζ ∈ S̄ = {ζ|ζlk > 0; ‖ζl‖ 6 1,∀l,∀k} , (27b)

where ENCB
k (ζ) is listed in (12) and S̄ denotes the feasible

set of ζ. Same as HCB, an approximate solution to HNCB can
be approached by implementing Algorithm 1 with ξ, S, and
f (ξ, λ) being respectively substituted with ζ, S̄, and f̄ (ζ, λ),
where

f̄ (ζ, λ) = − 1

λ
ln

(
1

K

K∑
k=1

e−λE
NCB
k (ζ)

)
. (28)

Let the corresponding optimal HE for the NCB scheme be
ENCB-Opt , f̄

(
ζOpt

)
, where ζOpt is the optimal solution to

HNCB. Based upon (28), the gradient of f̄ (ζ, λ) is expressed
as

∇f̄ (ζ, λ) =
[
∂
∂ζ̄1

f̄ (ζ, λ) , ∂
∂ζ̄2

f̄ (ζ, λ) , ..., ∂
∂ζ̄K

f̄ (ζ, λ)
]T
,

(29)

where

∂
∂ζ̄k′

f (ζ, λ) =

K∑
k=1

e−λE
NCB
k (ζ) × ∂

∂ζ̄k′
ENCB
k (ζ)

K∑
k=1

e−λE
NCB
k (ζ)

, (30)

and

∂
∂ζ̄k′
ENCB
k (ζ) = 2κατdρd

(
Ξ2
kζ̄k′ + Γ2

Nωk′kω
T
k′kζ̄k′

)
. (31)

In addition, the projection onto S̄ yields

ζl =
1

max
(
1,
∥∥[xl]+

∥∥) [xl]+. (32)
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C. Complexity Analysis

Focusing on problem HCB, it is easy to conclude that the
computational complexity of each iteration in Algorithm 1
mainly lies in three arithmetic operators: f (ξ), ∇f (ξ, λ), and
PS (ξ). Since calculating ECB

k (ξ) requires LK multiplications,
the complexities of finding f (ξ) and ∇f (ξ, λ) are both
O
(
LK2

)
. Besides, the complexity of PS (ξ) is O (LK). In

conclusion, the complexity of each iteration in Algorithm 1
for determining HCB is O

(
LK2

)
. Likewise, the per-iteration

complexity for determining HNCB is also O
(
LK2

)
.

V. APG-BASED MAX-MIN FAIRNESS POWER CONTROL
FOR ACHIEVABLE RATE

In this section, we aim to design the max-min fairness power
control strategies for the DL achievable rate under both CB
and NCB techniques and determine the optimums RCB-Opt

and RNCB-Opt by applying the APG method. These obtained
optimums combined with ECB-Opt and ENCB-Opt derived in
Section IV facilitate quantifying the max-min HE-rate trade-
offs under different precoding schemes.

A. Max-Min Achievable Rate for CB Scheme

The max-min fairness power control problem with respect
to the achievable rate under a set of per-AP power constraints
for the CB scheme has the form of

RCB : max M (ξ) , min
∀k
RCB
k (ξ) (33a)

s.t. ξ ∈ S, (33b)

where RCB
k (ξ) and S are defined in (16) and (19b), respec-

tively. It remarks that M (ξ) is also non-differentiable with
respect to ξ and the smoothing method [36] discussed in the
former section should be recalled. With this technique, an
approximate solution to problem RCB can be determined by
resorting to Algorithm 1 with f (ξ, λ) being replaced with
M (ξ, λ), where

M (ξ, λ) = − 1

λ
ln

(
1

K

K∑
k=1

e−λR
CB
k (ξ)

)
. (34)

The resulting optimal achievable rate with the CB scheme is
denoted as RCB-Opt , M

(
ξOpt

)
, where ξOpt corresponds to

the optimal solution to RCB. Note that the difference between
problems HCB and RCB manifests itself in the objectives, we
only need to recalculate the gradient ofM (ξ, λ), ∇M (ξ, λ).
It is expressed as

∇M (ξ, λ) =[
∂
∂ξ̄1
M (ξ, λ) , ∂

∂ξ̄2
M (ξ, λ) , ..., ∂

∂ξ̄K
M (ξ, λ)

]T
.

(35)

Let us define Ak (ξ) = N2ρd
(
ωTkkξ̄k

)2
and Bk (ξ) =

N2ρd

K∑
k′ 6=k

(
ωTk′kξ̄k′

)2
+ Nρd

K∑
k′=1

∥∥Θkξ̄k′
∥∥2

+ σ2,

then RCB
k (ξ) is written as RCB

k (ξ) = (1−α)
ln 2 ×

(ln (Ak (ξ) + Bk (ξ))− ln (Bk (ξ))). By leveraging

∇‖Ax‖2 = 2ATAx, the quantity ∂
∂ξ̄k′
M (ξ, λ) in (35)

equals

∂
∂ξ̄k′
M (ξ, λ) =

K∑
k=1

e−λR
CB
k (ξ) × ∂

∂ξ̄k′
RCB
k (ξ)

K∑
k=1

e−λR
CB
k (ξ)

, (36)

where
∂

∂ξ̄k′
RCB
k (ξ) =

(1− α)

ln 2

( ∂
∂ξ̄k′
Ak (ξ) + ∂

∂ξ̄k′
Bk (ξ)

Ak (ξ) + Bk (ξ)
−

∂
∂ξ̄k′
Bk (ξ)

Bk (ξ)

)
,

(37)

∂
∂ξ̄k′
Ak (ξ) =

{
2N2ρdωkkω

T
kkξ̄k, ∀k′ = k,

0, ∀k′ 6= k,
(38)

and

∂
∂ξ̄k′
Bk (ξ) =

{
2NρdΘ

2
kξ̄k, ∀k′ = k,

2N2ρdωk′kω
T
k′kξ̄k′ + 2NρdΘ

2
kξ̄k′ , ∀k′ 6= k.

(39)

B. Max-Min Achievable Rate for NCB Scheme

The max-min fairness power control problem for the achiev-
able rate under a set of per-AP power constraints in the
presence of the NCB scheme is formulated as

RNCB : max M̄ (ζ) , min
∀k
RNCB
k (ζ) (40a)

s.t. ζ ∈ S̄, (40b)

where RNCB
k (ζ) and S̄ are defined in (17) and (27b), respec-

tively. Following the same techniques for solving problem
HCB, an approximate solution to problem RNCB can be ap-
proached by implementing Algorithm 1 with ξ, S , and f (ξ, λ)
being replaced with ζ, S̄, and M̄ (ζ, λ), where

M̄ (ζ, λ) = − 1

λ
ln

(
1

K

K∑
k=1

e−λR
NCB
k (ζ)

)
. (41)

The corresponding optimal achievable rate for the NCB
scheme is denoted as RNCB-Opt , M̄

(
ζOpt

)
, where ζOpt is

the optimal solution to RNCB. By virtue of (41), the gradient
of M̄ (ζ, λ) is written as

∇M̄ (ζ, λ) =[
∂
∂ζ̄1
M̄ (ζ, λ) , ∂

∂ζ̄2
M̄ (ζ, λ) , ..., ∂

∂ζ̄K
M̄ (ζ, λ)

]T
,

(42)

where

M̄ (ζ, λ) = − 1

λ
ln

(
1

K

K∑
k=1

e−λR
NCB
k (ζ)

)
. (43)

Next, using the preliminaries Ck (ζ) = Γ2
Nρd

(
ωTkkζ̄k

)2
and

Dk (ζ)=Γ2
Nρd

K∑
k′ 6=k

(
ωTk′kζ̄k′

)2
+ρd

K∑
k′=1

∥∥Ξk′kζ̄k′
∥∥2

+σ2, we



8

obtain RNCB
k (ζ) = (1−α)

ln 2 (ln (Ck (ζ)+Dk (ζ))−ln (Dk (ζ))).
Besides, ∂

∂ζ̄k′
RNCB
k (ζ) equals

∂
∂ζ̄k′
RNCB
k (ζ) =

(1− α)

ln 2

( ∂
∂ζ̄k′
Ck (ζ) + ∂

∂ζ̄k′
Dk (ζ)

Ck (ζ) +Dk (ζ)
−

∂
∂ζ̄k′
Dk (ζ)

Dk (ζ)

)
,

(44)

where

∂
∂ζ̄k′
Ck (ζ) =

{
2Γ2

Nρdωkkω
T
kkζ̄k, ∀k′ = k,

0, ∀k′ 6= k,
(45)

and

∂
∂ζ̄k′
Dk (ζ) =

{
2ρdΞ

2
kkζ̄k, ∀k′ = k,

2Γ2
Nρdωk′kω

T
k′kζ̄k′ + 2ρdΞ

2
k′kζ̄k′ , ∀k′ 6= k.

(46)

C. Complexity Analysis

Since the calculations ofRCB
k (ξ) andRNCB

k (ζ) both require
LK multiplications and the computational complexity of each
iteration in Algorithm 1 mainly lies in the objective, gradient,
and the projection on the feasible set, the complexity of each
iteration for solving RCB and RNCB is O

(
LK2

)
.

VI. SIMULATION RESULTS AND DISCUSSIONS

In this section, extended numerical experiments are pre-
sented to compare the CB and NCB techniques in terms of the
HE and achievable rate under the full power control (FPC) and
APG-based max-min fairness power control strategies. Also,
the simulation parameters and system settings are discussed.

A. Parameters Settings

In this work, all APs and sensors are randomly distributed
in a square area with side length of 1 km. We adopt the simple
FPC as the power control scheme unless power is optimized
using our proposed Algorithm 1. Specifically, it admits the
power weighting factors as ηCB

lk = 1/
(
N
∑K
k′=1 γlk′

)
and

ηNCB
lk = γlk/

∑K
k′=1 γlk′ ,∀l,∀k. Unless otherwise specified,

the simulation parameters used in this paper are enumerated
in Table II, shown at the top of this page. These parameters
are taken from [21].

B. Performance Evaluation

In Fig. 3, the sum-HEs ECB
sum and ENCB

sum are displayed as the
functions of the AS number K for different per-AP antenna
number N under the FPC strategy. From Fig. 3, the first
observation is that ECB

sum substantially outperforms ENCB
sum for K

ranging from 20 to 200, which means that the CB scheme is
able to reap more wireless RF energy than the NCB scheme.
Besides, since using additional antennas at the APs harvests
more multiplexing and antenna array gains, the sum-HEs
related to “N = 4” surpass the sum-HEs associated with
“N = 2”, which indicates that increasing N is beneficial
for energy harvesting enhancement. Note that in Fig. 3, the

TABLE II
SYSTEM PARAMETERS

Parameter Value

Noise variance σ2 -96 dBm
Bandwidth B 20 MHz
Shadow fading standard deviation σsh 8 dB
Reference distances in (2) d0, d1 0.01, 0.05 km
Length of UL training τp 20
Length of coherence interval τc 200
UL training power ρp 0.5 W
DL transmission power ρd 1 W
TS factor α 0.4
RF-to-DC conversion efficiency κ 0.8
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Fig. 3. Sum-HEs ECB
sum and ENCB

sum versus the AS number K under the FPC
strategy.

curves labeled “L = 10” correspond to a traditional distributed
mMIMO system with 10 BSs. Given the total antenna number
(i.e., LN is fixed), the CF architecture possesses more HE
than the distributed counterpart does, which can be explained
as the former helps shorten the end-to-end communication
distances, thereby alleviating the impact of attenuation. We
stress that for both CF and distributed mMIMO topologies, the
simulation HE curves are plotted via Monte-Carlo simulations
by inserting wCB

lk = ĝ∗lk and wNCB
lk = ĝ∗lk/ ‖ĝlk‖ into (10),

and the analytical HE curves are obtained by resorting to (11)
and (12), respectively. Fig. 3 shows that the simulated HEs
perfectly match the analytical ones, which clearly verifies the
tightness of the derived HE expressions in Theorem 1.

The behaviors of the sum-rates RCB
sum and RNCB

sum in Theorem
2 varying with different AS number K are depicted in Fig. 4,
utilizing the same settings as in Fig. 3. Note that the simulation
counterparts, which are generated by the ergodic rates in
(15), are also displayed here for performance comparison. The
high consistency between the simulated and analytical results
corroborates the correctness of our closed-form derivations in
Theorem 2. Once again, the CF architecture yields a better
sum-rate than the distributed structure as previously discussed.
Besides, we find all sum-rates monotonically increase with K
and RNCB

sum is significantly superior to RCB
sum in the regimes of
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Fig. 4. Sum-rates RCB
sum and RNCB

sum versus the AS number K under the FPC
strategy.
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Fig. 5. Sum-rates RCB
sum and RNCB

sum versus sum-HEs ECB
sum and ENCB

sum under
the FPC strategy. Here, K = 100 and N = 2.

medium and large AS number. Combined with the insights
drawn from Fig. 3, it is easy to conclude that the NCB
scheme is able to provide a higher sum-rate but performs
unsatisfactorily in gathering RF energy as compared to the
CB scheme. In the following, due to the tightness between the
simulated and analytical results, we use the latter to conduct
the investigation.

Fig. 5 illustrates the sum-rates RCB
sum and RNCB

sum as the
functions of the sum-HEs ECB

sum and ENCB
sum against different

AP number L under the FPC strategy. The HE-rate trade-off
curves in Fig. 5 are generated by letting the TS factor α vary
from 0 to 1, in steps of 0.1. Note that the rightmost point
means the largest sum-HE while the highest point denotes the
largest sum-rate. Obviously, for both CB and NCB schemes,
since more time-slots are dedicated to capture energy, the sum-
HEs increase with the growth of α regardless of the value of
L, but this will inevitably hamper the achievable sum-rates.
Besides, since increasing the AP density in a given area admits
a higher degree of macro-diversity and lower path loss, the

0 1 2 3 4 5
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Fig. 6. CDFs of the per-AS HEs in each coherence interval ECB
k and ENCB

k
with and without Algorithm 1. Here, L = 60, K = 20, and N = 2.

HE-rate trade-offs associated with “L = 200” greatly exceed
that of “L = 100”. Also, it should be mentioned that the
slopes of the CB curves are greater than that of the NCB
ones, which can be interpreted as the CB scheme can harvest
more energy but achieve a lower sum-rate as compared to the
NCB counterpart. This insight provides theoretical support for
CF-mMIMO-based IoT SWIPT networks to choose a precoder
reasonably. Aside from this, to further explore the impacts of
α on the sum-HEs and sum-rates, let us denote the products
of the sum-HEs and sum-rates as χCB , RCB

sum × ECB
sum and

χNCB , RNCB
sum × ENCB

sum . Considering an IoT network with
L = 200, it has χCB = 103 × {0 , 5.41, 9.61, 12.62, 14.42,
15.02, 14.42, 12.62, 9.61, 5.41, 0} and χNCB = 103×{0 , 4.92,
8.74, 11.47, 13.11, 13.66, 13.11, 11.47, 8.74, 4.92, 0} for α
ranging from 0 to 1, in steps of 0.1. We can see that the CB
scheme outperforms the NCB one in terms of χ, therefore,
it is recommended to execute the CB technique at the APs
to achieve a higher χ. Moreover, for both CB and NCB
methods, χ is a discrete concave function with respect to α
and approaches its optimum when α = 0.5, which means that
the highest χ can be arrived by halving the DL transmission
time-slots.

C. APG-based Max-Min Fairness Power Control

All the above simulations are conducted on the FPC strat-
egy. In what follows, the effectiveness of the proposed APG-
based max-min fairness power control is verified. First of all,
the cumulative distribution functions (CDFs) of the per-AS
HEs ECB

k and ENCB
k with and without the proposed power

optimization method are displayed in Fig. 6. Clearly, ECB
k is

higher than ENCB
k for both FPC and Algorithm 1, which once

again shows the superiority of the CB scheme in gathering RF
energy. Compared with the FPC policy, the proposed max-min
fairness HE algorithm can make the distributions of ECB

k and
ENCB
k more concentrated. Quantitatively speaking, after imple-

menting Algorithm 1, around 80% of ECB
k and ENCB

k fluctuate
in ranges of 10−7 × [0.97, 2.60] J and 10−7 × [0.82, 1.94] J,
respectively. The CDFs of the per-AS rates RCB

k and RNCB
k
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Fig. 7. CDFs of the per-AS rates RNCB
k and RNCB

k with and without
Algorithm 1. Here, L = 60, K = 20, and N = 2.
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Fig. 8. Per-AS achievable rates RCB
k and RNCB

k versus per-AS HEs ECB
k and

ENCB
k with and without Algorithm 1. Here, L = 60, K = 20, and N = 2.

with and without max-min fairness rate policy are depicted in
Fig. 7. Same as Fig. 6, the per-AS rates associated with the
proposed algorithm are much more concentrated on the median
rates. For instance, about four-fifths of the rates generated by
Algorithm 1 are scattered in the range of 1.27–1.49 bit/s/Hz
for the CB scheme, while the range is 1.60–1.82 bit/s/Hz
for the NCB case. The above observations demonstrate that
the presented max-min fairness power control policy can
effectively tackle the AS performance differentiation issue in
CF-mMIMO-based IoT SWIPT networks.

Next, we pay attention to the DL per-AS HE-rate trade-
offs under different precoding techniques and show their
behaviors in Fig. 8 with both FPC and max-min fairness power
control policies. Note that the max-min HE-rate trade-offs
are generated by using the optimal solutions ECB-Opt, RCB-Opt,
ENCB-Opt, and RNCB-Opt. Without loss of generality, Fig. 8 only
concretizes the HE-rate trade-offs of AS1 and AS2. As can
be readily observed, different ASs experience distinct HE-rate
trade-offs in the context of the FPC. However, this is not the
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Fig. 9. Run-times of the proposed policy and the convex-solver-based policy
for the CB scheme. Here, K = 20 and N = 2.
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Fig. 10. Run-times of the proposed policy and the convex-solver-based policy
for the NCB scheme. Here, K = 20 and N = 2.

case when implementing the max-min fairness power control
strategy, in which both AS1 and AS2 possess the same HE-rate
trade-offs regardless of their geographical locations.

To conclude this section, in Figs. 9 and 10, we compare
the run-times (in second) of the proposed APG-based strategy
with the convex-solver-based policy for both CB and NCB
schemes, respectively. Note that in Figs. 9 and 10 we focus
on problems RCB and RNCB, and the traditional convex-
solver-based methods for determining the above problems are
respectively presented in [21, Section IV-B] and [38, Section
III-A], which are implemented by using the convex conic
solver SDPT3 through the modeling tool CVX 2.1 in this
work. Our simulations are developed on MATLAB 2020a and
executed on a Windows 10 64-bit system with 16 GB RAM
and Intel Core i7-8700, 3.2 GHz. As expected, the total run-
times of the proposed strategy are far less than that of the
convex-solver-based approach for both CB and NCB schemes,
which confirms the merits of our proposed APG-based power
control policy.
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VII. CONCLUSIONS

In this work, we have conducted the performance analyses
of DL CF-mMIMO-based IoT SWIPT networks in terms of
the HE and achievable rate under different precoding tech-
niques. Rigorous closed-form expressions for the underlying
performance metrics with both CB and NCB schemes were
respectively derived. Aside from this, we also designed an
APG-based max-min fairness power control policy to pro-
vide uniform HE and achievable rate for all ASs. Extended
simulation results reveals that the CB scheme harvests more
wireless RF energy but yields a lower achievable rate than
the NCB scheme. Besides, the proposed APG-based max-min
power control strategy was more effective in guaranteeing the
sensor fairness with reducing run-time.

APPENDIX A
PROOF OF THEOREM 1

Since the CB scheme permits wCB
lk = ĝ∗lk, ECB

k in (10) is
computed as
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where (a) uses [21, Eq. (54)] and γlkβlk′β
−1
lk =

√
γlkγlk′

if ϕk′ = ϕk. In the context of the NCB technique, we have
wNCB
lk = ĝ∗lk/ ‖ĝlk‖. Substituting it into (10) yields
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We focus on E
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/
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∣∣∣} and this term
can be expanded into two separate terms ∆1 and ∆2, as
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From (49), it is straightforward to see that the calculation of
∆1 needs to consider two separate cases with ϕk = ϕk′ and
ϕk 6= ϕk′ . Note that when ϕk = ϕk′ , ĝlk = βlkβ

−1
lk′ ĝlk′ . By

inserting this equality into ∆1, it obtains
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‖ĝlk′‖2
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where (b) follows from the substitution of glk = ĝlk+εlk and
E
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∗
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}
= 0, and (c) is owing to (6). Besides, we stress

that if ϕk 6= ϕk′ , glk is uncorrelated with ĝlk′ since ĝlk′ does
not contain any information with respect to glk. Under this
condition, ∆1 is equal to
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Until now, the quantity ∆2 in (49) has not yet been computed.
From ∆2, it is straightforward to conclude that only when
ϕk = ϕk′ , the value of ∆2 is not zero. By inserting ĝlk =
βlkβ

−1
lk′ ĝlk′ into ∆2, ∆2 is further written as
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where in (d) we use E {‖ĝlk′‖} = ΓN
√
γlk′ with ΓN =

Γ (N + 1/2) /Γ (N) and (e) is obtained by using βlk′β−1
lk =√

γlk′γ
−1
lk . Plugging (50)–(52) into (49) and substituting the

obtained (49) into (48), ENCB
k is proved.

APPENDIX B
PROOF OF THEOREM 2

We begin with the proof of RCB
k . Bearing in mind that

wCB
lk = ĝ∗lk and the channel estimate and estimate error are

uncorrelated under the MMSE property, E
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where (f) is obtained by letting k′ = k in (47). By subtracting
the terms associated with k′ = k in (47), the third expectation
in (15) when considering the CB scheme is written as
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Plugging (53)–(55) into (15) and performing some linear
algebraic operations, (16) is proved. We stress that the proof
of (17) can be finished by following the same techniques in
deriving (12) and (16), the detailed procedures are omitted
here.
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