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A B S T R A C T 

The quasar target selection for the upcoming surv e y of the Dark Energy Spectroscopic Instrument (DESI) will be fixed for 
the next 5 yr. The aim of this work is to validate the quasar selection by studying the impact of imaging systematics as well 
as stellar and galactic contaminants, and to develop a procedure to mitigate them. Density fluctuations of quasar targets are 
found to be related to photometric properties such as seeing and depth of the Data Release 9 of the DESI Le gac y Imaging 

Surv e ys. To model this comple x relation, we e xplore machine learning algorithms (random forest and multilayer perceptron) as 
an alternative to the standard linear regression. Splitting the footprint of the Le gac y Imaging Surv e ys into three regions according 

to photometric properties, we perform an independent analysis in each region, validating our method using extended Baryon 

Oscillation Spectroscopic Surv e y (eBOSS) EZ-mocks. The mitigation procedure is tested by comparing the angular correlation 

of the corrected target selection on each photometric region to the angular correlation function obtained using quasars from the 
Sloan Digital Sky Survey (SDSS) Data Release 16. With our procedure, we reco v er a similar lev el of correlation between DESI 
quasar targets and SDSS quasars in two-thirds of the total footprint and we show that the excess of correlation in the remaining 

area is due to a stellar contamination that should be remo v ed with DESI spectroscopic data. We derive the Limber parameters 
in our three imaging regions and compare them to previous measurements from SDSS and the 2dF QSO Redshift Survey. 

Key words: methods: data analysis – surv e ys – large-scale structure of Universe – cosmology: observations. 
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 I N T RO D U C T I O N  

he Dark Energy Spectroscopic Instrument (DESI) 1 will conduct a
pectroscopic surv e y of a third of the sk y (i.e. 14 000 deg 2 ) o v er a
eriod of 5 yr (DESI Collaboration 2016 ). At the end of the surv e y,
ESI is expected to produce a catalogue of 35 million objects

o v ering redshifts up to ∼4. This will be the largest catalogue
f spectroscopic sources ever observed, increasing by an order of
agnitude the number of sources observed by the Sloan Digital Sky
urv e y 2 (SDSS; Ahumada et al. 2020 ). 
 E-mail: edmond.chaussidon@cea.fr 
 https:// www.desi.lbl.gov/ 
 https:// www.sdss.org/dr16/ 
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The DESI surv e y will pro vide the most detailed 3D map of the
atter distribution in the Universe as traced by four different target

lasses: galaxies from a Bright Galaxy Surv e y (BGS) in the redshift
ange 0.05 < z < 0.4; luminous red galaxies (LRGs) in the range 0.4
 z < 1.1; emission line galaxies (ELGs) in the range 0.6 < z < 1.6;

nd quasars or quasi-stellar objects (QSOs) at z > 0.8. The DESI
ollaboration will use these data sets to perform analyses of baryon
coustic oscillations and redshift-space distortions to constrain the
xpansion history of the Universe and the growth of structure. Similar
tudies were conducted on the final SDSS data set (Data Release 16 –
R16) by Gil-Marin et al. ( 2020 ), Wang et al. ( 2020 ), Bautista et al.

 2021 ) (using LRGs), Tamone et al. ( 2020 ), Raichoor et al. ( 2021 ),
e Mattia et al. ( 2021 ) (using ELGs), Neveux et al. ( 2020 ), Hou et al.

 2021 ) (using QSOs), and du Mas des Bourboux et al. ( 2020 ) (using
he Ly α forest). DESI should also enable precise measurements of
© 2021 The Author(s) 
lished by Oxford University Press on behalf of Royal Astronomical Society 
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he sum of the neutrino masses, as well as investigations of modified
ravity and theories of inflation. 
A promising approach to probe inflation is through the tiny 

mprint left on the matter power spectrum by inflation-induced 
rimordial non-Gaussianity. As noted for instance in Ross et al. 
 2013 ), Castorina et al. ( 2019 ), and Mueller et al. ( 2021 ), this
easurement is known to be limited by systematic effects on large 

cales, most of which are due to imaging systematics imprinted on the
ensity of spectroscopic targets. To prepare for upcoming clustering 
nalyses with DESI, it is therefore crucial to study and be able to
itigate the imaging systematics that impact target selection. 
The aim of this paper is to mitigate systematics for the DESI

SO target selection. We compute the angular clustering properties 
f the QSO targets in order to validate the selection method and to
rovide a control sample of QSO targets stripped of residual biases
rom imaging systematics or selection criteria. This is particularly 
mportant as the QSO target selection is known to be strongly
ontaminated by stars in addition to being impacted by imaging 
ystematics. This work also serves as a crucial input to the selection
f the QSO targets for DESI, which will soon be finalized for the
-yr duration of the surv e y, in order to a v oid strong imprints into the
pectroscopic QSO sample due to imaging systematics that occur 
uring the target selection. Finally, it is also a proof of concept. Since
he stellar contamination of the target selection will be remo v ed after
he spectroscopic surv e y, the same method could be used to mitigate
ystematics in the DESI spectroscopic QSO sample. 

Different strate gies hav e been dev eloped to deal with imaging
ystematic effects and impro v e the reliability of clustering studies.
n this work, we follow the approach that was used for SDSS
tudies (Myers et al. 2006 ; Ross et al. 2011 , 2017 , 2020 ; Ho et al.
012 ; Raichoor et al. 2021 ) and for Dark Energy Surv e y (DES
ollaboration 2021 ) studies (Leistedt et al. 2016 ; Elvin-Poole et al.
018 ). This method models the variation of target density as a linear
unction of imaging features (see e.g. Myers et al. 2015 ; Prakash
t al. 2016 ) in order to remo v e fluctuations caused by imaging
ystematics. A correction weight is then computed and applied to the 
ata. Since this method smooths density fluctuations, one needs to 
heck to what level the mitigation procedure affects the cosmological 
ignal. Another less common approach is based on mode projection 
Rybicki & Press 1992 ; Tegmark et al. 1998 ; Leistedt et al. 2013 ;
lsner, Leistedt & Peiris 2016 ; Kalus et al. 2019 ): modes (in Fourier
pace) or pixels (in configuration space) are assigned increased 
ariance where the systematics map exhibits large values, such that 
he covariance matrix has larger values in the presence of systematics. 
his is a robust method, which, ho we ver, only mitigates systematics
sing also a linear combination of the imaging maps. It cannot model
he non-linear effects that are now observed, as illustrated in Ho et al.
 2012 ). The correction-weights and mode-projection strategies can 
e combined in a common framework as explained in Weaverdyck & 

uterer ( 2021 ). 
To circumvent the assumption that only known features can 

ompletely explain all imaging systematics, one can also use a 
orward-modelling approach (Suchyta et al. 2016 ; Burleigh 2018 ; 
ong et al. 2020 ). Such an approach accounts for source detection and

arget selection processes in an end-to-end fashion, by injecting f ak e
alaxies into raw images, running source detection on the images, 
nd applying target selection algorithms to the resulting sources. 

Some studies of how imaging systematics affect DESI target 
election have already been undertaken. For instance, Kitanidis et al. 
 2020 ) gave a first overview of imaging systematics for different
ESI target classes selected from Data Release 7 (DR7) of the DESI
e gac y Imaging Surv e ys (see e.g. De y et al. 2019 ), and found that the
ESI QSO target sample suffered from strong contaminating effects. 
n another study of DR7 of the Le gac y Imaging Surv e ys, Rezaie et al.
 2020 ) analysed how imaging systematics affect the extended Baryon
scillation Spectroscopic Surv e y (eBOSS)-like ELG selection, and 
sed an artificial neural network to mitigate non-linear effects. 
The aim of this work is to analyse the final QSO target selection

hat will be used for the next 5 yr by DESI. The selection is based
n the Data Release 9 (DR9) of the Le gac y Imaging Surv e ys, which
s greatly impro v ed compared to prior data releases. For instance,
R9 co v ers the full footprint of the Le gac y Imaging Surv e ys (about
0 000 deg 2 ), incorporates improved background fitting, and uses the
atest definition of bright star and large-galaxy masks. To mitigate 
ystematic effects on the QSO selection, we will explore machine 
earning approaches based on random forests (RFs) and neural 
etworks (NNs), which we will compare to each other and to a
raditional linear treatment. We will test our mitigation process by 

easuring the angular properties of the QSO target selection, before 
nd after applying the weights derived from these techniques. The 
ensity fluctuation of the QSO target selection is non-linear with 
espect to imaging properties due to significant stellar contamination. 

e account for this contamination by including the Milky Way and
agittarius Stream stellar distributions as additional inputs to our 
itigation procedure. 
This paper is organized as follows. In Section 2, we outline the

ESI DR9 Le gac y Imaging Surv e ys and introduce the strate gy used
SO target selection. The observational features we study and the 
ethod used to mitigate systematics are detailed in Section 3. In
ection 4, we show the results of our systematic mitigation and
iscuss how density fluctuations in the QSO target sample are 
elated to observational features. In Section 5, we analyse the angular
lustering properties of the DESI QSO target sample, illustrating the 
fficiency of our methods. Finally, our conclusions are presented in 
ection 6. 
All magnitudes in this paper will be quoted on the AB system,

ncluding magnitudes from the Wide-field Infrared Surv e y Explorer 
WISE) that are often given on the Vega system. In addition, except
hen mentioned otherwise, all computations with HEALPIX pixels 

re done with N side = 256 (a pixel area of ∼0.05 deg 2 ) and all maps
re plotted in a Mollweide projection with a HEALPIX resolution of
 side = 64. 

 QUASAR  TA R G E T S  IN  L E G AC Y  I MAG ING  

URV EYS  

n this section, we introduce the Le gac y Imaging Surv e ys that are
sed to perform the DESI QSO target selection. We then present the
SO target selection method itself, and finally discuss areas of the
ESI footprint that have particularly high target density. 

.1 Data Release 9 of Legacy Imaging Sur v eys 

o select targets for the DESI spectroscopic surv e y, the Le gac y Imag-
ng Surv e ys 3 programme was conducted o v er more than 14 000 de g 2 

f sky from the Northern hemisphere, in three optical bands: g
470 nm ), r (623 nm ), and z (913 nm ). The optical surv e ys were
omplemented by two infrared bands from the custom ‘unWISE’ 
oadds (e.g. Meisner, Lang & Schlegel 2017 ) of the all-sky data of
he WISE satellite (Wright et al. 2010 ), namely: W 1 (3 . 4 μm ) and
 2 (4 . 6 μm ). A full description of the Le gac y Imaging Surv e ys is
MNRAS 509, 3904–3923 (2022) 
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Table 1. Median values of the PSF depth and PSF size (cf. Section 3.1.1) for 
the three imaging surv e ys that together constitute the DR9 Le gac y Imaging 
Surv e ys. DECaLS is split according to the DES region since the quality of 
the photometry inside this region is significantly better. 

PSF depth (mag) PSF size (arcsec) 
g r z g r z 

DECaLS (non-DES) 24.7 24.2 23.3 1.51 1.38 1.31 
DES 25.2 25.0 23.8 1.42 1.24 1.14 
BASS 24.2 23.7 1.89 1.67 
MzLS 23.3 1.24 

Figure 1. Distribution of the PSF depth r (cf. Section 3.1.1) in the DR9 
Le gac y Imaging Surv e ys footprint. The r band is used to define the magnitude 
limit for DESI QSO target selection. The solid black line shows the Galactic 
plane. Three different imaging footprints are highlighted. The blue region is 
the combination of BASS and MzLS (designated North in this paper). The 
red region is the DES part of DECaLS (designated DES ). The green region, 
which excludes the red and the blue regions, is the non-DES part of DECaLS 
(designated South ). 
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vailable in Dey et al. ( 2019 ). The optical bands were collected via
hree independent programmes. 

(i) The Beijing–Arizona Sky Survey (BASS; Zou et al. 2019 )
bserved ∼5100 deg 2 of the North Galactic Cap (NGC) in g and r
sing the 2.3-m Bok Telescope. The area surv e yed corresponded to
pproximately Dec . > 32 . ◦375. 

(ii) The Mayall z-band Le gac y Surv e y (MzLS; Silva et al. 2016 )
rovided z-band observations over the same footprint as BASS using
he 4-m Mayall Telescope. Because the median value of the point
pread function (PSF) size is significantly better than in the BASS
ata, the MzLS data are critical for deblending sources and deriving
ource morphology. 

(iii) The Dark Energy Camera Le gac y Surv e y (DECaLS) was
erformed with the Dark Energy Camera (DECam; Flaugher et al.
015 ) on the 4-m Blanco Telescope. DECaLS observed the bulk
f the Le gac y Imaging Surv e ys footprint in g , r , and z. DECam
as initially built to conduct the Dark Energy Surv e y (DES) and
ECaLS expanded the DES area using publicly available DECam

ime. Ho we ver, DES imaging is significantly deeper than standard
ECaLS observations as it is co v ered by more exposures (more than

our in each band). 

The median values of the PSF depth and PSF size that quantify the
uality of the photometry, as explained in Section 3.1.1, are given in
able 1 for each program. Fig. 1 shows the PSF depth r in the Le gac y
maging Surv e ys and highlights three distinct re gions. 
NRAS 509, 3904–3923 (2022) 
(i) In blue, the combination of BASS and MzLS co v ering the
orthern part ( ∼5100 deg 2 ) of the DESI footprint (designated North
ereafter). 
(ii) In red, the DES part of DECaLS co v ering ∼4600 deg 2 

designated DES ). 
(iii) In green, the non-DES part of DECaLS co v ering ∼9900 deg 2 

designated South ). 

The region around the Large Magellanic Cloud (RA, Dec. in the
anges [52 ◦, 100 ◦] and [ −70 ◦, −50 ◦], respectiv ely) is e xcluded from
ur study as it is heavily contaminated by stars. 

.2 QSO target selection 

he QSO selection used in this study is an updated version of the
reliminary selection described in Y ̀eche et al. ( 2020 ). It follows the
ame general principles but is now based upon Le gac y Surv e ys DR9
nstead of DR8. We briefly summarize below the key properties of
he selection. 

QSOs are galaxies where a central supermassive black hole
ccretes large amounts of relativistic gas. The accreting region
sually outshines the host galaxy by a large factor while being
oo small to be resolved, making these distant objects appear to
s as point sources. The QSO selection therefore focuses solely on
on-extended sources (i.e. sources with point source morphology)
n the DR9 catalogue to a v oid an almost 10-fold contamination by
alaxies. The QSO selection then uses colours to distinguish the
SOs from other point sources (i.e. typically stars). We restrict the

election to magnitudes in the range 16.5 < r < 23.0 to reduce
he stellar contamination at the bright end and limit to sources with
eliable colours at the faint end. In addition, cuts on the WISE bands
 W 1 < 22.3 and W 2 < 22.3) are used to further limit contamination
y stars. We only consider sources that are not near bright stars,
alaxies or globular clusters, i.e. excluding objects with MASKBITS

, 12, or 13 set in the Le gac y Surv e ys catalogues. 4 

In the absence of u band, we cannot apply a selection that relies
pon the ultraviolet (UV) excess of quasars (e.g. Myers et al. 2015 ). In
ESI, the main discrimination between quasars and stars is therefore
btained from the fact that quasars are about 2 mag brighter in the
ear-infrared at all redshifts than stars of comparable magnitudes and
olours in the optical. The selection method uses a RF classification
aking as input the r -band magnitude and all colours from two-
and combinations of grzW 1 W 2. The selection then identifies QSO
andidates as sources that have a probability exceeding an r -
ependent threshold. To take into account the differences in the
hotometry, the probability thresholds are tuned independently o v er
he three imaging footprints in Fig. 1 to produce a median density
f 300 targets per deg 2 in weakly stars contaminated re gions. F or
he North (respectively South), the median is computed in box of
A, Dec. ∈ [120 ◦, 240 ◦] × [32 . ◦3, 40 ◦] (respectively [120 ◦, 240 ◦] ×

24 ◦, 32 . ◦2]), and o v er all of the DES footprint. Since DES is less
ontaminated by stars than the other regions, the target density is on
verage smaller than 300 targets per deg 2 . The median in DES is 285
argets per deg 2 . The heat map of the resulting selection is illustrated
n Fig. 3 . 

Fig. 2 shows the magnitude distribution of the QSO targets in the
 , z, W 1, and W 2 bands and demonstrates that these distributions are
imilar for each of the imaging footprints highlighted in Fig. 1 . The
hree magnitude limits imposed on the selection are clearly visible on
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Figure 2. Magnitude distribution of the QSO targets in the r , z, W 1, and 
W 2 bands. These distributions are shown for the three independent imaging 
footprints in Fig. 1 . Blue is for the North, green for the South, and red for 
DES. Each grey histogram depicts the magnitude distribution for the parent 
sample of sources (PSF sources with r < 23) from which QSO targets are 
selected. 
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he corresponding histograms. Note that the r < 23.0 limit also affects 
he z-band distribution, producing a sharp drop-off at the faint end for
bjects in the top right-hand panel. The two Gaussian distributions 
or W 1 and W 2 (bottom panels) demonstrate that the selection of
 QSO target is not limited by the depth of the optical imaging
DECaLS or BASS/MzLS), but is sensitive to the determination of 
he fluxes in the WISE imaging. 

To help contextualize which bands guide the DESI QSO target 
election, it is worth noting that the colours that carry the largest
eight in the selection are first z − W 2 and z − W 1 and then g − r ,
 1 − W 2, and g − z. 

.3 Overdensity and contamination 

ig. 3 exhibits several regions with higher density of QSO targets 
han average. 

(i) The o v erdensity near the Galactic plane: the stellar density 
s higher near the Galactic plane (the black line in Fig. 3 ), which
ncreases the stellar contamination in the QSO target selection. This 
ffect is not obvious in the region bounded by RA, Dec. ∈ [120 ◦,
40 ◦] × [ −10 ◦, 15 ◦], because the lower W 1/ W 2 PSF depth counters
he excess of targets caused by the higher stellar density. 

(ii) The o v erdensity in the Sagittarius Stream (see also Sec- 
ion 3.1.2): the stellar population of the Sagittarius Stream (which 
racks the blue line in Fig. 3 ) is different from the Galactic stellar
opulation. Most of the stars in the stream are bluer than Galactic
tars and tend to have similar colours to the bulk of QSOs. Since there
s little available data at magnitudes as faint as the stream, these stars
annot be efficiently rejected and end up contaminating our selected 
ample of QSO candidates. 

(iii) The o v erdensity in the North: the DESI QSO target density
ncreases with declination. This could be due to the poorer PSF
epth in the z band in this region. This is likely caused by imaging
epth decreasing at higher declination due to increasing airmass that 
as not compensated for by additional exposure time in the MzLS
bserving strategy. Since the z band plays a crucial role in the QSO
election, the discriminating power between stars and DESI QSO 

argets is reduced at higher declinations. 
(iv) The DES footprint is the least contaminated region, as 

xpected from the high quality of the photometry in this region.
ote that DES region is even so contaminated in the region of the

rossing of the Sagittarius Stream. 

 M E T H O D O L O G Y  

ll the density and feature maps discussed in this section will be
ixelized using HEALPIX 

5 (Gorski et al. 2005 ) with N side = 256. All
EALPIX operations are done using the HEALPY 

6 package (Zonca 
t al. 2019 ). The choice of N side (i.e. the size of the pixelization) is
ustified in Section 5.2.3. 

.1 Features 

he aim of the systematic mitigation is to correct for spurious
ensity fluctuations in the target selection without suppressing the 
osmological signal contained in the targets’ clustering. We restrict 
ur study to ‘features’ directly linked to the observational properties 
uch as imaging quality and physical properties that could alter 
he observations as the stellar density. We are careful to a v oid
ncorporating parameters that relate to specific positions in the sky. 
or instance, we do not use the Modified Julian Date (MJD) as a
eature (as in e.g., Rezaie et al. 2020 ), since the date of an observation
irectly translate into the position observed on that date. 

.1.1 Observational features from DR9 

e use 10 observational features to describe the systematic effects in
he DESI QSO target selection. Whether our features are sufficient 
o describe spurious density fluctuations will be verified after the 
itigation procedure by checking the isotropy of the corrected target 

election map (see Section 4.3). The impact of mitigating system- 
tics on the observational features themselves will be presented in 
ection 4.1. 
The feature maps are generated using the script 
in/make imaging weight map from the DESITARGET 

ackage. 7 The maps, which we describe below, are extracted from 

he random catalogues provided as part of DR9 of the Legacy
maging Surv e ys, 8 with the e xception of the stellar density map. 

(i) Stellar density (stardens) ( deg −2 ): density of point sources 
rom Gaia Data Release 2 (DR2; Gaia Collaboration 2018 ) in the
agnitude range: 12 < PHOT G MEAN MAG < 17. 
(ii) E ( B − V ) ( mag ): Galactic e xtinction from Schle gel,

inkbeiner & Davis ( 1998 ) as modified by Schlafly & Finkbeiner
 2011 ). 

(iii) PSF depth (1 / nanomaggies 2 ) in r , g , z, W 1, and W 2: PSF
epth is the 5 σ point-source magnitude depth. 9 The dependence of 
arget selection on PSF depth is go v erned by two competing effects.
n the one hand, the number of resolved objects increases with PSF
MNRAS 509, 3904–3923 (2022) 
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Figure 3. Density map of the DR9 QSO target selection. The solid black line indicates the Galactic plane and the blue dashed line indicates the plane of the 
Sagittarius Stream. 
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epth. On the other hand, the determination of the flux is better
or brighter objects, which means that contaminants are more easily
ejected, resulting in a reduced number of targets. In this study, the
 depth does not limit the target selection (cf. Section 2.2): it only
ffects the measurement of the z flux. Therefore, the target density
ecreases with increased z PSF depth. In contrast, fluxes in W 1 and
 2 are obtained with forced photometry. This allows fluxes to be
easured for fainter objects that are detected at marginal significance

n the WISE imaging (see Dey et al. 2019 ). Because such fluxes are
oisy, the resulting colours scatter in regions of insufficient depth.
orresponding objects are rejected by the target selection not because

hey are not quasars but because their colours are not in the region
opulated by QSOs. Conversely, when the PSF depth in W 1 or W 2 is
igher, the colours are more precise, and a greater number of targets
re selected as genuine QSOs. 

(iv) PSF size ( arcsec ) in r , g , and z: inverse-noise-weighted
verage of the full width at half-maximum of the PSF, also called
he delivered image quality. A small value of PSF size corresponds
o a good image resolution, which leads to more precise fluxes and
mpro v ed target selection. 

Fig. 4 shows five of the 10 observational feature maps from DR9.
t is important to note that these 10 features are correlated, and the
evel of correlation depends on the imaging footprint (North, South,
ES). Stellar density and E ( B − V ) are positively correlated across

he entire sky but E ( B − V ) contains additional information. This
an be seen by comparing the top two left-hand panels in Fig. 4 in
he region near (RA, Dec.) = (0 ◦, 15 ◦). The W 1 and W 2 PSF depths
re highly correlated in all of the three imaging footprints of interest.
o we ver, we include both as our analysis will show that the W 2
SF depth is particularly heavily weighted by the RF in the North,

ndicating that this feature has extra information that is not contained
n the W 1 PSF depth. For the optical observational features, two
ases are of particular note. In the North, the g and r bands were
ollected by the same camera and so their observational features are
ositively correlated, but these features are not correlated with the
 band, which was independently obtained by MzLS. In the South
nd in DES, the three bands were collected with the same camera
nd therefore are all positively correlated. Finally, the W 1/ W 2 PSF
epths are more correlated with the other features in the DES region,
NRAS 509, 3904–3923 (2022) 
s compared to the North and the South, since all the feature maps
re more uniform in the DES footprint. 

.1.2 Sagittarius stream model 

he target density map (Fig. 3 ) shows a significant excess in the
agittarius Stream region. The Sagittarius galaxy is one of the closest
alaxies orbiting around the Milky Way. The gravitational forces
reate two tidal arms called streams wrapping the Milky Way with
he same orbit (Newberg et al. 2002 ; Majewski et al. 2003 ). 

The Sagittarius contamination (see the blue dashed line in Fig. 3 )
ccurs mainly in the South footprint but also touches the DES
ootprint. Ho we ver, none of the feature maps discussed so far contain
 pattern matching this contamination. Thus, an additional feature is
equired in our analysis. To model this feature, we use the Sagittarius
tream catalogue derived in Antoja et al. ( 2020 ). This catalogue is
uilt from the Gaia DR2 catalogue, identifying stars in the Stream
ia their proper motions. Matching the Antoja et al. catalogue to the
DSS DR16 QSO catalogue (Lyke et al. 2020 ) on position, we find

hat some of the stars are actually known QSOs. To generate the
tream feature shown in Fig. 4 (top right-hand panel), we remo v e

he known QSOs and apply an r > 18 cut to only select faint stars.
 fainter cut would better match the QSO selection, but the Antoja

t al. catalogue does not contain a sufficient number of objects faint
n r -mag to apply a fainter cut. 

.1.3 Three imaging footprints 

he three footprints of the Le gac y Imaging Surv e ys (North, South,
nd DES; as defined in Section 2.1) exhibit distinct imaging proper-
ies. As shown in Fig. 5 , while the PSF size in the z band is similar in
he North and South, the r -band depth distributions are very different
n the North, South, and DES footprints. For instance, a PSF depth
f 24.7 in r leads to a small o v erall target o v erdensity in DES (cf.
ig. 9 ), while it corresponds to an underdensity in the South (cf.
ig. 8 ). The imaging properties in the South footprint are similar in

he North (NGC) and South Galactic Cap (SGC). There is therefore
o reason to split the South footprint in two. 
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Figure 4. Maps of the most important features used in our systematics mitigation. The difference between the three imaging footprints highlighted in Fig. 1 is 
clearly visible in the PSF depth z and PSF size g feature maps. 
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In addition, the selection threshold in the QSO target selection 
s set independently in each of these three footprints. We therefore 
odel systematic effects in the three footprints independently. 

.2 Systematic model 

e will identify each position on the sky with the corresponding pixel 
umber i from a HEALPIX pix elization. F or each imaging footprint,
e only consider pixels that contain at least one object from the

andom catalogues. The density of selected targets inside a pixel i is
oted N i . It is derived from the observational target density as 

 

obs 
i = f i N i , (1) 

here f i is the observed fractional area of pixel i calculated as the
umber of random targets inside the pixel divided by the nominal 
ensity of randoms, and N i is the true number of quasars in the pixel
n the absence of any systematic effects. N i is related to the mean
arget density N 0 by 

 i = N 0 ( 1 + δi ) , (2) 

here δi is the o v erdensity that contains the cosmological informa-
ion. 

N 0 is unknown and has to be estimated from the target selection
s the mean of the pixel density over the footprint weighted by f :
ˆ 
 0 = 〈 N i 〉 i = 〈 f −1 

i N 

obs 
i 〉 i . Since the target selection is contaminated

y stars, we choose different regions known to be less contaminated 
o perform this estimation in the three footprints. We use the same
egion used to tune the probability selection during the quasar target
election, which was a box of RA, Dec. ∈ [120 ◦, 240 ◦] × [32 . ◦2, 40 ◦]
or the North footprint, a box of RA, Dec. ∈ [120 ◦, 240 ◦] × [24 ◦,
2 . ◦3] for the South footprint, and the entire footprint for DES. Note
MNRAS 509, 3904–3923 (2022) 
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Figure 5. Density distribution of the PSF size z and PSF depth r for the three 
imaging footprints shown in Fig. 1 . These two histograms show that a joint 
analysis on the three footprints is difficult since some features share the same 
support and others do not. 
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hat even these regions are contaminated by stars, such that the actual
SO target density is smaller. 
Systematic effects will be taken into account using an additional

erm F i such that 

 i = N 0 ( 1 + δi ) F i . (3) 

The aim of the imaging systematics mitigation is to describe F i as
 function of a set of observational features. These features must not
epend on the sky position, to a v oid suppressing the cosmological
ignal. We assume that the imaging systematics can be completely
xplained by our set of observational features. This assumption can
e validated by the uniformity of the target selection density map
fter mitigation (cf. Section 4.3). 

The features in the pixel i are denoted s i that is an n -dimensional
ector where n is the number of features ( n = 11 in our case: 10
bservational features from Section 3.1.1 and the Sagittarius Stream
eature from Section 3.1.2). F should depend only on these features
nd not on the pixel number. We thus rewrite F i as F ( s i ), and N now
lso depends on the observational features: 

 i ( s i ) = N 0 ( 1 + δi ) F ( s i ) . (4) 

We denote A ( S ) to be the subset of pixel numbers that belongs to
he same region S in the space of the feature maps. Averaging over
an y pix els will suppress the density contrast: 〈 δi 〉 i ∈ A ( S ) = 0. Thus,

f S is sufficiently large, the contamination signal is given by 

 ( S ) = 

〈 N i ( S ) 〉 i ∈ A ( S ) 
N 0 

. (5) 

his averaging is controlled by hyperparameters of the different
e gression methods. F or instance in the particular case of the RF (see
ection 3.3.3), the averaging is controlled by the minimum number
f objects in a leaf. 
The systematic correction will be modelled by a weight to apply

n each pixel, defined as 

 

sys 
i = 

1 

F ( s i ) 
. (6) 

he correction is only efficient on scales at least as large as the
ypical size of the pixel at N side = 256, i.e. about θ = 0 . ◦22. Hence,
he correction is constant within each pixel. 

The regression is performed using only reliable pixels, which we
hoose to be pixels with f i > 0.9, and is then applied to all pixels.
his criterion remo v es pix els that contain too few targets, which
NRAS 509, 3904–3923 (2022) 
ould bias the re gression. The pix els that are excluded represent only
bout 3.8 per cent of the DR9 footprint, lying mainly at the edges of
he footprint and in the region south of Dec. < −10 ◦ in the NGC. For
tudies with a smaller pixel size, e.g. N side = 512, the nominal density
f the randoms would have to be increased to limit the Poisson noise
hen determining f i . 

.3 Regression methods 

e test different methods, utilizing the same feature set, to perform
he regression presented above. The initial correction, obtained with a
inear regression, turns out to be insufficient (as illustrated in Figs 7 –
 ), necessitating non-linear regression approaches. We therefore test
wo classical machine learning methods based on SCIKIT-LEARN

Pedregosa et al. 2011 ), namely, the RF and NN methods. 

.3.1 Linear 

he contamination function F is described as a linear function of the
bservational features: F ( s i ) = a 0 + 

∑ 11 
j= 1 a j s ij . The coefficients a j 

ill be estimated with a least-square minimization using the IMINUIT

ackage (Dembinski et al. 2020 ). The χ2 used for the minimization
s defined as 

2 = 

∑ 

i 

1 

N i 

(
F ( s i ) − N i 

N 0 

)2 

+ c reg ( 〈 F ( s i ) 〉 i − 1 ) 2 , (7) 

here 
√ 

N i is an estimate of the error for the object count inside a
ixel and c reg is a penalty term to regularize the regression. Since the
istribution of N i / N 0 is not symmetric around 1, the higher number
f pixels with N i / N 0 < 1 forces the contamination function to not
e centred around 1. We therefore use a penalty term to flatten
he density map around the chosen mean density. The value of the
enalty term depends on the number of pixels used to build χ2 . In
ur configuration, we use c reg = 2 × 10 6 and we check that as long
s c reg is sufficiently large, its value does not change the result of the
egression. 

.3.2 K-fold training 

achine learning methods tend to o v erfit the data and have to be
sed carefully. Since we cannot create a training sample independent
f the data set, we have to use a K -fold training to a v oid o v ertraining.
A K -fold training is a method that splits the data into K folds.

or each fold, the method is trained with the remaining K − 1 folds
hen the regression is performed on the isolated fold. This method
uarantees that no data used for the regression are used for the
raining. A small value of K ensures no o v erfitting but the mitigation
ill be inefficient since the training set would not contain enough

nformation. A high value of K ensures an efficient mitigation but
s more prone to o v erfitting. In our case, we choose to work with 6
olds in the North and the DES footprint and with 12 folds in the
outh. Each fold has an area of about 830 deg 2 . 
The locations of the folds have to be carefully chosen, since the

ontamination has distinct causes. For example, if all the borders of
he Galactic plane in the South footprint were to be put in the same
old, the machine learning algorithm would not be able to explain
elated contamination with the K − 1 remaining folds, since all the
ele v ant information would have been remo v ed from the training set.
herefore, we construct folds from small patches of the sky to spread

he information across all folds. Such folds can be constructed easily

art/stab3252_f5.eps


Angular clustering properties of the DESI QSO TS 3911 

Figure 6. Distribution of folds across the three imaging footprints. There are 
six folds in the North (blue region), 12 in the South (green region), and six in 
DES (red re gion). F olds were split into small patches so the specific effects 
that contaminate target selection are al w ays spread across several folds. The 
area of each patch is ∼52 deg 2 . 
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nsure that no o v erfitting occurs. 

.3.3 Random forest 

he first machine learning method used in our regression analysis 
s the well-known random forest (RF) algorithm. It is easy to
arametrize and gives a helpful classification of the features as a
unction of their importance during the regression. 

For the regression, we use the same set of hyperparameters for
ach footprint and we do not normalize the data set. We choose
 forest of 200 trees and we fix the minimum number of samples
ontained inside a leaf at 20. This means the average to estimate
 ( S ) (cf. equation 5) is computed with at least 20 pixels. The mean
umber of pixels in each leaf is 80. We checked that the minimum
ample size in a leaf has no strong impact on the regression during
he K -fold training. 
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.3.4 Neural network 

e also use the multilayer perceptron (MLP) algorithm, a fully
onnected type of neural network (NN). Finding the best hyper-
arameters for an NN is difficult. We base our choice on the result
f a grid search performed on simulated QSO samples (i.e. mocks).
he mocks used for this study are described in Appendix A. 
For the regression, we use the same set of hyperparameters for each

ootprint, but when dedicated mocks for DESI become available,
ifferent hyperparametrizations will be possible. We use an MLP
ith two hidden layers, comprising 10 neurons for the first layer and

ight for the second (i.e. a (10, 8) formalism). The data are normalized
n each fold dividing each feature by the standard deviation estimated
n the considered fold. We hyperparametrize the MLP with a sigmoid
cti v ation function, a batch size of 1000, and a tolerance of 1 × 10 −5 .
e use the Adam solver (Kingma & Ba 2014 ) to perform the
inimization during the training. 

 SYSTEMA  TIC S  MITIGA  T I O N  

e apply the method presented in Section 3 to correct for observa-
ional systematics in the DESI QSO target selection. We first describe
he origin of these systematics and explain the role of the most
mportant features. We then present the target density after it has
een corrected by our systematic mitigation method. 
NRAS 509, 3904–3923 (2022) 
.1 Systematic plots 

o illustrate our method, we plot the relative QSO target density as
 function of each observational feature. We will refer to these plots
s ‘systematic plots’. In our systematic plots, we centre the relative
ensity around 0. The goal of the correction is to obtain a relative
ensity that is independent of the value of the observational feature.
e produce systematic plots for the North (see Fig. 7 ), for the South

see Fig. 8 ), and for the DES (see Fig. 9 ). 
Belo w, we gi ve a brief description of the systematic plots in each

ootprint. 

(i) North (Fig. 7 ): z and W 1/ W 2 are crucial for the DESI QSO
arget selection. The plot of the relative density as a function of the
SF depth z or the PSF size z shows that when the z observational
eature values are for bad observational conditions (small PSF depth
nd high PSF size), the discriminating power of the target selection
lgorithm is poorer and the relative density higher. In addition to the
mportance of the z band for the target selection, the z band benefits
rom better image quality (smaller PSF size and higher PSF depth)
han g or r . The fluctuations of the relative density as a function of the
 / r observational features are therefore weaker but they follow the
ame general pattern. As explained in Section 3.1.1, the impact of the
 1/ W 2 PSF depths differs from the g / r / z depths since the depth of

he WISE colours is crucial for selecting QSOs. Hence, the number
f targets increases with W 1/ W 2 PSF depth. In addition, the z PSF
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Figure 9. Same as Fig. 7 , but for the DES imaging footprint. 
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epth is smaller in regions where the W 1/ W 2 PSF depth is larger, as
hown in the bottom panels of Fig. 4 . The combined effect increases
he target density in this region. 

(ii) South (Fig. 8 ): the plots as a function of the z and W 1/ W 2
SF depths at high values exhibit similar behaviour as in the North.
o we ver, the ef fect is less significant since it is mainly visible in

he RA, Dec. ∈ [210 ◦, 270 ◦] × [15 ◦, 30 ◦] region. In comparison
o the North, the plots as a function of the g / r / z features all
how similar trends to each other since these bands were collected 
ith the same camera. The z-band dependence is the strongest, 

s expected since it is one of the most important bands for the
SO selection. The plots as a function of the W 1/ W 2 PSF depth

xhibit seemingly unexpected behaviour at low values of the PSF 

epth, where the relative density is almost flat. As explained in 
ection 2.3, the excess of stars near the Galactic plane or the
agittarius Stream counteracts any expected decrease of targets 
ue to lower values of the W 1/ W 2 PSF depth (cf., in particular,
he RA, Dec. ∈ [120 ◦, 150 ◦] × [ −10 ◦, 15 ◦] region). The plots
n the top panel of Fig. 8 (stellar density, dust, and Sagittarius
tream) indicate a higher relative density due to the presence of
tars. These features explain the stellar contamination near the 
alactic plane and inside the Sagittarius Stream. Some stars have 

imilar colours to QSOs and are therefore selected as QSO targets. 
ore stars thus enter the QSO selection in regions of higher stellar

ensity. 
(iii) DES (Fig. 9 ): the fluctuations of the relative density are much
ower than in the two other footprints. The observational features for
 / r / z, and especially for the z band, are better in DES than in both the
outh and the North (cf. the median value of these features in Table 1
nd the distribution of the PSF depth size z and the PSF depth r in
ig. 5 ). This results in excellent discrimination of QSOs from stars in

he target selection process. So, DES is the least contaminated region
nd exhibits smaller fluctuations in relative density as a function of
he observational features. 

In Figs 7 –9 , we also plot the three different regression methods
e apply for each footprint: RF in green, NN in yellow, and linear

n black. These plots show that the mitigation works well and
orrectly flattens each feature. The difference in efficiency between 
he linear and the non-linear methods is particularly obvious for the
orth and South footprints, where the contamination is stronger. 
 or e xample, the linear correction fails when the relative density
s a function of the PSF depth z is large, as shown in Fig. 7 . This
llustrates the non-linearity of the contamination and justifies the 
se of the machine learning methods. Both the RF and the NN
erform well in correcting the non-linear systematics, although 
mall differences can be found between these two methods. A 

ore detailed comparison between the RF and NN will be done
n Section 5.2.2. 
MNRAS 509, 3904–3923 (2022) 
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Figure 10. Feature importance calculated using the RF method. Only the six 
most important features are plotted for each footprint. Each dot represents 
the feature importance value found with one decision tree. The box plot is 
assembled across all the trees of the forest. The values of the importance 
cannot be compared between the three regions. 
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Figure 12. Density map of the QSO target selection after mitigating 
systematics using the RF method. The density map is quasi-uniform compared 
to the initial density map shown in Fig. 3 . The solid black line depicts the 
Galactic plane, and the blue dashed line depicts the plane of the Sagittarius 
Stream. 
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.2 Importance features 

he RF algorithm includes a specific tool called importance features .
mportance is a measure of which features most affect the regression.
he importance features metric for the RF implemented in SCIKIT-
EARN is based on the mean decrease in impurity (MDI), which is
lso called the Gini importance. The metric corresponds to averaging
o v er all the trees of the forest) the impurity reduction of each node
eighted by the ratio of the training set passing through each node.
he permutation importance was also tested and yields similar result

n our data set than the Gini importance. 
A feature with a higher importance value is more discriminating

han a feature with a lower importance value, so the importance
alues are useful to identify the observational features that lead to
ontamination, to first order. It is worth noting that a feature with a
o w importance v alue is not necessarily useless and can still impro v e
he training compared to a case where we remo v e it. F or instance,
he Sagittarius Stream feature is necessary to correct the o v erdensity
n the Sagittarius region but it is not a high-value importance feature
ince it is useful only for a small number of pixels that vary in
 manner that is quite different from other pixels in the footprint.
his well-known bias can be circumvented using the permutation

mportance , where the Sagittarius Stream feature is ranked as one of
he most important in the South. 

In Fig. 10 , we plot the importance for each feature. We only
lot the six most important features for each footprint, since the
NRAS 509, 3904–3923 (2022) 
ther features have about the same value as the sixth most important
eature. We reco v er the expected most important features described
n Section 4.1. 

(i) North: the importance feature analysis makes it clear that
he PSF depth z and the PSF depth W 2 play a key role in the
ontamination of the target selection in the North. 

(ii) South: the South region is strongly contaminated by stars from
he Galactic plane as highlighted by the importance of the stardens
nd E ( B − V ) features. The Sagittarius Stream feature has a low
mportance even if it is crucial to correct the Sagittarius Stream
egion (as explained above). The PSF depth z plays an important role
n this o v erdensity, as already noted. Surprisingly, the W 2 PSF depth
oes not appear as an importance feature, even though it explains the
nderdensity near the anti-Galactic pole. 
(iii) DES: no clear importance feature emerges, as expected given

hat the DES region is the least contaminated, most uniform, region.

.3 Quasar target selection after correction 

e construct a pixel weight map to correct the o v er- or underdensities
f the target selection. Fig. 11 shows the weight map obtained with
he RF regression. We then multiply the density of the DESI QSO
arget selection by the weight on a pix el-by-pix el basis. Fig. 12
hows the corrected QSO selection. The map is almost completely
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Figure 13. Density distribution of the QSO target selection for non-corrected 
(full histogram) and corrected (line) cases in the three photometric footprints. 
After the correction, the width of the histogram is smaller in each photometric 
footprint. As mentioned in Section 2.2, the density in DES is lower than in 
the North or in the South. 
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niform at this resolution. The largest o v erdensities vanish after 
itigation, which confirms that the set of observational features that 
e considered suffices to explain most of the observed large-scale 

arget density variations. 
The density distribution of the QSO target selection is shown 

n Fig. 13 . The full histograms are before applying the systematic
itigation and the lines are for after. The systematic mitigation acts 

n the width of the histograms removing the o v er- or underdensity
ixels. This effect is smaller in DES than in the North and in the
outh that confirms the visual inspection of the Figs 3 and 12 .
he difference in mean density between DES and the two other 
hotometric footprints was mentioned in Section 2.2 

 A N G U L A R  C O R R E L AT I O N  A N D  

LUSTER ING  

ur systematic mitigation method is able to correct fluctuations in 
ensity as a function of our observational features. In this section, 
e measure the impact of the systematic mitigation on the angular 

orrelation function. 

.1 Two-point correlation function 

.1.1 Definition 

he three-dimensional two-point correlation function ξ ( r ) describes 
he excess probability to find a pair of objects inside two infinitesimal
olumes d V 1 and d V 2 separated by r : 

 P ( r ) = n̄ 2 ( 1 + ξ ( r ) ) d V 1 d V 2 , (8) 

here n̄ is the mean density. It is related to the contrast density by

( r ) = 〈 δ( x ) δ( x + r ) 〉 x . The cosmological principle ensures that ξ
epends only on r . 

The same definition can be extended to the two-dimensional case, 
.e. the angular correlation where volumes are replaced by solid 
ngles and distances by angular distances: 

 P ( θ ) = n 2 0 (1 + ω( θ )) d 
1 d 
2 , (9) 

here n 0 is the mean angular density. 
.1.2 Two-point correlation function estimator 

e estimate the angular correlation function w( θ ) using the Landy–
zalay (LS) estimator derived in Landy & Szalay ( 1993 ): 

ˆ  ( θ ) = 

a DD − b DR + RR 

RR 

, (10) 

here DD, DR, and RR refer to the weighted pair counts data–data,
ata–random, and random–random with an angular separation θ . The 
ormalization terms are 

 = 

∑ 

i �= j w 

R 
i w 

R 
j ∑ 

i �= j w 

D 
i w 

D 
j 

and b = 

∑ 

i �= j w 

R 
i w 

R 
j ∑ 

i w 

D 
i 

∑ 

j w 

R 
j 

, (11) 

here w 

D 
i (respectively w 

R 
i ) is the weight for the data (respectively

andom). The LS estimator is known to be unbiased and to have
inimal variance in the limit of an infinitely large random catalogue
ith a volume greater than the scales considered, and for weak

orrelations ( w( θ ) << 1). 
We use the package CUTE 10 (Alonso 2012 ) to perform the estima-

ion. CUTE is a fast implementation written in C and using OpenMP
nd MPI. 

.2 Angular correlation of the DR9 quasar target selection 

he systematic mitigation method is checked to a v oid o v erfitting.
his is done in Appendix A by applying the mitigation method to
ontaminated mocks. Then, we compute the angular correlation of 
he DR9 quasar target selection corrected by the systematic weights 
hat we calculated in Section 4. 

.2.1 Comparison with SDSS DR16 

e calculate the angular correlation function of the raw and corrected 
RF method) QSO target densities for the three different imaging 
ootprints. For comparison, we also calculate the angular correlation 
unction of SDSS DR16 quasars. Note that the correlation with SDSS
uasars cannot be computed at angles smaller than 62 arcsec due to
bre collisions (e.g. Dawson et al. 2016 ). For SDSS DR16 quasars,
e use the systematic weights provided in Rezaie et al. ( 2021 ) based
n an NN treatment (see Ross et al. 2020 , for the standard treatment).
he results are shown in Fig. 14 . Note that the error bars shown in
ig. 14 are the standard deviation of the LS estimator (Landy &
zalay 1993 ) except for the correlation function of SDSS quasars,
or which the errors are estimated using the standard deviation across
00 EZ-mocks from Zhao et al. ( 2021 ). 
After mitigating for systematics, the angular correlation in the 

orth and in the DES region (again, see Fig. 1 for the definition of
hese regions) is comparable with the correlation computed with the 
DSS DR16 sample. The SDSS DR16 sample has been carefully 
orrected for systematic effects (as derived in previous work), and so
s expected to be largely free from any contamination. In the South,
ven after mitigating for systematics, we do not reco v er the same
evel of correlation as for the SDSS DR16 sample. Reasons for this
ifference are discussed further in Appendix B. 
It is worth noting that the correction is larger at larger angles, i.e.

he impact of systematic effects is higher on large scales. Therefore,
itigation of photometric systematics is critical for studies that 

equire information from large scales, such as studies of primordial 
on-Gaussianity. 
MNRAS 509, 3904–3923 (2022) 
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Figure 14. The angular two-point correlation function of the DR9 QSO 

targets. The dashed lines represent the nominal DESI QSO target selection. 
The solid lines are for the corrected QSO target selection with RF method. 
The black line is the angular correlation function from SDSS DR16 (which 
cannot be calculated at angles smaller than 62 arcsec , due to fibre collisions). 
The gre y re gion depicts the error for SDSS DR16 estimated as the standard 
deviation across 100 EZ-mocks. The black dotted line corresponds to the 
typical resolution of our regression analyses, i.e. the pixel size at N side = 256. 
The solid green line is discussed in detail in Appendix B. 
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methods. The RF and NN methods produce similar results in the North but 
slightly different results in DES. This is because the RF is more robust to 
sampling high levels of contamination from a small number of pixels. 
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.2.2 Regression method comparison 

ig. 15 shows the difference between the three methods introduced
n Section 4 on the North, on the South, and on DES. As expected,
he linear method is less ef fecti ve than the other two in the
ighly contaminated North (top panel), highlighting the necessity
f our more complex machine-learning-based regressions. The two
achine-learning-based methods give similar results in the North.
one of the three methods properly correct for the contamination in

he South (middle panel); this is discussed further in Appendix B. 
The information in Fig. 9 suggests that all three methods intro-

uced in Section 4 are quite ef fecti ve at mitigating systematics in
he DES region. Ho we ver, the bottom panel of Fig. 15 demonstrates
hat the linear method and the NN method less ef fecti vely correct the
ngular correlation function in the DES region as compared to the
F method. The difference between the linear and the RF methods
omes from the non-linear part of the contamination in this region.
he systematics plots show that in the highly contaminated regions,

he linear method corrects less than the RF. 
The difference between the NN and the RF is more subtle since the

raining information, i.e. the area and the chosen folds in that area, is
imilar. The explanation comes from the difference between the two
lgorithms. The NN method is less efficient to correct small, highly
ontaminated regions. The RF creates boxes in feature space and
eparates the most contaminated regions from the rest. The estimation
f the correction weight is then possible everywhere. 
To solve this problem, a regularization term can be introduced

o force the NN to also consider small regions. The choice of the
egularization value strongly depends on the size of the small regions
nd on their location in feature space. Without realistic mocks for the
ESI QSO sample, this additional hyperparameter cannot be easily
ptimized. The training time for the NN also varies considerably as
 function of the value of the tolerance chosen to sample the NN
NRAS 509, 3904–3923 (2022) 
yperparameters, whereas, with our parametrization, the RF method
s quicker to train. Since the RF correction already obtains good
esults in DES, we do not need to impro v e the current NN method.

e leave fine optimizing of the NN method for future work when
ealistic DESI QSO mocks become available. 

.2.3 Resolution of the correction 

he size of the pixels used when determining weights to mitigate
ystematics is critical, because it gives the scale at which the
orrection is most ef fecti ve. We perform all the analysis above with
 side = 256 corresponding to a characteristic angle of ∼0 . ◦22, i.e.
2.6 h −1 Mpc at z ∼ 1.7 ( Planck 2015; Planck Collaboration XIII
016 ). This pixel size is chosen such that there are sufficient targets
nside each pixel to learn about contamination without introducing
ignificant Poisson noise in the mitigation. 

For the DESI QSO target selection, a pixel with a size of N side =
56 typically contains a median of ∼16 QSO targets. At a size of
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 side = 512, the number of targets decreases to ∼4. With such a small
umber of targets, the per-pixel density is too noisy for machine 
earning methods to relate fluctuations in density to observational 
eatures. For the same reason, we needed to increase the pixel size
sed in our analysis to N side = 128 when studying eBOSS mocks,
ince the density of the eBOSS mocks was lower than the DESI QSO
arget selection density (see Appendix A). 

Other DESI targets, such as ELGs and LRGs, will have a higher
ensity and it will be possible to decrease the size of the pixels used
o estimate correction weights by a factor of 2–4. 

.2.4 Systematic checks: restrictive QSO target selection 

ince the DESI QSO targets are selected with an RF classification, the 
tellar contamination depends on the value of the selection threshold. 
his dependence propagates into the angular correlation, since we 
roadly expect a lower r 0 for a less contaminated sample. 
Fig. 16 shows the angular correlations in the North for DESI

SO targets with different values of the selection threshold (dashed 
ines) and of the corresponding corrected samples (full lines). The 
ystematic weights are generated with the RF method for each target 
election. The nominal probability in the North footprint used in the 
SO selection depends on r and is given by p ( r ) = 0.88 − 0.04 ×

anh ( r − 20.5). This threshold is lower than for the other regions.
hen the threshold increases, the selection is less contaminated since 

he RF will select a higher fraction of bona fide QSOs. 
The amplitude of the angular correlation in Fig. 16 decreases as

he probability threshold is increased, suggesting that the excess of 
orrelation is mostly due to stellar contamination. This also confirms 
hat our method to mitigate the systematics does not o v erfit the data
ince when the contamination is remo v ed, the correlation conv erges
o the same level as the SDSS QSO correlation (cf. Fig. 14 ). 

Finally, we note that the excess correlation in the South is not
educed when the probability threshold of the RF selection is 
ncreased. This is because many stars in the Sagittarius Stream have 
election features that resemble QSOs. These stars are assigned near 
nit probability by the DESI QSO targeting algorithm, such that they
re not remo v ed by a more restrictive selection. 

.3 Limber parameters 

.3.1 Limber approximation 

he angular correlation function w( θ ) is related to the 3D one ξ ( r )
hrough 

( θ ) = 

∫ ∞ 

0 

∫ ∞ 

0 
ξ ( r 12 ) ̃  S ( r 1 ) r 

2 
1 d r 1 ̃  S ( r 2 ) r 

2 
2 d r 2 , (12) 

here r 12 = 

√ 

r 2 1 + r 2 2 − 2 r 1 r 2 cos ( θ ) and ˜ S ( r) represents the prob- 
bility for an object at distance r to be observed by the surv e y. It is
efined from the selection function S ( r ) by 

˜ 
 ( r ) = 

S( r ) ∫ ∞ 

0 S( r ) r 2 d r 
. (13) 

e will estimate S ( r ) by multiplying the quasar luminosity function
rom Palanque-Delabrouille et al. ( 2013 ) by the completeness of the
ESI QSO target selection. 
Adopting the approximation that the correlation function is non- 

egligible only for small values of r , i.e. that the angular correlation
unction is non-zero only for small values of θ , one can assume that
 = r 2 − r 1 and y = ( r 1 + r 2 )/2, and hence derive Limber’s equation
alid only for small angles (for an explicit deri v ation, see for instance
urki-Suonio 2019 ): 

( θ ) 
 

∫ ∞ 

0 

˜ S ( y ) 2 y 4 
∫ ∞ 

−∞ 

ξ
(√ 

x 2 + y 2 θ2 
)

d x d y . (14) 

Assuming a power law for the correlation function: 

( r) = 

(
r 

r 0 

)−γ

, (15) 

he angular correlation function becomes 

( θ ) = 

√ 

π
� 

(
γ−1 

2 

)
� 

(
γ

2 

) r 
γ

0 θ
1 −γ

∫ ∞ 

0 

˜ S 2 ( y ) y 5 −γ d y , (16) 

here � is the gamma function. 
The integral calculation requires a fiducial cosmology. We choose 

 
 cold dark matter ( 
 CDM) cosmology following the Planck 2015
arameters from Planck Collaboration XIII ( 2016 ): 
m, 0 = 0.308, 

 , 0 = 0.691, 
b, 0 = 0.048, h = 0.677, σ 8 = 0.815, and n s = 0.967.

.3.2 Fitting of Limber parameters 

s explained in Section 5.3.1, the power-law parametrization of the 
orrelation function ξ ( r ) can be constrained by the angular correlation
unction w( θ ) at small angles. We proceed by estimating these power- 
aw parameters and comparing them to previous measurements done 
ith SDSS data by Myers, White & Ball ( 2009 ) and with 2dF data
y Croom et al. ( 2005 ). 
The Limber parameters are estimated in the three imaging regions 

ighlighted in Fig. 1 and also in the DES region with only Dec. >
30, which we will refer to as DES(Dec. > −30). This region will

lmost correspond to the intersection between DES and the expected 
ominal DESI footprint. The results are shown in Table 2 and fit for
he corrected DESI QSO targets in DES region is plotted in Fig. 17 .
he correlation function is fitted from 1 × 10 −3 to 0 . ◦8, corresponding

o a transverse separation of 0.045–45 h 

−1 Mpc at redshift 1.7. The
ean redshift of the DESI QSO targets ( ∼1.7) is obtained tanks to
MNRAS 509, 3904–3923 (2022) 
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Table 2. Limber parameters for the DESI QSO target selection in the imaging footprints depicted in Fig. 1 . The errors are estimated using a subsampling 
method. We provide the measurements for both the non-corrected and corrected cases. The correction is performed with the RF method. ̄z is the mean redshift 
of the sample. 

r p min ( h −1 Mpc ) r p max ( h −1 Mpc ) z̄ r 0 ( h −1 Mpc ) γ r 0 ( h −1 Mpc ) γ

Croom 1.0 25 1.35 – – 5.84 ± 0.33 1.64 ± 0.04 
Myers 1.6 40 2 – – 4.56 ± 0.48 1.5 (fixed) 

DESI QSO targets Corrected 

North 0.045 45 1.7 10.15 ± 0.70 1.61 ± 0.03 7.49 ± 0.57 1.89 ± 0.02 
South 0.045 45 1.7 12.88 ± 0.95 1.64 ± 0.03 10.33 ± 0.84 1.80 ± 0.02 
DES (Dec. > −30) 0.045 45 1.7 6.76 ± 0.58 1.78 ± 0.04 6.15 ± 0.45 1.88 ± 0.04 
DES 0.045 45 1.7 7.19 ± 0.34 1.79 ± 0.03 6.47 ± 0.31 1.89 ± 0.02 

10−3 10−2 10−1 100

θ [deg]

10−3

10−2

10−1

100

ω
( θ

)

Fit (6.47, 1.89)

Croom (5.84, 1.65)

Myers (4.56, 1.5)

DES corrected

Figure 17. Fit of the Limber parameters in the DES region for the corrected 
DESI QSO targets (red line). The Limber parameters ( r 0 , γ ) are given in each 
case. The black (respectively grey) dashed line shows the Limber function 
measured by Croom et al. ( 2005 ) (respectively Myers et al. 2009 ). The 
parameters for the other regions are given in Table 2 . 
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he selection function introduced in Section 5.3.1, which corresponds
o the estimated redshift distribution of the sample. 

The errors on the parameters r 0 and γ are estimated using a
ubsampling method: 10 (respectively 18, 10, 4) subregions of similar
rea ( ∼450 deg 2 ) are used for the North (respectively South, DES,
ES Dec. > −30). Subsampling is used to probe the variability of

he angular correlation function in different areas of the footprint,
here stellar contamination and systematic effects should differ. If

he systematics are properly mitigated, the error of each parameter
hould be reduced, i.e. the corrected angular correlation functions
 v er each subregion should be more similar. 
The value r 0 , which parametrizes the amplitude of the correlation

unction, captures the offset of different measured angular correlation
unctions. For instance, the fact that the angular correlation in the
outh is higher than in DES, manifests in a value of r 0 that is higher

n the South than in DES. As systematics tend to lead to an increase
n amplitude, r 0 tends to be higher when systematics are dominant.
 or e xample, the fact that the value of r 0 that we measure in the DES
ootprint is generally comparable to the values found for previous
easurements (Croom et al. 2005 ; Myers et al. 2009 ), suggests that

ystematics have been mitigated well in the DES region. 
The parameter γ describes the slope of the angular correlation.
 higher value of γ means a steeper slope. It is worth noting that

ince the rele v ant correction scales of the systematic weights are
NRAS 509, 3904–3923 (2022) 
arger than the pixel size used for our analyses ( ∼0 . ◦2), the angular
orrelations of the corrected targets have a steeper slope than for the
aw target samples. The comparison of γ between the DESI QSO
argets and previous measurements is not particularly rele v ant since
n y e xcess correlation caused by systematics on small scales, i.e.
elow the typical angular resolution of our corrections, cannot be
emo v ed with our mitigation procedure. 

Though no spectroscopic confirmation of DESI QSO targets is
vailable across a significant fraction of the footprint used in our
tudy, our correction for angular systematics enables us to provide a
imber amplitude parameter r 0 that is consistent with those found by
room et al. ( 2005 ) and Myers et al. ( 2009 ) using spectroscopic data.
evertheless, the fitting of the Limber parameters will be greatly

mpro v ed by information from the DESI spectroscopic surv e y.
ollow-up spectroscopy will enable us to remove stars from the
ESI QSO target sample, so any clustering analyses will be free of

he stellar contamination that increases the amplitude of the angular
orrelation measurements. 

 C O N C L U S I O N  

he QSO target selection for the 5-yr DESI surv e y, which is based
n the DR9 of the Le gac y Imaging Surv e ys, has recently been
nalized. This study illustrates imaging systematic effects and stellar
ontamination in the DESI QSO selection, with a view to studying
nd correcting for large-scale density fluctuations that will impact
ESI clustering measurements. 
After a brief description of the current QSO target selection for

ESI, we explain the dif ferent ef fects that cause density variations in
he target sample. These effects can be separated into three categories.

(i) Stellar contamination from the Milky Way. This occurs mainly
ear to the Galactic plane and is caused by the large excess of stars
n this region. 

(ii) Impact of the depth of the observations in the z and W 2 bands.
hese two bands are crucial for DESI QSO target selection. Hence,
-band systematics and abo v e-av erage W 2 PSF depth produce strong
 v erdensities, which are most pronounced in the North of the Le gac y
urv e ys imaging. The impact of the depth in the W 2 band is hidden

n the South by the numerous stars from the Milky Way. 
(iii) Stellar contamination from the Sagittarius Stream. These stars

ave similar colours to QSOs and thus heavily contaminate the DESI
SO target selection. A map of the Sagittarius Stream enables us to

emo v e the contamination to first order but is insufficient to correct
or higher order effects, as demonstrated by the angular correlation
unction of DESI QSO targets in this region. The part of the remaining
orrelation that comes from Sagittarius Stream stars cannot currently
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e remo v ed with imaging maps alone, either by impro ving the QSO
arget selection method or by improving the Sagittarius Stream map. 
his is because many stars in the Stream are too faint to have been
reviously observed. These stars prevent us from properly analysing 
he impact of other imaging features on target selection and the 
 xcess correlation observ ed in this re gion. Ho we ver, this analysis
ill be done once these stars are remo v ed by spectroscopy with
ESI. 

The QSO target selection, incorporating weights to correct for 
ystematics, was validated by computing the angular correlation 
unction in each imaging region of the DESI Le gac y Imaging
urv e ys. We show that after mitigating for systematics, the angular
orrelation function from the target selection is comparable to the 
ngular correlation function of SDSS DR16 quasars, except for in the 
agittarius Stream region (as explained above). Our results are very 
ncouraging for the upcoming DESI spectroscopic surv e y, since our 
nalysis can produce similar angular correlation functions as derived 
or SDSS spectroscopic data, despite utilizing only information from 

maging. 
The method described in this paper was built and optimized 

pecifically for the DESI QSO target selection. In particular, the 
yperparameters for the NN and the RF methods are specific to DESI
SO targets. Nevertheless, our approach could readily be adapted to 

ny DESI target class. In particular, the form of the K -fold training
as developed independently of the target class. 
Once the DESI surv e y progresses, we will apply the method

utlined in this paper to compute imaging systematic correction 
eights for the DESI spectroscopic QSO catalogue. We expect these 

orrections to be smaller for future DESI samples, since many first-
rder systematic effects that are caused by stellar contamination will 
e remo v ed by spectral information. 
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Figure A2. Weakly contaminated case: mean on 100 eBOSS EZ-mocks of 
the angular correlation functions. The error bars are the standard deviation 
between all realizations. Colours follow the same scheme as in Fig. A1 . 
The systematic contamination is done with a RF estimation of a weakly 
contaminated area (RA, Dec. ∈ [100, 270] × [32, 60]) of the DR9 of 
Le gac y Surv e ys. The method does not o v erfit the data and reco v ers the initial 
correlation. Note that the contamination was estimated with the RF method 
that explains the small residual systematics with the NN and linear correction. 
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PPENDIX  A :  VA LIDATION  WITH  M O C K S  

o validate the systematic mitigation method and a v oid o v erfitting,
e use a set of 100 QSO EZ-mocks from eBOSS (Zhao et al. 2021 ).
he y hav e a smaller density than the nominal target selection density
nd a smaller area. Ho we ver, it will not impact the analysis since the
urface and the density are enough for our test. Besides, since our
nalysis for the le gac y surv e y is different for the three photometric
ootprints, we will mimic one footprint only, similar to a subregion
f the North footprint. 
The mocks contain a cosmological signal but no systematic effects.

hey are contaminated using the inverse weight estimated previously
nd this contamination will be mitigated with our method using the
ame observational features. 

We present here contamination estimated with the RF method (it
s the inverse of the map shown in Fig. 11 ). We test the method
n two different ranges of contamination: one describing a weakly
ontaminated case (extracted from the RA, Dec. ∈ [100 ◦, 270 ◦] ×
32 ◦, 60 ◦] box) where all the methods work well; a second describing
 strongly contaminated case (extracted from the RA, Dec. ∈ [120 ◦,
90 ◦] × [55 ◦, 90 ◦] box) where the linear method is inefficient as
hown in the systematics plots of Fig. 7 . To compare the method
fficiency and a v oid biasing the results, we also applied an NN-based
stimation for the strong contaminated case. 

The validation pipeline is shown in Fig. A1 . There are two
ifferent tests (dashed lines). The first one is to check whether our
ethod o v erfits the data. We apply the mitigation method to the

nitial (uncontaminated) mocks such that no correction is expected.
he angular correlations of the uncontaminated mocks and of the
orrected uncontaminated mocks should be identical. The second
est is to validate our mitigation. We apply the mitigation method
o the contaminated mocks, expecting to recover the same angular

orrelation as for the initial mocks. 

igure A1. Pipeline validation with mocks. The initial mocks (blue) are 
ncontaminated and contain a cosmological signal. They are contaminated 
ith systematic weights (green). Then, they are corrected with the mitigation 
resented abo v e (red). We compare the corrected mock to the initial mock to 
erify if we recover the correct initial state. As a sanity check, we also applied 
he mitigation to the initial mock (purple) to verify whether our mitigation 
echnique o v erfits target density variations. These tests are represented by the 
wo black dashed lines. 
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Some subtleties have to be considered. First, the density of these
ocks (70 deg −2 ) is lower than that of the quasar targets (300 deg −2 ).
hus, the size of the correction cannot be the same since the number
f objects inside a pixel of N side = 256 is too small. We therefore
owngrade the contamination and the observational feature maps to
 side = 128. 
Secondly, the footprint of these mocks is different from the North

ootprint. The size of the training sample is here twice smaller as
he data. We, therefore, use only three folds instead of six for the
R9 North training. It is worth noting that we need to change the
osition of the folds to co v er the footprint correctly as explained in
ection 3.3.2, especially for the strongly contaminated case. 
Nevertheless, the training conditions are slightly different and we

xpect some differences for the second test. 
The angular correlation functions for the weakly contaminated

ase are shown in the Fig. A2 . Each correlation function is the average
f the angular correlations of the 100 mocks and the error bars are
he standard deviation between all the realizations. We show the
orrelation function up to θ ∼ 3 . ◦5, which corresponds to a comoving
ngular distance of ∼250 Mpc h 

−1 at z = 1.7, the maximum size of
he eBOSS analysis. The result for each regression method is shown
n the three panels. 

The purple lines are the angular correlations of the initial mocks
itigated with our methods. In the three cases, they lie on top of

he blue lines that show the angular correlations of the initial mocks.
his indicates no sign of o v erfitting compare to the significance of the
orrection. The green lines are the angular correlations for the mocks
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Figure A3. Strongly contaminated case: same as Fig. A2 but the systematic 
contamination depicts strong contaminated area (RA, Dec. ∈ [120, 290] ×
[55, 90]). The correction is not perfect since the training sample is smaller 
than the Le gac y Surv e ys case and cannot contain the same information in 
each fold. Besides, the correction is done with a higher N side that can explain 
that we do not fully reco v er the initial state. 
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Figure A4. Strongly contaminated case: same as Fig. A3 but the systematic 
contamination that depicts strong contaminated area (RA, Dec. ∈ [120, 290] ×
[55, 90]) is estimated with the NN method. 
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fter contamination. The red lines are the angular correlations for the 
ontaminated mocks after mitigation. The red line exactly recovers 
he blue line in the case of the RF method. In the two other cases, the
ed lines reco v er more or less the blue lines and the slight difference
tems from the contamination was done from an estimation of the 
ystematics by the RF method that benefits the RF case. 

The angular correlations for the strongly contaminated case are 
hown in Fig. A3 for the RF-based contamination and in Fig. A4
or the NN-based one. The two figures are similar, indicating that 
he contaminated method does not benefit the RF or NN mitigation. 
he result from the same contamination method can be compared 

ogether. 
Here again, there is no indication of o v erfitting for the NN and

inear method. For the RF method, the purple line is slightly below
he blue one abo v e 1 ◦ indicating tin y o v erfitting. Note that the mocks
hat we used here co v er a smaller area than the DESI QSO sample,
hereby making our method more prone to o v erfit for this test case.
ptimization of the hyperparameters to reduce o v erfitting on the 
ESI footprint will be pursued with DESI mocks. Ho we ver, this

in y o v erfitting is much less significant than the lev el of systematic
orrections validating that most of the impact of RF weights on 
he angular correlation function of the DESI QSO sample is real 
ystematics mitigation and not o v erfitting. 

The angular correlation of contaminated mocks is higher as a 
onsequence of the stronger contamination compared to the previous 
ase. The red lines do not perfectly reco v er the blue lines even
n the case of the RF regression. Indeed, the smaller size of the
raining sample and the modification of the fold form prevent the 
N and RF methods to learn all the information needed to fully
orrect this contamination. In addition, the NN method is less 
fficient to correct small contaminated regions without any additional 
yperparametrization like regularization terms. The RF approach is 
ore robust than the NN one to variations in the training sample and

ess dependent on hyperparametrization. For the linear method, the 
orrection is less efficient: in the region of extreme observational 
eatures, the systematic effects are less corrected, as shown in 
ection 4.1. 
This set of mocks and the second test are used to optimize the

yperparameters of the NN and perform the grid search method 
Section 3.3.4). Given the subtleties presented abo v e, ho we ver, it is
xpected that the hyperparameters used here are not the best one for
he DR9 training. More optimized parameter tuning will eventually 
e achieved with mocks matching the DESI QSO samples. 

PPENDI X  B:  SOUTH  FOOTPRI NT  A N D  

AGI TTARI US  STREAM  C O N TA M I NAT I O N  

s shown in Fig. 14 , even after the systematic mitigation, we do not
eco v er the same level of correlation in the South footprint as in the
wo other regions. To analyse the excess of correlation in the South
ootprint, we divide it into four zones, represented in Fig. B1 . These
ones are as follows. 

(i) Zone 1 near the antigalactic pole shows less o v erdensity than
he other regions near the Galactic plane. Its lower density is due to
he lower value of the PSF depth W 2 in this zone. 

(ii) Zone 2 contains the Sagittarius Stream and it is strongly 
ontaminated by stars. 

(iii) Zone 3 and zone 4 show strong o v erdensity due to stars from
he galactic plane. In addition, zone 4 describes the SGC part of the
outh footprint and we considered also zone 13 combining zone 1
MNRAS 509, 3904–3923 (2022) 
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igure B1. The South region is split in four distinct zones to analyse the
tars contamination. Zone 1 near the antigalactic pole shows less o v erdensity
han the three others. Zone 2 contains the Sagittarius Stream. Zone 3 and zone
 show strong o v erdensity due to stars from the galactic plane. 
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igure B2. The angular correlation for the four zones that are represented in
ig. B1 . Dotted lines are the correlations of DR9 targets, and the solid ones
re for the corrected targets. For comparison, we also plot the correlation in
he South region (green line) and in the DES region (black line) that is known
s the least contaminated region. In the top panel, corrections are calculated
n all the South footprint. In the bottom panel, corrections are calculated in
ach zone independently. 

ith zone 3 that describes the NGC without the Sagittarius Stream
art of the South. 

The angular correlation functions for these different zones are
hown in Fig. B2 . Here each mitigation is performed with the RF
ethod. The top panel shows the correction done with training on all

he South footprint. The bottom panel shows the correction where the
NRAS 509, 3904–3923 (2022) 
nd in DES (in black) for reference. The correlations of the corrected
argets on each zone are lower than on all the South footprint but it
s not the average on zones due to the missing cross-terms. 

The excess of correlation at small scales cannot be remo v ed by
ur method. It is due to either stars or non-considered features.
he part causes by a non-considered feature is left for a future
tudy with the spectroscopic sample. The excess causes by the
tellar contamination will be remo v ed with the spectroscopic data
s explained in Section 5.2.4. Hence, we will discuss the excess of
orrelation at large scales compared to the correlation in DES. 

The correction estimated with the training on all South footprint is
ot sufficient to reco v er the same lev el of correlation as in DES after
itigation for all zones. The correction in zone 2 is more efficient

han in the other zones since the Sagittarius Stream feature separates
he Sagittarius Stream from the rest during the training. This zone
oes not reco v er the same angular correlation at large scales as in
ES since the Sagittarius Stream feature is built as the spatial average
f candidates stars suppressing the angular correlation information
ontained in this feature. 

The angular correlation in zone 1 without systematic mitigation
s lower than those in the three other zones since this region does
ot show strong o v erdensity. Howev er, the systematic mitigation is
nefficient in this region when the training is done on all the South
ootprint. This is not the case when we apply the mitigation from the
raining only on zone 1. Our method is unable to extract the correct
nformation for this zone in all the South. Zone 4 and zone 13 are
etter when the training is performed only on each zone, reco v ering
 level of correlation that is in more agreement with that of DES at
arge scales. 

The inefficiency of the regression in all the South can be explained
y the numerous stars in this region that bias the information about
he observational systematic effects preventing the regression to learn
orrectly the true observational features dependency of the relative
arget density. For instance, the PSF depth W 2 is not characterized
s an important feature (cf. Section 4.2), while it explains the lower
ensity observes around the antigalactic pole. Fig. B3 shows the
eature importance estimated with the training on the consider zone
nly. The feature importance for all the zone used is plotted. PSF
epth W 2 is almost uniform (cf. Fig. 4 for its distribution) in zone
 and zone 3 and so does not appear as an important feature when
he training is done in each region. Ho we ver, it is found as the most
mportant feature in the training on zone 13 illustrating that the stars
n zone 2 and in zone 4 bias the training, e.g. the fluctuation of
he relative density in the function of the PSF depth W 2 in zone 2
s masked by the presence of numerous stars from the Sagittarius
tream. 
Even if the training in an individual zone is more ef fecti ve,

specially at large scales than the training in all the South, we do
ot reco v er the same lev el correlation as in DES at intermediate
cales. This can be explained still by the presence of numerous stars
n each zone. The stellar contamination is mixed with the imaging
ystematics and the two effects are not easily separable. Then, the
xcess of correlation can be caused either by the stellar contaminant
r by an additional unconsidered imaging feature. 
This analysis could be performed once the spectroscopic surv e y

s done since the stellar contamination will vanish. The impact of
maging features can be then studied without any significant bias.
f the set of features introduced during this analysis contains all
he information, our systematic mitigation method will be able to
ining was done individually on each consider zone. We add also 
 angular correlation for the corrected targets in South (in green) 
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Figure B3. Same as Fig. 10 , but the feature importance plotted is estimated 
with the training only on the consider zone. The different behaviours on each 
zone are highlighted by the different features that are qualified as important. In 
particular, the density of stars from the galactic plane prevents the regression 
to learn correctly the role of the PSF depth W 2 as expected. 

correctly learn the true dependence on the observational features as 
in DES or the North and reco v er the correct angular correlation. 
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