
Towards Automatic Generation of
Chemistry Sets for Plasma Modeling

Applications

Martin Haničinec

A dissertation submitted in partial fulfillment

of the requirements for the degree of

Doctor of Philosophy

of

University College London

Department of Physics and Astronomy

University College London

January 11, 2022



I, Martin Haničinec, confirm that the work presented in this thesis is my own.

Where information has been derived from other sources, I confirm that this has been

indicated in the work.

ii



Abstract

Every technique for numerical modeling of low–temperature plasmas usually needs

to be centered around a chemistry set (also referred to in the literature as reaction

set, reaction mechanism, kinetic mechanism, etc.) Chemistry sets describe the ki-

netics of volumetric interactions between all the species tracked in the model, and

additionally, the kinetics of the interactions between the species, and the surfaces

of the modeling domain. Assembling self-consistent chemistry sets is a non-trivial

task, mostly addressed by scientists with extensive experience in the field.

This work envisions the Automatic Chemistry Set Generator ; a method for algo-

rithmic assembling of chemistry sets for low–temperature plasma modeling applica-

tions, based on a set of feed gas species and plasma parameters supplied by a user.

In particular, two parts of this work detail two distinct steps necessary to be part

of such a chemistry generator.

I present a method for fast regression of kinetic parameters for reactions with

unknown kinetics, and a method for skeletal reduction of detailed chemistry sets,

by identifying redundant species and reactions.
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Chapter 1

Introduction

Utilizing the unique properties of the low–temperature plasma has become an inte-

gral part of almost every industry sector, spanning over a wide range of applications

such as medicine, biotechnology, surface modification, microfabrication, harvesting

energy, thrusters, ozone generation or abatement systems, to name just a few. As

an example of the importance of the low–temperature plasma technologies for our

every day lives, it has been estimated that as much as one–third of steps involved

in the manufacturing of microelectronic technologies are plasma–based [1]. While

providing desirable properties, the very complex nature low–temperature plasma

systems also poses challenges for describing and understanding plasma phenomena.

Understanding the plasma properties is crucial for the optimization of plasma–based

processes and technologies and the only way to acquire an insight of any significant

depth is through numerical modeling techniques. It can be argued, that adoption

of plasma technologies by various branches of industry is nowhere close to be satu-

rated. In 2019, a patent search using the keywords plasma, cold plasma, non-thermal

plasma and gas discharge, revealed more than 1,000,000 granted patents worldwide

since 1976, of which about 750,000 have not expired to date [2]. Therefore, any work

aiming to simplify modeling of plasma physics phenomena has a potential to carry

a very high impact for the field.

There are many methods available for modeling low–temperature plasma prop-

erties and behaviour which vary in both accuracy and complexity. No matter what

kind of plasma model of whatever spatial dimensionality is considered, each is built
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around a chemistry set which describes the volumetric interactions between all the

species tracked in the model, and additionally, the interactions between the species

and surfaces. A volumetric and surface chemistry set is a very important base for ev-

ery plasma model, accounting for the majority of sources and sinks of species. Many

pre–compiled detailed chemistry sets for various feed gases and applications can be

found in the literature, see for example Refs [3; 4; 5; 6; 7; 8; 9]. As a consequence of

advances in gas kinetics, published chemistry sets are becoming increasingly larger.

For plasma physics modeling applications, chemistry sets may routinely include up

to a hundred species and many thousands of reactions. For example, Koelman et

al [10] provide a chemistry set for the splitting of CO2 in non-equilibrium plasmas

which contains 73 unique species involved in 5724 reactions. In the combustion mod-

eling community, where very large chemistry sets have been used for longer than in

the plasma modeling community, some applications require sets that may contain

several hundred or even thousands of species and tens of thousands of reactions [11].

1.1 Chemistry reduction

While the more detailed and comprehensive chemistry sets containing many species

and reactions might be reasonably universal, they pose challenges with computa-

tional resources in multi–dimensional plasma models and as a trade–off, chemistry

sets with more manageable sizes are usually optimised for a specific set of plasma

conditions and applications.

Any chemistry set might contain redundant species or reactions, which could be

removed without compromising any plasma model outputs for the space of model

parameters linked to the desired application. In fact, almost all published chemistry

sets contain redundant species and reactions [12]. There are two main reasons for

this. First, chemistry sets tend to cautiously include species and reactions with

uncertain importance for the plasma model built around the given set. Second,

even if the importance of each species and reaction is somehow tested, it might be

done so for a much wider range of input parameters and conditions, than the range

of conditions, the chemistry set is finally utilized over. While large chemistry sets

2



do not significantly impact the performance of more approximative plasma models

with low computational cost, such as volume–averaged 0D models, this is not true

for plasma models resolving several spatial dimensions, where the larger chemistry

sets (particularly larger numbers of species in the set) means that models can rapidly

become prohibitively expensive to run.

While one might come across published chemistry sets which have been reduced

to smaller sizes to accurately model only a particular application with a particular

set of plasma conditions, such as the chemistry set for plasma in air reduced by Bak

and Cappelli [13] from the detailed chemistry set by Kossyi et al [14], these published

reduced sets are, by design, only valid for a narrow domain of plasma conditions and

parameters described in the publications and therefore cannot be readily adopted

for a more general case. It follows that methods for identifying and eliminating

redundant species (as well as reactions) from very large detailed chemistry sets,

or more generally, methods reducing the dimensionality of the underlying systems

of partial differential equations are of great importance for more computationally

costly plasma models, capable of generating more insight than simple 0D models.

The computational cost of solving spatially resolved plasma models increases greatly

with the number of species in the chemistry set up to the point, that solving 3D

plasma models with more than a few species might become too time–consuming,

costly, and impractical. The number of reactions in the chemistry setNR on the other

hand does not increase the dimensionality of the system of governing equations but

might still increase its stiffness. Then there is also a question of the interpretability

of a solution, which might become unclear with very complex chemistry sets.

1.1.1 Existing reduction methods

Several review papers have dealt with the problem of chemistry set reduction, mostly

in combustion modeling [15; 16; 17; 18; 19]. Reduction methods might be classi-

fied into three main categories: lumping, time-scale analysis, and skeletal reduc-

tion [19; 20]. The lumping method [21] may be useful, whenever the species of a

chemistry set can be clustered together into groups with very similar chemical prop-

erties, and each group can be then treated as one pseudo–species. This method is

3



used very frequently in plasma modeling, for example for lumping of vibrational lev-

els of species A into few groups [3] or a single lumped pseudo–state A(ν) [22], or for

lumping several electronic metastable states into a single compound state A∗ [22].

Various reduction methods falling under the time-scale analysis category aim to

define fast reactions or highly reactive species in the chemistry set and approxi-

mate those as partial equilibrium reactions and quasi–steady state species. Their

corresponding PDEs can then be solved explicitly as algebraic equations, or their so-

lutions tabulated, decreasing the dimensionality of the whole system of PDEs. Var-

ious methods based on time-scale analysis exist, such as quasi-steady state analysis

(QSSA) [23], partial equilibrium analysis (PEA), and more systematic approaches

including the intrinsic low dimensional manifold method (ILDM) [24; 25] and com-

putational singular perturbation (CSP) method by Lam and Goussis [23; 26; 27; 28]

have been widely adopted in the past in plasma and combustion modeling. Finally,

skeletal reduction methods seek to identify and eliminate species and reactions unim-

portant for a given set of particular simulation conditions and applications. As per

the scope of this work (further on in section 1.3), the skeletal reduction is an obvious

choice for my specific application. Therefore, I concentrate exclusively on skeletal

reduction in the present thesis, and ignore the rest.

1.1.2 Skeletal reduction

The skeletal reduction methods can be further categorized as reactions–oriented

and species–oriented, based on whether they aim to reduce the number of reactions

or species in the kinetic system. Reactions–oriented methods for elimination of

reactions from a chemistry set include among others sensitivity analysis [29; 30],

and detailed reduction method [31; 32]. The computational cost of running a plasma

model is typically mostly driven by the dimensionality of the system of governing

PDEs. In a situation, when reaction rate coefficients are treated as known and fixed

input parameters, eliminating reactions from a chemistry set does not reduce the

system dimensionality. Therefore, decreasing the number of reactions has typically

only a marginal effect on the model computation time, due to faster computation of

the species sources terms (as well as a possible decrease in stiffness of the system).
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It should be noted, that in certain applications of plasma models, rate coefficients

might be treated as unknowns (e.g. to be calibrated within the ranges of their

uncertainties). In those cases, the number of reactions will play very significant role

in the computational costs, however, these cases will not be considered in this work

and the species–oriented reduction will be treated with higher importance for the

reasons described above.

The simplest method of species–oriented reduction, which is frequently used by

the plasma modeling community, is the elimination of species with very low density.

This method was used for reduction by, among others, Van Gaens and Bogaerts [6],

Liu et al [33], and Turner [22], but this method is rather crude and cannot be

generalized. More systematic methods for species elimination include, for example,

sensitivity analysis [12; 34], Jacobian analysis, CSP [35], principal component anal-

ysis (PCA) [36], the simulation error minimization connectivity method (SEM-CM)

of Nagy and Turanyi [11], and the directed relation graph method (DRG) of Lu

and Law [37; 38; 39] as well as its variations, such the DRG with error propagation

(DRGEP) method of Pepiot and Pitsch [40], and DRG–aided sensitivity analysis

(DRGASA) [23; 41]. Again, most of the above–mentioned methods were developed

and used specifically for combustion modeling, but some were recently also used in

plasma–assisted combustion applications (PCA and DRGEP, both by Bellemans et

al [36; 42]) or even in plasma physics and astrochemistry modeling, such as DRG by

Sun et al [43], DRGEP by Venot et al [44], and sensitivity analysis by Obrusnik et

al [45]. The majority of the methods mentioned above are even implemented in a

single software package by Lebedev et al [46].

The existing species–oriented skeletal reduction methods mentioned above all use

a thresholding parameter in one form or another, with a somewhat arbitrary value,

usually user–determined by the method of trial and error. An example of this might

be the threshold value ε int the DRG theory, which is a user–defined lower–minimum

threshold value for the direct interaction coefficient w(u, v), see (4.3) further in chap-

ter 4, below which the direct interaction between two species u and v is neglected.

The fact that the thresholding parameter ε is not algorithmically determinable might

pose a problem for some automatic applications, such as the chemistry set generator
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tool outlined later in section 1.3. The thresholding coefficients ε employed in the

existing species–oriented skeletal reduction methods generally have a very uncertain

mapping to the errors of the model outputs induced by the reduction with given ε.

The output errors also are not monotonic with ε, which forbids the use of binary

search to converge towards the optimal ε value. Together with the higher compu-

tational cost of the existing methods, this fact renders their employment for my

intended application somewhat problematic.

1.2 Estimation of reaction kinetics

Another major problem faced by the plasma modeling community is the availability

of the reaction kinetic data. Depending on the specific application and the required

degree of resolution of the model in question, the chemistry set might be required

to contain a very large numbers of reactions. Every single reaction needs to have

its kinetic parameters assigned and these data are not always readily available. In

chemistry sets for plasma modeling, there are two most common forms of reaction

kinetics representation. Kinetics for electron collisions are most commonly repre-

sented by their full collisional cross-sections. Heavy species collisions, on the other

hand, are typically parametrised by the modified Arrhenius formula (3.5a), although

other functional forms are sometimes used.

When compiling a new chemistry set for a given plasma modeling application,

a researcher will typically search for the kinetic data in other related chemistry

sets, which have already been published, or in one of the databases, compiled and

maintained by the plasma modeling community. Publications compiling chemistry

sets for various plasma modeling applications, models, and conditions are indeed

numerous, and some of them were cited already in chapter 1 above. Moreover,

many online databases of plasma kinetic processes are freely accessible. To name a

few, there are databases for modeling low-temperature plasmas such as Quantemol

Database (QDB) by Tennyson et al [9], and LXCat database by Pitchford et al [47],

the Phys4Entry database by Celiberto et al [48] for modeling re–entry plasmas,

databases for astrochemical modeling, such as KIDA by Wakelam et al [49; 50],
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UDfA by McElroy et al [51], and BASECOL by Dubernet et al [52], or fusion

oriented databases by Murakami et al [53] of NIFS, Japan, by Park et al [54] of Data

Center for Plasma Properties, NFRI, Korea, or ALADDIN database maintained by

the International Atomic Energy Agency (IAEA) [55].

While numerous, the sources of reaction kinetics data listed above form only a

finite and very limited set. A researcher aiming to assemble a new chemistry set

(e.g. to model plasma in a novel gas mixture) or to extend an existing chemistry set

(e.g. to cover a different range of conditions than what the source chemistry set was

published for) will most likely have to tackle the problem of not being able to find

any published kinetic data for certain reactions. This problem can be dealt with

in several ways. Preferably, the missing kinetics would be either experimentally

determined, or calculated from first principles, but accurate results from both are

extremely difficult and time–consuming to obtain, and not always possible.

For example experimental determination of electron collision cross sections typ-

ically relies on beam attenuation or swarm experiments. Those are generally prob-

lematic for collisions with species which can only exist within the plasma state (such

as radicals and other unstable species). Experimental methods also pose well–known

technical challenges, well summarised in the review papers by Brunger and Buck-

man [56], and Trajmar et al [57]. For those reasons, generally accepted experimental

kinetic data for common gases have been around for a long time (e.g. cross sections

on molecules of atmospheric gases published in an extensive series of papers by

Itikawa et al, such as [58]). However, experimental data for more exotic molecules

are extremely rare. It has been argued (e.g. by Bartshat and Kushner [59]), that

large amounts of data are needed to model electron collisions with sufficient accu-

racy, and the data cannot be provided by experiments alone. When it comes to

experimental measurement of heavy species interactions, the situation is somewhat

similar.

Considering the most fundamental and precise level of theory, the accurate de-

scription and calculation of even seemingly simple chemical reactions from first prin-

ciples is a challenging task [60]. Any such calculation requires the knowledge (or

pre–calculation) of extended regions of the underlying electronic potential energy
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surface (PES) of the molecular system. Very high–dimensional quantum chemical

numerical calculations are required to obtain any reliable theoretical predictions.

This is reflected by considerable computational complexity, and consequently by

many limitations, such as maximal molecule size, and similar.

For the reasons described above, plasma modeling researchers will very often

fall back to estimation by analogy or an educated guess, when confronted with the

problem of unavailable kinetic data for certain reactions. In fact, in a typical pub-

lished chemistry set, a substantial subset of the reactions’ kinetics are likely to be

estimates. As an example, Turner [22] performed a review of the state–of–the–art

chemistry set for helium–oxygen atmospheric pressure plasmas, carefully tracing the

primary sources of kinetic data for all the reactions in the set. He found, that 63 out

of the total 373 reactions have estimated kinetic data. That is very high fraction

considering that He–O2 is a fairly simple system and might be expected to be better

than many, regarding the data availability. The same phenomenon can be observed

also in online databases. As an example, I have discovered, that 1298 reactions in

the KIDA database, as well as 869 reactions in the UDfA database share the same

reaction rate coefficient k = 7.5×10−8 (T/300)−0.5, and the same reference, pointing

to the publication by Harada and Herbst [61], which only lists a single reaction1 with

this value of k:

C3N− + C+ → C3N + C, (1.1)

All the reactions in KIDA and UDfA pointing to this source aremutual neutralisation

reactions generally in the form of

R−1 + R+
2 → P1 + P2 (+P3 + P4), (1.2)

and their reaction rate coefficients are estimated in the databases by analogy to the

reaction (1.1).

Such an estimation practice does have its place in plasma modeling, but it re-

quires a skillful researchers experience, which is difficult to algorithmize and auto-

mate. Yet, even a crudely approximative automated and fast–running method for
1The paper itself cites a different paper by Smith et al [62] as the data source.
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estimation of unknown kinetics could be very beneficial for the field, especially for

use in automated workflows and applications.

Since the whole part II of this thesis describes my development of a machine

learning model for fast regression of unknown kinetic data of binary heavy species

reactions, it is only appropriate to dedicate a couple of paragraphs to introduction

of the existing methods for computation of reaction kinetics. In the following two

sections, I will list some state-of-the-art methods for computation of heavy–species

reaction kinetic data, together with some recent advances in the efforts to combine

the more traditional computational chemistry with machine learning methods for

computational speedup.

1.2.1 Kinetic data calculation

It has been argued (e.g. by Mason and Tennyson in The 2017 Plasma Roadmap: Low

temperature plasma science and technology [63] or by Bartschat and Kushner [59]),

that the majority of atomic and molecular data required by the plasma modeling

community for diverse modeling application is expected to be derived from the-

oretical calculations. Although the equations governing the quantum–mechanical

many–body phenomena are believed to be known with a high degree of confidence,

their solution with the accuracy needed for reliable quantitative predictions remains

a great challenge [59]. A full quantum–mechanical (QM) treatment of, e.g., a heavy

particle reaction requires solving the QM potential energy surface (PES) and the

Schrodinger equation in 3N − 6 dimensions, where N is the number of atoms in the

molecular target. An effort required to calculate the kinetics from first QM princi-

pals for even a single reaction featuring a modest size molecule typically takes the

size of an entire PhD project [64]. Furthermore, even with the continuing advances

in computational power, the size of the molecules in the reactions that can be de-

scribed fully quantum–mechanically is severely limited, due to the steep increase

in the problem dimensionality with each additional atom in the molecular target.

To address these issues, several techniques were devised offering a higher degree of

approximation redeemed by lower computational cost. In the space of heavy species

processes (relevant to present work), these are mainly the Molecular dynamics and
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the Transition–state theory methods.

The field of ab initio molecular dynamics (AIMD) was started with the seminal

contribution by Car and Parrinello [65], and since then it has become a corner-

stone of modern simulation techniques in many areas of computational science [66].

The AIMD simulation method combines classical molecular dynamics of nuclei with

on–the–fly calculation of interaction potentials from electronic structure theory (typ-

ically using the method of Kohn–Sham density functional theory [67]). The theory is

beyond the scope of this thesis, but several review papers and books have been writ-

ten addressing AIMD theory in detail, e.g. by Hutter [66], Remler and Madden [68],

Galli, and Pasquarello [69], or by Marx and Hutter [70].

In their historical account [71] of the theory, Laidler and King date the origins of

the Transition–state theory (TST) to Henry Eyring in 1935 [72]. Since then, TST

might be considered a general name for any theory, based in whole or in part on

the fundamental assumption, that there exists a or surface in phase space with two

properties: (1) it divides space into a reactant region and a product region, and (2)

trajectories passing through this surface in the direction of the products originated

at reactant region and will not reach the surface again before being thermalized or

captured in a product state [73]. TST rate coefficient of a volumetric reaction is

then proportional to the total flux of classical trajectories from reactant to product

side of the dividing surface and is determined by the transition–state barrier height.

Many books and review papers describe the theory to an extent beyond the scope

of this thesis, among others e.g. by Pechukas [74], or by Miller [75].

Apart from the more or less sophisticated methods described in the earlier para-

graphs, there also exist several very approximative ways of estimating reaction rate

coefficients for some specific reaction families, such as the Langevin rate coeffi-

cients [76] for barrier–less processes of ions and polarizable molecules, calculated

classically with the assumption that the reaction occurs upon every collision.

1.2.2 Machine learning in plasma and chemistry

Machine learning (ML) is used nowadays very extensively in plasma physics, pro-

cessing, and modeling, as well as in computational chemistry. A sizable body of
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research has been done on artificial neural network (ANN) models used as surro-

gate models for prediction of macroscopic plasma processing outputs (such as etch

rate, deposition rate, etc.) from the processing reactor control variables, such as RF

power, pressure, or feed gas flows. Examples from plasma etch process modeling

and real–time process control include, among others, the extensive work of Kim et

al on this subject [77; 78; 79; 80], Himmel and May [81], Rietman and Lory [82],

Han et al [83], Stokes and May [84], or Tudoroiu et al [85]. The same is true for

other areas of plasma processing. The plasma deposition process control modeling

researchers have also been using ML, including e.g. Rosen et al [86], Bhatikar and

Mahajan [87], Chen et al [88], or Ko et al [89]. ANNs have been further used to

model plasma spray processes (e.g. by Guessasma et al [90], Jean et al [91], and

Choudhury et al [92]), for modeling of plasma sputtering (e.g. by Krueger et al [93]

or Kino et al [94]), plasma–assisted nano–particle synthesis (e.g. by Leparoux et

al [95]), or plasma surface modification (e.g. by Wang et al [96], or Abd Jelil et

al [97]). Finally, there is also a large amount of work dedicated to the utilization of

ANNs in any plasma processing generally, such as by Rietman [98], Salam et al [99],

Molga [100], Kim et al [101; 102], or Mesbah and Graves [103].

Apart from modeling plasma processing, control, and diagnostics, ANNs have

also been used to augment some traditional quantum chemistry calculation meth-

ods. As examples, one might cite the work of Dral et al [104], using ML models for

learning the parameters for semi–empirical quantum chemistry calculation methods

from molecule structure, or the work of Komp and Valleau [105] using deep ANNs

for prediction of quantum reaction rate constants of simple systems trained on cal-

culated data, to overcome the high cost of ab initio calculation. Zhang [106] used

ANNs for estimation of standard enthalpies of formation of several kinds of acyclic

alkanes, and Hansen et al [107] used ML methods for predicting molecular atom-

ization energies. The review paper by Goh et al [108] summarizes the use of deep

learning in computational chemistry.

Pertinent to the present work, ML techniques were also used in the calculation

of chemical kinetics. In the work by Ventura et al [109] and Galvan et al [110],

ANNs were used for curve–fitting complex experimental kinetic data, bypassing ki-
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netic models built around chemistry sets altogether. Bas et al [111; 112] developed

an ANN model for estimation of reaction rate of the catalyzed enzymatic hydrol-

ysis of maltose into glucose, also bypassing a kinetic model. Valeh-e-Sheyda et

al [113] applied ANN trained on experimental data to estimate the reaction rate of

methanol dehydration as a function of temperature, pressure, and the purity of the

feed stream. Tumanov and Gaifullin [114] describe ANNs learning the activation

energies of reactions of phenyl radicals with hydrocarbons at a single given temper-

ature. Allison [115] trained an ANN to learn to predict rate coefficients of reactions

of ·OH radicals from the bonds and bends of the selected set of possible reactants.

Choi et al [116] discuss the feasibility of activation energy prediction of gas–phase

reactions by gradient–boosted trees method from structural and thermodynamical

properties of the molecules, as does Grambow et al [117] using deep learning. Kuang

and Xu [118] showcased the use of a convolutional neural network for the prediction

of kinetic triplets for pyrolysis processes from experimental data, more specifically

the temperatures at pre–selected values of conversion degrees. Very similar work

has also been done by Huang et al [119], and Vieira et al [120].

In most cases, a research work intersecting ML and chemical kinetics introduces

ANNs and other ML model techniques (or soft computing) as an alternative to the

hard kinetic model of a system, which typically integrates the differential equations

governing the species densities to calculate the reaction rates. Inputs to such models

are typically absorbance, concentration, temperature, pH, etc. This "soft" approach

for chemical kinetics is reviewed nicely in the paper by Amato et al [121]. Unfor-

tunately, such methods are not entirely relevant to the work I am aspiring to do in

my PhD project, which is to develop a model to estimate kinetic parameters for a

chemistry set as an input for a hard kinetic model.

1.3 Scope of this work

In this dissertation, I envision an Automated Chemistry Set Generator application,

which could be attached to an online database of plasma kinetics. An input for

such an application would take the form of the required plasma feed gas mixture,
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a set of plasma conditions and simulation parameters, and a set of observables

of interest. The output would be an optimized chemistry set of a minimal size,

required for accurate modeling of all the observables of interest. A diagram of a

possible workflow of such an application is proposed as figure 1.1

Feed gases

Reactions 
generator

Kinetic parameters
estimator

Automatically compile a comprehensive 
set of species and reactions which 
might occur in a plasma system, with 
respect to the feed gas mixture as a 
user input parameter.

1.

Check, which reactions are present 
already in the associated database, and 
get their kinetic data. Calculate or 
estimate the kinetic parameters for the 
missing reactions.

2.

Reduce the comprehensive chemistry 
set to the minimal size, with respect to 
the user specified plasma conditions 
and observables of interest.

3.Plasma conditions

Observables of intr.

Reduction method
Optimized
chemistry set

Comprehensive
chemistry set

Comprehensive
set of reactions 
(without kinetics)

Figure 1.1: A flow diagram of the proposed chemistry set generator application. Three
separate stand–alone components are shown, powering the application. In-
puts to the components are placed on the left-hand side of the figure, while
outputs are on the right. The final output of the proposed chemistry set
generator app is the optimized chemistry set.

In this implementation, the chemistry set generator app would be powered by

three stand–alone automated components.

In the first step, the method would identify a comprehensive set of species and

reactions which might appear in a plasma for the given mixture of feed gases, with no

regard to the kinetic data for the identified reactions. In the second step, the kinetics

for each reaction identified in the first steps are attached. The kinetic data are

either simply retrieved from the attached database, or dynamically computed, where

no kinetics are available. This produces a comprehensive chemistry set. Finally,

in the last step of the algorithm, the comprehensive chemistry set is reduced to

an optimal size, based on the user–defined plasma conditions and observables of

interest, outputting the optimized chemistry set. In this (rather abstract) definition,
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outlined as figure 1.1, all the three stand–alone steps rely on automated methods,

depicted as inputs in a slightly darker shade of gray. In the proposed implementation,

these methods are called Reactions generator, Kinetic parameters estimator, and

Reduction method respectively.

As this topic is far too big to be covered by a single PhD project, I have limited

my focus only on the steps no. 2 and 3 from figure 1.1, and their respective automated

methods. Additionally, I have limited the scope of the kinetic parameters estimator

to predicting kinetics of binary heavy species reactions only, in an attempt to further

reduce the workload to fit the typical PhD thesis time budget. A novel method for

fast skeletal reduction of chemistry sets is presented in part I of the thesis, while in

part II, I explore the feasibility of a fast data–based regression model for estimation

of unavailable reaction kinetics from accessible data. The ordering of the thesis parts

does not align with the order of the steps depicted in figure 1.1, but rather reflects

how I have tackled this project chronologically. Both methods detailed in the theses

are intended to form the foundation of a chemistry generator add-on module for

the QDB database [9]. This, however, does not limit in any way the generality of

the ideas presented. Finally, the core of part I of this dissertation, describing the

development of a novel skeletal reduction method for reduction of chemistry sets for

plasma modeling, has also been published already [122].

1.4 Thesis structure

This thesis is divided into three parts. Part I details the development of the novel

ranking–based species–oriented iterative skeletal reduction method, together with a

thorough assessment of different possible species ranking schemes. Part II describes

my development of a very fast machine learning–based regression model for crude

estimation of reaction kinetics. Finally, in part III, I discuss some conclusions and

outline possible future work.

Part I is divided into several chapters. The first chapter after this Introduc-

tion, chapter 2, provides an overview of the reduction method I developed during

this PhD project. Chapter 3 gives thorough documentation of PyGMol, the plasma
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global model I have developed specifically for this project. In chapter 4, I present

some competing species ranking schemes, based on a graph representation of com-

prehensive chemistry sets. An appropriate species ranking scheme is a crucial input

for the reduction method to perform well. Different methods of chemistry graph

edge weight distribution are considered, all based on a single evaluation of a plasma

model with the detailed chemistry set and different flavors of the underlining the-

ory. Chapter 5 details several test reduction cases which are used to identify the

statistically best–performing ranking scheme, and finally, chapter 6 summarizes the

results.

The chapters of part II are as follows: In chapter 7, I build a case for utilizing

machine learning to meet my objective of a very fast regression model of reaction

kinetics and provide some theory behind the particular machine learning methods

used in the work. Chapter 8 describes the raw training dataset and how exactly

it was compiled, while the next chapter 9 details the preprocessing of the training

dataset and describes in detail how it was trained. In chapter 10, I give all the results

of the final trained regression model for predicting the reaction kinetics, such as the

generalization error evaluation on a withheld test set, as well as some interesting

analysis of the data and the predicting capability of the model.

Finally, part III only contains a single chapter 11, summarizing the conclusions

and outlook into some interesting future work possible.
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Part I

Automatic Reduction of Chemistry

Sets
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Chapter 2

Ranking–based iterative reduction

method

In this work, I present a simple chemistry set reduction method overcoming the dif-

ficulties suffered by other existing reduction methods mentioned in the Introduction

(chapter 1). The method is based on ranking all the species in the model based on

their importance for modeling densities of a defined set of species of interest and

iteratively eliminating the lowest–ranked species, while periodically checking after

each iteration, if the reduction error does not exceed a defined maximum threshold

value. This way, the validity of the reduced chemistry set is always ensured with re-

spect to the pre–selected species of interest, and the set of reduction conditions. The

following section outlines the general framework behind the method and some key

concepts, while the species ranking method development is described in chapter 4.

2.1 Introduction of the method

Table 2.1 lists all the key concepts and definitions that are important for this work.

The general structure of the reduction method presented is summarized by the flow

diagram given as figure 2.1.

The method uses a plasma model to generate results used as inputs for a species

ranking method and also to check the reduction error after each species elimina-

tion. Although the reduction framework described here is defined very generally,
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Table 2.1: Key concepts and definitions for the ranking–based iterative reduction method.

Concept Definition

Detailed chemistry set The set containing all the species and reactions.
Reduced chemistry set A set with at least one species eliminated from the de-

tailed set.
Species elimination Removal of all the reactions involving the given species

(on either side).
Reduction conditions A set of application–specific conditions (such as pressure,

power, etc.), for which the reduced chemistry set should
yield a low reduction error.

Reduction error δ The collective relative difference of outputs of interest
between the detailed and reduced models.

Allowed error ∆ Maximal δ allowed.
Outputs of interest Set of outputs, which need to be modeled within ∆ us-

ing the reduced chemistry set. This can generally be any
plasma model outputs, but most frequently species’ num-
ber densities.

Species of interest Species, whose densities are among the outputs of inter-
est.

Species ranking Species hierarchy reflecting how important each species
is for modeling all of the outputs of interest. Rank of each
species in the chemistry set is determined by its ranking
score.

throughout this work I used the PyGMol 0D global model as a plasma model, and

the reduction error took the form of a mixed error function adopted from the work

of Nagy and Turanyi [11]

2.1.1 Plasma model

A plasma model plays a crucial role in the reduction process. The validity of a

reduced chemistry set is ensured by comparing outputs of interest of the plasma

model for the detailed and reduced chemistry set and ensuring their difference is

sufficiently small. Outputs of the plasma model are also needed for the species

ranking step. Since the plasma model needs to be run in every single iteration of

the reduction process, care must be taken to employ sufficiently fast plasma model.

The global model used throughout this work was the PyGMol (Python Global

Model), which was developed as a part of this work and specifically for the reduction

method presented. Although there are several global models available within the
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Solve a plasma model with detailed chemistry 
set and for specific reduction conditions.

Build the species ranking with the specified set 
of outputs of interest.

Run the iterative reduction loop:

Eliminate the lowest-ranked species

Solve the plasma model with the 
reducted chemistry set

Evaluate the reduction error δ 

Return the eliminated species back 
into the reduced chemistry

δ > Δ

Terminate?

yes

no yes

no

Exit

Detailed chemistry

Reduction conditions

Outputs of interest

Ranking scheme

Maximal allowed 
error Δ

Model outputs

Plasma model

Figure 2.1: Flow diagram outlining the general structure of the species–oriented reduc-
tion method framework presented in this work. Inputs to the reduction
method are on the left–hand side of the diagram.

plasma modeling community, such as GlobalKin by Kushner [123], Plasma-R by

Kokkoris [124] or ZDPlasKin by Pancheshnyi et al [125], the choice of developing a

new code was driven by the need for Python implementation which allowed seamless

integration with the rest of the reduction framework.

A detailed description of the PyGMol global model is given in Chapter 3. While

obviously being heavily approximative, the PyGMol model should however suffice

here, since the quantitative results of the model are not the aim of the present work;

an equally simplistic model was used in a similar study by Turner [22; 126].

It should be noted, that the framework of the iteration–based reduction method
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is independent of the plasma model. Any fast–running plasma model will be appro-

priate, as long as it satisfies the following conditions:

- A set of inputs for the plasma model includes (or can be mapped to) the

reduction conditions

- A set of outputs of the plasma model includes (or can be mapped to) the

defined outputs of interest, and allows for creation of the species ranking.

2.1.2 Reduction error

In this work, the reduction error δ takes form of a mixed error adopted from the

work of Nagy and Turanyi [11]. Since the PyGMol global model outputs time–

dependent outputs, each output of interest Ai is sampled over a set of pre–selected

times of interest {tj}. The concept of the times of interest is further elaborated on

in chapter 4.

Local error δi(tj) of output of interest Ai at time tj is expressed by the following

error function:

δi(tj) = 2
Ared
i (tj)− Afull

i (tj)

Afull
i (tj) + Afull

i,max

, (2.1)

where Ared
i (tj), and Afull

i (tj) are values of the output of interest Ai associated with

reduced and detailed chemistry sets respectively evaluated at time tj, and Afull
i,max

denotes maximum over all the times of interest

Afull
i,max = max

j
Afull
i (tj). (2.2)

The index i runs over all the outputs of interest Ai, and the index j runs over the

times of interest {tj}. This way, the local reduction error takes form of

δi(tj) =



Ared
i (tj)− Afull

i (tj)

Afull
i (tj)

if Afull
i (tj) ∼ Afull

i,max,

Ared
i (tj)− Afull

i (tj)

Afull
i,max/2

if Afull
i (tj)� Afull

i,max,

(2.3)

which appropriately behaves as a relative error at output values close to the maximal
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values over times tj, but loses significance for values much lower than maximal values,

where it behaves as a scaled absolute error.

The global reduction error δ is finally defined as a maximum of local error func-

tion over the space of both times and outputs of interest

δ = max
i,j
| δi(tj) | . (2.4)

Although any choice of different error metrics can be generally implemented within

the reduction method presented, in this work, error function defined by equations

(2.1), and (2.4) was used exclusively.

2.1.3 Termination Condition

The condition for terminating the reduction method from figure 2.1 was set to be

Nδ subsequent iterations resulting in exceeding the maximal reduction error allowed

δ > ∆. An appropriate value of Nδ must be chosen to balance the trade–off between

the number of eliminated species, and the number of plasma model calls. As with

other parts of this loosely defined reduction framework, various different termination

conditions are of course possible, but this one was used exclusively in this work.

2.2 Influence of species ranking

It is clear, that the method for ranking the species (or the species ranking scheme) is

the most important part of the reduction method presented. Good species ranking

scores should correlate strongly with the error in the species of interest densities

induced by removing the species from a chemistry set. Completed reduction runs

may be analyzed by plotting the reduction error as a function of the number of

species retained in the chemistry set. As an example, figure 2.2 shows such a re-

duction plot for an N2–H2 chemistry set (described more closely in section 5.2),

and plasma model with arbitrary reduction conditions. The solid line starts with

the detailed chemistry set containing in total 42 species, and follows all the species

eliminated from the set while keeping the reduction error δ below the maximal value
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allowed (in this case, ∆ = 10%). The dotted lines show species, which could only

be eliminated with an unacceptable reduction error, and were therefore reinstalled

back into the chemistry set. The species ranking order coming into the reduction

method in this particular case was [N+
3 , N(2D), N(2P), N+, NH+, NH+

2 , H+, NH+
3 ,

H2(B 1Σ+
u ), H2(ν3), H2(ν2), H2(a 3Σ+

g ), N+
4 , N2(a′ 1Σ−u ), N2(ν8), N2(ν7), N2(C 3Πu),

N2(ν6), N2(ν5), N2(ν4), · · · ], where subsequent unsuccessful elimination of the three

species N2(ν6), N2(ν5) and N2(ν4) triggered the termination condition for Nδ = 2.

Figure 2.2 also demonstrates that the reduction error is generally not monotonic

with the number of species eliminated.
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Figure 2.2: A reduction plot for an N2–H2 chemistry set and plasma model with arbi-
trary reduction conditions. The error function is plotted against the number
of species retained in the chemistry. The solid line follows all the species
eliminated from the chemistry set while keeping the reduction error δ below
the maximal value allowed (dashed line). The dotted lines show species that
could not be eliminated from the chemistry set with an acceptable reduction
error. The species eliminated (or not eliminated) at each iteration are given
next to the plotted points.

There will be, of course, potentially large differences between different ranking

schemes in the size of the resulting reduced chemistry sets, where better species

ranking yields fewer redundant species left in the reduced set. Figure 2.3 shows

the same reduction plot as in figure 2.2, this time compared together with 4 other
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different ranking schemes (annotation of eliminated species is omitted for clarity).

It can be seen, that the number of eliminated species at the end of the reduction

procedure differs for each ranking scheme greatly (between 6 and 15). Another

thing to note, is that reduction procedures for the two ranking schemes labelled as

rank. #1, and rank. #3 are both terminated with 15 eliminated species, but the set

of eliminated species is clearly different for both (resulting in a different reduction

error). Although this might often be the case, large number of eliminated species

will generally be shared between the two ranking schemes in cases like this.
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Figure 2.3: Reduction plots for several different arbitrary species ranking schemes for
N2–H2 chemistry and plasma model with arbitrary reduction conditions. The
error function is plotted against the number of species retained in the chem-
istry. The solid lines follow all the species eliminated from the chemistry set
while keeping the reduction error δ below the maximal value allowed (dashed
line). The dotted lines show species that could not be eliminated from the
chemistry set with an acceptable reduction error.

Some caveats need to be noted regarding the process of species elimination from

a chemistry set. The integrity of the chemistry sets needs to be protected at all

times. For example, each retained species must have at least one production and

consumption channel and at least one positive ion must be retained in the set. This

adds extra constraints on species elimination. Similarly, in some cases, elimination

of a species upsets the balance of the chemistry set to the point where the plasma
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model solution fails. Cases like this are treated as if the iteration resulted in a

higher than allowed reduction error. Also, elimination of one species might instantly

trigger elimination of another, if the set of reactions associated with the first species

contains all the reactions associated with the second. Figure 2.4 shows such a

situation during N2–H2 chemistry reduction (different reduction conditions than in

figures 2.2 and 2.3), where elimination of atomic nitrogen N removes all the reactions

involving both excited states N(2P) and N(2D), leaving the chemistry set with 22

species retained at that point. Safeguards against inconsistent chemistry sets after

species elimination are coded into the elimination routine of the framework.
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Figure 2.4: A reduction plot for N2–H2 chemistry and plasma model with arbitrary re-
duction conditions, showing that elimination of a single species might trigger
other species to be eliminated in the same iteration. The error function is
plotted against the number of species retained in the chemistry. The solid
line follows all the species eliminated from the chemistry set while keeping
the reduction error δ below the maximal value allowed (dashed line). The
dotted lines show species that could not be eliminated from the chemistry
set with an acceptable reduction error. The species eliminated (or not elim-
inated) at each iteration are given next to the plotted points.
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2.3 Dynamic ranking–based iterative reduction

If it is the case, that the species ranking procedure carries only a marginal compu-

tational cost compared to the plasma model evaluation, it can be inserted into the

main iterative reduction loop, updating the species ranking inside each iteration.

The flow diagram for this dynamic ranking–based iterative reduction procedure is

given as figure 2.5.

Solve a plasma model with detailed chemistry 
set and for specific reduction conditions.

Run the iterative reduction loop:

Eliminate the lowest-ranked species

Solve the plasma model with the 
reducted chemistry

Evaluate the reduction error δ 

Return the eliminated species back 
into the reduced chemistry

δ > Δ

Terminate?

yes

no yes

no

Exit

Detailed chemistry

Reduction conditions

Outputs of interest

Ranking scheme

Maximal allowed 
error Δ

Detailed model 
outputs

Model outputs

Plasma model

Update ranking for all the remaining 
species

Figure 2.5: A flow diagram outlining the general structure of the dynamic species–
oriented reduction method framework. This is a modified method to the
static method shown on Figure 2.1, with the species ranking being updated
inside the iterative reduction loop.
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2.4 Reduction validity

Finally, it needs to be noted, that validity of the reduced chemistry set for all the

species of interest is strictly ensured within the density error ∆ only in the scope of

the same plasma model that was used in the reduction method. This plasma model,

of course, needs to be sufficiently simple to handle the full detailed chemistry set

with very fast run–time, so no reduction is strictly necessary, when using the simple

model only. Reduced chemistry sets need to be created for more sophisticated

(usually spatially resolved) plasma models where the number of species in the set

is of much greater importance. In a case of any end–application plasma model

(different from the one used in the reduction process), the validity of the reduced

chemistry set cannot be readily extrapolated and completely ensured. The use of any

reduced chemistry set should therefore always be preceded by careful consideration

of the similarity of both the plasma models. As an example, if a reduced set is

expected to be used within a plasma model capturing the same physics as the plasma

model employed in the reduction method, only in multiple dimensions, it might be

appropriate to run the reduction method for more than one point of the reduction

conditions parameter space and/or use lower maximal reduction error ∆ within

the reduction method, than what is an acceptable accuracy of the end–application

model.

By the same token, the validity of the reduced chemistry set is by design only

ensured for the single set of plasma conditions that are the reduction conditions.

More specifically, if certain model parameters, such as pressure p (or the related

total tensity n), or the neutral species temperature Tg, are used to calculate the

species ranking, and this ranking is used to perform a chemistry set reduction,

the reduced chemistry set will only be appropriate for modeling plasma with the

same p, (n), Tg. When performing a chemistry set reduction targeting a specific

modeling application, it might be appropriate to run the reduction with multiple

sets of reduction conditions sampled from the parameter space, and only eliminate

species that are flagged redundant in all of those runs. Such a parameter sweep,

however, can be performed on top of the reduction method presented in this work
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and therefore will not form part of this work.

In the method as described, the actual species ranking scores are not at all taken

into account, only the ordering of the ranked species. Further speed–up might

generally be possible by clustering the ranked species according to their ranking

scores and iteratively eliminating whole clusters one–by–one. However, one might

imagine a situation, when eliminating one species of such a cluster might distort the

outputs of interest completely, while eliminating a second species from the cluster

might compensate the kinetic mechanism exactly in the way that the outputs of

interest change back close to the ones from before the cluster elimination. If we are

interested, for example, in modeling densities of some species of interest, this might

be undesirable, since although correct densities of the selected species modeled with

the reduced chemistry would still be ensured by the method, the exact pathways of

production or consumption of those species might not remain unchanged with the

reduction. On the other hand, if only a single species is eliminated in each iteration,

and the maximum allowed error ∆ is kept sufficiently small, the outputs of interest

together with their main pathways should be conserved by the reduced chemistry

set.
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Chapter 3

Global model

The ranking–based iterative reduction method presented in chapter 2, and in fig-

ures 2.1, and 2.5 uses outputs of a plasma model to build the species ranking, and

to evaluate the reduction error.

This chapter describes the PyGMol global model, which was used throughout

the present work for this purpose. All the equations which are being solved for by

the model are shown explicitly, with the intention of providing the most complete

and transparent description possible. For a better clarity, Table 3.2 summarizes

all the symbols and quantities defined in the PyGMol documentation. The model

calculates the number densities ni (where the index i runs over all the heavy species

in the associated chemistry set), as well as the electron temperature Te, as a function

of time by integrating the set of particle density balance and electron energy density

balance ordinary differential equations (ODE):

– Particle density balance equation for heavy species, including contri-

butions from volumetric reactions, flow and from diffusion sinks and surface

sources of ni.

– Electron energy density balance equation, including contributions of

power absorbed by the plasma, elastic and inelastic collisions between electrons

and heavy species, generation and loss of electrons in volumetric reactions and

power lost to the walls by electrons and ions.

The electron density ne is not solved for explicitly but rather implicitly by enforc-
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ing the charge neutrality. The heavy species temperature Tg is treated as a constant

input parameter, rather than being solved for self–consistently. The collisional ki-

netics is not described by cross sections, but rather parametrized for each reaction

with the Arrhenius formula, Eq. (3.5a), (3.5b). The model was developed mainly

for the purpose of plasma chemistry reduction, which justifies its simplicity and the

degree of approximation. For those reasons, the model should only be used with a

great care to obtain any sort of quantitative results.

The inputs and outputs of the PyGMol plasma model are summarized in ta-

ble 3.1. The rest of this chapter describes all the equations in detail.

Table 3.1: Summary of all the inputs and outputs of the PyGMol global model of plasma.

Inputs
Plasma parameters: P , p0, Qi, Rp, Zp, Tg

Chemistry parameters: Mi, qi, σLJ
i , kj, ∆Einel

e,j

Outputs
Number densities: ni, ne

Electron temperature: Te

Table 3.2: Overview of symbols used in the description of the presented global modelling
framework.

Symbol Unit Description

i, k Index, running over species in a chemistry set
i0, i+, i− Indices i running over neutral, positive and

negative species respectively
j Index, running over reactions in a chemistry set
NS number of species in a chemistry set
ni [m−3] Number density of the i-th species in a chemistry

set
ne [m−3] Electron number density
%e [eV·m−3] Electron energy density
P [W] Absorbed power
p0 [Pa] Desired pressure
p [Pa] Instantaneous pressure
Qi [sccm] Feed flow for i-th species in a chemistry set
Rp, Zp [m] Plasma dimensions: radius and length
V [m3] Plasma volume
Tg [K] Neutral temperature
Ti [K] Positive ion temperature

Continued on next page
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Table 3.2 (Continued)
Symbol Unit Description

Te [K] Electron temperature
Tg [eV] Neutral temperature
Ti [eV] Positive ion temperature
Te [eV] Electron temperature
kj [m−3+3ms−1] Reaction rate coefficient of the j-th reaction of an

order m in a kinetic scheme
Rj [m−3s−1] Reaction rate of the j-th reaction in a chemistry

set
Mcp,j [kg] Mass of the collision partner in j-th electron

reaction
Mi [kg] Mass of the i-th species
me [kg] Electron mass
qi [e] Charge of the i-th species
e [C] Electron charge
σLJ
i [m] σ parameter of the Lennard-Jones potential for

i-th species
∆Einel

e,j [eV] Electron energy loss due to an inelastic collision j
aL
ij Stoichiometric coefficient of i-th distinct species on

left-hand side in j-th reaction
aR
ij Stoichiometric coefficient of i-th distinct species on

right-hand side in j-th reaction
aij Net stoichiometric coefficient of i-th distinct

species in j-th reaction
Aj [m−3+3ms−1] Arrhenius parameter – pre-exponential factor
nj Arrhenius parameter – exponent
Ea,j [eV] Arrhenius parameter – activation energy
Ea,j [K] Arrhenius parameter – activation energy
kB [JK−1] Boltzmann constant
si Sticking coefficient – probability of i-th species

sticking to a plasma boundary (si ∈ [0, 1] )
rik Return coefficient – number of i-th species

returned for each one of stuck k-th species
(rik ∈ R+

0 )
Di [m2s−1] Diffusion coefficient of i-th species
Da [m2s−1] Ambipolar diffusion coefficient
Λ [m] Characteristic diffusion length
λi [m] Mean free path of i-th species
vi [ms−1] Mean speed of i-th species
σm
ik [m2] Momentum transfer cross section for i-th species

scattering on k-th species
Vs [V] Mean sheath voltage
nmin [m−3] Minimal allowed particle density
%e,min [eV·m−3] Minimal allowed electron energy density
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3.1 Particle density balance

The time derivative of all heavy species densities is expressed as a sum of contri-

butions from volumetric processes, flow sources and sinks and surface (diffusion)

processes [127]:
dni
dt

=

(
δni
δt

)
vol

+

(
δni
δt

)
flow

+

(
δni
δt

)
diff

. (3.1)

3.1.1 Volumetric reactions contribution

The contribution of volumetric reactions is

(
δni
δt

)
vol

=
∑
j

Gij −
∑
j

Lij, (3.2)

where Gij, and Lij are contributions of generation and loss of ni due to inelastic

reaction j. In greater detail, it can be written as

(
δni
δt

)
vol

=
∑
j

(aR
ij − aL

ij)Rj, (3.3)

Rj = kj
∏
l

nL
lj, (3.4)

where nL
lj is the density of lth species on the left-hand side of reaction j. The reaction

rate coefficient kj in this model takes form of the Arrhenius equation

kj = Aj

(
Tg

300K

)nj
exp

(
−Ea,j

Tg

)
(3.5a)

for heavy species reactions j (reactions where all the reactants are heavy species),

and

kj = Aj

(
Te

1eV

)nj
exp

(
−Ea,j

Te

)
(3.5b)

for electron processes j (reactions where at least one reactant is an electron). The

Arrhenius parameters Aj, nj, and Ea,j (or Ea,j) describe the collisional kinetics of

the model.
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3.1.2 Flow contribution

The contribution of flow to the time evolution of heavy species densities will consist

of inflow and outflow terms as well as a term regulating the pressure.

(
δni
δt

)
flow

=

(
δni
δt

)in

flow

+

(
δni
δt

)out

flow

+

(
δni
δt

)reg

flow

(3.6)

Inflow (
δni
δt

)in

flow

=
Q′i
V
, (3.7)

where

Q′i =
NA

Vm · 60
Qi = 4.478× 1017 ·Qi

is the inflow expressed in [particles/sec] rather than in [sccm]. NA = 6.022 ×

1023 mol−1 is Avogadro constant and Vm = 2.241 × 104 cm3mol−1 is the molar

volume for the ideal gas at standard temperature and pressure.

Outflow

The outflow term is set in such a way that only neutrals are leaving the plasma

region due to the flow, the neutral species flow rate is proportional to the species

density, and the total flow rate out of the plasma region is the same as total inflow

rate: (
δni
δt

)out

flow

=


−
∑
Q′i∑
ni0
· ni
V

neutrals,

0 ions,

(3.8)

where the index i0 runs only over neutral species.

Pressure regulation

A term regulating the plasma pressure is added to the particle balance equation,

accounting for changes in p due to dissociation/association processes and to diffusion

losses and surface sources. This term, similarly to the outflow term, only acts

upon the neutral species and can be viewed as an addition to the outflow term, or

physically as adjusting a pressure-regulation valve between a plasma chamber and
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a pump, based on the instantaneous pressure.

(
δni
δt

)reg

flow

=


−p− p0

p0

ni
τp

neutrals,

0 ions.

(3.9)

Here, p is the instantaneous pressure from the state equation for an ideal gas

p = kBTg ·
∑
i

ni, (3.10)

and τp is a pressure recovery time-scale. In present work, a value of τp = 10−3 s was

found to yield satisfactory results for a wide range of process parameters.

3.1.3 Diffusion contribution

The diffusion contribution towards the particle balance equation is ultimately con-

trolled by the vector of sticking coefficients si, and matrix of return coefficients rik,

and the diffusion model:

(
δni
δt

)
diff

=

(
δni
δt

)out

diff

+

(
δni
δt

)in

diff

. (3.11)

Diffusion losses

As used (among others) by Kushner in GlobalKin [123], the rate of species loss to

the plasma boundaries due to diffusion is expressed as

(
δni
δt

)out

diff

= −Di

Λ2
nisi, (3.12)

where

Λ =

[(
π

Zp

)2

+

(
2.405

Rp

)2
]−1/2

. (3.13)

The diffusion coefficient is calculated separately for neutrals and ions. For posi-

tive and negative ions, the diffusion coefficient is the coefficient of ambipolar diffusion
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in electronegative plasma, as proposed by Stoeffels et al [128].

Di =


Dfree
i neutrals,

Dfree
+

1 + γ(1 + 2α)

1 + αγ
+ions,

0 −ions.

(3.14)

Here, γ = Te/Ti, and α =
∑
ni−/ne. Di = 0 for negative ions implies that no

negative ions are reaching the plasma boundaries and therefore there are no negative

ion diffusion losses. This approximation is justified by the positive plasma potential

trapping the negative ions in the plasma bulk. It should be noted that the stated

ambipolar diffusion coefficients are only valid for the case of α� µe/µi, where µ are

mobilities of electrons and ions respectively. The free diffusion coefficient for heavy

species is calculated as

Dfree
i =

π

8
λivi. (3.15)

The mean free path λi for all heavy species is

1

λi
=
∑
k

nkσ
m
ik(1− δik), (3.16)

where σm
ik is the momentum transfer cross section, and the mean speed vi is the

mean thermal speed

vi =


(

8kBTg

πMi

)1/2

neutrals,(
8kBTi

πMi

)1/2

ions,

(3.17)

where the ion temperature is approximated, as proposed by Lee and Lieberman

in [129],

Ti =


(5800− Tg)

0.133

p
+ Tg p > 0.133 Pa,

5800 p ≤ 0.133 Pa.

(3.18)

The momentum transfer cross section σm
ik is for the purpose of this model crudely

approximated with hard sphere model for neutral–neutral and ion–neutral collisions,

and with momentum transfer for Rutherford scattering (as proposed by Lieberman
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and Lichtenberg [130]) for the case of ion–ion collisions:

σm
ik =



(
σLJ
i + σLJ

k

)2
i = i+, i−, i0, and k = k0,

i = i0, and k = k+, k−,

πb2
0ln

(
2λDe

b0

)
i = i+, i−, and k = k+, k−,

(3.19)

with Debye length

λDe =

(
ε0Te

ene

)1/2

, (3.20)

classical distance of the closest approach

b0 =
qiqke

2

2πε0mRv2
R

, (3.21)

reduced mass

mR =
mimk

mi +mk

, (3.22)

and the relative speed being approximated by the mean thermal speed

vR = vi. (3.23)

The δik term filters out self–collisions, as collisions between the same species do

not affect the species collective behaviour

δik =

1 for i = k,

0 for i 6= k.

(3.24)

Finally, the free diffusion coefficient for positive ions is approximated by

Dfree
+ = Dfree

i+
. (3.25)
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Boundary sources

Each k-th species which is lost (or stuck) to the plasma boundary can get returned

as i-th species, introducing the boundary sources

(
δni
δt

)in

diff

= −
∑
k

rik

(
δnk
δt

)out

diff

=
∑
k

Dk

Λ2
nkskrik (3.26)

3.1.4 Minimal allowed species density

To prevent the ODE solver from overshooting into unphysical negative densities,

an additional artificial term is added to the right-hand side of Eq. (3.1), ensuring

a finite minimal value of particle densities (which can be considered zero). This

correction term takes form of

(
δni
δt

)
nmin

=


nmin − ni

τ
ni < nmin,

0 ni ≥ nmin.

(3.27)

In the present work, nmin was set to 1 particle/m3, and τ to 1.0× 10−10 s, ensuring

an adequately fast response.

3.2 Electron energy density balance

The balance equation for the electron energy density consists of contributions from

the absorbed power, elastic and inelastic electron collisions, electron production and

consumption and contribution from diffusion losses of electrons and ions [127].

d%e

dt
=

P

V e
−
(
δ%e

δt

)
el/inel

−
(
δ%e

δt

)
gen/loss

−
(
δ%e

δt

)
el→walls

−
(
δ%e

δt

)
ion→walls

(3.28)

3.2.1 Contribution of elastic and inelastic collisions

Electron energy density loss rate due to electron collisions is described as

(
δ%e

δt

)
el/inel

=
∑
j

Rj∆Ee,j, (3.29)
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with the electron energy loss for j-th reaction ∆Ee,j being

∆Ee,j =


∆Einel

e,j inelastic collisions,

3
me

Mcp,j

(Te − Tg) elastic collisions,

0 heavy species collisions or aR
ej = 0,

(3.30)

and

Te =
2

3

%e

ne

. (3.31)

The electron density ne is not resolved explicitly, but rather calculated from plasma

charge neutrality

ne =
∑
i

niqi. (3.32)

For that reason, Te might reach non-physically low values, when %e governed directly

by Eq. (3.28) is much greater than
∑

i niqi. A correction is introduced to Te in the

form of

Te = max

(
Tg,

2

3

%e

ne

)
, (3.33)

to help with the solution stability, as the electron temperature will converge to

the neutral gas temperature at low electron energy, due to dominance of elastic

processes.

3.2.2 Electron generation and loss contribution

Rate of change of electron energy density due to generation and loss of electrons is

described by (
δ%e

δt

)
gen/loss

=
3

2
Te

∑
j

(aR
ej − aL

ej)Rj. (3.34)

3.2.3 Energy loss by electron transport

Under a Maxwellian energy distribution assumption, each electron lost through the

plasma boundary sheath takes away 2kBTe of energy with it [130], which gives

(
δ%e

δt

)
el→walls

= −2Te

(
δne

δt

)
walls

, (3.35)
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while the total charge flux needs to be zero, yielding

(
δne

δt

)
walls

=
∑
i

qi

(
δni
δt

)
diff

. (3.36)

3.2.4 Energy loss by ion transport

If it is assumed, that ions leave the plasma boundary sheath with the Bohm velocity,

each positive ion removed from the plasma takes away 1
2
kBTe of kinetic energy, as

well as sheath voltage acceleration energy [130]

(
δ%e

δt

)
ion→walls

= −1

2
Te

∑
i+

(
δni+
δt

)
diff

− Vs

∑
i+

qi+

(
δni+
δt

)
diff

. (3.37)

The last open parameter in the system is the mean sheath voltage Vs, which, ac-

cording to Lieberman and Lichtenberg [130], can be approximated by

Vs = Te · ln

(
Mi+

2πme

)1/2

. (3.38)

This value of Vs is only consistent with ICP plasma sources.

3.2.5 Minimal allowed electron energy density

To prevent the ODE solver from overshooting into unphysical negative %e, an ad-

ditional artificial term is added to the right-hand side of Eq. (3.28), ensuring a

finite minimal value of electron energy density (which can be considered zero). This

correction term takes form of

(
δ%e

δt

)
%min

=


%e,min − %e

τ
%e < %e,min,

0 %e ≥ %e,min.

(3.39)

In the present work, %e,min was set to 1 eV/m3, and τ to 1.0× 10−10 s, ensuring an

adequately fast response.
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3.3 Implementation

The equations described in the previous sections are implemented in the Python

programming language as methods of an Equations class. All the methods return

convenient array data–structures of the NumPy library [131]. The main output of

the Equations instance is a single objective function returning the time derivative

of the solution vector y

y = (n1, n2, · · · , nNS−1, nNS
, ρe).

The time derivative is primarily the function of the solution vector y, and the time t

dy

dt
= f(t,y),

with both the y, and t being the parameters to the said objective function. However,

being the combination of all the equations defined in sections 3.1, and 3.2, it is also

a function of all the model input parameters, and the chemistry set and its kinetics,

all stored as the Equations instance attributes. The main purpose of the Equations

class is to build and return the objective function, as summarized in the python code

snippet given as figure 3.1

from numpy import array
class Equations:

def __init__(self, chemistry_set, model_parameters):
self.chemistry_set = chemistry_set
self.model_parameters = model_parameters
...

def get_objective_function():
"""Objective function factory. Builds and return the
objective function which can be fed into an ODE solver.
"""
def objective_function(t: float, y: array) -> array:

...
return dy_dt

return objective_function

Figure 3.1: Python code snippet outlining the implementation of the Equations class.
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The objective_function object built and returned by the Equations instance

is than fed into the scipy.integrate.solve_ivp ODE solver from the SciPy li-

brary [132]. The PyGMol model uses the BDF integration method backend of the

solve_ivp function, implementation of which follows the one described by the refer-

ence [133], according to the SciPy package documentation. The solve_ivp function

returns a 2D array of y(t) for a vector of time–samples determined internally by the

solver method.

The PyGMol global model documented in this chapter is published as an open–

source python package pygmol as part of the project GutHub repository:

https://github.com/martin-hanicinec-ucl/plaschem.

The package is available to anyone and the repository contains basic documenta-

tion on installation and usage. The pygmol package is in fact a subpackage of

the pygmo_fwork (python global modeling framework) package, which also includes

the optichem subpackage with all the chemistry set reduction functionality. The

pygmo_fwork package also implements a higher–level wrapper for the pygmol func-

tionality. Apart from pygmo_fwork, the repository also contains the plaschem pack-

age with data structures representing species, reactions and chemistry sets, and with

additional functionality relevant to chemistry set reduction. All the packages in the

repository are synergic and meant to be installed and used together as a single

ecosystem.
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Chapter 4

Species ranking schemes

The specific method of building the species ranking based on the outputs of inter-

est is the most important part of the reduction framework presented in chapter 2.

Several methods of fast species ranking are proposed in this chapter, each based

on a single evaluation of a plasma model with the detailed chemistry set, and a

graph–theoretical representation of the chemistry. A chemistry graph is created,

with species as nodes and directed weighted edges between species. The species

ranking hierarchy is then built, and it reflects the indirect coupling between each

species, and the outputs of interest. The chemistry graph–based ranking schemes

presented are also compared to two benchmark ranking schemes, based on the Mor-

ris method of sensitivity analysis and on the detailed chemistry species densities

respectively. All the ranking scheme variations are tested empirically in Chapter 6

on a range of different detailed chemistry sets, sets of reduction conditions and sets

of outputs of interest, and the best performing ranking scheme is identified.

Section 4.1 outlines the core method of how the species ranking is built using

asymmetric coupling coefficients between species and plasma model outputs. The

following sections 4.2, and 4.3 then detail calculation of the coupling coefficients for

the graph–based ranking, and for the Morris–based benchmark method. Finally,

section 4.4 describes the trivial case of ranking the species according their densities

modeled with the detailed chemistry set, defining the second (albeit very naive)

benchmark ranking scheme.

It should be noted, that the graph–based method uses path search in the chem-
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istry graph between nodes co calculate the coupling coefficients, and the nodes are

representing the chemistry set species only. This implies that only species densities

are acceptable as outputs of interest within the framework of the chemistry graph–

based ranking schemes, and the term species of interest will be used as synonymous

to outputs of interest in section 4.2. The other coupling method does not share

this limitation and therefore section 4.3 will retain the original nomenclature, using

outputs of interest.

4.1 Species ranking

The species ranking method described in this work is built around the idea of an

asymmetric coupling coefficient WAB between the species A and the model output

B. Whatever method is used to obtain WAB values, the species’ ranking scores are

calculated from the coupling coefficients as described in this section.

An instantaneous ranking score Ct
i for i–th species Xi can be expressed as a

maximum coupling coefficient between Xi, and any of the pre–defined outputs of

interest Yk at a given simulation time t, such as

Ct
i = max

k
W t

XiYk
, (4.1)

where index k runs over all the outputs of interest {Yk}. The instantaneous coupling

coefficients Ct
i depend on the plasma model parameters at any given time t. To

ensure the reduction validity over the whole simulation time span, Ct
i are sampled

over a sufficiently dense set of times of interest {t}, and the species ranking scores

Ci are defined as

Ci = max
k,t

W t
XiXk

= max
t
Ct
i . (4.2)

This way, the ranking score of any particular species covers the coupling between

its presence in the chemistry set, and all the modeled outputs of interest sampled at

all the times of interest – which are exactly the outputs the reduced chemistry set

is designed to preserve.

Figure 4.1 demonstrates the importance of choosing an appropriate set of times
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of interest {t}. It shows the time evolution of oxygen radical in an O2–He atmo-

spheric pressure plasma, comparing the PyGMol outputs with detailed and reduced

chemistry for two reduced chemistry sets, each reduced with reduction and species

ranking evaluated for a different set of times of interest. In both cases, the reduc-

tion was performed with ∆ = 10%, and with only the O atom number density, as

a single output of interest. Figure 4.1a is showing data for a chemistry set reduced

using a single time sample, coinciding with the end of the power pulse. While the

atomic oxygen density agrees with the detailed set sufficiently well for the steady–

state phase, the reduction error during the afterglow phase might be unacceptable.

Figure 4.1b shows that sampling the reaction rates from a larger times of interest

set, spanning the pulsing period, results in a (albeit larger) reduced chemistry set

which preserves atomic oxygen density even during the afterglow.

The choice of the sampling times of interest will always depend on the specific

application and on the computational time budget. A logarithmic distribution of

time samples might be more useful for calculations with a constant external power

term, while a linear distribution might be preferred for a time–dependent power

source, as shown in figure 4.1. The times of interest might also be sampled based

on the detailed chemistry set solution, with the instantaneous sampling frequency

proportional to the time derivatives of the densities of species of interest. However,

in the case of chemistry graph–based ranking, the computational cost of the ranking

algorithm will increase linearly with the size of the samples set, because each time

sample will effectively instantiate a separate chemistry graph which needs to be

weighted and searched.

4.2 Chemistry graph coupling

Figure 4.2 shows a schematic depiction of such a chemistry graph, with 11 nodes

(species), and 17 directed edges. Each directed edge (u, v), leading from u–th species

to the v–th species, is weighted by a direct interaction coefficient w(u, v), which is

generally a function of reaction rates Rj of all the reactions in the detailed chemistry

set. By analogy with graph theory nomenclature, when regarding a single edge, or a
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Figure 4.1: Comparison of the time evolution of atomic oxygen species in pulsed O2–
He plasma modeled with the detailed and reduced chemistry sets. a) The
reduction was performed for a time of interest, coinciding with the end of the
power pulse. b) The reduction was performed for a set of times of interest,
spanning over the whole pulsing period. In both cases, atomic oxygen was
set as the only species of interest. Solid and dashed lines show O density
modeled using detailed and reduced chemistry set respectively, while the
dotted lines indicate the times of interest used for species ranking and the
iterative reduction.

direct interaction coefficient, u–th and v–th species will be referred to as tail species,

and head species respectively, where the v–th head species is directly affected by the

presence of all the reactions involving u–th tail species. Any direct interaction

coefficient w(u, v) is a measure of asymmetric coupling between two species that are

directly related through some elementary reactions in the detailed chemistry set.

Coupling between two species, however, exists even if they do not share any
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A

B
Xu

w (u,v) = f (Rj)

WAB = f (pathsA→B)

Xv

Figure 4.2: Depiction of a chemistry graph with nodes representing species and direc-
tional edges representing asymmetric direct interactions between species,
weighted by the direct interaction coefficients. A direct interaction coeffi-
cient w(u, v) between u–th and v–th species is depicted in red, while the
asymmetric coupling coefficient WAB between species A and B is hinted in
blue, depending on all the paths p(A → B) in the chemistry graph leading
from A to B.

elementary reactions. The indirect asymmetric coupling coefficients WAB between

species A and B are therefore defined, reflecting the global (often indirect) effect of

the presence of species A (with all its reactions) on the modeled density of the species

B. For coupling coefficientWAB, the species A and B will, by convention, be referred

to as the source species, and target species, respectively. A coupling coefficient WAB

is generally a function of direct interaction coefficients along all the paths leading

from the source species A to the target species B in the chemistry graph. This way,

in the resulting species ranking, the rank of each species A will reflect its importance

(or rather the collective importance of all the reactions involving the species A) for

modeling species B belonging to the set of species of interest; even a species with

a very low density will rank relatively high, if it acts as an important intermediate

species for production or consumption of the species of interest.

The following section defines several methods for calculating w(u, v), and WAB,

and how the species ranking is extracted from the set of coupling coefficients.

4.2.1 Direct interaction coefficients

Several methods for edge weights distribution in chemistry graphs, and for calculat-

ing the direct interaction coefficients w(u, v), have been proposed in the literature.
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In the original directed relation graph (DRG) theory [37], Lu and Law propose

that w(u, v) takes the form of the sum of absolute values of production and con-

sumption rates for head species by all the reactions involving the tail species, with

a normalizing factor of the sum of absolute values of production and consumption

rates for head species by all the reactions in the chemistry set:

w(u, v) =

∑NR

j=1 |avjRjδ
j
u|∑NR

j=1 |avjRj|
. (4.3)

The index j runs over all NR reactions in the chemistry and Rj is the reaction rate

of the j–th reaction

Rj = kj
∏
l

nL
lj, (4.4)

kj is a reaction rate coefficient of the j–th reaction (3.5a), (3.5b), and nL
lj is the

density of the l–th reactant of the j–th reaction. The term δju selects only reactions

involving the tail species

δju =

1 if u–th species in j–th reaction,

0 otherwise,
(4.5)

and avj is the net stoichiometric coefficient of head species in j–th reaction

avj = aR
vj − aL

vj. (4.6)

In their other work [39], Lu and Law propose an alternative definition for the

direct interaction coefficient to (4.3), replacing the denomination factor by the ab-

solute value of the total net production rate of the head species

w(u, v) =

∑NR

j=1 |avjRjδ
j
u|∣∣∣∑NR

j=1 avjRj

∣∣∣ . (4.7)

This means, that unlike the direct interaction coefficient defined by (4.3) which is

bound between 0 and 1, and (4.7) becomes singular for the head species in equilib-

rium.
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Another definition of the direct interaction coefficient was proposed by Pepiot

and Pitch [40] in their DRGEP method. In their definition, the direct interaction

coefficients are equal to the absolute value of net production of the head species

by all the reactions involving the tail species, normalized by the maximum of total

production or consumption of the head species, as

w(u, v) =

∣∣∣∑NR

j=1 avjRjδ
j
u

∣∣∣
max(Pv, Cv)

. (4.8)

The range of the direct interaction coefficient (4.8) can also be shown to be between

0 and 1 [40].

Finally, here I propose another definition of w(u, v) which naturally emerges

from (4.3), (4.7), and (4.8) as their combination

w(u, v) =

∣∣∣∑NR

j=1 avjRjδ
j
u

∣∣∣∣∣∣∑NR

j=1 avjRj

∣∣∣ . (4.9)

Similar to (4.7), and sharing the same denominator, (4.9) is not bound between 0

and 1 but rather is singular for the head species in equilibrium.

The direct interaction coefficients defined by (4.3), (4.7) – (4.9) only reflect the

importance of volumetric reactions involving tail species towards modeling the head

species density. While this is appropriate for combustion modeling, where the DRG

method and its variants all originated, it is, in fact, blind to the effect of surface

reactions and conversions, which are often of great importance in plasma modeling.

Therefore, in the present work, modified definitions are proposed, addressing also

the production and consumption rates of head species by diffusion losses and surface
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conversions, such as

wDRG(u, v) =

∑NR

j=1 |avjRjδ
j
u|+ |Suruv − Sv (1− rvv)|∑NR

j=1 |avjRj|+
∣∣∣∑NS

i=1 Siriv − Sv
∣∣∣ , (4.10a)

wDRG′(u, v) =

∑NR

j=1 |avjRjδ
j
u|+ |Suruv − Sv (1− rvv)|∣∣∣∑NR

j=1 avjRj +
∑NS

i=1 Siriv − Sv
∣∣∣ , (4.10b)

wDRGEP(u, v) =

∣∣∣∑NR

j=1 avjRjδ
j
u + Suruv − Sv (1− rvv)

∣∣∣
max(Pv, Cv)

, (4.10c)

wDRG′′(u, v) =

∣∣∣∑NR

j=1 avjRjδ
j
u + Suruv − Sv (1− rvv)

∣∣∣∣∣∣∑NR

j=1 avjRj +
∑NS

i=1 Siriv − Sv
∣∣∣ . (4.10d)

Equations (4.10a) – (4.10d) correspond to (4.3), (4.7) – (4.9) respectively, with added

species consumption and production rates on surfaces. The index i runs over all NS

species in the chemistry set and Si is the surface sticking rate of i–th species, defined

by (3.12). The total production and consumption rates of the head species Pv, and

Cv are

Pv =

NR∑
j=1

max (avjRj, 0) +

NS∑
i=1

Siriv
(
1− δiv

)
, (4.11)

Cv =

NR∑
j=1

max (−avjRj, 0) + Sv (1− rvv) , (4.12)

with

δiv =

1 if i = v,

0 otherwise.
(4.13)

These modified direct interaction coefficients also preserve the ranges of the original

ones, that means (4.10a) and (4.10c) are bound between 0 and 1, while (4.10b)

and (4.10d) are not.

4.2.2 Asymmetric coupling coefficients

With chemistry graph edges weighted by the direct interaction coefficients according

to one of (4.10a) – (4.10d), the species coupling coefficients WAB can be defined
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between any two species A, B, using some well–established graph search algorithms:

shortest path, maximum bottleneck path, maximal product path, and maximal flow

searches.

In the shortest path approach, the coupling coefficient between source species A

and target species B is calculated as a reciprocal of the length of the shortest path

leading from A to B, with the individual edges being attributed their own length

equal to reciprocals of weights w(u, v)

W sh.path
AB =

 min
all paths p(A→B)

∑
all edges (u,v)∈p

w−1(u, v)

−1

. (4.14)

Since all the edge weights (lengths) are by definition non-negative, the shortest paths

might be calculated very efficiently, using, for example, Dijkstra’s algorithm [134]

with a very convenient computational complexity O(N2
S). The non-negativity of the

weights of the edges relies of course on the assumption, that the return coefficient

rii ≤ 1.0 for any i–th species, meaning the plasma surface does not act as a species

multiplier for any species in the chemistry set, as it should not.

Alternatively, one might define the coupling coefficient WAB as the direct inter-

action coefficient of a rate–limiting step across all the paths A→ B. For each path

p(A→ B), the path rate–limiting step can be defined as

Wmin
AB,p =

n−1

min
i=1

w(i, i+ 1), (4.15)

with index i running through all the species in any one path p, and with the source

and target species A, B corresponding to i = 0, and i = n respectively. The coupling

coefficient W lim.rate
AB is then defined as the global rate–limiting step

W lim.rate
AB = max

all paths p
Wmin

AB,p. (4.16)

This is equivalent to the maximum bottleneck path problem, the widest path prob-

lem or a maximum capacity route problem from graph theory. As in the case of the

shortest path approach, the maximal limiting rate search between any two species
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can be performed very efficiently, for example by a modified Dijkstra’s algorithm

with O(N2
S) complexity [135].

Another option is to define WAB as a product of all the direct interaction coeffi-

cients in a path p(A→ B) with maximal such a product:

W err.prop.
AB = max

all paths p(A→B)

∏
all edges (u,v)∈p

w(u, v). (4.17)

This definition of the species coupling coefficients only makes sense for direct inter-

action coefficients bound between 0 and 1, otherwise, the graph search would favour

long, convoluted paths involving a maximal number of edges with w(u, v) > 1.

Therefore, this approach only applies to the wDRG (4.10a), and wDRGEP (4.10c) def-

initions of direct interaction coefficients, as wDRG′ (4.10b), and wDRG′′ (4.10d) are

not bound between 0 and 1, but rather become singular for head species in total

equilibrium. The maximal propagated error search is inspired by the notion of error

propagation proposed by Pepiot and Pitch [40] in their DRGEP method. If the di-

rect interaction coefficients as edges are approximating errors induced to the density

of a head species by the elimination of the tail species, the errors propagate along

the paths from source to target species introducing geometric damping. The idea is

that if some error is introduced to the prediction of the source species A, the longer

the error needs to propagate along the path p(A → B) to reach the target species

B, the smaller the effect will typically be. For edge weights bound between 0 and 1,

the maximal product path problem is equivalent to the shortest path problem with

modified edge lengths, as the coupling coefficient can be redefined as

W err.prop.
AB = exp

− min
all paths p(A→B)

∑
all edges (u,v)∈p

− lnw(u, v)

 , (4.18)

which can be solved by any shortest path searching algorithm, which can handle

zero–weighted edges, corresponding to w(u, v) = 1.0. It needs to be noted that

Dijkstra’s shortest path algorithm treats edges with zero weight as non-existing

edges, which would generally result in an incorrect W err.prop.
AB , therefore a different

algorithm needs to be used to compute (4.18), e.g. Bellman–Ford algorithm [136],
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which would in our case have O(N3
S) asymptotic complexity.

The last option considered in this work for expressing the coupling coefficients

WAB from a chemistry graph is using a maximum flow search. In analogy to the

maximum bottleneck path problem (4.16), where the weights of the edges can be

imagined as flow capacities and the flow capacity of the maximum–bottleneck path

pwidest(A → B) is searched for, in the maximum flow problem, the maximum flow

from A to B is sought, without the restriction of only one single path. The species

coupling coefficient Wmax.flow
AB is then defined as a maximal total flow from A to B,

while a partial flow through any single edge f(u, v) does not exceed the edge capacity

(or value of the direct interaction coefficient)

f(u, v) ≤ w(u, v),

and flow is conserved in around any node

∑
i

f(i, v) =
∑
k

f(v, k),

except for the source and target species. The maximum flow problem may be solved

for example employing the Edmonds–Karp algorithm [137] withO(V E2) complexity,

where V is the number of vertices in the graph, while E is the number of edges. In

the asymptotic case of a fully connected graph, the complexity in terms of the size

of the chemistry set might be expressed as O(N5
S), for a single pair of (A, B). This

makes the maximal flow search relatively slow, in contrast to W sh.path
AB , W lim.rate

AB , and

W err.prop
AB with O(N2−3

S ) complexity for evaluating all pairs of {(Xi, B)}.

4.3 Species coupling using Morris method

Apart from all the chemistry graph–based ranking scheme variations described in

section 4.2, another method of ranking the species in chemistry set according to their

importance for plasma model prediction of the outputs of interest was developed

based on the Morris method of sensitivity analysis.
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4.3.1 Morris method

There are several methods of investigating the sensitivity of outputs of a system to-

wards a perturbation of different inputs. In our case of a plasma model and regard-

ing species–oriented chemistry reduction, we might be interested in the sensitivity of

the outputs of interest (such as ni, Te) on perturbation of collection of reaction rate

coefficients belonging to all the reactions involving i–th species. These sensitivity

coefficients will become the basis for asymmetric coupling between species and out-

puts of interest. The coupling coefficients will yield the species ranking as described

in section 4.1, with the idea that if the set of outputs of interest is insensitive to

the perturbations of collection of reaction rates belonging to a certain species, this

species is more likely to be redundant for our chemistry set, than another species

with a greater sensitivity.

One of the methods for sensitivity analysis was described in the work of Mor-

ris [138], and in relation to plasma modelling e.g. in the work of Turner [126], and

Obrusnik et al [45]. Also known as elementary effects method (EEM), the Mor-

ris method is a screening method investigating elementary effects of model inputs

(called factors) on the model outputs. In the framework of the Morris method, n

factors are distributed in a configuration space of a unit n-dimensional hypercube,

defining the vector of factors x = (x1, . . . , xn), with each xi restricted to a finite

number of discrete choices xi ∈ [0, 1]. The key quantity for the Morris method is

the elementary effect di(x) defined as

di(x) =
y(x1, . . . , xi + ∆, . . . , xn)− y(x1, . . . , xn)

∆
, (4.19)

where y(x) is a vector of outputs of the plasma model and ∆ is a perturbation

of the factor xi. Value of the ∆ parameter must be chosen such as the perturbed

factor xi+ ∆ ∈ [0, 1]. For convenience, ∆ = ±0.5 is often used , where only one sign

permits the perturbed vector of factors (x1, . . . , xi+∆, . . . , xn) being kept in the unit

hypercube, for whichever value of the unperturbed vector of factors (x1, . . . , xn).

In relation to the plasma global model described in Chapter 3, the vector of

outputs could take a form y(x) = (n1(x), . . . , nNS
(x), Te(x)), and in our framework
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of species–oriented skeletal reduction method, the vector of factors x = (x1, . . . , xNS
)

could be mapped (with some defined ranges and distribution) to a vector of scaling

factors (α1, . . . , αNS
), where each scaling factor αi scales the reaction rate coefficients

belonging to all the reactions involving the i–th species.

Examining the vectors of elementary effects di for each factor xi from x, the ma-

trix of elementary effects D if formed with each element dki denoting an elementary

effect of i–th factor on the k–th output. The matrix D is analogous to a Jacobian

matrix with finite differences ∆. Since D depends (apart from ∆) most crucially on

the point x in the configuration space of the factors, the Morris method investigates

D more than once, each with different x, and collects statistical results. For N

separate evaluations of Dj, the two key outputs of the Morris method are the mean

elementary effect

µki =
1

N

N∑
j=1

dki,j, (4.20)

and the standard deviation of the mean

σki =

√√√√ 1

N

N∑
j=1

(
dki,j − µki

)2
, (4.21)

with both metrics µki , σki characterising the effect of the i–th factor on the k–th

output. Magnitude of the mean elementary effect µki correlates with an influence of

i–th factor on the k–th output and σki can be used to evaluate the effect of non-linear

coupling between factors and model outputs. If, for example, σki � µki , then the

dependence of k–th output on the i–th factor is practically linear and independent

of the other factors, while σki > µki would suggest that the dependence is non–linear

or strongly coupled to some other factors (or both).

An efficient process for sampling the elementary effects is employed by the Mor-

ris method based on so called Morris trajectories through the configuration space

of x definition range. Each Morris trajectory starts with a randomly distributed x

(with uniform distribution for each xi ∈ [0, 1]), and progresses through n elementary

effects evaluations proceeding randomly through elements of x (where each factors

elementary effect is evaluated exactly once). One Morris trajectory can be repre-
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sented by a random walk of n steps through the configuration space of factors, where

each step has the same length ∆, and is progressed along each single basis vector of

the configuration space no more than once. In such a trajectory, each step defines

one elementary effect vector di as a normalised difference in model outputs from the

previous position in the Morris trajectory, (4.19). The morris metrics µki (4.20), and

σki (4.21) are compiled from N distinct Morris trajectories.

Just for better clarity, in the present section, the indices i, j, and k are running

over theMorris factors,Morris trajectories, andmodel outputs respectively, as shown

in table 4.1, together with their relation to the global model presented in chapter 3.

Table 4.1: Summary of the indices used in section 4.3, with relation to the employed
global model, described in chapter 3.

Index Running over Ranges

i factors 1, · · · , n = NS

j trajectories 1, · · · , N
k model outputs 1, · · · , NS + 1

Each Morris trajectory requires n + 1 global model evaluations, where n is the

length of the factors vector x (in our case of species ranking, n = NS), while it

has been shown that with the sampling scheme presented here, a sufficient number

of Morris trajectories yielding converged statistics is in the order of 100 [45]. This

means that the required number of global model evaluations is roughly 100NS for

analysis of model sensitivity on all species, which renders it impractical as a ranking

scheme for a fast ranking–based iterative reduction method, compared to the chem-

istry graph–based ranking schemes described in section 4.2, which only requires a

single global model evaluation. Nevertheless, the species ranking based on the Mor-

ris method of sensitivity analysis is included in the assessment in chapter 6 as a

benchmark.
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4.3.2 Morris–based coupling coefficients

In order to consider species ranking based on the outputs of the Morris method of

sensitivity analysis, the precise mapping from the vector of factors

x = (x1, . . . , xNS
) ∈ [0, 1]NS

to the set of plasma model inputs needs to be established. In the present work, this

mapping takes form of scaling factors for reaction rate coefficients, such as

kj(x) = αj(x)AjT
nj exp

(
− T

Ea,j

)
, (4.22)

where Aj, nj, and Eaj are the nominal kinetic parameters for the j–th reaction,

equations (3.5a), (3.5b), and the scaling factors themselves are

αj(x) = 2

NS∏
i=1

xiδ
j
i , (4.23)

with

δji =

1 if the j–th reaction involves i–th species,

0 otherwise.
(4.24)

Such mapping can be interpreted in a way that a single factor xi ∈ [0, 1], asso-

ciated with the i–th species, uniformly scales the nominal reaction rate coefficients

k0
j of all reactions involving the i–th species into new values of kj ∈ [0, 2k0

j ]. This

way, x = 0.5 maps to the nominal reaction rate coefficients kj(x=0.5) = k0
j , and for

the edge cases, x = 1 maps to kj(x=1) = 2Njk0
j , where Nj is a number of distinct

species involved in the j–th reaction and x = 0 (or indeed any of xi = 0) maps to

the zero reaction rate coefficient kj(x=0) = 0.

In practice, the configuration space of Morris factors is discrete and the edge val-

ues of xi = 0, and xi = 1 are excluded. Calculations performed in the present work

followed the prescription found the work of Campolongo et al [139], and Turner [126].

Ten uniformly distributed lattice point on each axis of the Morris configuration space
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were chosen, so that each factor takes one of the values 0.05, 0.15, . . . , 0.85, 0.95,

and it was taken ∆ = ±0.5, with the sign depending on the starting value of xi

from (4.19), such that xi + ∆ belongs to the configuration space.

Since both µki , and σki are important measures of k–th output dependence (or

dependence of k-th species’ density, if ignoring the Te output as with the chemistry

graph–based ranking in section 4.2) on the i–th species, the species coupling coeffi-

cients between source i–th species A, and target k–th species B are proposed to be

the sum of both µ, and σ relative to the output species densities (averaged over all

trajectories), or

Wmorris
AB = Wmorris

SiSk
=

N∑N
j=1 〈nk〉

j

(∣∣µki ∣∣+ σki
)
, (4.25)

where 〈nk〉j is the plasma model output density of target k–th species B averaged

over the full j–th Morris trajectory. The coupling coefficients are built for each time

sample from the set of times of interest, as

Wmorris,t
SiSk

= Wmorris
SiSk

(t). (4.26)

Finally, it should be noted, that the Morris–based species ranking method de-

scribed in this section is inherently stochastic, and its evaluation might differ between

several independent runs, even for a fairly large number N of Morris trajectories. As

an example, figure 4.3 shows a reduction plot for the same reduction performed with

species ranking based on 100 Morris trajectories, compared with 5 distinct reduction

runs based on species ranking from 20 Morris trajectories, all random subsets of the

same set of 100 trajectories. It is evident, that the species ranking differed slightly

for each run.

4.4 Density ranking

The last species ranking scheme considered in this work is the trivial ranking by

their densities, as modeled with the detailed chemistry set. The ranking score Ci of
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Figure 4.3: A reduction plot for an O2–He chemistry set and plasma model with arbitrary
reduction conditions. Reduction was performed 6 times, each with the same
set of species of interest and times of interest. The reduction run with species
ranking based on Morris method with 100 Morris trajectories is compared
to five runs with species rankings based on 5 random subsets of 20 Morris
trajectories (out of the same set of 100 trajectories).

the i–th species is expressed trivially as

Ci = max
t
nti, (4.27)

where nti is the species density at the time of interest t. It is evident that the density

ranking is a very naive method, which is completely blind to any defined outputs

of interest. It will, however, serve as a convenient trivial benchmark method to

compare the chemistry graph–based and Morris–based methods against.

4.5 Species ranking summary

In section 4.2.1, I proposed 4 alternative definitions of direct interaction coefficients

w(u, v) (4.10a) – (4.10d), and in section 4.2.2, I proposed 4 alternative ways to

extract the species coupling coefficients WAB out of a chemistry graph, with direc-

tional edges weighted by w(u, v). This defines in total 14 alternative methods of
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ranking species according to (4.2), with ranking scores being a function of species of

interest, times of interest and time–dependent reaction rates simulated by a plasma

model with the detailed chemistry set. Two definitions of the direct interaction

coefficient (4.10b), (4.10d) are not compatible with the W err.prop.
AB coupling coeffi-

cient (4.17), excluding them from the mix. Two additional methods were proposed

as benchmark; a method based on the Morris method of sensitivity analysis in sec-

tion 4.3, and the naive scheme of ranking species according to their densities (4.4).

All 16 methods introduced in this chapter will be assessed on an array of diverse

test chemistry sets, later in chapter 6.

Both the ranking schemes based on the chemistry graphs and on the Morris

method of sensitivity analysis are coded into the open–source pygmo_fwork.optichem

subpackage. The pygmo_fwork package also contains the pygmol subpackage, as well

as a higher–level user–friendlier wrapper around the pygmol solver, which is also

wired into optichem as the global model. All the code is published in the project

GitHub repository:

https://github.com/martin-hanicinec-ucl/plaschem.

The repository is available to anyone and contains basic documentation on installa-

tion and usage.
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Chapter 5

Test reduction cases

Six test chemistry sets are introduced, to provide the basis for a number of test

reduction cases generating the data for a statistical assessment of all the species

ranking schemes introduced in chapter 4. Table 5.1 lists all the chosen test chemistry

sets with their sizes (number of species and reactions), typical applications and

source publications.

Table 5.1: Summary table of test chemistry sets, and associated reduction pressures p
considered for testing of the species ranking methods. The number of species
and reactions NS and NR are listed for each test chemistry set.

ID Test set N S NR Pressure Typical application Source

S1 O2–He 25 373 1 atm Biomedical plasma Turner [22]
S2 N2–H2 42 408 1 atm NH3 synthesis Hong et al [5]
S3 N2–H2 42 408 8 Pa NH3 synthesis Hong et al [5]
S4 CF4–CHF3–H2–Cl2–O2–HBr 67 563 25 Pa – QDB [9]
S5 CH4–N2 61 521 1 atm – QDB [9]
S6 Ar–NF3–O2 39 310 100 Pa – QDB [9]

The first three chemistry sets S1–S3 (O2–He and N2–H2) are taken from published

plasma modelling work by Turner [22], and Hong et al [5]. Basic validation of the

PyGMol model (chapter 3) is performed, to ensure a reasonable match between the

outputs of plasma models used in the sets’ source publications, and in this work.

The species of interest and reduction conditions for the chemistry sets S1–S3 were

chosen with consideration for some typical applications of the relevant plasmas.

The rest of the test chemistry sets (S4–S6) were imported from the QDB database,

without any attempts to verify their validity. The reduction conditions and species
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of interest were chosen arbitrarily without consideration for any specific application.

This approach is justified, since neither the PyGMol global model, nor the chemistry

sets presented here, are the main focus of this work, but rather provide test inputs

for the reduction method proposed.

5.1 O2–He test chemistry set (S1)

The first test chemistry set is one for O2–He atmospheric pressure plasma taken

from the work of Turner [22]. The detailed chemistry set contains 25 species and

373 reactions. Table 5.2 lists all the species included in the detailed chemistry

set. While all the reactions, and their kinetics can be found in the cited source

publication, together with carefully tracked primary sources, the chemistry set is

also reproduced in table A.1 in Appendix A, for consistency with the other test

chemistry sets. The kinetics for all the electron as well as heavy species collisions

already conveniently take form of the modified Arrhenius equation, (3.5a), (3.5b),

and therefore can be input into PyGMol without any further modification.

It is evident that the vibrational kinetics is not treated in great detail in the

present model, with a single lumped vibrational state (denoted by ν) present for

each neutral molecule. This simplification was justified in the source compilation

by very dilute mixtures of oxygen in helium and by much lower densities of those

vibrational states compared to their ground states. Reduction conditions for this

detailed chemistry set should therefore not increase the oxygen ratio beyond the

limit set by the source publication.

Table 5.2: Species included in the O2–He chemistry set as compiled by Turner [22].
Lumped vibrational states for each neutral molecule are denoted by ν.

Neutrals He O O2 O3

Excited states He∗ He∗2 O(1D) O(1S) O2(a 1∆g) O2(a 1∆g, ν) O2(b 1Σ+
g )

O2(b 1Σ+
g , ν) O2(ν) O3(ν)

Positive ions He+ He+
2 O+ O+

2 O+
3 O+

4

Negative species e O− O−2 O−3 O−4

Perhaps the most topical use of the O2–He plasma is for a biomedical application
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at atmospheric pressure. The source publication chose to approximate the so–called

micro atmospheric pressure plasma jet (µAPPJ) [140], which is in many ways a

typical example. The chemistry set source publication uses a device configuration

of 1 × 1 mm2 channel with a length of 30 mm for its global model and with a

constant power of 1 W supplied to the system for 3 ms (which is a residence time

of the gas in the channel at a typical flow rate), followed by a further 3 ms of zero

power, modeling the afterglow phase. It is not clear if any surface losses or species

conversions were considered in the source publication, so a set of default surface

interaction coefficients was employed for the present work, as shown in table 5.3,

for all the species, with exceptions to ions and excited species, without their neutral

ground–state counterparts. The sticking coefficient for both He∗2, and He+
2 was

considered s = 1.0, with return species rHe = 2.0, and similarly, sO+
4

= sO−4
= 1.0,

with rO2 = 2.0. Identical surface coefficients were considered for both the on/off

phases of the power pulsing.

Table 5.3: Default rules for species sticking coefficients s and return species R with return
coefficients r considered for detailed chemistry sets and global modeling in
present work. The default surface coefficients translate to total quenching of
excited species and neutralization of positive ions.

Species s Return species r

neutrals 0.0 – –
exc. states (excl. He∗2) 1.0 ground state 1.0
ions+ (excl. He+

2 , O
+
4 , O

−
4 ) 1.0 neutral 1.0

ions− 0.0 – –

5.1.1 PyGMol validation (O2–He)

The source publication [22] used a plasma model with kinetic data in the same func-

tional form as used by PyGMol, providing an opportunity to validate the PyGMol

global model. Figures 5.1 – 5.8 show mostly very good agreement between the data

calculated by Turner [22], and the outputs from PyGMol model, for the same con-

ditions and the same O2–He chemistry set. The conditions are listed in tables 5.10,

and 5.11.
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Figure 5.1: Comparison of the time evolution of electron temperature between the solu-
tion of PyGMol global model and the results of Turner [22], for the O2–He
chemistry set. Several lines are plotted from Turner which correspond to
different random sets of reaction rate coefficients sampled within their uncer-
tainty distributions.

It could be argued that the differences (figures 5.5, and 5.7) observed between the

results of PyGMol, and the results of Turner [22] can probably be attributed to pos-

sible differences in handling the species surface diffusion losses and sources, and/or

possible differences in power dissipation model. Without knowledge of the explicit

governing equations of the global model in Turner’s work, any conclusions beyond

this would be purely speculative. As in Turner’s work, results in figures 5.1 – 5.2

were obtained with 0.1 % O2 ratio in the feedstock gas, while the rest of the results

with the O2 ratio of 0.4 %. The full set of model parameters used in PyGMol simu-

lation is summarized in tables 5.10, and 5.11. The oxygen ratios and the discharge

pulsing shape were taken directly from the source publication, while the plasma

dimensions were adjusted to fit the PyGMol global model and conserve the plasma

volume mentioned in the source publication. The total feedstock gas flow rate as

well as the gas temperature was adopted from the work of Schulz-von der Gathen et

al [140]. The results in the source publication were highly probably obtained with a

model considering a µAPPJ CCP plasma reactor, while the PyGMol global model is
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Figure 5.2: Comparison of time evolution of the helium metastable lumped state He∗

density between the solution of PyGMol global model and the results of
Turner [22], for the O2–He chemistry set. Several lines are plotted from
Turner which correspond to different random sets of reaction rate coefficients
sampled within their uncertainty distributions.
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Figure 5.3: Densities of selected charged species during the power cycle for the O2–He
chemistry set: comparison between the PyGMol global model (solid line) and
solution by Turner [22] (dotted lines).
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Figure 5.4: Densities of selected short–lived oxygen excited states, formed by a balance
of fast processes, for the O2–He chemistry set. Comparison between the
PyGMol global model (solid line) and solution by Turner [22] (dotted lines).
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Figure 5.5: Densities of selected relatively long–lived oxygen radicals with slow kinetics
for the O2–He chemistry set. Comparison between the PyGMol global model
(solid line) and solution by Turner [22] (dotted lines).

developed for ICP setup with a very different mode of power absorption. In the CCP

setup, high fraction of the power is lost to the ions in the sheath with much higher
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Figure 5.6: Density of atomic oxygen at the end of the discharge pulse, as a function of the
fraction of O2 in the feedstock gas for the O2–He chemistry set. Comparison
between the PyGMol solution and that due to Turner [22].
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Figure 5.7: Density of molecular oxygen state O2(a 1∆g) at the end of the discharge
pulse, as a function of the fraction of O2 in the feedstock gas for the O2–He
chemistry set. Comparison between the PyGMol solution and that due to
Turner [22].
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Figure 5.8: Ozone density at the end of the discharge pulse, as a function of the fraction
of O2 in the feedstock gas for the O2–He chemistry set. Comparison between
the PyGMol solution and that due to Turner [22].

voltage than in the case of the ICP setup. Since the sheath voltage is unknown, the

power parameter from the source publication was not used, but instead, the power

value was calibrated to P = 0.3 W, fitting the electron density evolution presented

in the source publication.

5.2 N2–H2 test chemistry sets (S2 – S3)

The next two test chemistry sets for N2–H2 plasma are based on the source publi-

cation of Hong et al [5]. The source publication compiles a chemistry set contain-

ing 42 distinct species and 408 reactions, building on previous work of Gordiets et

al [141; 142], and adapting it for atmospheric pressure. In contrast to the O2–He test

chemistry set, this set explicitly tracks the first few vibrationally excited states of

the most abundant molecular species N2 and H2. All the species included are shown

in table 5.4, while the reactions can be found in the source publication, together

with their original sources.

Perhaps the most topical application for both low–pressure and atmospheric
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Table 5.4: Species included in the N2–H2 chemistry set as compiled by Hong et al [5]

Neutrals H H2 N N2 NH NH2 NH3

Excited states H2(b 3Σ+
u ) H2(B 1Σ+

u ) H2(c 3Πu) H2(a 3Σ+
g ) H2(ν1) – H2(ν3)

N(2D) N(2P) N2(A 3Σ+
u ) N2(B 3Πg) N2(a′ 1Σ−u ) N2(C 3Πu)

N2(ν1) – N2(ν8)
Positive ions H+ H+

2 H+
3 N+ N+

2 N+
3 N+

4 NH+ NH+
2 NH+

3 NH+
4 N2H+

Negative species e H−

pressure is the ammonia synthesis. However, modeling of N2–H2 plasma is also im-

portant for a wide range of other applications, such as plasma cutting [143; 144],

arcjet thrusters for a satellite propulsion [145; 146], AlN, TiN or SiN film deposi-

tion [147; 148; 149], etching of organic low–permittivity layers [150], nitriding [151],

and the interaction of puffed N2 with the H2 plasma in fusion reactors [152]. In this

work, I base two test chemistry sets on the data from Hong et al ; one for atmospheric

pressure conditions (S2), and one for low–pressure conditions (S3), see table 5.1.

5.2.1 N2–H2 volumetric reactions

Kinetic data for the volumetric reactions compiled by Hong et al are not all compati-

ble with the PyGMol global model. Most of the electron processes in the source pub-

lication cite the cross–sectional data from the internal database of ZDPlasKin [125],

and many of the heavy species processes follow reaction coefficients described by

varying functions of gas temperature, differing from the Arrhenius representation

required by PyGMol. The volumetric reaction kinetics were adapted for PyGMol

according to the following procedure:

- Electron processes described by cross–sectional data were all fitted to Arrhe-

nius form, assuming the Maxwellian distribution on a grid of electron tempera-

tures. For reproducibility reasons, the cross–sectional data for these processes

were adopted from the QDB database. The threshold electron energy for each

of the processes was taken to be the electron energy of the first non–zero

data–point of the corresponding cross–section.

- For electron processes described in the Arrhenius form, the threshold energy
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was adopted from the corresponding processes cross–sections found in QDB,

as described in the previous point.

- All the heavy species processes described in the Arrhenius form were left un-

changed.

- The heavy species processes following any other functional dependence were

all explicitly expressed for a constant gas temperature Tg.

The kinetic data for all the reactions as used in the present work are summarized

explicitly in Appendix A. Table A.3 lists the reactions for the atmospheric pressure

N2–H2 chemistry set (S2), and table A.4 lists the reactions for the low pressure

N2–H2 chemistry set (S3).

5.2.2 N2–H2 surface kinetics

The surface coefficients (sticking and return coefficients s, and r with return species

R) are listed in table 5.5 for both atmospheric–pressure and low–pressure test chem-

istry sets. The surface coefficients for quenching of the excited states and for V–V

surface transitions are taken from Hong et al (with the original sources listed in

table 5.5). Additionally, all the ions are neutralized on surfaces, while ions with

their neutral counterparts not present in the system are returned as their most

abundant neutral fragments. Finally, a separate category is formed by the species

H and H2. The NH3 production is reportedly dominated by surface processes both

for atmospheric–pressure conditions [5], and for low–pressure conditions [153]. The

main channels for NH3 surface production are reported to be the heterogeneous

reactions

NH2 + H(s)→ NH3,

NH2(s) + H(s)→ NH3,

H2 + NH(s)→ NH3,

with both the surface–adsorbed NH2(s), and NH(s) species being predominantly

controlled by the surface–adsorbed atomic hydrogen H(s), which is in turn produced
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mainly by adsorption of H and H2[5]

H2 + wall→ 2H(s),

H + wall→ H(s).

In my work, for the sake of brevity, these NH3 surface production channels were

represented by sticking and return coefficients for H and H2 only, as shown in ta-

ble 5.5, with values calibrated to match the modeling results reported by Hong et

al [5] for atmospheric pressure case and by Carrasco et al [153] for the low–pressure

conditions, for the plasma conditions and parameters stated in both sources. Sur-

face sticking of the H species was discounted in the case of atmospheric pressure test

chemistry set, due to a much lower degree of hydrogen dissociation.

Finally, it needs to be noted that the surface kinetics described by table 5.5 are

highly approximative and should not replace the full set of heterogeneous reactions

(e.g. [5]) in any work aiming for quantitative modeling results. However, in this work,

it will suffice to provide an important test chemistry sets, with some species (mainly

NHx) densities being dominantly controlled by surface diffusion and conversion,

rather than volumetric processes.

5.2.3 PyGMol validation (N2–H2)

Several figures with results presented in the source publication for the N2–H2 chem-

istry set are reproduced in the present work using PyGMol global model.

PyGMol validation of the atmospheric pressure chemistry set (S2)

The PyGMol results for the atmospheric pressure model are shown in figures 5.9 –

5.13, with table 5.10 listing the PyGMol model inputs. The results presented by

Hong et al in the source publication were obtained with the ZDPlasKin global

model for the same gas temperature, pressure and feedstock gas ratio as shown in

table 5.10. The total feed flow was chosen arbitrarily in the present work, as were the

plasma dimensions (while preserving the plasma volume V ' 50 cm3, reported by

the source publication). Finally, the absorbed power, as in case of the O2–He model,
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Table 5.5: Species surface coefficients considered for the N2–H2 test chem-
istry sets: sticking coefficients s, return species R, and return
coefficients r. M+ denotes a general positive ion, with M being
its neutral counterpart. The species not included in the table
all have sticking coefficient s = 0.

Species s R r Source

H a0.0
b4.0× 10−2 H2 0.5 c

NH3 0.5 c

H2 2.0× 10−4 H2(ν1) 0.5 [154]
NH3 0.5 d

H2(νi) 2.0× 10−4 H2(νi−1) 0.5 [154]
H2(νi+1) 0.5 [154]

H2(ν3) 1.0× 10−4 H2(ν2) 1.0 [154]
H2(b), H2(B), H2(c), H2(a) 1.0× 10−3 H2 1.0 [5]
N(D), N(P) 1.0 N 1.0 [141]
N2 4.5× 10−4 N2(ν1) 1.0 [155]
N2(νi) 9.0× 10−4 N2(νi−1) 0.5 [155]

N2(νi+1) 0.5 [155]
N2(ν8) 4.5× 10−4 N2(ν7) 1.0 [155]
N2(A) 1.0 N2 1.0 [141]
N2(a’) 1.0× 10−3 N2 1.0 [141]
H+

3 1.0 H2 0.5
H 0.5

N+
3 1.0 N2 0.5

N 0.5
N+

4 1.0 N2 0.5
N2 0.5

NH+
4 1.0 NH3 0.5

H 0.5
N2H+ 1.0 N2 0.5

H 0.5
M+ 1.0 M 1.0

aOnly used in the atmospheric–pressure case S2.
bOnly used in the low–pressure case S3.
cFitted to match the modeling results reported by Carrasco et al [153]
dFitted to match the modeling results reported by Hong et al [5]

was calibrated to fit the source publication electron energy and density results. The

simulation time (table 5.11) was chosen to be long enough to obtain convergent

particle densities of all species in the model.

As can be seen on figures 5.9 – 5.13, generally reasonable quantitative and/or
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Figure 5.9: Number density of electrons as a function of H2 fraction in the feedstock
gas, modelled with PyGMol global model and detailed N2–H2 chemistry set
at atmospheric pressure. Comparison with results presented in the source
publication of the chemistry set [5].
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Figure 5.10: Electron temperature as a function of H2 fraction in the feedstock gas,
modelled with PyGMol global model and detailed N2–H2 chemistry set at
atmospheric pressure. Comparison with results presented in the source pub-
lication of the chemistry set [5].
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Figure 5.11: Mole fractions of major species, modelled with PyGMol global model and
detailed N2–H2 chemistry set at atmospheric pressure, considering only wall
relaxation of excited species from table 5.5 (excluding the surface conversion
of H2 to NH3). Comparison to the results presented in the source publication
of the chemistry set [5].
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Figure 5.12: Mole fractions of major species, modelled with PyGMol global model and
detailed N2–H2 chemistry set at atmospheric pressure, considering all the
surface kinetics in table 5.5. Comparison to the results presented in the
source publication of the chemistry set [5].
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Figure 5.13: Density of the NHx neutral species as a function of the gas composition,
modelled with PyGMol global model and detailed N2–H2 chemistry set at
atmospheric pressure, considering all the surface kinetics in table 5.5. Com-
parison to the results presented in the source publication of the chemistry
set [5].

qualitative agreement with the source publication results was achieved. The electron

temperature and density on figures 5.9, and 5.10, show a reasonably good quanti-

tative agreement, although the qualitative trends with changing feedstock gas ratio

are not reproduced very well.

The mole fractions of number of featured species on figures 5.11, and 5.12, also

agree reasonably well with the source publication results. The data on figure 5.11

were obtained considering the surface relaxation of excited states only, while the

results on figure 5.12 correspond to the full surface kinetics listed in table 5.5. Several

species do not match the source publication results very well, such as atomic N and

H in the model with H2 →NH2 surface conversion (figure 5.12) or the H2(b) state

in figure 5.11.

Finally, the figure 5.13 shows a nice agreement for NHx neutrals densities as

functions of the gas composition, although the non–monotonic behaviour of NH3

(consistent also with other publications [156; 157; 158]) was sadly not reproduced

by PyGMol global model with its simplified surface model.
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The disagreement between modelling results obtained in this work and results ob-

tained by much more sophisticated global model in the source publication is hardly

surprising. There are many important differences between PyGMol, and the model

used by Hong et al, few potentially quite crucial, such as solving for the electron en-

ergy distribution function (while assuming Maxwellian EEDF in the present work),

and a full treatment of heterogeneous surface reactions with explicit tracking of

surface–adsorbed species. Even disregarding the surface interactions, the diffusion

of species towards surfaces will likely be very different for both models, since the

source publication is working with the packed–bed reactor with much larger A/V ra-

tio and much lower diffusion length Λ, compared to the present work due to PyGMol

model limitations. However, it should be reiterated, that the aim of present work

is not development of a global model, but development of a reduction technique,

which uses global model as one of its inputs. In that regard, the present N2–H2

chemistry set will be an important test chemistry set for the developed reduction

method, with some species (mainly NHx) densities being dominantly controlled by

surface diffusion and conversion, rather than volumetric processes.

PyGMol validation of the low pressure chemistry set (S3)

For the low pressure case, the surface coefficients were modified slightly compared

to the atmospheric pressure case, to reflect higher degree of H2 dissociation at lower

pressure and to loosely match the modeling results presented by Carrasco et al [153].

The surface coefficients for the low pressure N2–H2 case are also listed in table 5.5

Figure 5.14 shows how the PyGMol solution for some species densities with the low–

pressure N2–H2 model compares to the modeling results obtained by Carrasco et al.

The model parameters used for the low–pressure N2–H2 modeling in the present

work are summarized in tables 5.10, and 5.11. The pressure, gas temperature,

plasma dimensions, and the feedstock gas flow ratio are the same as used by Car-

rasco et al, while the total feed flow has been set to value consistent with the

residence time reported by Carrasco et al. The electron density is not correctly

reported by Carrasco et al, so the ICP–equivalent absorbed power could not have

been calibrated, as in the case of the previous two chemistry sets. Therefore, the
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Figure 5.14: Relative concentrations of selected species, modeled with PyGMol model
and the detailed N2–H2 chemistry set at 8 Pa pressure. Comparison with
modeling results presented by Carrasco et al [153].

absorbed power was set to a value of 10 W, which corresponds roughly to 20 % of

the CCP power reported by Carrasco et al. This value of absorbed power yields

optimal fit for the relative densities (figure 5.14), with lower power values yielding

better fit for the N2, H2, NH2, and NH3 species but worse fit for H, N, and NH

species, and higher power values vice versa. As the chemistry set by Carrasco et

al does not resolve vibrationally excited states of N2 and H2, the results of present

work shown in figure 5.14 for N2 and H2 are actually sums of densities of ground

states and all included vibrational states N2(ν1 − ν8) and H2(ν1 − ν3).

It can be argued that the agreement between results for the low–pressure N2–H2

calculation between the present work and the work by Carrasco et al is fairly poor

(figure 5.14), but this is understandable, since both models employ very different

chemistry set and surface interaction schemes. Nevertheless, the N2–H2 chemistry

will serve as a good test chemistry set for a low–pressure reduction conditions, with

production and consumption rates for some species dominated by surface processes.
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Table 5.6: Species included in the test chemistry set for CF4–CHF3–H2–Cl2–O2–HBr
plasma, taken from the QDB database (chemistry C27). The ∗ symbol denotes
the lowest–energy electronically excited states.

Neutrals H H2 C O O2 F F2 Cl Cl2 Br CH CH2 OH H2O HF HCl
HBr CO CO2 CF CF2 CF3 CF4 FO ClO CHF CHF2

CHF3 COF COF2

Excited states O∗ F∗ Cl∗ Br∗
Positive ions H+ H+

2 H+
3 C+ C+

2 O+ O+
2 F+ F+

2 Cl+ Cl+2 Br+ CH+ CH+
2

C3H+
5 C3H+

8 H2O+ HCl+ HBr+ CO+ CO+
2 CF+ CF+

2 CF+
3

ClO+ CHF+ CHF+
2

Negative species e O− F− Cl− Br− CF−3

5.3 Other test chemistry sets (S4 – S6)

Three additional test chemistry sets are used in present work to test the reduction

technique: sets for plasma in CF4–CHF3–H2–Cl2–O2–HBr, CH4–N2, and finally Ar–

NF3–O2. These chemistry sets were chosen with no regard to any specific target ap-

plication, and they were adopted directly from the pre–compiled plasma chemistries

given by the QDB database [9]; their consistency and validity was not verified in

the present work. They can be regarded as mere generators of non–linear outputs

needed for analysis of the species ranking methods defined in chapter 4. Tables 5.6

– 5.8 summarize all the species included in these chemistry sets.

The full lists of reactions and their kinetic can be found in the QDB database. In

the instances of reactions described by cross–sectional kinetics, the data from QDB

were fitted to the Arrhenius form on a grid on Maxwellian temperatures. For better

clarity and less ambiguity, the reaction kinetics data for all the three additional

test chemistry sets from QDB are also provided in tables A.5, A.6, and A.7 in

Appendix A, together with data sources cited in QDB database. Default surface

coefficients were used for all the QDB test chemistry sets, as defined in table 5.3.

5.4 Reduction cases

Six test reduction cases are considered for each test chemistry set, each with a

different set of species of interest. This makes 36 reduction cases, each case specified
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Table 5.7: Species included in the test chemistry set for CH4–N2 plasma, taken from
the QDB database (chemistry C28). The ∗ symbol denotes the lowest–energy
electronically excited states.

Neutrals H H2 C C2 N N2 CH CH2 CH3 CH4 CN C2H C2H2 C2H3

C2H4 C2H5 C2H6 C3H5 C3H6 C3H7 C3H8 C4H2 NH NH2

NH3 N2H N2H2 N2H3 N2H4 HCN H2CN M
Excited states H∗ H∗2 N∗ N∗2
Positive ions H+ H+

2 H+
3 C+ C+

2 N+ N+
2 N+

3 N+
4 CH+ CH+

2 CH+
3 CH+

4

CH+
5 C2H+ C2H+

2 C2H+
3 C2H+

4 C2H+
5 C2H+

6 NH+ NH+
2

NH+
3 NH+

4

Negative species e H−

Table 5.8: Species included in the test chemistry set for Ar–NF3–O2 plasma, taken from
the QDB database (chemistry C33). The ∗ and ∗∗ symbols denote the elec-
tronically excited states with the lowest energies.

Neutrals Ar O O2 O3 N N2 F F2 NO N2O NO2 NF NF2 NF3 FO
FNO

Excited states Ar∗ Ar∗∗ O∗ O∗2 N∗ N∗2
Positive ions Ar+ O+ O+

2 N+ N+
2 F+ F+

2 NO+ N2O+ NF+ NF+
2 NF+

3

Negative species e O− O−2 O−3 F−

by the pair

reduction case = {chemistry set, species of interest}.

All the reduction cases considered in the present work are listed in table 5.9. For

each reduction case, the species of interest consist of a set of selected negative species

(always including an electron), two sets of selected positive species (with higher

and lower densities), and three sets of selected neutrals (including one consisting

purely of selected excited states.) In some cases, the choice of the species interest

is inspired by the chemistry set source publication (such as in the reduction cases

C1.4 and C1.5, which feature species identified as important radicals and transient

species respectively by Turner [22]), but in most cases, the choice was made purely

arbitrarily.

The reduction conditions for each reduction case are summarized in table 5.10.
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Table 5.9: Summary of all the 36 test reduction cases addressed in the present work. Six
sets of species of interest were considered for each test chemistry set.

Case ID Test chemistry set Species of interest

C1.1 O2–He e O− O−3
C1.2 O+

2 O+
4

C1.3 O+ He+

C1.4 O O2(a 1∆g) O3

C1.5 O(1D) O(1S) O2(b 1Σ+
g )

C1.6 O3(ν) O2(ν) He∗

C2.1 N2–H2 (atm) e H−
C2.2 NH+

4

C2.3 NH+
3 H+

2

C2.4 NH NH2 NH3

C2.5 N2(ν1) H2(ν1)
C2.6 N2(A 3Σ+

u ) H2(B 1Σ+
u )

C3.1 N2–H2 (low) e H−
C3.2 NH+

4

C3.3 NH+
3 H+

2

C3.4 NH, NH2 NH3

C3.5 N2(ν1) H2(ν1)
C3.6 N2(A 3Σ+

u ) H2(B 1Σ+
u )

C4.1 CF4–CHF3–H2–Cl2–O2–HBr e O−
C4.2 Cl+ Br+

C4.3 CF+ CO+

C4.4 OH CH
C4.5 F Cl
C4.6 O∗ F∗

C5.1 CH4–N2 e H−
C5.2 NH+

4 CH+
3

C5.3 N+
2 H+

2

C5.4 C2H3 C2H6

C5.5 CH2 CH3

C5.6 N∗2 H∗2
C6.1 Ar–NF3–O2 e F− O−
C6.2 O+

2 NO+ O+

C6.3 NF+ NF+
2 NF+

3

C6.4 NF NF2 NF3

C6.5 O F
C6.6 O∗ N∗ Ar∗
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The reduction conditions were kept the same for each reduction case belonging to

any single chemistry set. For the first three chemistry sets, the reduction conditions

are taken from Turner et al [22], Hong et al [5], and Carrasco et al [153] respectively.

For the chemistry sets sourced from QDB (C4.1 – C6.6), the reduction conditions

were set arbitrarily, with exception to the Ar–NF3–O2 chemistry set, which adopts

the conditions presented in the validation notes in QDB.

Table 5.10: Summary of the reduction conditions for all the chemistry sets considered:
pressure p, gas temperature Tg, absorbed power P , the reactor dimensions r
and z, the total feedstock gas flow Q and the ratio of the feedstock gases.

Test set p T g P r z Q Ratio
(Pa) (K) (W) (mm) (mm) (sccm)

O2–He 105 305 0.3 0.564 30 300 1:250
N2–H2 (atm) 105 400 35 25 25 60 1:2
N2–H2 (low) 8 300 10 50 340 15 1:9
CF4–. . . –HBr 25 300 500 100 100 600 1:1:1:1:1:1
CH4–N2 105 300 5000 20 100 110 1:10
Ar–NF3–O2 100 1500 400 40 200 1150 1:2:20

Table 5.11: Simulation time tend, power pulse duration ∆tpulse, and the sets of the times
of interest for each one chemistry set considered. Power pulsing was only done
for the O2–He chemistry set, with the pulsing period of 6 ms; the remaining
sets were modeled using constant power.

Test set ∆tpulse tend Times of interest
(ms) (s)

O2–He 3 1.2× 10−2 6.3× 10−3, 6.9× 10−3, · · · , 11.7× 10−3

N2–H2 (atm) – 100 10−3, 10−2, 10−1, 100, 101, 102

N2–H2 (low) – 10 10−3, 10−2, 10−1, 100, 101

CF4–. . . –HBr – 100 10−3, 10−2, 10−1, 100, 101, 102

CH4–N2 – 100 10−3, 10−2, 10−1, 100, 101, 102

Ar–NF3–O2 – 0.2 10−4, 10−3, 10−2, 10−1

Table 5.11 lists the times of interest used to build the species rankings from the

test chemistry sets and to evaluate the reduction error within the iterative reduction

algorithm. The same times of interest were used for all reduction cases belonging

to any single chemistry set. In the case of the pulsed–power reduction cases with

the O2–He chemistry set (C1.1 – C1.6), the times of interest are distributed linearly,
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covering the whole power cycle. In the remaining cases of constant–power reduction

conditions, the times of interest are distributed logarithmically, to capture not only

the steady–state conditions but also the evolution from the initial conditions. The

simulation times tend (also shown in table 5.11) were chosen to be sufficiently long

for each reduction case to reach a steady state.

80



Chapter 6

Chemistry reduction results

Altogether, 14 different species ranking methods were introduced in chapter 4, sec-

tion 4.2, based on path searches in graphs representing chemistry. These ranking

methods are built around 4 separate ways to calculate direct interaction coefficients

w (4.10a) – (4.10d), together with 4 separate methods of devising coupling coeffi-

cients W between any two species, based on different graph path search algorithms,

introduced in section 4.2.2; (4.10b), and (4.10d) yield direct interaction coefficients

which are not bound between 0 and 1, excluding the chemistry graphs from the

use of the maximal propagated error search method. Apart from the graph–based

species ranking methods, two additional methods were proposed as benchmarks,

based on the Morris method of sensitivity analysis (section 4.3), and the species

density ranking (section 4.4).

All the 16 species ranking schemes presented were tested with the species–

oriented iterative skeletal reduction method introduced in chapter 2 on an array

of 36 test reduction cases listed in table 5.9, and with further plasma conditions

and model parameters listed in tables 5.10 and 5.11. The same maximal reduction

error ∆ = 10 % was considered in the reduction method with all the test reduction

cases. The species ranking scheme yielding the best results with the ranking–based

iterative reduction method was identified statistically.

Apart from the static iterative reduction method (section 2.1, figure 2.1), a dy-

namic ranking–based iterative reduction method (section 2.3, figure 2.5), was also

tested on all the reduction cases, with most of the graph–based species ranking meth-
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ods. The graph–based ranking scheme using the maximal error flow search method

for calculation the species coupling coefficients was not tested with the dynamic

reduction method, because the computational expanse of the ranking algorithm is

much higher than the expense of the global model, and reduction error evaluation.

The benchmark ranking scheme based on the Morris method of sensitivity analysis

was also not tested with the dynamic reduction method for the very same reason.

Table 6.1 summarizes all the instances of ranking–based iterative reduction method

runs performed in the present work.

Table 6.1: Summary of the instances of the ranking-based iterative reduction method
runs, performed in the present work.

Instances tested

Chemistry sets 6
Sets of species of interest (per chemistry set) 6
Reduction cases 36
Ranking schemes 16
Static reduction runs 576
Dynamic reduction runs 360
Reduction runs 936

The following sections define the performance metrics used to assess the perfor-

mance (or fitness) of each ranking scheme, and the final results for all the performed

chemistry reduction runs.

6.1 Species ranking performance metrics

To compare the competing species ranking schemes, some performance metrics are

introduced, quantifying the ranking schemes’ performance with the ranking–based

iterative reduction method. The most straightforward measure of ranking method

performance is the number of eliminated species Nε from any chemistry set. Aside

from a suitability of any species ranking scheme for the chemistry reduction method

with any given reduction case, the main parameter affecting the Nε will be the

maximum allowed number of consequent unsuccessful species eliminations Nδ, as

the termination condition of the reduction algorithm (section 2.1.3). Generally,

higher Nδ will result in higher Nε, and more significant reduction of any chemistry
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set. At the same time, however, the number of plasma model calls Nµ will also

increase with Nδ. It is evident, that Nµ is also a very important metric, since it

almost fully determines the computational cost of the reduction algorithm.

Clearly, for a given species ranking method, both Nε, and Nµ will vary between

reduction cases, with different number of species in each chemistry set NS, and

different sets of species of interest. Therefore, appropriate metrics of performed

reduction performance with any species ranking scheme might be defined as

η =
Nε

Nµ

, (6.1a)

η′ =
Nε

NS

. (6.1b)

For a direct comparison of the competing species ranking schemes, I define the

number of eliminated species by the j–th ranking scheme in the k–th reduction

case as N j
ε,k. This is followed with the number of eliminated species by the best–

performing ranking scheme in the k–th reduction case, as

Nmax
ε,k = max

j
N j
ε,k. (6.2)

For any j–th ranking scheme, the value of

∆max,j
k = Nmax

ε,k −N
j
ε,k (6.3)

will determine how well it performs against the best ranking scheme in the k–th

reduction case. Any well–performing ranking scheme should have consistently low

values of ∆max,j
k for any reduction case. To assess the performance of the j–th

ranking scheme on the whole array of test reduction cases (table 5.9), the deviation

from the best parameter σj can be evaluated as

σj =

[
1

N

∑
k

(∆max,j
k )2

] 1
2

, (6.4)
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where N = 36 is the number of reduction cases considered. The σ value is a good

measure of a performance of a single method in a pool of other species ranking

methods, since it quantifies how many more species were eliminated on average by

the reduction using the best ranking method for every reduction case. A lower value

of σ translates to a better species ranking scheme for species reduction, while the

lower bound for σ is 0, for a hypothetical j–th ranking scheme, which would result in

an elimination of the highest number of species (compared to all the other competing

ranking schemes), for every single reduction case, or

σj = 0 ⇐⇒ ∀k :
(
N j
ε,k = Nmax

ε,k and ∆max,j
k = 0

)
.

In reality, there is a distribution of ∆max,j across the different reduction cases.

Of course both ∆max,j
k , and σj will be influenced not only by how well the j–th

ranking scheme performs in the reduction method, but also by the chosen value

of Nδ, or the maximal allowed streak of unsuccessful species eliminations, as the

algorithm termination condition. The results were studied for different values of Nδ,

however, it was found that Nδ = 2 offers a good balance between the number of

eliminated species, and the number of plasma model calls, for the majority of the

ranking methods.

Finally, the last measure of performance of a ranking scheme considered here is

a correlation between the ranking scores Ci for any given i–th species in the chem-

istry set, and the reduction error δi induced by elimination of the species from the

chemistry set. For each k–th reduction case and j–th ranking scheme, the Spear-

man’s correlation coefficient r is evaluated on a sample of paired data {(Ci, δi)}

Each sample
{(
Cj
k,i, δ

j
k,i

)}
consists only of data belonging to one reduction case and

one ranking scheme, where ranking scores Ci are calculated with the detailed chem-

istry set and each reduction error δi is the reduction error induced by eliminating a

single i–th species from the detailed chemistry set. A mean correlation coefficient

is defined for each j–th ranking scheme as the mean over all the reduction cases,
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weighted by the sample sizes N s
k

rjCδ =

∑Nc

k=1 N
s
kr
j
Cδ,k∑Nc

k=1 N
s
k

, (6.5)

where Nc is the number of reduction cases.

Considering the definition of the reduction error δ, (2.1), (2.4), and the simplest

case of a single species of interest A, and a single time of interest, it is clear that δ

value is highly asymmetric in the sign of the expression

Ared − Afull

Afull
,

and it follows that

δ ∈

[0, 1] for Ared ≤ Afull,

(0,∞) for Ared > Afull.

(6.6)

This asymmetry would skew the correlation coefficients and therefore separate sam-

ples are formed for both cases and a pair of distinct correlation coefficients, r+
Cδ, and

r−Cδ, was considered for each j–th ranking scheme, with

rjCδ =

r
−,j
Cδ for δj = maxl,m | δjl (tm) |= maxl,m δ

j
l (tm),

r+,j
Cδ for δj = maxl,m | δjl (tm) |= −minl,m δ

j
l (tm),

(6.7)

The indices l,m are in this occasion running over the species of interest and times

of interest, respectively (see section 2.1.2).

The choice of the Spearman’s coefficient as a measure of the Ci–δi correlation is

convenient, because it does not assume any specific relation and distribution, but

rather it assesses only how well the relationship between the two variables can be

described as a monotonic function.

The different ranking performance measures introduced in this chapter might be

loosely divided into two groups: computational metrics, such as (6.1), with regards

to the computational cost of the reduction method, and the physical metrics, such

as (6.4), (6.5), which relate to the fitness of the output reduced chemistry set.

85



As the computational metrics are not really comparable between the individual

test reduction cases, it would be problematic to use them for selection of the best

performing ranking scheme. Instead, the computation metrics were used informally

to select the appropriate Nδ value, which is on its own a purely computational

parameter and influences the balance between the computational time and the size of

the reduction. On the other hand, the physical metrics parameters are better suited

for comparison of different ranking schemes across the different test reduction cases,

and as such were used to identify the best performing ranking scheme (measured in

terms of reduction size, not the computational cost).

6.2 Comparison of ranking schemes

Firstly, the correlation coefficients rCδ, (6.5), between the species ranking scores

C, and reduction errors δ induced by the species elimination, was investigated.

Figure 6.1 shows rCδ for each ranking scheme introduced in chapter 4, averaged over

all the test reduction cases (chapter 5). It is evident, that in the set of reduction

cases investigated, all the ranking schemes based on chemistry graphs with DRG and

DRGEP direct interaction coefficients (see section 4.2.1), together with the Morris

method ranking (section 4.3.2), correlated better with errors induced than the rest.

For all the ranking schemes, however, there was a significant spread in the cor-

relation coefficients between the individual reduction cases. To illustrate the point,

figure 6.2 shows the relationship between C, and δ for the method with the highest

average rCδ (DRGEPmax.flow), and for two individual reduction cases with highest

and lowest value of r−Cδ + r+
Cδ among all the reduction cases. The best–correlating

reduction case for this ranking method was the reduction case C1.3 (O2–He chem-

istry set with species of interest O+, He+), and the case with the worst correlation

was the reduction case C2.2 (N2–H2 atmospheric–pressure chemistry set with species

of interest NH+
4 ).

Next, the data from the actual ranking–based iterative reduction method runs

on all the reduction cases were analysed. To establish the optimal Nδ parameter
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Figure 6.1: Spearman’s coefficient of correlation between species ranking scores C and
reduction errors δ induced by the species elimination. The correlation coef-
ficients shown for each ranking method are averaged over all the reduction
cases. For better clarity, the bars for the ranking schemes based on the
chemistry graph are color–coded to distinguish the different graph search al-
gorithms (or species coupling coefficients), and pattern–coded according to
the different different graph edge weighting methods (or direct interaction
coefficients).

(maximal allowed number of successive unsuccessful species elimination), the trade–

off between the number of species eliminated, and the number of plasma model

calls (associated with the computational cost) was investigated. Although there

was once again a large spread across different reduction cases and species ranking

schemes, a typical illustration of this trade–off can be seen in figure 6.3, which shows

η, and η′, (6.1), for a single (arbitrarily chosen) reduction case C1.5, and for the set

of best–performing species ranking schemes (DRG, DRGRP and Morris method

ranking). Along with the individual ranking schemes, also their mean is plotted,

and an ideal case, modeled on the maximal number of eliminated species across all

the ranking schemes and choices of Nδ (in the case of figure 6.3, it was 11) all being

eliminated during the first iterations. It appears that Nδ = 2 might be considered

a good choice of the Nδ parameter value, bringing η′ (together with the number of

eliminated species) reasonably close to the maximal value. Additional increase of Nδ

87



10 4

10 2

100
C

DRGEPmax. flow
Reduction case: C1.3
rC = 0.929

a)

DRGEPmax. flow
Reduction case: C1.3

r +
C = 0.900

b)

10 410 310 210 1100101

 (Ared < Afull)

10 4

10 2

100

C

DRGEPmax. flow
Reduction case: C2.2
rC = 0.642

c)

10 4 10 3 10 2 10 1 100 101

 (Ared > Afull)

DRGEPmax. flow
Reduction case: C2.2

r +
C = 0.468

d)

Figure 6.2: Relationship between C and δ for the DRGEPmax.flow ranking method and
for two reduction cases with the highest (a, b) and the lowest (c, d) error
correlation. The samples with Ared < Afull (a, c) and Ared > Afull (b, d) are
plotted separately.

decreases η (increasing computational time) with a minimal benefit to η′. Although

figure 6.3 only shows data for a single reduction case, this was true for most of the

reduction cases considered in present work.

In order to compare the static and dynamic ranking–based iterative reduction

methods (sections 2.1 and 2.3 respectively), the deviation from the best parameter

σ, (6.4), was compared for both static and dynamic methods, and for most of the

chemistry graph–based species ranking schemes. The σ value is a good measure

of a method fitness in a pool of other species ranking methods, since it quantifies

how many more species were eliminated on average by the reduction, which used

the best ranking scheme per each reduction case. Figure 6.4 shows the difference

in σ between the static and dynamic reduction for every ranking scheme which was

used in a dynamic reduction and for three different choices of Nδ. Oddly, the figure

shows that for the best–performing ranking schemes (DRG and DRGEP–based),

the dynamic reduction method appears to be, with some consistency, performing

marginally worse than the static reduction method, which certainly should not be
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Figure 6.3: Reduction parameters η and η′ for a single reduction case C1.5 and a set of
best–performing species ranking schemes for this reduction case. The data
for the individual ranking schemes are plotted, together with their mean and
the data modeled on the ideal case (with the maximum number of species
eliminated during the first iterations).

the case. The difference between static and dynamic reduction is, however, indeed

marginal only, and might be due to a statistical noise. The dynamic re–evaluation of

the species ranking inside the reduction iteration loop (as in the dynamic reduction

method) might be of greater importance if allowing for larger maximal reduction

error ∆, but with ∆ = 10 % used in present work, it appears that the changes to the

system induced by species elimination are not large enough to significantly modify

the ranking of the set of retained species. Figure 6.4 also shows that σ rises with

Nδ consistently for each species ranking scheme. This is due to larger statistical

differences between ranking schemes for lower Nδ; for the case of Nδ = 0, a single

species with an underestimated ranking score for any one of the ranking schemes

can terminate the reduction very early and therefore increase its σ value, while for

higher Nδ, more adjacent species with an underestimated ranking score need to

appear in the species ranking to terminate the reduction, which is statistically less

likely, especially with better performing ranking schemes.

A comparison of the σ values for the static reduction with all the ranking schemes
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Figure 6.4: Comparison of the σ values for most of the chemistry graph–based species
ranking methods and for three choices of Nδ ∈ {0, 1, 2}. The ranking schemes
are ordered with increasing σ with static ranking reduction and withNδ = 2.
The bars are color–coded consistently with figure 6.1 by different graph
search algorithms (different species coupling coefficients) used in the ranking
schemes.

considered in this work is shown in figure 6.5, for three different choices of Nδ.

The species ranking scheme using the DRG definition of direct interaction coef-

ficients wDRG (4.10a), and the shortest path approach for the calculation of the

coupling coefficients W sh.path
AB (4.14) can be identified as providing species rankings

which perform consistently well with the ranking–based iterative reduction method

for Nδ = 2. Regarding constructing the chemistry graph, the DRG (4.10a), and

DRGEP (4.10c) methods for direct interaction coefficients give significantly better

results than DRG’ (4.10b), and DRG” (4.10d) methods, while the shortest path

method for species coupling coefficients W sh.path
AB appears to yield marginally better

results than the rest.

Finally, the histograms in figure 6.6 show the distribution of ∆max (6.3), over all
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Figure 6.5: Comparison of the σ values (6.4) for all of the species ranking schemes con-
sidered in the present work and for three choices of Nδ ∈ {0, 1, 2}. The
ranking schemes are ordered with increasing σ for Nδ = 2. The bars
are color-coded by different values of Nδ used for the ranking–based itera-
tive reduction method. The ranking schemes are labeled with the different
methods of calculating the direct interaction coefficients w and the coupling
coefficients W ; e.g. the method labeled DRGsh.path uses wDRG (4.10a) and
W sh.path

AB (4.14) respectively. The density species ranking scheme simply ranks
the species according to their density as modeled by the plasma model em-
ployed with the detailed chemistry set.

the reduction cases, and for 3 different choices of Nδ. Histograms for the optimal

DRGsh.path species ranking scheme are plotted, together with the Density ranking

scheme benchmark. The distribution for the DRGsh.path species ranking scheme is

centered reasonably tightly around the optimal value of ∆max = 0, however, there are

some instances of reduction cases, where this ranking scheme performs significantly

worse than the best–performing ranking scheme. By contrast, the ranking scheme

based simply on species density values shows distribution with a significantly wider

spread.
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Figure 6.6: Distribution of ∆max, i.e. the difference in the number of eliminated species
between each ranking scheme and the best–performing ranking scheme (6.3),
over all the reduction cases. In the first row, histograms for the DRGsh.path

ranking scheme are shown, in comparison to the trivial benchmark of ranking
species by their densities, shown in the second row. Three columns of plots
correspond to three different choices of Nδ = 2, 1, 0, with the same color–
coding as in figure 6.5.

6.3 Reduced test chemistry sets

To give an idea of typical sizes of reduced chemistry sets as compared with the

detailed ones, table 6.2 shows the number of species and reactions in sets reduced

using the DRGsh.path ranking scheme for each reduction case from table 5.9. The

table also shows for each reduction case all the best ranking schemes resulting in the

greatest reduction (in a number of species), and the number of species correspond-

ing to those, if the ranking scheme DRGsh.path is not among them. The reduction

parameters were ∆ = 10 %, and Nδ = 2 for each of the reduction cases, and the

reduction conditions were as described in tables 5.10 and 5.11.

In some cases, such as reduction cases C2.5 or C6.5, the reduced chemistry

set was significantly smaller than the detailed set. In other cases, such as C4.3,

the reduction was far less significant. The difference in size between the detailed

chemistry sets and any reduced sets depends on many factors, such as reduction

92



Table 6.2: Chemistry set sizes (the number of species and reactions) of sets reduced us-
ing the DRGsh.path species ranking scheme for all the reduction cases from
table 5.9, compared to the sizes of the detailed chemistry sets. For reference,
the last two columns list the best ranking schemes, which yielded the most
significant reduction in the number of species together with their species re-
duction magnitude (if different from the DRGsh.path scheme). The reduction
cases, where the DRGsh.path ranking scheme was among the best–performing
ones, are listed in bold.

DRG sh.path DRG sh.path best scheme
Case Species Reactions Best ranking schemes Species

C1.1 15/25 167/373 DRG’max.flow, sh.path DRG”all DRGEPmax.flow, lim.rate 14/25
DRGmax.flow

C1.2 15/25 163/373 DRG’all DRG”all DRGEPmax.flow, lim.rate DRGmax.flow 14/25
C1.3 18/25 247/373 DRG”all DRGEPall DRGmax.flow 17/25
C1.4 13/25 118/373 DRGEPlim.rate, err.prop., sh.path 12/25
C1.5 14/25 133/373 DRG’all DRG” lim.rate, sh.path DRGEPall

DRGmax.flow, sh.path

C1.6 13/25 117/373 DRGEPlim.rate, err.prop., sh.path DRGmax.flow, sh.path

C2.1 26/42 236/408 DRGEPmax.flow, lim.rate DRGmax.flow, lim.rate, err.prop. 25/42
C2.2 21/42 118/408 DRGmax.flow 20/42
C2.3 26/42 193/408 DRGEPmax.flow 24/42
C2.4 26/42 236/408 DRGEPmax.flow DRGmax.flow, err.prop. 24/42
C2.5 10/42 73/408 DRG’max.flow, sh.path DRG”max.flow, sh.path

DRGerr.prop., sh.path

C2.6 26/42 210/408 DRGerr.prop. 25/42
C3.1 23/42 101/408 DRGmax.flow 22/42
C3.2 25/42 198/408 DRGlim.rate 19/42
C3.3 36/42 377/408 DRG’max.flow, sh.path 33/42
C3.4 19/42 91/408 DRGEPlim.rate, err.prop., sh.path DRGerr.prop., sh.path

C3.5 19/42 131/408 DRG’sh.path DRGerr.prop. 18/42
C3.6 28/42 214/408 DRGEPall DRGerr.prop. 27/42
C4.1 51/67 300/563 DRG’max.flow DRG”max.flow 50/67
C4.2 43/67 165/563 DRGEPall DRGmax.flow, err.prop., sh.path

C4.3 61/67 475/563 DRG”all 55/67
C4.4 40/67 147/563 DRGEPsh.path 34/67
C4.5 44/67 187/563 DRGerr.prop. 37/67
C4.6 49/67 246/563 DRGEPerr.prop. 47/67
C5.1 36/61 255/521 DRGEPall DRGall

C5.2 48/61 380/521 DRGEPmax.flow, lim.rate, sh.path 46/61
C5.3 27/61 140/521 DRG” lim.rate 25/61
C5.4 24/61 168/521 DRG”sh.path DRGEPmax.flow, sh.path DRGall

C5.5 21/61 121/521 DRGEPmax.flow, sh.path DRGall

C5.6 26/61 165/521 DRG’max.flow DRGEPlim.rate 24/61
C6.1 20/39 79/310 DRGEPlim.rate, sh.path DRGlim.rate, err.prop., sh.path

C6.2 30/39 176/310 DRGerr.prop. 27/39
C6.3 24/39 116/310 DRG’lim.rate, sh.path DRG”all 21/39
C6.4 15/39 43/310 DRG’max.flow DRG”all DRGEPall DRGall

C6.5 14/39 32/310 DRGmax.flow, err.prop. 13/39
C6.6 26/39 138/310 DRG’max.flow DRG”max.flow 25/39

conditions, species of interest, or how well refined the detailed chemistry set is in
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the first place.

Since it is impractical to analyze every reduction case in this work, a single

reduction case, C1.4 – O2–He chemistry set with O, O2(a 1∆g) and O3 as species of

interest, was chosen as an example and is elaborated further in greater detail.

6.3.1 The C1.4 O2–He reduction case

Table 6.3 lists all the species retained in the reduced O2–He chemistry set, as well as

all the species eliminated, after running the reduction algorithm with the DRGsh.path

species ranking scheme for the reduction case C1.4. For completeness, all the reac-

tions associated with the species retained in this reduced chemistry set are listed in

table A.2 in Appendix A, together with their kinetic data.

Figure 6.7 shows the PyGMol global model solutions for species of interest densi-

ties belonging to the same reduced chemistry set. The density evolution is compared

to the model with the detailed chemistry set. It is evident, that the reduced chem-

istry set indeed preserves the densities of species of interest from the detailed set

very well inside the allowed error ∆. Some other facts can be noted about the elim-

inated species listed in table 6.3. The He+ ion has been eliminated by the reduction

algorithm despite being the most abundant ion of one of the feed gases. This is due

to a relatively large ionization potential of helium atoms and consequently the very

low helium ionization degree (≈ 10−13 at the end of a power pulse, as modeled by

PyGMol with the detailed chemistry set). The He+
2 species, on the other hand, has

not been eliminated by the reduction method, despite being even less abundant than

the He+ species. This is simply a shortcoming of the species ranking scheme em-

ployed (DRGsh.path), where He+
2 is ranked above He+, and more importantly, above

all of O−, He∗ and O+
2 , none of which can be eliminated from the chemistry set with

an acceptable reduction error δ. He+
2 can indeed be removed from the reduced set

without changing the reduction error significantly and would have been, if Nδ ≥ 3,

or if one of the DRGEP species ranking schemes was employed (see table 6.2). How-

ever, for the reduction parameters presented with Nδ = 2, and the ranking scheme

DRGsh.path, the reduction algorithm was terminated just before the He+
2 iteration.

Also, all the vibrationally excited species were eliminated except the O3(ν) species.
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This is because O3(ν) is a part of the dominant channel for the consumption of O

via the reaction

O + He + O2 → He + O3(ν).

Table 6.3: Species retained and eliminated for the reduced O2–He chemistry set and the
C1.4 reduction case (with species of interest O, O2(a 1∆g) and O3). The reduc-
tion was performed with the DRGsh.path species ranking scheme, ∆ = 10 %,
Nδ = 2, and with the reduction conditions from tables 5.10 and 5.11.

Species retained Species eliminated

Neutrals He O O2 O3

Excited He∗ O(1D) He∗2 O(1S)
O2(a 1∆g) O2(b 1Σ+

g ) O3(ν) O2(a 1∆g, ν) O2(b 1Σ+
g , ν) O2(ν)

Positive He+
2 O+

2 He+ O+ O+
3 O+

4

Negative e O− O−2 O−3 O−4
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Figure 6.7: Global model solutions for densities of the species of interest O, O2(a 1∆g)
and O3. Comparison between the reduced chemistry set (reduction case C1.4)
and the detailed set. The species ranking scheme used for the reduction
was DRGsh.path. The densities obtained with the detailed chemistry set are
plotted with solid lines, while the reduced set results are plotted with dash–
dotted lines.

Figure 6.8 shows the relative differences of some other global model outputs

between the reduced chemistry set (C1.4), and the detailed set. The outputs plotted
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are the densities of the species other than pre–selected species of interest, as well

as the electron temperature. It can be seen that the density error induced by the

reduction for some species, such as O(1D) and all the charged species e, O−, O+
2 ,

He+
2 , is fairly significant. This is unsurprising, since both the species ranking coming

into the reduction method, and the reduction error (2.1) were completely blind to

all the global model outputs except the densities of the species of interest. Other

outputs, such as densities of He∗, O2(b 1Σ+
g ), O3(ν), and the electron temperature Te

are well replicated with the reduced chemistry set. This is, however, not guaranteed

by the reduction method presented, but rather can be considered a side effect of

preserving the dominant production and consumption channels of the species of

interest.
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Figure 6.8: Relative differences of global model outputs between the reduced chemistry
set (C1.4) and the detailed set. Outputs plotted are electron temperature
and densities of the other species than the selected species of interest. The
positive ions are plotted with dashed lines, negative species with dotted lines,
the excited states with dash–dotted lines, and the electron temperature is
plotted with a solid line.

Finally, figures 6.9 - 6.12 show the production and consumption rates of each

species of interest via the 5 most prominent processes, for both detailed and re-

duced chemistry sets described in table 6.3. The values are showed for both the end
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of the power pulse (figures 6.9, 6.10), and for the beginning of the afterglow (fig-

ures 6.11, 6.12), sampled 0.1 ms before and after the end of power pulse respectively.

It can be seen, that while some channels are lost due to the species eliminated, these

are generally much less significant channels, with rates lower than the most promi-

nent channel by about 2 orders of magnitude or more. As an example, the channels

for O3 consumption during the end of the power pulse and the beginning of the

afterglow, via the reactions

O3 + e→ e + O + O2(ν)

O3 + O→ 2O2(ν)

respectively, are both lost in the reduced chemistry set due to the elimination of the

O2(ν) species. The most dominant O3 loss channel for both cases, via the reaction

O3 + O2(b 1Σ+
g )→ O + 2O2,

is preserved, however, with a very similar rate.
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Figure 6.9: Production rates of the species of interest by the most dominant processes
for both detailed and reduced chemistry sets (reduction case C1.4). Values
sampled 0.1 ms before the end of the power pulse. The species are color–
coded consistently with figure 6.7.
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Figure 6.10: Consumption rates of the species of interest by the most dominant processes
for both detailed and reduced chemistry sets (reduction case C1.4). Values
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Figure 6.11: Production rates of the species of interest by the most dominant processes
for both detailed and reduced chemistry sets (reduction case C1.4). Values
sampled 0.1 ms after the end of the power pulse (beginning of the afterglow).
The species are color–coded consistently with figure 6.7.

O+He+O
2

He+O
3 ( )

O+He+O
2

He+O
3

O+He
He+O

2 (a 1
g )

O+He
He+O

2 (b 1
+g )

O+O
3

O
2 ( )+O

2 ( )

O+O
3 ( )

O
2 +O

2

O
2 (a 1

g )+surf.
surf.

O
2 (a 1

g )+He+O
He+O+O

2

O
2 (a 1

g )+O
3 ( )

O
2 +O

3

O
2 (a 1

g )+O+O
2

O+O
2 +O

2

O
2 (a 1

g )+O
3

O+O
2 +O

2

O
3 +O

2 (b 1
+g )

O+O
2 +O

2

O
3 +O

O
2 ( )+O

2 ( )

O
3 +O

2 (a 1
g )

O+O
2 +O

2

O
3 +O

2
O
2 +O

3

O
3 +O

3
e+O

2 +O
2 +O

2

O
3 +O

e+O
2 +O

2

O
3 +O( 1D)

O
2 +O

2

O
3 +O( 1D)

O+O+O
2

1017

1019

1021

1023

1025

Co
ns

um
pt

io
n 

ra
te

 - 
af

te
rg

lo
w 

(m
3 /s

)

O O2(a 1
g) O3

Detailed
Reduced

Figure 6.12: Consumption rates of the species of interest by the most dominant processes
for both detailed and reduced chemistry sets (reduction case C1.4). Values
sampled 0.1 ms after the end of the power pulse (beginning of the afterglow).
The species are color–coded consistently with figure 6.7.
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Chapter 7

Fast regression of kinetic data

The rigorous state–of–the–art methods of calculating plasma chemistry kinetics, as

outlined in the Introduction (chapter 1), are often computationally relatively very

expensive, and/or use as inputs data which are not always readily available. This

makes it very problematic to use such methods for estimation of missing kinetic

data in the framework of the automatic chemistry generator I have envisioned in in

Introduction, which might need to estimate reaction rate coefficients for a very large

number of reactions preferably in real time. As discussed in section 1.2.2, there has

been a lot of development recently incorporating machine learning (ML) methods

into computational chemistry in order to speed up the calculations. But none of

the published work aligns well with my objective of the fast kinetic parameters

estimator foreshadowed in section 1.3 for similar reasons: computational cost, input

data availability, and generality.

This chapter provides some background and theory behind the kinetics regression

model I have developed in the present work. I am using machine learning techniques

to perform a very fast (albeit crudely approximative) regression of reaction kinetics.

The model is trained on publicly available data scraped from online databases of

kinetic data. In the following sections, I describe some basics of machine learning

regression, as well as different classes of regression models used in this work.
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7.1 Regression with machine learning

In his excellent book on machine learning [159], Aurélien Géron quotes two defini-

tions of machine learning. One is more general:

(Machine Learning is the) field of study that gives computers the ability to learn

without being explicitly programmed.

Arthur Samuel, 1959

And one slightly more engineering–oriented:

A computer program is said to learn from experience E with respect to some task

T and some performance measure P , if its performance on T , as measured by P ,

improves with experience E.

Tom Mitchell, 1997

There is no shortage of machine learning resources available. Over recent years,

machine learning has dominated the scientific publishing landscape. In 2019, ma-

chine learning (or more specifically deep learning) themed papers took the first four

spots in the ranking of most highly cited publications, released annually by Google

Scholar. Classic textbooks by Mitchell [160], and by Witten et al [161] give a very

detailed overview of machine learning methods, and earlier cited Géron [159] offers

a somewhat higher–level hands–on oriented approach. Out of many topical reviews,

Domingos’ paper [162] can be cited as a very nice and concise collection of useful

machine learning tips, tricks and key insights.

Most of the cutting–edge machine learning research is done nowadays on deep

learning and neural networks. In the present work, however, I have used some more

traditional ML techniques. Artificial neural networks (ANN) frequently outperform

other ML techniques on very large and complex problems, with huge quantities of

data available [159]. The size of my training dataset and the input space dimension-

ality are not high enough to fully take advantage of ANN. In the following section, I

will limit my overview of machine learning theory solely to methods, which I actually

used in this work. More specifically, I am trying to solve a problem of univariate

regression (predicting a single dependent target variable from multiple independent
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variables) by supervised learning (defined by its use of a training dataset with known

target values).

If it can be done, utilizing machine learning is an obvious choice for a prob-

lem such as estimation of reaction kinetic data from a set of readily available data

encoding each reaction. Machine learning shines for problems where traditional

approaches are either too complex for the available resources, or have no known

algorithms [159]. Furthermore, although they may take some significant computa-

tional time to train, trained machine learning models typically return new predic-

tions based on different sets of inputs with a very high speed. This is well in line

with my intended use case of the automatic chemistry set generator.

It needs to be noted, however, that machine learning regression models can

potentially suffer from numerous problems. The most pertinent ones are tied to

the quality of training data instances (or samples), the regression model is trained

on. There are many challenges connected to the training data set, such as non–

representative training data, poor quality data containing errors, outliers and noise,

or dataset with irrelevant features [159]. This machine learning aspect is well em-

bodied by the GIGO (garbage in, garbage out) principle. Another major factor is the

quantity of the training data. In their very famous paper [163], researchers Banko

and Brill show that even very different machine learning algorithms, varying from

simple to fairly sophisticated ones, exhibit almost identical performance on a spe-

cific problem within the natural language processing domain, once the training data

set gets large enough. This idea that data might matter more than the algorithm

was further popularized by Halevy et al [164] in a paper titled The unreasonable

effectiveness of data1. Other challenges of the machine learning approach are dis-

cussed in great lengths in any ML textbook or review paper, and include among

others e.g. overfitting and underfitting the training data. Overfitting occurs when

the model performs very well on the data it was trained on, but generalizes poorly to
1Paying homage to the classic Eugene Wigner’s paper The unreasonable effectiveness of mathe-

matics in the natural sciences [165] has became rather popular in computer science circles. Other
examples include papers, such as The unreasonable effectiveness of deep learning in artificial intel-
ligence [166] by Sejnowski, Dow Jones trading with deep learning: The unreasonable effectiveness of
recurrent neural networks [167] by Fabbri and Moro, or the talk about Julia programming language
titled The unreasonable effectiveness of multiple dispatch, given by the Julia co-creator Stephan
Karpinski on JuliaCon 2019.
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novel data instances. Overfitting normally happens when the model is too complex

relative to the amount and noisiness of the training data [159]. Typical way to deal

with overfitting issues (short of gathering more training data instances and reducing

their noise) is regularization. Regularization techniques vary between different ML

model classes, but generally involve constraining the model in a way to make it

less complex and reduce the risk of overfitting. Underfitting, as one might guess, is

the opposite of overfitting: this occurs when the model is too simple to learn the

underlying structure of the data and is bound to be inaccurate, even on the training

samples [159].

Because of the various challenges, the traditional quantum chemistry methods of

calculating the reaction kinetics from the first principles can not, naturally, be fully

substituted by machine learning models, which usually offer great computational

speed only as a trade–off for accuracy, and the scepticism needed while interpret-

ing the results. This speed over accuracy quality of the ML approach is, however,

also well aligned with my intended use case of automatic chemistry set generator

application, as discussed in the Introduction (chapter 1) and further in section 7.3.

In supervised learning, the training set which gets fed into the ML model includes

a set of features, and the set of desired solutions, also called targets. In univariate

regression, the targets take the form of a single numeric value per data sample,

and the final task for the trained regression model is to predict target values for

new data instances, or new feature values, which were not part of the data set

the model was trained on (or the training set). Here, predicting reaction kinetics

in plasmas, the targets could be the reaction rate coefficients, while the features

could include, among others, e.g. masses, charges, or enthalpies of formation for the

individual reactants and products of the reactions, as well as categorical features,

such as if any given reaction includes any charges or not. Feature engineering, or

processing data samples into meaningful features and features selection, is easily the

most important factor determining if a given ML project succeeds or fails [162]. The

features selection for my regression model will be discussed in depth in chapter 9.

A univariate regression model is a non–linear operator f , which takes a vector

of features xi and produces a target value y. Or more conveniently, it can accept
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multiple feature vectors in the form of a features matrix X, and return a vector of

target values y

f (X, θ, φ) = y. (7.1)

Apart from the features matrix X, a machine learning regression model typically

also accepts a vector of parameters θ, and a vector of hyperparameters φ. Training

of a regression model f on the training data set Xtrain,ytrain is simply a search for

optimal parameters θ, which maximize some performance measure P for the given

set of hyperparameters φ. Most commonly, the performance of a model is inversely

proportional to the prediction error diff(y,ytrain) on the training data set, and the

prediction error measure usually takes the form of either the root mean square error

(RMSE), or the mean absolute error (MAE). The process of model training then

can be expressed simply as a minimization problem

argmin
θ

diff
(
f(Xtrain, θ, φ), ytrain

)
. (7.2)

While the parameters optimization is typically taken care of automatically by the

training algorithm, under the hood of the given regression model implementation,

the optimization of the hyperparameters must be done by the machine learning

engineer.

Every decent machine learning package contains many different classes of re-

gression models, each with its distinct set of hyperparameters. Next to feature

engineering, the selection of an appropriate model class, together with hyperpa-

rameters optimization, make up the bulk of any ML engineer’s work. It has been

demonstrated that without any assumption about the data, there is no reason to

prefer one model class over any other. This has become known as the No Free Lunch

(NFL) theorem, first demonstrated by Wolpert in his now famous 1996 paper [168].

The implication is that the only way to know for sure which model class will per-

form the best is to try them all out. The techniques I have used for hyperparameter

tuning and to prevent overfitting (such as randomized search in the hyperparameter

space and n-fold cross–validation) are discussed further in chapter 9.

In this work, I have used the Scikit-learn [169] Python library for all the machine
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learning exclusively. Naturally, adhering to the NFL theorem, I have tested almost

all regressor classes offered by the Scikit-learn package. On my dataset, three of

the regressor classes showed noticeably better performance than the rest. In the

following section, I will introduce briefly a theory behind each one of the three

regression model classes used in this work, and I will explain how multiple trained

regression models can be combined into a single regressor using methods of ensemble

learning. The theory presented here is significantly simplified. The full theory

behind the introduced models is beyond the scope of this work and can be found in

any of the textbooks cited earlier, e.g. [159].

7.2 Regression model classes

The three regression model classes used in this work are the Support Vector Machine

regression model, the Random Forest regression model, and the Gradient–boosted

Trees regression model.

7.2.1 Support vector machine regressor

A support vector machine (SVM) is a class of powerful and versatile algorithms ca-

pable of performing linear and non–linear classification and regression. The SVMs

were developed by Boser et al [170] in 1992 originally for classification problems. In

great simplification, an SVM classifier fits a decision boundary in the features space,

separating as well as possible different category labels with the widest possible mar-

gin. Different hyperparameters can apply, including the regularization parameter

C, the loss function, or the kernel function, which determines the possible non–

linearity and the shape of the decision boundary by performing the kernel trick.

The most common kernels used with SVMs are the linear kernel, polynomial kernel,

and the Gaussian Radial Basis Function (RBF), each kernel having its own set of

hyperparameters.

To use SVMs for regression problems, instead of for classification, the objec-

tive reversed. Instead of fitting the widest possible decision boundary between two

classes, the SVM regressor fits as many data samples as possible on the boundary (or
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regression function), while limiting margin violations. A hyperparameter ε is used

to limit the margin size around the boundary and thus to control the sensitivity to

outlier samples. It is often helpful to demonstrate the different model classes on

a simplified example dataset. Figure 7.1 shows an artificial single–feature example

dataset fitted with two SVM regression models with linear and RBF kernels.
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Figure 7.1: Two SVM regression model with different kernels fitting an artificial example
dataset in a single–feature space.

The dataset in figure 7.1 was created artificially for this purpose. The target

values form two sine–like centre peaks on a flat background in a single–feature

space. Some normally distributed noise is added to the samples. As one would

expect, the linear kernel naturally does not recover the non–linear peaks in the

dataset. The RBF kernel does a better job with the centre peak, but the fit exhibits

some artefacts in the background areas. A very high C value (corresponding to a

very low regularization) was needed to recover the centre peak.

The full theory behind SVM regression and kernel trick is beyond the scope of

this work and can be found in any of the previously cited textbooks. One additional

thing to note is that SVMs are sensitive to feature scaling, and work best if all

the features are of a similar scale. This is in contrast with the decision tree based
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regressors discussed next.

7.2.2 Random forest regressor

Random forests are among the most powerful and versatile regression and classi-

fication ML algorithms available today [159]. In order to explain random forest

regressor, one has to start with a decision tree regression model, which forms a

fundamental component of random forests.

Decision tree

Decision trees [171; 172] are a class of ML algorithms that can perform both classi-

fication and regression. To understand decision trees, it is best to build one on an

example dataset and inspect how it makes predictions. Figure 7.2 shows a demon-

stration example of a decision tree model trained on the same example dataset as

shown in section 7.2.1. The decision tree recursively splits the dataset into two

subsets, building a binary tree of such splits all the way down to the leaf nodes.

Each leaf node then corresponds to its range in the feature space and fits all the

targets inside this range with a single value y. This process can also be visualized

conceptually as a flow diagram of decisions about the data. Figure 7.3 shows such

a flow diagram for the decision tree regression model plotted in figure 7.2.

The decision nodes are built greedily from the root down, and the decision feature

and the decision threshold for each decision node are determined by the CART algo-

rithm (Classification and Regression Tree) [171]. For each decision node, the CART

algorithm finds the feature and the threshold, which minimizes the weighted mean

square error (MSE) for both subsets created by splitting the dataset by that feature

and threshold. The equation 7.3 shows the cost function which gets minimized in

each split:

J =
mleft

m
MSEleft +

mright

m
MSEright, (7.3)

where

MSEsubset =
∑

i ∈ subset

(
ȳsubset − y(i)

)2
, (7.4)
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Figure 7.2: An example of a decision tree model trained on the identical dataset, as
shown in figure 7.1. For better explanation value, the depth of the decision
tree was limited to 2 layers.

ȳsubset =
1

msubset

∑
i ∈ subset

y(i). (7.5)

In equations (7.3) – (7.5), m refers to the number of samples, the left and right

subsets refer to the two subsets with the given decision feature values lower and

higher than the decision threshold value, and the index i runs over all the sample

values y in a given subset.

The test example dataset from figure 7.2 is a single–feature dataset. In a real

dataset with multidimensional feature space, each decision node might find a thresh-

old for a different feature axis. The fit on figure 7.2 is naturally not very good, as the

decision tree was limited in this example to a maximal depth of 2. Higher maximum

depth limit leads to a better fit, but a care must be taken, as unconstrained maxi-

mal depth leads to a perfect fit, resembling a nearest neighbour regression model. In

such a case, there is one leaf node for each training data instance. Figure 7.4 shows

how this deep, unrestricted tree fits the data. This is, of course, an example of gross

overfitting and such a model will likely not generalize well for new data instances,

especially near the outlier samples in the training set. For better generalization, the
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x <= 0.798
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y = 0.172
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y = 0.328

True

x <= 0.846
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y = -0.013
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y = 0.978

mse = 0.006
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y = 0.14
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Figure 7.3: The flow diagram summarizing the process of how a trained decision tree
model predicts the y values. This flow diagram corresponds to the decision
tree model fit shown in figure 7.2. The fill shade of each node corresponds
to the y value predicted by the node. Apart from the feature value threshold
and y, each node also shows the number of samples and the mean square
error of the prediction in the corresponding subset.

model can to be regularized by one of the hyperparameters, such as maximal depth,

minimal number of samples in a leaf, or maximal number of leaf nodes.

Random forest

Instead of training a single decision tree on the whole training dataset, it is possible

to train many separate decision tree regressors on random subsets of the training

dataset and aggregate the predictions. This type of ML model is called random

forest [173] and it is usually one of the best performing ML models available [159].

The samples for each tree in the forest are drawn from the whole training dataset,

typically with replacement. This allows for training instances to be sampled several

times across multiple trees, as well as within a single tree. Apart from the hyperpa-

rameters of their trees, which they share, random forests can also tune the number

of trees, or the maximal number of training instances sampled per each tree. The

aggregated prediction is typically the average of predictions of all the constituent
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Figure 7.4: An example of a decision tree trained without any restrictions on depth or
number of leaf nodes. This is an example of overfitting the data down to a
level of its noise. The same dataset is used as in all previous regression model
examples shown in this section.

trees. Figure 7.5 shows an example of the random forest regressor trained on the

familiar dataset. In can be seen that the model recovers the two peaks feature from

the noisy data qualitatively very well. This random forest consisted of 1,000 indi-

vidual trees, each limited to the maximum of 30 training instances. Amazingly, the

individual trees in this random forest were grown without any restriction, similar

to the decision tree in figure 7.4. But even while the individual trees undoubtedly

overfitted their subsets of training samples, the resulting random forest model is very

well regularized. It is also worth mentioning, that the random forest regressor trains

itself without any assumptions about the nature of the training data whatsoever.

In datasets with multiple features, important features (those which correlate

more strongly with the target values) will generally appear closer to the root of the

decision tree. In contrast, the unimportant features will appear closer to the leaves,

if at all. By evaluating an average depth of feature appearances across all the trees,

the random forests can offer an assessment of the feature importance. This can

be used to eliminate redundant features in a dataset, or to refine the particularly
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Figure 7.5: An example of a random forest regression model trained on the same dataset
as was used in all the previous regression model examples shown in this
section. This model was trained with 1,000 decision trees, each limited to
maximum of 30 training instances sampled randomly from the dataset.

important features.

7.2.3 Gradient–boosted trees regressor

Gradient boosting as a method was first introduced in 1997 by Brieman [174] and

further developed two years later by Friedman [175]. Gradient–boosted trees regres-

sor follows a similar idea as random forests, that is, to combine many weak–learning

trees to form a single powerful regressor. But instead of building many trees on

different subsets of the training dataset, in the gradient–boosting method the trees

are added in a sequence, and each additional tree is trained on the residual errors

of the previous tree. The first tree in the sequence tries to predict the full dataset

targets, the second tree is predicting the prediction errors of the first tree, the third

predicts errors of the second (or the errors of the errors of the first), etc. All the

predictions of the individual gradient boosted trees are simply summed, resulting

in the final strong predictor. Regularization is usually achieved by severely limiting

the constituent trees (usually to maximal depth of 2–3), and by limiting the number
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of trees in the sequence (also known as early stopping).
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Figure 7.6: Four different gradient–boosted trees trained with increasing number of con-
stituent trees. It can be seen that the model with 50 trees produces a rea-
sonable good fit, while the models with less and more trees are underfitting,
and overfitting the data. The dataset used is the same as previously used to
illustrate all the regression model classes in this section.

Figure 7.6 shows, for completeness, several gradient–boosted tree regressors in

action, each trained with different number of constituent trees. While the model

trained with 500 trees clearly overfits the data, the one with 50 trees shows a rea-

sonably good fit. In all four cases, the gradient–boosted trees models were trained

using trees with maximal depth of 2.

7.2.4 Ensemble learning

The general idea behind the last ML technique used in this work has been introduced

already. It is to combine a number of trained models into a single model, aggregating

the predictions from the individual constituent models. The group of the original

models is called ensemble, thus this technique is called ensemble learning, and an

ensemble learning algorithm is called ensemble method [159]. Both random forest

and gradient–boosted trees are examples of ensemble learning.
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Ensemble methods are also often used near the end of an ML project, when it

is often a good idea to combine a few shortlisted ML models which have already

been optimized, into a single, usually stronger ensemble model [159; 162]. There

are different ensemble methods available. The most basic one is the voting regres-

sor [176], which simply averages the weighted predictions of its models. The weights

of the constituent models are treated as hyperparameter of the voting regressor and

need to be optimized. In this work, I have used a voting regressor ensemble method

to combine optimized SVR, random forest, and gradient–boosted trees regression

models into the final regression model for reaction kinetics.

7.3 Kinetics regression model

In this work, I have used the techniques introduced above and attempted to develop

an ML regression model, which would regress the reaction rate coefficients of plasma

processes from some accessible data known about the reactions, such as masses,

charges, or enthalpies of formation of all the reactants and products. As discussed

briefly in section 7.1 already, it is quite clear that one can not have very high

expectations from such a model. Perhaps the strongest reason for such a scepticism

is the feature selection. By design (and in alignment with the intended application

of the model) the feature space contains only easily accessible data, which might

not correlate at all with the rate coefficients (or targets). This might lead to the

typical GIGO scenario. After all, there is a reason why the state-of-the-art quantum

chemistry calculation methods need inputs which are coupled much more closely to

the outputs via the laws of nature; inputs, such as potential energy surfaces (PES),

which are relatedly much less accessible.

Another quite clear problem is the one of the data availability and of various

biases in the available data. For example, comparatively much more experimental

data can be found on processes involving closed species, than on the ones involving

e.g. radical–radical reactions. This will inevitably lead to a biased training dataset

and consequently to various biases in the model predictions.

It is my strong belief, however, that such a project should still be attempted
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as it offers very high gains if successful. Furthermore, the nature of the intended

application of the automated chemistry set generator allows for even a very imprecise

model to make a difference. In particular, one might imagine a synergy with the

automatic chemistry set reduction method, presented in part I of this thesis, where

the unavailable kinetic parameters might get estimated by the regression model,

multiplied by some safety factor and finally flagged for further attention only if

their reactions survive the reduction process.

The regression model developed is described fully in chapter 9, right after chap-

ter 8 which details the training dataset.
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Chapter 8

Acquisition of the training data set

Many different classes of machine learning based models for automatic data regres-

sion exist. Every single one of them relies heavily on its training data set. As a rule

of thumb, a mediocre algorithm trained on lots and lots of data instances will outper-

form a clever, better learning algorithm, with only a modest amount of data [162].

Another rule of thumb very widely used in the machine learning community is that

the sample size (or the number of training data instances) needs to be at least a

factor 10 times the number of free parameters of the model [177]. And naturally, if

one aspires to predict some class of complex behaviour, as in my case, the problem

of plasma kinetics certainly is, models with high dimensionality are often needed

to capture the behaviour. It is therefore evident that the collection of as much as

possible of high quality data was a crucial step in the development of my regression

model for prediction of reaction kinetics.

In this chapter, I will describe in detail all the sources I acquired my training data

from, as well as all the relevant criteria for for data selection, consistency checks,

filtering, and finally the methodology for merging all the data into a single unified

training data set.

Two things are very important when considering searching for, and collection, of

training data instances. One needs to be able to derive from the dataset the future

outputs of the model (data which the model will aim to predict), and (as many as

possible of) the future inputs of the model (or features). Given the large size of the

training data set required, the data collection process also needs to be automated.
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As discussed in section 1.2, kinetic parameters for plasma reactions can most often

be found in scientific publications and in online databases. For convenience and

with regard to the limited time span of this project, I have focused solely on the

extraction of data from online databases, as automatic extraction of data directly

from scientific papers is very difficult and requires much more time.

Section 1.2 lists some of the well-known databases of plasma kinetics. In this

work, all the data used for training and testing the regression models were automat-

ically scraped from the following databases: QDB [9], NFRI [54], KIDA [49], and

UDfA [51]. I have found that these four databases in particular could provide good

amounts of data aligned with the limited scope of my project, i.e. kinetic data for

binary heavy–species collisions in room–temperature plasmas.

As I had access to the source code of the QDB database, I could simply query

its underlying relational database structure, which made the data extraction fairly

simple. The UDfA database provides its raw data as a simple ASCII text file, with

a very clear structure, documented in the accompanying paper [51]. This made the

UDfA data extraction as simple as writing a short text parser. The data from NFRI

and KIDA databases were extracted using web scraping techniques directly from

the web user interface. I have used the python package Scrapy to automate the web

scraping job. Scrapy [178] is an open–source web–crawling platform implemented in

Python.

8.1 Reaction criteria

As foreshadowed in the previous chapter already, the regression model developed in

this project will describe binary heavy–species collisions only. In addition to that,

several other data–filtering criteria were established, to further limit the scope of

the project. This was done to decrease the workload required in order to better fit

this project for the typical PhD thesis time budget. These criteria naturally make

the resulting trained regression model only applicable to a fairly narrow set of cases.

The full set of criteria for the training/test data set acquisition are summarised as

follows.
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1. Only heavy–species reactions are considered. Electron collisions and

heavy–species collisions follow completely different dynamics, which would

make it impractical to mix them in a single model. Further more, electron colli-

sions are usually required for plasma simulations in the form of cross–section,

which is much more dimensional output than the reaction rate coefficients,

which are typically enough for heavy–species collisions.

2. Only binary reactions are considered. This is another practical choice,

as the reaction rate coefficient changes its unit with the number of reactants

in the reaction.

3. Only reactions with two products are considered. As a part of the

dataset feature–space will be directly describing the species of the reactions

(both reactants and products) and their physical properties, limiting the dataset

to only reactions with the same number of reactants and products prevents all

the problems one has to face, when the dataset has inherently missing values.

4. Reactions involving photons are not considered. All the databases used

to source the data support photons as species in their reactions. These, how-

ever, make up only a small fraction of the reactions listed, and were therefore

excluded from the dataset.

5. Only reactions involving stateless species are considered. This choice

disallows great many reactions from entering the dataset, and limits the ap-

plicability of the resulting model considerably. However, this criterion was

necessary to introduce, to keep the project to a manageable size.

It is worth re-iterating, that the dataset selection criteria described in this section

severely limit the domain of applicability of the resulting regression model as a sole

source of kinetic data. For example, discounting the reactions involving photons

might pose less of a problem for low–temperature technological plasma models,

but for modeling astrochemical plasmas the data for such reactions will likely have

to be searched for in a different source. Similarly, exclusion of reactions involving

electrons means that such reactions, which are of absolutely vital importance for low–
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temperature plasma models, must be sourced from elsewhere, and the final regression

model simply cannot suffice as the only data source, no matter how precise.

While adhering to the criteria listed above, my data collection strategy also

completely ignored any reactions which did not conserve charge, or elemental stoi-

chiometry. The data were collected from all four databases, taking into account all

the criteria listed above. Sections 8.2 – 8.5 discuss some additional considerations

related to the data collection from the specific databases.

8.2 QDB database

The kinetics for heavy–species collisions are represented in QDB by the coefficients

of the modified Arrhenius formula, parametrizing the temperature dependence of

the reaction rate coefficient by three parameters, α, β, and γ, as

k (T ) = α

(
T

300

)β
exp

(
− γ
T

)
. (8.1)

The pre–exponential factor α is required to exist for each reaction, while the parame-

ters β and γ are optional. The β and γ parameters are indeed missing in many QDB

reaction instances. In those cases, the reaction rate coefficient is simply described

as a constant, without any temperature dependence.

In the QDB object model, the reactants and products of each reaction are in-

stances of the species object, which can hold its own properties. The following data

were collected per each reaction stored in QDB: the kinetic coefficients α, β, and γ,

and for each reactant and product of the reaction their formula, charge, and their

enthalpy of formation at normal temperature, if available.

As QDB does not provide any validity ranges for its reactions, simply every

reaction adhering to the criteria listed in section 8.1 is collected. In some cases,

QDB might contain multiple data for the same reaction. This might happen, e.g.

if different data from different publications were added into the database at some

points. In such cases, such a reaction was added multiple times, as there exists

no fast automated way to determine which rate coefficients are more correct than
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others.

8.3 NFRI database

In contrast to QDB, the NFRI database does not offer the Arrhenius parameters for

its heavy–species reactions, but rather it represents the reaction kinetics for each

reaction as discrete points of either reaction rate coefficient, or cross–section, as a

function of temperature. As this work is focussed on cold plasma applications, only

those reactions were collected, whose kinetic dataset definition range overlapped

with a close range around the room temperature of T = 300 K ± 10%. With this

filtering criterion applied, only a handful of reactions remained in the cross–sectional

form, which were excluded.

Unlike QDB, the NFRI database does not provide any additional structure

around its reactions’ species, therefore only the species names (formulas) were col-

lected, together with the reaction kinetics in the form of one or more [T, k] pairs.

With the NFRI database, I also faced an additional challenge with the units of

the reaction rate coefficient points. The units declared by the database proved to be

very unreliable and, in some cases, clearly erroneous. Two different units for reaction

rate coefficient data appeared in the database: cm3·s−1, and cm3·mol−1·s−1. The

distributions of rate coefficient values for the two units should be both fairly similar

and only shifted to each other by the Avogadro number. But the plot on figure 8.1

shows otherwise, implying that some of the reactions in the NFRI database must

have incorrect rate coefficients units.

For example, reaction rate coefficients as high as k = 1013 do not make any

sense for the unit of [cm3·s−1]. And the values shown for the unit of [cm3·mol−1·s−1]

clearly follow a very similar distribution as for the unit of [cm3·s−1], apart from the

range of k = 106 − 1015 cm3·mol−1·s−1, which might be the only reactions with the

unit of [cm3·mol−1·s−1] actually correctly assigned. Based on the histogram shown

in figure 8.1, I have re–assigned the units myself, following the simple rules:

- if the value of k(300 K) < 10−6, then k is in cm3·s−1,

- if the values of k(300 K) > 104, the unit is cm3·mol−1·s−1,
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Figure 8.1: Distributions of the reaction rate coefficient values (interpolated for T =
300 K) for all reaction collected, with their original units, as present in the
NFRI database. Separate histogram is plotted for each one of the two units
supported by the database.

- if 10−6 ≤ k(300 K) ≤ 104, the unit cannot be trusted and the reaction is

removed.

Another source of data rejection was reactions involving species with ambiguous

formulas and charges. Although I have dedicated a great amount of work to parsing

as many species from NFRI reactions as possible, due to the fact that species are

only represented by their formula string in this database, many species formulas

could not be parsed and correctly identified.

The last two paragraphs also illustrate a very important point: every database

contains erroneous data, which will inevitably find a way into my training dataset.

Each of the four databases contained some reactions, which did not conserve charge,

or elemental stoichiometry. Other errors, such as a wrong unit or incorrect sign of

one of the Arrhenius coefficients, were in my case impossible to catch, due to the

amount of data to process. But if the amount of erroneous data is low enough, and
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more or less uniformly distributed, the regression model trained on the data will not

be greatly effected.

8.4 KIDA database

Similar to QDB, the KIDA database also represents the heavy–species kinetics by

three parameters, α, β, and γ. This database, however, supports three different

temperature dependence functions for its reaction rate coefficients: the kinetics are

parametrized either by the modified Arrhenius formula (8.1), or by one of the formu-

las for Ion–Polar systems, describing the rate coefficients for unmeasured reactions

between ions and neutral species with a dipole moment, computed using the Su-

Chesnavich capture approach [49; 179; 180]:

k (T ) = αβ

(
0.62 + 0.4767γ

(
300

T

)0.5
)
, (8.2)

or

k (T ) = αβ

(
1 + 0.0967γ

(
300

T

)0.5

+
γ2

10.526

300

T

)
. (8.3)

Each of the reactions (8.2), and (8.3) is defined for a different temperature range,

α represents the branching ration of the reaction, β is the Lanagevin rate, while γ

determines the temperature dependence for the given temperature range.

The KIDA database also has a species model, and stores additional attributes

for each reactant and product of any reaction. For each eligible KIDA reaction, the

following data were collected: the kinetic parameters α, β, and γ, the type of reaction

rate temperature dependence formula to interpret those parameters, and finally, for

each reactant and product of the reaction, mass and charge were collected, and if

present, also the enthalpy of formation at the normal temperature, polarizability of

the species and its dipole moment.

KIDA also provides 4 tiers of data evaluation, assigning to each reaction one

of the following values: Not recommended value, Not rated value, Valid value, and

Recommended value. The reactions labeled with Not recommended value evaluation

were completely ignored and not added to my dataset, while the reactions with all
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the other evaluation labels were added and treated equally. Also, KIDA often lists

multiple sets of kinetic parameters for a single reaction, and as in the case of QDB,

these were all preserved and added into the dataset as individual data instances.

And finally, each reaction in KIDA has a valid temperature range attached, and only

reactions where this range of validity overlaps with the range of T = 300 K ± 10%

are added to the dataset, as in the case of the NFRI database.

8.5 UDfA database

The last database scraped for data was the UMIST Database for Astrochemistry.

The kinetics of reactions in the UDfA database is described exclusively by the modi-

fied Arrhenius formula (8.1). Each reaction also has a temperature range of validity,

and the criterion for adding the reactions into the datasets was the same as in the

case of QDB (section 8.2) and KIDA (section 8.4); the temperature range must

overlap with a range around the room temperature. No additional species data are

provided by UDfA, only strings representing their formulas. This means that the

species charges, elemental stoichiometry, and possible states had to be parsed from

the formulas.

8.6 Dataset unification

The structure of the final unified dataset, aggregating the data from all the four

databases, can be summarized by the entity relationship (ER) diagram given in

figure 8.2 (only the relevant parameters are shown). In this model, every reaction

is uniquely identified by two species as reactants, two species as products, and the

set of kinetic parameter values, α, and optionally β, and γ. Each species is then

uniquely identified by its elemental stoichiometry and a charge.

Following this model, and for simplicity, different isomers having the same ele-

mental composition and charge were collapsed to a single species, characterised by

its stoichiometry and charge. As an example, the following three species collected

from KIDA with their unique formulas of HNCCC, HCCNC, and HCNCC, were all
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reaction

reactants
products
α
β
γ

many-to-many field
many-to-many field

float field
float field (opt.)
float field (opt.)

species

stoichiometry
charge
mass
enthalpy of formation
polarizability
dipole moment

many-to-many field
integer field

float field
float field (opt.)
float field (opt.)
float field (opt.)

atom count

element
atom count

string field
integer field

many

many

many

many

Figure 8.2: ER diagram showing the relevant attributes of the unified dataset aggregating
the data instances collected from all four databases.

unified into a single species characterised by the elemental stoichiometry of {"H":

1, "C": 3, "N": 1}, and the charge q = 0. If the enthalpy of formation ∆fH
◦, the

polarizability α, or the dipole moment p was found in KIDA or in QDB for more

than one such isomer, the resulting species got assigned the parameters of the isomer

with the lowest ∆fH
◦.

Species from all four databases were identified by parsing the (database–specific)

species formulas and extracting the elemental stoichiometry and charges from the

formula strings. The species were also further validated with the help of the py-

valem python package by Hill [181], and by checking the charge and stoichiometry

conservation of the reactions they appear in. The species masses were determined

from the elemental stoichiometry and checked against the masses scraped from the

databases, adding an additional layer of confidence in correct parsing of the species

formulas. This way, I managed to remove all the ambiguity in species names caused

by different naming conventions in different databases.

The polarizability and dipole moment species parameters were populated exclu-

sively from the KIDA database, where present. The enthalpy of formation values

were being searched for, in order, in the KIDA database, the QDB database, and

the NIST-JANAF [182] and ATcT [183] tables, which were previously scraped by

Bingqing Lu [184].

Finally, apart from the reaction criteria listed in section 8.1, I have introduced

two additional criteria for reactions elimination, based on the first analysis of the
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unified dataset. When creating a training dataset, it makes sense to eliminate some

obvious fringe and outlying data instances from the set, to increase the data coher-

ence [159]. These additional criteria were:

1. Only reactions with neutral or single–ionized species are kept. Dou-

bly ionized species made up only less than 0.3% of all the species in the dataset.

2. Only reactions without electrons are kept. The associative electron de-

tachment reactions made up only about 1.7% of all the reactions in the dataset,

and were therefore eliminated for sake of the dataset coherence.

All together, the final dataset consists of 9,470 reactions involving 1080 distinct

species. That is after removing duplicate reactions by the methodology discussed in

chapter 9. Table 8.1 provides the number of reactions in the final dataset sourced

from each one of the four databases. The final dataset, following the relational

structure depicted in figure 8.2, is given as data_final.yaml file in the project

GitHub repository https://github.com/martin-hanicinec-ucl/regreschem.

Table 8.1: The sums of reactions in the final dataset per source database.

Source database Number of reactions

QDB [9] 1586
NFRI [54] 1171
KIDA [49; 50] 4862
UDfA [51] 1851

In the next chapter, I will discuss in more detail the regression model I have

developed in this project. More specifically, I will describe which model features are

selected, which outputs the model predicts, and I will discuss in detail training of

the model on the training subset of the dataset presented.
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Chapter 9

Kinetics regression model

This chapter gives a detailed description of the development of my final regression

model. In the first two sections, I describe the final processing of the training

dataset into the features matrix X and the targets vector y (see section 7.1). The

final section then focuses on training the regression model and the techniques I

used to optimize the hyperparameters for each one of the model classes described in

chapter 7.

9.1 Targets

The first thing to do is selecting the outputs the model will aim to regress. In

most plasma modeling scenarios, the kinetics for heavy species reactions are most

commonly described by the modified Arrhenius formula (8.1), which parameterizes

the temperature dependence of reaction rate coefficient k(T ) by three parameters

α, β, and γ. Ideally, these three parameters could be predicted by a multivariate

regression model (a model which outputs more than a single value, see e.g. [159]).

In the real case, however, all the three parameters also need to be present in the

training dataset as targets for supervised learning. It is very common for sources of

plasma kinetics not to give the full set of Arrhenius coefficients. Some sources might

only list two Arrhenius coefficients, and in fact, the majority of reactions from my

sources only had a single reaction rate constant attached. In the NFRI database [54],

the kinetic data are served as a series of reaction rate coefficient values for different
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temperatures. In theory, the desired Arrhenius coefficients could be fitted on such

data, this would require, however, at least three data points present, preferably

many more. In reality, less than 4% of the NFRI reactions offer 3 data points

and more. Instead, more than 90% of NFRI reactions only a single data point: the

reaction rate constant for a temperature within 10% margin around 300 K (otherwise

they would not have been selected for my dataset, see chapter 8). In the case of

QDB [9], KIDA [49; 50], and UDfA [51] databases, which offer kinetic data already

in Arrhenius form, only about 3% of the reactions selected for my dataset actually

contained all the three Arrhenius parameters.

I therefore decided to limit my regression model to a single–value prediction of a

reaction rate constant expressed for T = 300 K, or more precisely to its logarithm, as

the rate coefficients need to be well resolved in a range of many orders of magnitude

(the trick of target values logarithmization has been used e.g. by Komp and Valleau

in their work [105] on a similar topic). As the targets vector y, I used the vector of

log10 k(300K) values expressed for all the reactions in the dataset, with k in cm3s−1.

Two more things regarding the targets deserve a mention: duplicate reactions,

and target capping.

9.1.1 Duplicate reactions

The same kinetic data describing a particular reaction appeared in many cases in

more than one database. These duplicate data instances needed to be removed. The

duplicates were detected based solely on the set of reactants, set of products, and

k(300K), or the target. While iterating over the dataset, each reaction was removed

if it had the same two reactants, the same two products, and the k(300K) value

within 10% to another reaction present already.

9.1.2 Target capping

As discussed previously in chapter 7, the regression models train to minimize the

error measure between the vector of predicted values and the vector of targets,

usually RMSE, or MAE (see e.g. [159]). With the logarithmic targets, however, it
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would be a bad strategy to treat two data instances with the identical prediction

error equally, if one target is very high, and another one very low. Predicting e.g.

kpred
1 = 10−5 cm3s−1 for a data instance with the target of k1 = 10−7 cm3s−1 is

clearly a much bigger deal, than predicting e.g. kpred
2 = 10−25 cm3s−1 for a data

instance with the target k2 = 10−27 cm3s−1, even if the two instances will share the

same square (and absolute) error in the logarithmic target space. This is, naturally,

because reactions with relatively low rate coefficients will impact solutions of plasma

models typically much less than reactions with relatively high rate coefficients. My

workaround is to define an effective minimal rate coefficient kmin. The targets of

all reactions with k < kmin were capped to the minimal value of log10 kmin. The

predicted values were capped the same way, when evaluating different model classes,

or when optimizing the model hyperparameters.

I have chosen the value of kmin = 10−20 cm3s−1. This was a somewhat arbitrary

choice, but based on plasma modeling experience, both mine and my supervisors’.

Figure 9.1 shows histograms of all the dataset targets before, and after capping to

kmin. The bimodal distribution of k values will be discussed in section 9.3.
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Figure 9.1: Histograms of all the dataset target values before (top) and after (bottom)
capping to kmin

.
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9.2 Features

In my dataset, I have tried to collect as much easily accessible data as possible,

which might possibly correlate with the reaction rate coefficients being predicted.

This data form the raw dataset.

9.2.1 Raw dataset table

The data collected in the raw dataset could be divided into two categories:

1. Data describing the individual species: 26 attributes were collected for

each species, totaling 104 columns in the raw dataset table (26 per 2 reactants

and 2 products). These attributes are:

- mass m in [amu],

- charge q in [e],

- standard enthalpy of formation ∆fH
◦ in [kJ·mol−1]

- enthalpy of formation of a neutral ∆fH
◦
n0

describing ∆fH
◦ of the neutral

counterparts to charged species,

- polarizability α in [Å3],

- dipole moment p in [D],

- number of atoms summed per each block of the periodic table (total of 4

attributes, for 4 blocks: s, p, d, f ),

- number of atoms summed per each group of the periodic table (total of

16 attributes, for 16 groups: IA, IB, IIA, . . ., VIIB, VIIIA, VIIIB).

The standard enthalpy of formation ∆fH
◦ is at room temperature T = 298.15 K.

For neutral reactants and products, ∆fH
◦
n0

= ∆fH
◦. The m and q values are

naturally fully populated, but the rest of the values are not present in each

data instance. The atom counts per block and group are an attempt to encode

the elemental composition of the species into the data instances.
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2. Data describing the exchanged fragment : This category of raw dataset

table columns regards species fragments exchanged between reactants, in order

to create the products. As an example, in the reaction

H + NH→ H2 + N,

a single H atom is exchanged. The attributes encoding the exchange fragments

are the mass, the number of atoms, and the number of atoms per block and

group of the periodic table, as in the previous point. This makes in total 22

columns. In some cases, a single fragment is not enough to turn reactants into

products, and the values simply sum all the fragments exchanged. In most

cases, multiple ways exist to turn reactants into products, and the passed

fragments with the lowest total mass are picked. As another example, in the

reaction

OH− + CCl4 → OCl− + CHCl3,

the fragments Cl (passed from CCl4 to OH−), and H (passed from OH− to

CCl4) are selected in favor of fragments O, and CCl3. In this example, the

mass and number of atoms are calculated from (1H + 1Cl).

The entire raw dataset table is available in the project repository https://

github.com/martin-hanicinec-ucl/regreschem as dataset_raw.csv. Apart from

the columns described already, several additional columns exist, containing some

metadata about the data instances, such as the reaction strings (e.g. "SF4 + SF6-

-> SF5 + SF5-"), the name of the database the reaction instance belonged to

("qdb", "kida", "umist", or "nfri"), the doi identifier of the primary source,

where available in the database, or the names and source databases for the individ-

ual species in each reaction (data instance) line. Those columns are not used in any

way to construct features for the regression models.
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9.2.2 Data imputation

ML algorithms typically can not accept missing data [159]. This is a problem, as

a fraction of instances is missing at least one of the ∆fH
◦, ∆fH

◦
n0
, α, or p values,

for at least one reactant of product. Limiting the dataset to only instances with all

the values present would decrease the dataset size considerably. Figure 9.2 gives an

overview of how many data instances are missing which attributes. As an example,

well over half of the instances are missing e.g. α for a single one of its species, but

hardly any instances are missing α for every one of its species. To prevent decreasing

the dataset size to less than a half, the missing values must be imputed.
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Figure 9.2: Bar plots showing fraction of instances in the dataset, with missing ∆fH
◦,

∆fH
◦
n0
, α, or p for its reactants and products.

I have used the IterativeImputer class available in the sklearn.impute python

module [169]. The IterativeImputer basically regresses the missing data in a

dataset from all the other attributes. In each iteration, a single column containing

some missing data gets filled by an imputation regression model, which is trained

on all the other completely populated columns. In this way, the imputation model

is just another regression model, which is trained to predict the missing values, in

order to produce a complete features matrix, on which the main regression model
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could be trained. The IterativeImputer model can use different regression model

classes to perform the imputation. I have used the default Bayesian Ridge regressor.

The Scikit-learn implementation, the BayesianRidge regression model, is based on

an algorithm described by Tipping [185] and MacKey [186], but the full theory is

beyond the scope of this work. For illustration, figure 9.3 shows histograms of the

polarizability α before and after imputation of the missing values.
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Figure 9.3: Histograms showing the distribution of α values in the dataset before and
after the imputation of missing values.

All the data instance attributes described in section 9.2.1 do not yet form the

feature matrix for the regression models. Typically, it makes sense to manipulate

the values in a way so that the final features utilize some heuristics already known

about the system, or some more sensible representations [159]. This manipulation

is referred to as feature engineering and it is the key to a successful ML model [162].

9.2.3 Feature engineering

As with model selection and hyperparameters tuning, feature engineering is domain–

specific and the features matrix X needs to be optimized, often iteratively by trial

and error [162]. In this section, I will describe my final set of features, as a result of
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a lengthy process of optimization for the lowest prediction errors.

As the order of reactants and products in any reaction is purely a matter of

chance or convention, the features encoding attributes of reactants and products

should be symmetric with respect to swapping the two reactants (or products). The

features encoding the reaction species were engineered as follows:

- Masses m of both reactants were replaced by the reduced mass µ of the

left–hand–side (LHS) of the reaction. For a generic reaction

A + B→ C + D, (9.1)

µLHS =
mAmB

mA +mB

. (9.2)

The same was done for the products, and the right–hand–side (RHS) of any

reaction.

- Charges q of both reactants were replaced by a series of one–hot encoded

charge combinations. For the reaction left–hand–side, this resulted in three

boolean–valued features: Q00
LHS, Q

+0
LHS, andQ

+−
LHS. As an example, for the generic

reaction (9.1),

Q+0
LHS =

1 if(qA = 0 and qB = 1) or (qA = 1 and qB = 0)

0 otherwise.

(9.3)

The reactant charges are converted by the same token in the features Q00
RHS,

and Q+0
RHS. The only two other charge combinations appearing in the dataset,

characterized by the features Q−0
LHS and Q−0

RHS, have been dropped from the

dataset, as nearly all values for these features were zero (very few collisions

between neutrals and negative ions are present in the dataset).

- Enthalpy of formation ∆fH
◦ values for both reactants and products were

turned into the enthalpy of formation of each side of the reaction. For the
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generic reaction (9.1), this made two features

∆fH
◦
LHS = ∆fH

◦
A + ∆fH

◦
B, (9.4a)

∆fH
◦
RHS = ∆fH

◦
C + ∆fH

◦
D. (9.4b)

Additionally, the total enthalpy of formation for the whole reaction was ex-

plicitly added as a feature

∆fH
◦
total = ∆fH

◦
RHS −∆fH

◦
LHS. (9.5)

The ∆fH
◦
n0

values were manipulated exactly the same way.

- Polarizability values α were turned into 2 distinct features

Fα
LHS = αA|qB|+ αB|qA|, (9.6a)

Fα
RHS = αC|qD|+ αD|qC|, (9.6b)

following the species naming convention from the generic reaction (9.1). The

choice of these features is motivated by the fact that the electrostatic force

between a charged and a polar particle will, in the first approximation, be

proportional to the product of the charge and the polarizability of the particles.

- Dipole moment values p of all the reactants and products were turned into

the features F p
LHS and F p

RHS, following the same line of reasoning as in the

case of polarizability: the electrostatic force between a charged particle and a

particle with a dipole moment will be roughly proportional to the product of

p and square of the charge, therefore

F p
LHS = |pA|q2

B + |pB|q2
A, (9.7a)

F p
RHS = |pC|q2

D + |pD|q2
C. (9.7b)

- And finally, the species attributes describing the elemental composition
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of the reactants and products were all collapsed into just 7 features: Nbl.=s,

Nbl.=p, Ngr.=IA, Ngr.=IVA, Ngr.=VA, Ngr.=VIA, Ngr.=VIIA. For an explanation by

example, Nbl.=s is the number of atoms appearing on the LHS of the reaction,

which belong to the s block of the periodic table of elements. There are very

few species in the dataset made of elements belonging to the block d and none

of elements belonging to the block f. Therefore, only the features describing the

blocks s and p were kept in the features matrix. Similarly, the vast majority

of species in the dataset are composed of elements belonging to one of the IA,

IVA, VA, VIA, VIIA groups of the periodic table. All the other groups were

dropped from the features space. All the 7 features described are evaluating

the numbers of atoms found on the LHS of any reaction only. As each reaction

conserves the species stoichiometry between sides, the features belonging to

RHS would be identical and do not have to be present.

Apart from the features encoding the reactants and products, there are 9 more

features describing the elements exchanged between the two reactants in order to

create the two products. Following the same nomenclature as in the list above, these

features are fairly self–evident: mX, NX, Nbl.=s
X , Nbl.=p

X , Ngr.=IA
X , Ngr.=IVA

X , Ngr.=VA
X ,

Ngr.=VIA
X , Ngr.=VIIA

X . Here, X refers to a hypothetical particle made of the exchanged

elements (see section 9.2.1), and NX is simply a number of atoms of X, no matter

which block or group.

Table 9.1 shows the final list of features forming the features matrix X in this

work. Also shown are the feature names consistent with the code in the project

repository, and the features data types. In total, 33 features were used.

The final note about the features should cover the feature scaling. As foreshad-

owed already in chapter 7, some regression model classes will work sub–optimally if

different features are on vastly different scales. This applies to the SVM regressor in

particular [159]. Scale sensitivity is typically handled by applying standard scaling

to all the numeric features [159]. I have done it by adding the StandardScaler

instance from sklearn.preprocessing module [169] into my data transformation

pipeline. The standard scaler subtracts the mean from each feature column and

scales all the values to unit variance. Figure 9.4 shows the distribution of the final
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Table 9.1: The final list of features, relating the nomenclature used throughout this chap-
ter to the feature names used in the project repository code, and to the data
types of all the features values.

Symbol Feature name Data type

∆fH
◦
total delta_hform real

∆fH
◦
n0,total delta_hform_neutral real

Q00
LHS lhs_charge_00 boolean

Q+0
LHS lhs_charge_+0 boolean

Q+−
LHS lhs_charge_+- boolean

µLHS lhs_mu real
∆fH

◦
LHS lhs_hform real

∆fH
◦
n0,LHS lhs_hform_neutral real

Fα
LHS lhs_polarizability_factor real
F p

LHS lhs_dipole_moment_factor real
Nbl.=s lhs_block_s integer
Nbl.=p lhs_block_p integer
Ngr.=IA lhs_group_IA integer
Ngr.=IVA lhs_group_IVA integer
Ngr.=VA lhs_group_VA integer
Ngr.=VIA lhs_group_VIA integer
Ngr.=VIIA lhs_group_VIIA integer
Q00

RHS rhs_charge_00 boolean
Q+0

RHS rhs_charge_+0 boolean
µRHS rhs_mu real
∆fH

◦
RHS rhs_hform real

∆fH
◦
n0,RHS rhs_hform_neutral real

Fα
RHS rhs_polarizability_factor real
F p

RHS rhs_dipole_moment_factor real
mX exchanged_mass integer
NX exchanged_atoms integer
Nbl.=s

X exchanged_block_s integer
Nbl.=p

X exchanged_block_p integer
Ngr.=IA

X exchanged_group_IA integer
Ngr.=IVA

X exchanged_group_IVA integer
Ngr.=VA

X exchanged_group_VA integer
Ngr.=VIA

X exchanged_group_VIA integer
Ngr.=VIIA

X exchanged_group_VIIA integer
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∆fH
◦
total feature (using the ∆fH

◦ values after imputation) with different horizontal

axes belonging to the original and standard–scaled feature data.
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Figure 9.4: Histogram showing the distribution of the ∆fH
◦
total feature values in the

original unit space (bottom horizontal axis), and in the rescaled space (top
horizontal axis).

9.3 Dataset analysis

As mentioned in section 9.1.1, duplicate reactions were identified as identical reac-

tions with very close reaction rate coefficients and were filtered out of the dataset.

However, the dataset still contains many different samples which share the same

reactants and products, while having very different reaction rate coefficients. Those

might be sourced either from different databases, or from the same database, but

from different source publications. In some cases, the reaction rate coefficients for

identical reactions differ vastly across different data samples. Figure 9.5 shows dif-

ferent target values found in the dataset per each one of three chosen reactions. As

the data samples belonging to a single reaction will share the features vector, those

form conflicting data samples in the dataset.

It can be seen from figure 9.5, that the difference in reaction rate coefficient

k between two conflicting training data samples can in some instances be even

higher than 10 orders of magnitude. Figure 9.6 quantifies further the differences

between conflicting training data points across the dataset. Per each reaction having

more conflicting reaction rate coefficients in the dataset, the difference between the
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Figure 9.5: All the different target values found in the dataset per each one of three
chosen reactions. This plot is shown to illustrate the level of consistency of
the training data and to point out the conflicting data samples.

maximal and minimal value is evaluated. As can be seen in figure 9.6, out of the

total of 1,916 reactions with multiple k values, the vast majority of reactions have

fairly consistent k values within a single order of magnitude. There are, however,

a significant number of samples with a much wider spread. This naturally has

implications for the limits of how well any regression model can actually perform.

Another thing worth analyzing is the distribution of target values. Figure 9.1

showed the overall distribution of k values across the dataset with a distinct bimodal

appearance. The individual peaks of the bimodal distribution correlate with the

charge combinations of reactants or with the features Q00
LHS, Q

+0
LHS, Q

+−
LHS, as can

be seen in figure 9.7. The rate coefficients belonging to reactions of two neutrals

(Q00
LHS = 1) and to neutral–ion reactions (Q+0

LHS = 1) together form the first, broader

peak, while the reactions between positive and negative ions (Q+−
LHS = 1) form the

second, tighter peak. Most of the anion–cation collisions in the dataset are mutual

neutralization reactions.

A closer look at the anion–cation collisions samples reveal two quite populous

mono–valued peaks. This is shown in figure 9.8. First, 953 reactions share the same
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for neutral–neutral collisions (Q00
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LHS =

1), and finally anion–cation collisions (Q+−
LHS = 1).
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target value, corresponding to the reaction rate coefficient

k(T ) = 7.5× 10−8 (T/300)−0.5cm3s−1,

and all appear to be a generalization of a single mutual neutralization reaction (1.1)

sourced from Harada and Herbst [61], discussed already in section 1.2. Second, 166

reactions, all acquired from QDB, share the same value of k = 1.0 × 10−7cm3s−1,

and cite the same publication by Harada and Herbst. Unfortunately, no reaction

rate coefficient with such a value is present in the publication.
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Figure 9.8: Histogram showing distribution of target values for all the anion–cation reac-
tions in the dataset, with the two dominant mono–valued peaks highlighted.

9.4 Training the model

The performance of a trained ML model is typically measured as a prediction error

scored on a set of data samples [159]. As mentioned before, the most widely used

error functions are RMSE and MAE functions, and I have used these two throughout

this work. As discussed in section 9.1.2, the predicted target values were capped

to ymin, corresponding to kmin = 1× 10−20 cm3s−1, for the error metrics evaluation,
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resulting in the following definition of both error functions:

RMSE
(
y,ypred

)
=

√√√√∑N
i=1

[
yi − cap

(
ypred
i

)]2

N
, (9.8)

MAE
(
y,ypred

)
=

∑N
i=1

∣∣∣yi − cap
(
ypred
i

)∣∣∣
N

, (9.9)

where

cap (y) =

ymin = −20 if y < ymin,

y otherwise.

(9.10)

There, y and yi refer to the known target values, while ypred and ypred
i are the values

predicted by the model. N is the number of data samples the prediction error is

evaluated on. Note that the known target values y are already capped at ymin.

9.4.1 Train–test split

As illustrated e.g. in figure 7.4, given enough free parameters in a model and no regu-

larization, the model can easily fit the training data perfectly, resulting in the predic-

tion error RMSE = MAE = 0, when evaluated on the training dataset Xtrain,ytrain.

Instead of how well it fits the training data, it is generalization that counts [162].

In other words, it is much more important how well the model fits additional data,

which the training algorithm never saw.

A standard practice is to split the whole dataset into the training and test sub-

sets [159]. The training dataset is used for the hyperparameters tuning on different

regression models, while the test set is used for the final evaluation of the optimized

regression model. No data used to train the model are then used to evaluate it. By

evaluating the final model on the test set of withheld data, one can quantify the

expected error of the model when predicting the rate coefficients for brand new data

instances. This is called generalization error, or out-of-sample error [159]. By the

same token, the prediction error on the training set is called a training error. If

the training error is low while the generalization error is high, this suggests overfit-

ting [159]. In this work, I have withheld 20% of randomly selected samples as the
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test set. This led to the training set of 7,576 instances and the test set of size 1,894.

9.4.2 Cross–validation

Any given ML model class contains some hyperparameters that control the model.

The hyperparameters need to be tuned to optimize the model for the given problem

represented by the training and test datasets. One approach to hyperparameters

optimization is to evaluate alternative models defined by different hyperparameters

on the test set and then select the model with the lowest generalization error. This

is, however, a very bad practice, as this optimizes the model’s hyperparameters

for the given test set, and the model becomes essentially tailored to the particular

train/test split. Such a model is naturally not likely to generalize very well [159].

To prevent this issue, the test set should not be touched in any way during the

optimization process. Only then will the test set prediction error approximate the

generalization error well. A workaround is to split the full dataset three–way into

training, validation, and test subsets. The models are trained on the training set

and their hyperparameters are optimized by minimizing the validation error. Only

once the final model to be used is fully specified, it should be applied to the test

set to estimate the generalization error and performance. At this point, crucially, a

researcher needs to resist any urge to go back to the optimization process in order to

increase the test set performance some more. Despite the best efforts of statistical

methodologists, users frequently invalidate their results by inadvertently peeking at

the test data [187].

Reserving data samples for the validation set decreases the amount of data that

can be used for training. To overcome this problem, the n-fold cross–validation

technique [188] is very often (and in this work also) used. In n-fold cross–validation,

the training set is split into n non–overlapping subsets, and each subset is used both

as a training and validation set, in a sequence of n trials. This process is represented

visually by figure 9.9, showing schematically how 5-fold cross–validation might be

carried out.

Each of the n trials in the n-fold cross–validation produces its own validation

error and their mean can be used as the target metric to minimize during the hy-
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Figure 9.9: A schematic representation of 5-fold cross–validation technique example.

perparameters optimization of any ML model.

9.4.3 Hyperparameters tuning

In this work, I have optimized the hyperparameters for the selected model classes

(chapter 7) by minimizing the mean validation error of 5-fold cross–validation. Two

techniques were used predominantly: grid search and randomized search.

In the grid search, the hyperparameters space is discretized into a grid (with

some defined borders) and the ML model is instantiated many times with sets of

hyperparameters belonging to each point of the grid, then trained and evaluated.

The whole grid is explored exhaustively. In some cases, when the number of hy-

perparameters is large, it makes sense to optimize iteratively in lower–dimensional

subspaces of the full hyperparameters space. Another relevant technique is the itera-

tive refinement of the grid in narrower regions around the suspected optimum. When

the number of hyperparameters is very large and/or the computational complexity

of the given ML model is too high, the randomized search can be utilized [159].

In this approach, the sets of hyperparameters are drawn randomly (with defined

distributions and ranges) from the hyperparameters space, evaluated one by one,
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and ranked dynamically. This technique can often show various trends across the

hyperparameters space fairly fast and is often useful as a first step to identify the

most promising regions for a thorough grid search.

As an example, figure 9.10 shows the mean MAE errors over 5-fold cross–

validation performed on the gradient–boosted trees [175] regression model (see sec-

tion 7.2.3). The errors are plotted against a single selected hyperparameter of this

model class: the number of trees. Both mean training and validation errors are

plotted in figure 9.10. It can be seen, that for the selected model and for the given

values of other hyperparameters, the minimal mean validation error is achieved for

around 100 decision trees in the gradient–boosted trees regressor. At the same time,

the mean training error diverges in this region from the validation error signifi-

cantly, suggesting that some level of overfitting to the training subsets is happening.

It might therefore be a more appropriate and conservative strategy to use a lower

number of trees, e.g. 50 in this case, to minimize the chance of overfitting to the

training set and high generalization error on the withheld test set. In such de-

cisions, the researcher’s own experience and intuition must be applied during the

hyperparameters tuning.

I have optimized the hyperparameters for all three shortlisted regression mod-

els (support vector regressor, random forest regressor, and gradient–boosted trees

regressor) using the methods described above. The optimization was carried out

using the mean MAE error (9.9) over 5-fold cross–validation, with some attention

to the difference between training and validation errors. I have chosen to optimize

for MAE, as RMSE (9.8) is more sensitive to outlier samples, which are definitely

present in the dataset, as shown in figures 9.5 and 9.6. Finally, the three optimized

models were combined into a single voting regression model, with the optimized

vector of weights of the constituent models, as the only hyperparameter. For the

full reproducibility, I am giving the optimized regression models and their hyperpa-

rameters as a code snippet in figure 9.11.

The mean cross–validation MAE errors µMAE for each model are listed in ta-

ble 9.2, together with the standard deviations σMAE over the 5-fold cross–validation

trials. Results for two more models are listed as benchmarks. LinearRegression
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Figure 9.10: An example of a single hyperparameter optimization process for a gradient–
boosted trees regression model class. Mean training MAE and mean val-
idation MEA over 5-fold cross–validation are plotted against the number
of gradient–boosted trees in the model, as a single hyperparameter being
tuned. The vertical error bars show the standard deviation σ around each
mean value. The mean validation error shows the expected non–monotonic
behavior suggesting underfitting and overfitting of the model in regions
around the optimal value. The growing divergence between training and
validation errors also suggests overfitting behavior for high numbers of
gradient–boosted trees.

model [169] simply performs a linear regression in the features space. MedianEstimator

model is an extremely naive custom estimator, which simply assigns each sample

from the validation set (or test set) with the unknown target value the value of the

median of all the known target values from the training set (while completely ignor-

ing the features matrix). The results in table 9.2 were obtained with scikit-learn

version 0.24.2 and with random (but repeatable) train/test, and train/validation

splits. All the code is available as a Jupyter notebook [189] in the project repository

https://github.com/martin-hanicinec-ucl/regreschem for full reproducibility.

In the next chapter, I will evaluate the generalization error of the final regression

model on the withheld test dataset and perform some final analysis on the test set

and the full dataset.
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from sklearn.svm import SVR
from sklearn.ensemble import RandomForestRegressor
from sklearn.ensemble import GradientBoostingRegressor
from sklearn.ensemble import VotingRegressor

model_svr = SVR(
C=5,
epsilon=0.2

)
model_rfr = RandomForestRegressor(

max_depth=14,
max_leaf_nodes=512,
min_samples_split=2,
min_samples_leaf=10,
n_estimators=200,
random_state=42

)
model_gbr = GradientBoostingRegressor(

max_depth=8,
max_leaf_nodes=32,
max_features=9,
min_samples_split=6,
min_samples_leaf=15,
n_estimators=50,
random_state=42

)
# --------------------------------------------------- #
model_final = VotingRegressor(

estimators=[('svr', model_svr),
('rfr', model_rfr),
('gbr', model_gbr)],

weights=[5, 2, 4]
)

Figure 9.11: Python code snippet showing instantiation of the three regression model
classes with their optimized hyperparameters, together with the final voting
regressor combining them into a single regression model. Where not stated
explicitly, the default values of hyperparameters were used.
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Table 9.2: Table of mean MAE cross–validation errors and their standard deviations for
all the three shortlisted optimized models, as well as the final voting regressor
model and two naive benchmark models.

Model µMAE σMAE

MedianEstimator 1.329 0.031
sklearn.linear_model.LinearRegression 0.992 0.021
sklearn.svm.SVR 0.673 0.021
sklearn.ensemble.RandomForestRegressor 0.679 0.017
sklearn.ensemble.GradientBoostingRegressor 0.668 0.020
sklearn.ensemble.VotingRegressor 0.646 0.018
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Chapter 10

Results and discussion

With the regression model optimized in its final form (figure 9.11), it is time to

evaluate the generalization error of the model, as the MAE error measure (9.9)

on the withheld test set (20% of the whole dataset, instances of which were never

used during the model training or hyperparameters tuning). Table 10.1 shows the

MAEtest error evaluated on the test set. For reference and comparison, also the

error measures of the two benchmark estimators are listed in the table: the Median

estimator refers to the MedianEstimator model introduced in section 9.4.3, and

the Linear regression model refers to the LinearRegression benchmark model.

Lastly, the Final model refers to the VotingRegressor instance with the optimal

hyperparameters. Also shown for comparison next to the MAEtest values are the

mean cross–validation errors µMAEval from table 9.2. As a reminder, the fact that

MAEtest = 0.593 can be interpreted in the way that there is a bit more than half

order of magnitude average difference between the reaction rate coefficients for the

reactions of the test set predicted by the final model, and their known target values.

Table 10.1: The final MAE generalization error evaluated on the withheld test set shown
for the final regression model together with two basic models shown as bench-
marks. The values are shown in comparison to the mean cross–validation
errors, listed in table 9.2 already.

Model µMAEval MAEtest

Median estimator 1.329 1.278
Linear regression 0.992 0.955
Final model 0.646 0.592
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It can be seen that the test errors are relatively significantly lower than the

mean cross–validation errors. This is extremely surprising and very improbable.

The thorough hyperparameters tuning will typically overfit to the training subset

data instances, making the cross–validation errors (evaluated on the training set)

typically lower than the test set error [159]. It is a hallmark of a well–trained and

optimized model, that the test error is very close to the validation error (while both

being as low as possible), but the test error typically is higher than the validation

error. This anomaly can be explained in my case by looking at not just the mean

cross–validation error µMAEval , but at the individual validation errors of the cross–

validation folds MAEval
1 – MAEval

5 . The individual folds validation errors are shown

in figure 10.1, together with the test error MAEtest.

Cross-val.
Fold1

Cross-val.
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Cross-val.
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Figure 10.1: Comparison of the final generalization MAE error measure on the withheld
test set with errors of the individual cross–validation folds.

The MAE errors for individual cross–validation folds differ considerably just

between folds, which are trained on subsets randomly drawn from the same training

set. It is possible, that the hyperparameters of the final voting regressor (and its

constituent models) were optimized conservatively enough not to cause overfitting

to the training set, and at the same time, the withheld test just by chance consists

of data instances responding to the final trained model exceptionally well. I will
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show later in this chapter, that the whole test (and training) dataset can be split

into various subsets, each with significantly different own test (and validation) errors.

For a concrete example, the neutral–neutral reactions subset of the test set has much

higher MAE than the cation–anion reactions subset, reactions of which get predicted

by the final model relatively precisely. In this case, the final MAE error measure

might be quite sensitive to the ratio of neutral–neutral reactions and cation–anion

reactions among the data instances, which can be more favorable for the test set

than for the training set, just by the act of the random train/test split.

10.1 Analysis of reactants charge combinations

As hinted before, I have found the average prediction error of the model different for

different charge combinations of the reactants. This is demonstrated with table 10.2,

which shows the mean absolute error on the test evaluated separately for neutral–

neutral collisions, ion–neutral collisions, and cation–anion collisions. Figure 10.2

further illustrates the fact with distributions of prediction errors plotted for each of

the subsets from table 10.2.

Table 10.2: The MAE errors evaluated on different subsets of the test set. It can be
seen that the combination of charges among the two reactants has a great
influence on the mean absolute prediction error.

Test subset Instances MAE

All 1849 0.592
Neutral–neutral 336 1.289
Ion–neutral 1271 0.509
Cation–anion 287 0.143

It is evident that different charge combinations among the reactants translated

into different mean prediction errors. The very low MAE error measure for the

cation–anion reactions is hardly a surprise. This subset had a very tight distribution

of target values in the first place, tightly centered around a single value, as discussed

in section 9.3 and shown in figures 9.7 and 9.8. The final regression model evidently

recovered this tight distribution fairly well. It is less clear why the neutral–neutral

collision reaction rate coefficients get predicted by the model with much higher errors
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Figure 10.2: The distribution of prediction errors plotted for different subsets of the test
set. It can be seen that the combination of charges among the two reactants
has a great influence on the prediction errors.

than the ion–neutral collisions. The different physical mechanisms of ion–neutral

reactions may make their rate coefficients more correlated with the set of features

selected for the model.

As the neutral–neutral, ion–neutral, and ion–ion collisions have such obviously

different prediction error distributions, as well as target values distributions (fig-

ure 9.7), it was worth exploring the idea of training a dedicated regression model

for each of those subsets. Unfortunately, this did not lead to any lower prediction

errors.

Figures 9.1 and 9.7 in chapter 9 showed the distribution of the target values of

the whole dataset, and its subsets of different reactant charge combinations. These
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distributions are naturally present also in the test set (as the test set is just a

randomized subset of the whole set), and were recovered fairly well even in the

predicted values, as shown in figures 10.3 and 10.4.
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Figure 10.3: The top plot shows the distribution of the target values for the whole test
set. This are equivalent to plot in figure 9.1, which shows the same his-
togram for the full (training & test) set. The bottom plot shows the same
distribution histogram for values predicted by the final regression model.

10.2 Analysis of feature importance

As discussed in section 7.2.2, the regression models based on decision trees (random

forest and gradient–boosted trees in my case) offer a measure of feature importance

as the average depth any particular feature appears as a decision node across all the

constituent trees of the ensemble. Figure 10.5 shows the feature importance measure

for every single feature in my dataset, as assessed by two parts of the final voting

regressor: the random forest regressor and the gradient–boosted trees regressor.

Three interesting facts can be noted about the feature importance values shown

in figure 10.5. Firstly, the features encoding the properties of reactants (lhs_

prefix) appear to be more relevant for predicting the reaction rate coefficients,

than the features encoding the properties of products (rhs_ prefix). Notably, the
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Figure 10.4: The top row shows the distribution of the target values for three test subsets
belonging to different reactant charge combinations. Those are equivalent
to the plots in figure 9.7, which show similar histograms for the full (training
& test) set. The bottom row shows the same distribution histograms for
values predicted by the final regression model.

rhs_polarizability_factor (Fα
RHS) and the rhs_dipole_moment_factor (F p

RHS)

features, see (9.6), (9.7), both appear to be completely irrelevant for predicting

the rate coefficients, while their reactants counterparts (Fα
LHS, F

p
LHS) proved to be

somewhat important. As a reminder, see table 9.1 listing all the features of the

dataset. Further to note is that the features designed to encode the fragments

exchanged between reactants (exchanged_ prefix, see section 9.2.3 and table 9.1)

all appear to be almost completely ignored by the model when predicting rate

coefficients. And lastly, it can be seen that the boolean features explicitly en-

coding the charge combinations among reactants and products, lhs_charge_00,

lhs_charge_+0, lhs_charge_+-, rhs_charge_00, rhs_charge_+0 (or Q00
LHS, Q

+0
LHS,

Q+−
LHS, Q

00
RHS, Q

+0
RHS respectively), are being completely ignored by the random forest

and gradient–boosted trees regressors. And yet, the distinct distributions of rate

coefficients for categories represented by different values of those features were cor-

rectly recovered in the predicted rate coefficient values, as shown in figure 10.4. This

implies, that the same information (distinguishing the Q00
LHS = 1, Q+0

LHS = 1, and
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Figure 10.5: The feature importances for all the model features, pulled out of the random
forest (section 7.2.2) and gradient–boosted trees (section 7.2.3) regressors
(as two constituent models of the final voting regressor model). For better
clarity the feature names from the project github repository are used, as
listed in table 9.1.

Q+−
LHS = 1 cases) must have been encoded implicitly by other features, assessed as

more important by the final regression model, such as Fα
LHS (9.6) or F p

LHS (9.7).

10.3 Analysis of the biggest outliers

Figure 10.2 clearly showed that some of the test set instances (mainly belonging

to the neutral–neutral category) were predicted by the model with some significant

prediction errors. Tables 10.3 and 10.4 show the top ten reactions with the most

overestimated and underestimated rate coefficient predictions respectively. This

time, just to have access to more model predictions, both tables show reaction

instances from the full dataset, not only the test set. The prediction error in the

tables refers to the test errors for instances of the test set and training errors for the

instances of the training set. Or in other words, the regression model was trained

on the training set, and its predictions for the whole dataset were compared to the

target values. Apart from the prediction errors and predicted and target values of
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reaction rate coefficients, also alternative rate coefficient target values are shown for

every reaction where any exist in the dataset.

Table 10.3: Top ten reactions with the most overestimated predicted rate coefficients.
For each reaction, the prediction error is listed as well as the predicted value
of the reaction rate coefficient and the target value. If there exist alternative
rate coefficient targets in the dataset, those are also shown.

ID Reaction Prediction error Prediction Target
log kpred − log ktarget kpred ktarget k

(2)
target k

(3)
target

(cm3s−1) (cm3s−1) (cm3s−1) (cm3s−1)

7800 C4H+
3 + HCN→ C4H2 + HCNH+ 10.72 5.19e-10 1.00e-20

213 H+ + HCN→ H+ + HCN 10.57 3.72e-10 1.00e-20 1.00e-09 1.47e-08
2569 CH3 + HCO+ → CH+

4 + CO 10.06 1.14e-10 1.00e-20
5105 C3H2 + HCNH+ → C3H+

3 + HCN 9.84 6.92e-11 1.00e-20 1.96e-09
9044 C8H2 + HCNH+ → C8H+

3 + HCN 9.68 4.77e-11 1.00e-20
5041 N2 + NH+

4 → N2H+ + NH3 9.56 3.61e-11 1.00e-20
3540 H2O + HCNH+ → H3O+ + HCN 9.55 3.51e-11 1.00e-20 1.00e-20 8.80e-13
5403 HCO+ + N2 → CO + N2H+ 9.50 3.13e-11 1.00e-20 6.70e-10 2.00e-09
8560 C6H2 + HCNH+ → C6H+

3 + HCN 9.45 2.79e-11 1.00e-20
5192 C2H4 + C3H+

3 → C5H+
5 + H2 9.39 2.73e-10 1.10e-19 5.50e-10 1.10e-09

Table 10.4: Top ten reactions with the most underestimated predicted rate coefficients.
For each reaction, the prediction error is listed as well as the predicted value
of the reaction rate coefficient and the target value. If there exist alternative
rate coefficient targets in the dataset, those are also shown.

ID Reaction Prediction error Prediction Target
log kpred − log ktarget kpred ktarget k

(2)
target k

(3)
target

(cm3s−1) (cm3s−1) (cm3s−1) (cm3s−1)

7041 CH3CHCH2 + H+
3 → C3H+

7 + H2 -17.89 9.36e-09 7.26e+09
3837 C3H2 + H3O+ → C3H+

3 + H2O -8.78 1.66e-09 1.00e+00 4.60e-09 3.00e-09
7495 C4H + S+ → C3H+ + CS -8.59 1.28e-09 4.98e-01
7494 C4H + S+ → C4S+ + H -8.24 2.85e-09 4.98e-01 3.17e-09 1.00e-09
5114 C2H4 + H→ C2H3 + H2 -7.28 4.70e-17 9.00e-10 1.00e-20
97 H + OCN→ CN + OH -6.69 2.04e-17 1.00e-10

4427 C2H2 + H→ C2H + H2 -6.39 4.11e-17 1.00e-10 1.00e-20 1.00e-20
949 C + H2 → CH + H -5.87 2.00e-16 1.50e-10 1.00e-20
2690 H2 + O→ H + OH -5.87 4.63e-16 3.44e-10 9.16e-18 1.00e-20
7848 CH2F2 + H→ CHF2 + H2 -5.56 4.11e-16 1.49e-10

It is very encouraging to see, that in all the cases where any alternative target

values exist, they agree with the predicted value much closer than the most diverging

target value responsible for flagging these predictions as outliers. Even without

inspecting the sources and credibility of the data instances, it could be argued that

the data instances with the very low target values of k < 10−20cm3s−1 from table 10.3

are very probably erroneous, as the same reactions can in many cases be found in the

dataset with rate coefficients about 10 orders of magnitude lower. The cases from
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table 10.3 could then be considered erroneous data samples, rather than erroneous

predictions.

Taking as an example the elastic reaction

H+ + HCN→ H+ + HCN (10.1)

labeled with ID 213, it can be seen in table 10.3 that it has 3 data samples in the

dataset:

1. The first comes from KIDA [50] with k = 10−9 exp (−7850/T ) cm3s−1, which

evaluates for T = 300 K as 4.32 × 10−21, and gets capped to the value of

k = 10−20 listed in table 10.3. This value is very low and a careful examina-

tion of the entry in KIDA database reveals the reason: KIDA lists it as the

H+ +HCN→ H+ +HNC reaction, therefore the low rate coefficient belongs to

a reaction changing the isomer from hydrogen cyanide HCN, to hydrogen iso-

cyanide HNC, rather than the elastic reaction (10.1) appearing in the dataset,

which does not resolve different species isomers, as discussed in section 8.6.

The rate coefficient of k = 10−20 therefore does not apply for the reaction (10.1)

and the model was right to regress much higher value. KIDA cites Harada et

al [190] as the data source, but unfortunately, I could not find such a reaction

explicitly in the cited publication.

2. The second was sourced from UDfA [51], which lists the reaction with the

coefficient value of k(2) = 10−9 cm3s−1, without any temperature dependence

(and without any citation).

3. Lastly, the third available data sample connected to the reaction (10.1) was

found also in KIDA, which lists it with rate coefficient in the form of one of the

formulas for ion–polar systems (8.2), evaluating to k(3) = 1.47× 10−8 cm3s−1.

UDfA cites work by Woon and Herbst [179] for this coefficient value, where

the authors performed quantum–chemical calculations for neutral molecules,

among others for HCN. This data sample could be considered the most reliable

out of the three, just by the fact that it actually contains the citation to a paper
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relevant for the reaction. The prediction error compared to this data instance

is still about 1.6 orders of magnitude, but this is well within the main peak of

the prediction errors distribution shown in figure 10.2.

Similar conclusions could be drawn about the most diverging data samples from

table 10.4. For example, in the case of the first four reactions in table 10.4, it is

obvious that the target values responsible for such high prediction errors are way

too high and clearly incorrect. In the case of reactions with IDs 3837 and 7494 in

table 10.4, the alternative target values are very close to the predicted one, validating

the predictions. And in the case of the first reaction (ID 7041) in table 10.4, with

the highest prediction error of the whole dataset, the data sourced from KIDA is also

very obviously wrong. KIDA cites Hickson et al [191] as the source publication for

the value of the reaction rate coefficient described by the functional dependence (8.3).

KIDA lists the parameter β (which corresponds to the Langevin rate in cm3s−1) as

β = 3.5 × 109 when it clearly should have been β = 3.5 × 10−9. This typo1 in the

source database resulted in the absurdly high and incorrect target value, while the

value predicted by the model looks much more reasonable.

10.4 Analysis of missing features

It can be seen in figure 10.5, that the features ∆fH
◦
total, Fα

LHS, and F p
LHS appear

on average fairly high in the decision trees of the random forest and the gradient–

boosted trees regression models, which signals their relatively high importance for

the prediction of reaction rate coefficients. These three features are also among those

derived from values that were not present for all the data samples. More specifically,

dipole moment p and polarizability α of both reactants were used to evaluate these

features, as were the enthalpies of formation ∆fH
◦ of all the reactants and products

in any reaction (see section 9.2.3). The missing species data had to be imputed,

as described in section 9.2.2, and it might be interesting to see how the prediction
1The value was in fact corrected in KIDA database in February 2021, after I have scraped all

the training data for this project, but I have decided to leave this sample in the thesis, just to
demonstrate the capability of the model to handle noisy and incorrect training instances. With
the correct β coefficient, the rate coefficient for this sample evaluates to k = 3.76× 10−9 cm3s−1,
which is fairly close to the predicted value.
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error correlates with features data availability. Such a correlation is shown as a bar

plot in figure 10.6.
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Figure 10.6: Correlation of mean absolute errors (MAE) and a number of missing values
of enthalpy of formation ∆fH

◦ among reactants and products, and polar-
izability α and dipole moment p among reactants. These values are used
to evaluate the features ∆fH

◦
total, F

α
LHS and F pLHS, that were found to be

important for the prediction of rate coefficients (figure 10.5).

At the first glance, there appears to be a negative correlation between the number

of values missing relevant for the features discussed, and the MAE error measure,

where one might expect (if any) a positive correlation. After all, the imputation pro-

cess will likely be fairly crude in guessing e.g. the missing polarizability of a species

from its other attributes, and if a feature derived from e.g. the said polarizability is

important for estimation of rate coefficient (as Fα
LHS evidently is), such a fact should

be reflected in higher MAE error measure for the subset of samples with polariz-

ability of one (or both) of its reactants imputed with imprecise value. However, the

correlation is in fact caused by a bias in the dataset, as shown in figure 10.7. The

subsets of samples with more species attributes values missing tend to have a higher

ratio of cation–anion reactions, and a lower ratio of neutral–neutral reactions. This

greatly affects the prediction errors, as the neutral–neutral reactions get predicted

with much lower accuracy than the cation–anion reactions, as shown in table 10.2
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and figure 10.2. If similar data as in figure 10.6 are plotted for e.g. ion–neutral reac-

tions only, the negative correlation disappears and the MAE error measure appears

to be independent of the number of missing values. This could indicate, that the

imputation process is fairly effective in recovering the missing data.
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Figure 10.7: Correlation of fraction of instances with a particular combination of reac-
tant charges, and the number of missing values of enthalpy of formation
∆fH

◦ among reactants and products, and polarizability α and dipole mo-
ment p among reactants. Reactant charges combination greatly affects the
prediction error (figure 10.2, table 10.2).

10.5 Packaging of the final regression model

As the final step in the regression model development, I have wrapped the final opti-

mized regression model into a custom Regressor class, which takes care of capping

the predicted data to the minimal value ymin = log10 kmin = −20 after prediction, and

recovers the reaction rate coefficients in the original units of cm3s−1 by exponentiat-

ing the predicted values back to kpred = 10y
pred . I have chained this custom regressor

behind the data transformation pipeline, which takes care of missing data impu-

tation, features engineering, and scaling (and which is described in section 9.2.3).

The resulting final regression model pipeline was trained on the whole dataset and
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persistently saved as final_regression_pipeline.joblib by the joblib module

from Python standard library. This ready–to–use trained regression model can be

easily imported to any python code from the utils module in the project repository,

by calling the get_final_regression_pipeline function.

The model needs to be fed by a pandas.DataFrame [192] instance, with rows

representing the reactions for which the rate coefficients should be estimated. The

project repository provides a sample input as sample_input.csv which can be read

by pandas into the DataFrame required as the input for the trained model. Fig-

ure 10.8 shows a jupyter notebook python snippet detailing how the example_input

DataFrame is instantiated from the sample_input.csv table and showing all the

DataFrame columns required by the model. All the columns required are given as

the header in the sample_input.csv table, while the first column of the table in-

dexes the rows by their unique IDs. All the DataFrame values are required in units

described in section 9.2.1.

Finally, figure 10.9 gives a continuation of the code from figure 10.8, showing how

the ready–to–use trained regression model can be imported from the utils python

module. To obtain the predicted rate coefficients for all the reactions described by

the input DataFrame, the predict method of the regression model instance must

be called with the input table as a single parameter, as detailed by figure 10.9. This

returns a NumPy array of reaction rate coefficients in cm3s−1.

Next to the ready–to–use trained regression model, the project repository at

https://github.com/martin-hanicinec-ucl/regreschem all the data relevant to

the project, together with clear documentation.

10.6 Impact on the plasma modeling community

Availability of reaction rate data is a problem frequently tackled by almost any

numerical plasma physicist, and presents an ongoing hurdle for the whole plasma

modeling community. A reasonably well–performing model regressing reaction rate

coefficients of binary reactions from readily available data might therefore be very

exciting prospect for the members of the community. However, although the mean

160

https://github.com/martin-hanicinec-ucl/regreschem


[1]: # Imports:
import pandas as pd
import numpy as np

[2]: example_input = pd.read_csv('sample_input.csv', index_col=0, header=0)
# (the left-most index values are unique ids identifying the reaction rows)

example_input # (truncated view)

[2]: reactant_1_name reactant_1_mass ... exchanged_groups_VIA exchanged_groups_VIIA
1824 CH 13.019 ... 0.0 0.0
409 H+ 1.008 ... 0.0 0.0
4506 C2H2 26.038 ... 0.0 0.0
4012 C2+ 24.022 ... 0.0 0.0
3657 H2O+ 18.015 ... 0.0 0.0
2286 CH2 14.027 ... 0.0 0.0
1679 C+ 12.011 ... 0.0 0.0
8935 C8 96.088 ... 0.0 0.0
1424 C+ 12.011 ... 0.0 0.0
6912 Ar+ 39.950 ... 0.0 0.0

[10 rows x 72 columns]

[3]: np.array(example_input.columns)

[3]: array(['reactant_1_name', 'reactant_1_mass', 'reactant_1_charge', 'reactant_1_hform'
'reactant_1_hform_neutral', 'reactant_1_polarizability', 'reactant_1_dipole_moment',
'reactant_2_name', 'reactant_2_mass', 'reactant_2_charge', 'reactant_2_hform',
'reactant_2_hform_neutral', 'reactant_2_polarizability', 'reactant_2_dipole_moment',
'product_1_name', 'product_1_mass', 'product_1_charge', 'product_1_hform',
'product_1_hform_neutral', 'product_1_polarizability', 'product_1_dipole_moment',
'product_2_name', 'product_2_mass', 'product_2_charge', 'product_2_hform',
'product_2_hform_neutral', 'product_2_polarizability', 'product_2_dipole_moment',
'exchanged_mass', 'exchanged_atoms', 'lhs_mu', 'rhs_mu',
'lhs_charge_00', 'lhs_charge_+0', 'lhs_charge_+-', 'rhs_charge_00', 'rhs_charge_+0',
'reactant_1_blocks_s', 'reactant_1_blocks_p', 'reactant_2_blocks_s', 'reactant_2_blocks_p',
'product_1_blocks_s', 'product_1_blocks_p', 'product_2_blocks_s', 'product_2_blocks_p',
'exchanged_blocks_s', 'exchanged_blocks_p',
'reactant_1_groups_IA', 'reactant_1_groups_IVA', 'reactant_1_groups_VA',
'reactant_1_groups_VIA', 'reactant_1_groups_VIIA',
'reactant_2_groups_IA', 'reactant_2_groups_IVA', 'reactant_2_groups_VA',
'reactant_2_groups_VIA','reactant_2_groups_VIIA',
'product_1_groups_IA', 'product_1_groups_IVA', 'product_1_groups_VA',
'product_1_groups_VIA', 'product_1_groups_VIIA',
'product_2_groups_IA', 'product_2_groups_IVA', 'product_2_groups_VA',
'product_2_groups_VIA','product_2_groups_VIIA', 'exchanged_groups_IA',
'exchanged_groups_IVA', 'exchanged_groups_VA',
'exchanged_groups_VIA', 'exchanged_groups_VIIA'],
dtype=object)

1
Figure 10.8: A jupyter notebook python code snippet detailing the required form of

input for the trained regression model. The code in the figure shows how
an example input DataFrame is instantiated from the csv table provided by
the project repository. The regression model requires a DataFrame with 72
columns, given as the output of the cell [3].

absolute error on the whole test set of under 0.6 orders of magnitude might look

fairly promising on the first glance, table 10.2 and figure 10.2 show some very high

individual prediction errors, especially for the neutral–neutral reaction family. It

could be argued, that the prediction error of the model is not quite reaching the

standard required for synthesizing input data for predictive and quantitative plasma
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[4]: # import the trained regression model:
from utils import get_final_regression_pipeline
regression_model = get_final_regression_pipeline()

# predict the reaction rate coefficients for the 10 reactions
# described by the example_input DataFrame:
k_predicted = regression_model.predict(example_input)

k_predicted

[4]: array([1.18797400e-09, 5.29729997e-09, 9.87500861e-11, 3.15630581e-10,
1.89232973e-09, 8.37593678e-10, 6.48672484e-08, 1.77991274e-09,
9.38216266e-10, 1.66151833e-10])

2

Figure 10.9: A continuation of the jupyter notebook python code snippet from fig-
ure 10.8, showing how the ready–to–use trained regression model can be
imported from the utils python module. The regression model is then fed
by the previously built example_input DataFrame instance (see figure 10.8)
to predict the reaction rate coefficients in cm3s−1.

models, at least not without some further rigorous testing of limitations of the model.

That said, the regression model presented can still be utilised for wide range of

different purposes, such as initial estimation of some rate coefficients, as a basis for

some further refinement, or as an automated safeguard tool, flagging some obviously

erroneous data in existing published chemistry sets or databases, concept of which

was proven in section 10.3.
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Part III

Conclusion
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Chapter 11

Conclusions and outlook

In part I of the thesis, I presented a method of ranking the species in a chem-

istry set according to their importance for modeling densities of a pre–defined set of

species of interest. The ranking scheme formed a crucial component of the species–

oriented method for the skeletal reduction of chemistry sets. I compared several

competing fast algorithms for species ranking, based on a graph–theoretical repre-

sentation of chemistry sets. In all the species–ranking methods presented, weights

of the edges between species in the chemistry graphs (or the direct interaction co-

efficients) were distributed according to the different flavors of the directed relation

graph (DRG) theory, with modifications to include effects of surface interactions,

and several species rankings were proposed, built around different well–established

search algorithms from the graph theory. I identified the DRGsh.path species ranking

method, which uses the definition of direct interaction coefficients from the original

DRG theory [37], with Dijkstra’s search for the shortest path [134] in the chemistry

graph, as the most suited for species–oriented skeletal reduction of chemistry sets,

statistically on an array of diverse test chemistry sets and plasma conditions. The

DRGsh.path species ranking method led to reductions of between 10 and 75% in the

number of species compared to the original detailed chemistry sets, depending on

the specific test set and plasma conditions.

The complete reduction framework also containing a purpose–developed global

plasma model is published as a GitHub repository:

https://github.com/martin-hanicinec-ucl/plaschem.
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While I demonstrate successful utilization of the reduction method for reducing

the number of species in several test chemistry sets, the resulting reduced sets likely

still retain some redundant reactions. As future work, it could be desirable in the

future to devise a reaction–ranking scheme which would assess the importance of

the reactions retained for modeling the set of species of interest, and thus to expand

the chemistry set reduction framework with a reaction–oriented skeletal reduction

method.

Additionally, regarding the reduction method presented in this work, the validity

of each chemistry set reduced using this method is strictly ensured only for the set

of plasma model parameters that are the user–specified reduction conditions. It is

often the case in a modeling application, that the chemistry set needs to be valid

over a range of input parameters. Although this might be achieved by running the

reduction method on a set of samples from the parameter space, as proposed in sec-

tion 2.1, this kind of parameter sweep might be unnecessarily inefficient. Therefore,

modifying the species–ranking method along with the reduction error function δ, so

they reflect a range of reduction conditions rather than a single set, could be an

important area of future research.

Related to the previous point, the validity of the reduced chemistry set is strictly

ensured by the method only for the plasma model used for building the species

ranking and for the iterative validations. In the case of my work, this was a 0D

global model, which is by design very fast and can handle even very large chemistry

sets without reduction. As a point of future work, it could be investigated how

chemistry sets reduced using a fast global model can be used in higher–dimensional,

more sophisticated plasma models, which could benefit the most from the reduction,

and if (and at what conditions) do the reduced sets stay valid.

Finally, a significant shortcoming of the species–ranking method presented is that

the ranking only takes into account the species’ importance for modeling densities of

a set of pre–selected species of interest. The species ranking is blind to any coupling

between the presence of the species in the chemistry set and any other possible

plasma model outputs, such as electron temperature. Also, when it comes to the
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electron as a species of interest, the coupling between a species in the chemistry set

and electron density only captures the production and consumption of electrons via

volumetric and surface reactions involving the species, without taking into account

collisional energy loss of electrons, which is itself tightly coupled to the electron

density. More sophisticated plasma models can also resolve some additional outputs,

such as the gas temperature or particle fluxes at the surface, and certain applications

might depend on the reduced chemistry set preserving those outputs as well. As

an aim for future research, nodes representing other possible plasma model outputs

could be inserted into the chemistry graph with appropriate weights distributed

among edges connecting them to the other graph nodes. This will allow for the

species ranking to reflect species coupling to the said additional model outputs and

the notion of species of interest will be expanded to a more general notion of outputs

of interest.

In part II of the thesis, I presented a machine learning–based regression model for

fast approximation of unknown plasma reaction rate constants at T = 300 K from

commonly available species data. Due to the limited time budget of the project, the

model was restricted only to binary reactions of heavy species, not involving any

excited states on either side of the reaction. The room–temperature rate coefficients

are regressed from features built from masses, charges, enthalpies of formation, po-

larizabilities, dipole moments, and elemental data of both reactants and products.

The final model is a voting regressor consisting of three distinct optimized regres-

sion models: a support vector regressor[170], random forest regressor [172], and a

gradient–boosted trees regressor [174]. The model was trained on a training set of

over 7,500 data instances acquired from four popular databases of plasma processes.

The final generalization MAE error (9.9) of the reaction rate coefficient predic-

tion, evaluated on a withheld test set of around 1,900 instances, was just under 0.6

orders of magnitude, compared to about 0.95 orders of magnitude for a benchmark

case of a simple linear regression (table 10.1). The overall distribution of the re-

action rate coefficients from the test set was recovered very well in the predicted

values, as were the distributions for distinct subsets of neutral–neutral, ion–ion, and

neutral–ion reactions.
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I also demonstrated the ability of the model to flag erroneous data instances, as it

was shown that out of the ten most underestimated and overestimated predictions,

the majority could be attributed to erroneous training targets, rather than incorrect

predictions.

The trained model was packaged as an importable python data structure and

published as a GitHub repository

https://github.com/martin-hanicinec-ucl/regreschem

together with a jupyter notebook [189] detailing the training and optimization pro-

cess, the full training dataset, and example input data.

The most obvious potential for future work is the expansion of the model applica-

bility space. The model presented was trained exclusively on reactions of two heavy–

species reactants, and two heavy–species products, without any excited states, which

makes the model apply only to such reactions. As a subject of future research,

the model could be expanded to also handle three–body collisions, dissociative or

associative processes with different numbers of reactants and products, ionization

processes with electrons among the products, and similar. Furthermore, the model

could be expanded to handle excited states among reactants and products. Such an

expansion will require redesigning the feature space of the model to capture state–

specific properties of species, and to allow features built from more than two species

per reaction side.

Electron collisions form a somewhat distinct category of plasma reactions, as

full collisional cross–sections are usually required to model low–temperature plasma

phenomena. This, with the fact that electron collisions are driven by underlying

physics than the heavy–species reactions, would probably make the task of expand-

ing the current model to also handle electron collisions unrealistic. Instead, the

development and training of a separate model for electron collisions might be a

more sensible approach and another topic of possible future research.

The model presented only regresses rate coefficients expressed for the room tem-

perature, while a much more valuable output of the model would be a temperature

dependence k(T ) in some form, e.g. as the triplet of parameters for the modified

Arrhenius formula (8.1). Training such a model would, however, require training
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data instances with temperature–dependent target values of rate coefficients, which

were very uncommon in my data sources.

Building a higher–quality training dataset is also worthy of some future research

efforts. I have shown in section 9.3, that the training dataset for my regression

model contained a fair number of reactions with multiple data instances with di-

verging target values, sometimes differing by many orders of magnitude. Curating

the training dataset such that it contains only trustworthy data instances might be

a very costly effort, but one which would undoubtedly also improve the quality and

performance of any regression model trained on such a curated dataset.

As rejecting untrustworthy data might significantly reduce the size of the train-

ing dataset, an exploration of additional training data sources makes for another

significant direction of future work. Other databases to scrape the data from could

be identified, or high–quality training data could also be mined directly from re-

search publications. The training dataset could also benefit from an analysis of the

biases present, as the selection of data sources inevitably influences which reaction

classes, or which rate coefficient calculation methods, experimental techniques, etc,

are dominant in the dataset. A careful bias analysis helps to understand how the

biases in the training dataset translate to the expected prediction accuracies for,

e.g., different reaction classes.

Some additional and perhaps more relevant features to regress the rate coeffi-

cients from could be identified as part of future work, in an effort to further drive

down the prediction error of the regression model.

Finally, testing the regression model on various well–established published chem-

istry sets (e.g. the ones presented in part I of this thesis) by replacing a fraction of

real rate coefficients with data synthesized by the model and comparing the model

results, presents itself perhaps as another logical next step in this research.
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Appendix A

Test chemistry sets

Table A.1: Detailed chemistry set for all the O2–He reduction cases. Kinetic data are
directly as taken from the source publication [22]. The reactions ID numbers
are consistent with the source publication. The reaction rate coefficients k
of order-m reactions are in [m3(m−1)s−1]. Gas temperature Tg is in [K].The
electron temperature Te and electron energy loss ∆Ee are in [eV].
a Not the original source.

ID Reaction k ∆Ee Source

1 2e + He+ → He∗ + e 1.74× 10−39T−4.5
e [22] a

2 2e + He+2 → He∗ + He + e 1.62× 10−38T−4
e [22] a

3 e + He + He+ → He∗ + He 2.5× 10−39T−2.5
e [22] a

4 e + He + He+2 → 3He 2.5× 10−39T−2.5
e [22] a

5 e + He→ e + He 7.77× 10−14T0.02
e exp (−0.5/Te) [22] a

6 e + He→ 2e + He+ 4.45× 10−15T0.42
e exp (−26.9/Te) 24.6 [22] a

7 e + He→ He∗ + e 3.3× 10−15T0.33
e exp (−21.6/Te) 19.8 [22] a

8 e + He∗ → 2e + He+ 2.51× 10−13T−0.07
e exp (−5.98/Te) 4.78 [22] a

9 e + He+ → He∗ 4.26× 10−19T−0.63
e [22] a

10 e + He∗2 → He+2 + 2e 3.78× 10−13T−0.19
e exp (−5.6/Te) 3.9 [22] a

11 e + He+2 → He + He∗ 9.6× 10−17T−0.5
e [22] a

12 e + O→ 2e + O+ 4.93× 10−15T0.72
e exp (−13.2/Te) 13.6 [22] a

13 e + O→ e + O(1D) 8.45× 10−15T−0.31
e exp (−3.13/Te) 1.96 [22] a

14 e + O→ e + O(1D) 1.04× 10−15T−0.13
e exp (−4.91/Te) 4.18 [22] a

15 e + O(1D)→ 2e + O+ 4.93× 10−15T0.72
e exp (−11.64/Te) 11.65 [22] a

16 e + O(1D)→ e + O 8.45× 10−15T0.31
e exp (−1.17/Te) -1.96 [22] a

17 e + O(1D)→ 2e + O+ 4.93× 10−15T0.72
e exp (−9.42/Te) 9.43 [22] a

18 e + O(1D)→ e + O 1.04× 10−15T−0.13
e exp (−0.73/Te) -4.18 [22] a

19 e + O− → 2e + O 9.33× 10−14T0.18
e exp (−3.13/Te) 3.44 [22] a

20 e + O2 → 2e + O + O+ 8.6× 10−16T1.11
e exp (−19.84/Te) 18.73 [22] a

21 e + O2 → 2e + O+
2 2.32× 10−15T0.99

e exp (−12.51/Te) 12.06 [22] a

22 e + O2 → e + O + O(1D) 3.12× 10−14T0.02
e exp (−8.05/Te) 8.5 [22] a

23 e + O2 → e + O + O(1D) 1.56× 10−17T1.5
e exp (−4.68/Te) 9.97 [22] a

24 e + O2 → e + O2 4.15× 10−14T0.6
e exp (−0.02/Te) [22] a

25 e + O2 → e + O2 3.88× 10−17T−1.22
e exp (−0.55/Te) 0.02 [22] a

26 e + O2 → e + O2(ν) 4.32× 10−16T−1.57
e exp (−0.59/Te) 0.19 [22] a

27 e + O2 → e + O2(ν) 2.76× 10−14T−1.03
e exp (−6.96/Te) 0.19 [22] a

28 e + O2 → e + O2(ν) 5.4× 10−15T−0.92
e exp (−6.6/Te) 0.57 [22] a

29 e + O2 → e + O2(ν) 1.64× 10−16T−1.41
e exp (−0.72/Te) 0.38 [22] a

30 e + O2 → e + O2(ν) 1.2× 10−14T−1.01
e exp (−6.9/Te) 0.38 [22] a
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Table A.1 (Continued)

ID Reaction k ∆Ee Source

31 e + O2 → e + O2(ν) 5.27× 10−15T−1.13
e exp (−7.57/Te) 0.75 [22] a

32 e + O2 → e + O2(a 1∆g) 2.1× 10−15T−0.23
e exp (−2.87/Te) 0.98 [22] a

33 e + O2 → e + O2(b 1Σ+
g ) 3.97× 10−16T−0.09

e exp (−2.67/Te) 1.63 [22] a

34 e + O2 → e + O2(b 1Σ+
g ) 1.28× 10−14T−1.16

e exp (−7/Te) 4.5 [22] a

35 e + O2 → e + O2(b 1Σ+
g ) 1.98× 10−14T−0.78

e exp (−7.36/Te) 6 [22] a

36 e + O2 → O + O− 1.32× 10−15T−1.4
e exp (−6.63/Te) [22] a

37 e + O2(a 1∆g)→ 2e + O + O+ 8.6× 10−16T1.1
e exp (−18.86/Te) 17.75 [22] a

38 e + O2(a 1∆g)→ 2e + O+
2 2.32× 10−15T0.99

e exp (−11.53/Te) 11.08 [22] a

39 e + O2(a 1∆g)→ e + O + O(1D) 3.12× 10−14T0.02
e exp (−7.07/Te) 7.52 [22] a

40 e + O2(a 1∆g)→ e + O + O(1D) 1.56× 10−17T1.5
e exp (−3.7/Te) 9 [22] a

41 e + O2(a 1∆g)→ e + O2 2.1× 10−15T−0.23
e exp (−1.89/Te) -0.98 [22] a

42 e + O2(a 1∆g)→ e + O2(a 1∆g) 4.15× 10−14T0.6
e exp (−0.02/Te) [22] a

43 e + O2(a 1∆g)→ e + O2(a 1∆g) 3.88× 10−17T−1.22
e exp (−0.55/Te) 0.02 [22] a

44 e + O2(a 1∆g)→ e + O2(a 1∆g, ν) 4.32× 10−16T−1.57
e exp (−0.59/Te) 0.19 [22] a

45 e + O2(a 1∆g)→ e + O2(a 1∆g, ν) 2.76× 10−14T−1.03
e exp (−6.96/Te) 0.19 [22] a

46 e + O2(a 1∆g)→ e + O2(a 1∆g, ν) 1.64× 10−16T−1.41
e exp (−0.72/Te) 0.38 [22] a

47 e + O2(a 1∆g)→ e + O2(a 1∆g, ν) 1.2× 10−15T−1.01
e exp (−6.9/Te) 0.38 [22] a

48 e + O2(a 1∆g)→ e + O2(a 1∆g, ν) 5.4× 10−15T−0.92
e exp (−6.6/Te) 0.57 [22] a

49 e + O2(a 1∆g)→ e + O2(a 1∆g, ν) 5.27× 10−15T−1.13
e exp (−7.57/Te) 0.75 [22] a

50 e + O2(a 1∆g)→ O2(b 1Σ+
g ) + e 5.25× 10−15T−0.44

e exp (−1.49/Te) 0.66 [22] a

51 e + O2(a 1∆g)→ e + O2(b 1Σ+
g ) 1.28× 10−14T−1.16

e exp (−6.02/Te) 3.52 [22] a

52 e + O2(a 1∆g)→ e + O2(b 1Σ+
g ) 1.98× 10−14T−0.78

e exp (−6.38/Te) 5.02 [22] a

53 e + O2(a 1∆g)→ O + O− 4.14× 10−15T−1.34
e exp (−5.15/Te) 3 [22] a

54 e + O2(a 1∆g)→ O(1D) + O− 9.2× 10−16T−1.26
e exp (−6.55/Te) 3 [22] a

55 e + O2(b 1Σ+
g )→ 2e + O + O+ 8.6× 10−16T1.11

e exp (−18.21/Te) 17.1 [22] a

56 e + O2(b 1Σ+
g )→ 2e + O+

2 2.32× 10−15T0.99
e exp (−10.88/Te) 10.43 [22] a

57 e + O2(b 1Σ+
g )→ e + O + O(1D) 3.12× 10−14T0.02

e exp (−6.42/Te) 6.87 [22] a

58 e + O2(b 1Σ+
g )→ e + O + O(1D) 1.56× 10−17T1.5

e exp (−3.05/Te) 8.34 [22] a

59 e + O2(b 1Σ+
g )→ e + O2 3.97× 10−16T−0.09

e exp (−1.04/Te) -1.63 [22] a

60 e + O2(b 1Σ+
g )→ e + O2(a 1∆g) 5.25× 10−15T−0.44

e exp (−0.83/Te) -0.66 [22] a

61 e + O2(b 1Σ+
g )→ e + O2(b 1Σ+

g ) 4.15× 10−14T0.6
e exp (−0.02/Te) [22] a

62 e + O2(b 1Σ+
g )→ e + O2(b 1Σ+

g ) 3.88× 10−17T−1.22
e exp (−0.55/Te) 0.02 [22] a

63 e + O2(b 1Σ+
g )→ e + O2(b 1Σ+

g , ν) 4.32× 10−16T−1.57
e exp (−0.59/Te) 0.19 [22] a

64 e + O2(b 1Σ+
g )→ e + O2(b 1Σ+

g , ν) 2.76× 10−14T−1.03
e exp (−6.96/Te) 0.19 [22] a

65 e + O2(b 1Σ+
g )→ e + O2(b 1Σ+

g , ν) 1.64× 10−16T−1.41
e exp (−0.72/Te) 0.38 [22] a

66 e + O2(b 1Σ+
g )→ e + O2(b 1Σ+

g , ν) 1.2× 10−15T−1.01
e exp (−6.9/Te) 0.38 [22] a

67 e + O2(b 1Σ+
g )→ e + O2(b 1Σ+

g , ν) 5.4× 10−15T−0.92
e exp (−6.6/Te) 0.57 [22] a

68 e + O2(b 1Σ+
g )→ e + O2(b 1Σ+

g , ν) 5.27× 10−15T−1.13
e exp (−7.57/Te) 0.75 [22] a

69 e + O2(b 1Σ+
g )→ e + O2(b 1Σ+

g ) 1.28× 10−14T−1.16
e exp (−5.37/Te) 2.87 [22] a

70 e + O2(b 1Σ+
g )→ e + O2(b 1Σ+

g ) 1.98× 10−14T−0.78
e exp (−5.73/Te) 4.37 [22] a

71 e + O2(b 1Σ+
g )→ O + O− 7.11× 10−16T−1.04

e exp (−0.23/Te) [22] a

72 e + O−2 → 2e + O2 1.57× 10−14T1.01
e exp (−1.77/Te) 4.68 [22] a

73 e + O3 → e + O + O2(ν) 1.7× 10−14T−0.57
e exp (−2.48/Te) 2.6 [22] a

74 e + O3 → e + O(1D) + O2(a 1∆g) 3.22× 10−13T−1.18
e exp (−9.17/Te) 5.72 [22] a

75 e + O3 → O + O−2 1.02× 10−15T−1.3
e exp (−1.03/Te) [22] a

76 e + O3 → O− + O2 3.45× 10−15T−0.96
e exp (−1/Te) [22] a

77 e + O3 → 2e + O+
3 5.96× 10−15T−0.98

e exp (−12.55/Te) 12.43 [22] a

78 e + O+
3 → 3O 2.07× 10−13T−0.55

e -6.27 [22] a

79 e + O+
3 → 2O + O(1D) 6.69× 10−13T−0.55

e -4.3 [22] a

80 e + O+
3 → O + 2O(1D) 1.55× 10−13T−0.55

e -2.33 [22] a

81 e + O−3 → 2e + O3 2.12× 10−14T0.51
e exp (−5.87/Te) 2.1 [22] a

82 e + O−3 → 2e + O + O2 7.12× 10−14T−0.13
e exp (−5.94/Te) 3.2 [22] a

83 e + O−3 → 2e + 3O 1.42× 10−14T−0.52
e exp (−9.3/Te) 8.4 [22] a

84 2He + He∗ → He∗2 + He 1.5× 10−46 [22] a

85 2He + He+ → He+2 + He 1.3× 10−43 (
Tg/300

)−0.6 [22] a

86 2He∗ → e + He + He+ 4.5× 10−16 -16.6 [22] a

87 2He∗ → e + He+2 1.05× 10−15 -19 [22] a

88 He∗ + He∗2 → e + He+ + 2He 5× 10−16 -15 [22] a

89 He∗ + He∗2 → e + He + He+2 2× 10−15 -15 [22] a

90 2He∗2 → e + He+ + 3He 3× 10−16 -15 [22] a
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ID Reaction k ∆Ee Source

91 2He∗2 → e + 2He + He+2 1.2× 10−15 -15 [22] a

92 3O→ O + O2 3.8× 10−44 (
Tg/300

)−1 exp
(
−17/Tg

)
[22] a

93 3O→ O + O2(b 1Σ+
g ) 1.4× 10−42 exp

(
−65/Tg

)
[22] a

94 2O + O2 → O + O3 4.2× 10−47 exp
(
1056/Tg

)
[22] a

95 2O + O2 → O + O3(ν) 9.8× 10−47 exp
(
1056/Tg

)
[22] a

96 2O + O2 → O2(a 1∆g) + O2 6.5× 10−45 (
Tg/300

)−1 exp
(
−17/Tg

)
[22] a

97 2O + O2 → O2(b 1Σ+
g ) + O2 6.5× 10−45 (

Tg/300
)−1 exp

(
−17/Tg

)
[22] a

98 O + O(1D)→ 2O 2× 10−18 [22] a

99 O + O(1D)→ 2O 2.5× 10−17 exp
(
−3/Tg

)
[22] a

100 O + O(1D)→ O + O(1D) 2.5× 10−17 exp
(
−3/Tg

)
[22] a

101 O + 2O2 → O2 + O3 1.8× 10−46 (
Tg/300

)−2.6 [22] a

102 O + 2O2 → O2 + O3(ν) 4.2× 10−46 (
Tg/300

)−2.6 [22] a

103 O + O2 + O2(a 1∆g)→ O + 2O2 1.1× 10−44 [22] a

104 O + O2 + O3 → 2O3 1.4× 10−47 exp
(
−105/Tg

)
[22] a

105 O + O2 + O3 → O3 + O3(ν) 3.27× 10−47 exp
(
−105/Tg

)
[22] a

106 O + O2(a 1∆g)→ O + O2 1× 10−22 -2.14 [22] a

107 O + O2(b 1Σ+
g )→ O + O2(a 1∆g) 8× 10−20 -0.65 [22] a

108 O + O3 → 2O + O2 1.2× 10−15 exp
(
−114/Tg

)
[22] a

109 O + O3 → 2O2(ν) 8× 10−18 exp
(
−206/Tg

)
[22] a

110 O + O3(ν)→ 2O2 4.5× 10−18 [22] a

111 O + O3(ν)→ O3 + O 1.05× 10−17 [22] a

112 O(1D) + O2 → O + O2(b 1Σ+
g ) 2.64× 10−17 exp

(
55/Tg

)
[22] a

113 O(1D) + O2 → O + O2(a 1∆g) 6.6× 10−18 exp
(
55/Tg

)
[22] a

114 O(1D) + O3 → 2O + O2 1.2× 10−16 [22] a

115 O(1D) + O3 → 2O2 1.2× 10−16 [22] a

116 O(1D) + O2 → O + O2 3× 10−18 exp
(
−85/Tg

)
[22] a

117 O(1D) + O2 → O(1D) + O2 1.3× 10−18 exp
(
−85/Tg

)
[22] a

118 O(1D) + O2(a 1∆g)→ 3O 3.2× 10−17 [22] a

119 O(1D) + O2(a 1∆g)→ O + O2(b 1Σ+
g ) 1.3× 10−16 [22] a

120 O(1D) + O2(a 1∆g)→ O(1D) + O2 3.6× 10−17 [22] a

121 O(1D) + O3 → O + O(1D) + O2 1.93× 10−16 [22] a

122 O(1D) + O3 → 2O2 1.93× 10−16 [22] a

123 O(1D) + O3 → 2O + O2 1.93× 10−16 [22] a

124 2O2 → 2O + O2 6.6× 10−15 (
Tg/300

)−1.5 exp
(
−59/Tg

)
[22] a

125 O2 + O2(ν)→ 2O2 2× 10−20 -0.19 [22] a

126 O2 + O2(a 1∆g)→ 2O2 3.6× 10−24 exp
(
−22/Tg

)
[22] a

127 O2 + O2(a 1∆g, ν)→ O2(ν) + O2(a 1∆g) 5× 10−17 -0.19 [22] a

128 O2 + O2(b 1Σ+
g )→ O2 + O2(a 1∆g) 3.9× 10−23 [22] a

129 O2 + O2(b 1Σ+
g , ν)→ O2(ν) + O2(b 1Σ+

g ) 1.5× 10−17 -0.19 [22] a

130 O2 + O3 → O + 2O2 7.26× 10−16 exp
(
−11435/Tg

)
[22] a

131 O2 + O3(ν)→ O2 + O3 4× 10−20 [22] a

132 2O2(a 1∆g)→ O2 + O2(b 1Σ+
g ) 2.7× 10−23 [22] a

133 O2(a 1∆g) + O2(b 1Σ+
g )→ O2 + O2(b 1Σ+

g ) 2.7× 10−23 [22] a

134 2O2(b 1Σ+
g )→ O2 + O2(b 1Σ+

g ) 2.7× 10−23 [22] a

135 O2(a 1∆g) + O3 → O + 2O2 5.2× 10−17 exp
(
−284/Tg

)
[22] a

136 O2(a 1∆g) + O3(ν)→ O2 + O3 5× 10−17 [22] a

137 O2(b 1Σ+
g ) + O3 → O + 2O2 2.4× 10−17 exp

(
−135/Tg

)
[22] a

138 O2(b 1Σ+
g ) + O3 → O2 + O3 5.5× 10−18 exp

(
−135/Tg

)
[22] a

139 O2(b 1Σ+
g ) + O3 → O2(a 1∆g) + O3 5.5× 10−18 exp

(
−135/Tg

)
[22] a

140 2O3 → O + O2 + O3 1.65× 10−15 exp
(
−11435/Tg

)
[22] a

141 O3 + O3(ν)→ 2O3 1× 10−19 [22] a

142 2e + O+ → e + O 2× 10−39T−4.5
e [22] a

143 2e + O+
2 → e + O2 2× 10−39T−4.5

e [22] a

144 2e + O+
4 → e + 2O2 2× 10−39T−4.5

e [22] a

145 e + O + O2 → O + O−2 1× 10−43 [22] a

146 e + O+ → O(1D) 2.7× 10−19T−0.7
e [22] a

147 e + O+ + O2 → O + O2 3.3× 10−44T−2.5
e [22] a

148 e + 2O2 → O2 + O−2 3.62× 10−43T−1
e exp (−0.05/Te) [22] a

149 e + O2 + O+
2 → 2O2 3.3× 10−44T−2.5

e [22] a

150 e + O2 + O3 → O2 + O−3 3.62× 10−43T−1
e exp (−0.05/Te) [22] a
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ID Reaction k ∆Ee Source

151 e + O+
2 → O + O(1D) 9.1× 10−15T−0.7

e [22] a

152 e + O+
2 → O(1D) 6× 10−15T−0.7

e [22] a

153 e + O+
4 → O + O(1D) + O2 2.02× 10−14T−0.48

e [22] a

154 e + O+
4 → O(1D) + O2 1.35× 10−14T−0.48

e [22] a

155 O + O− → e + O2 2.3× 10−16 (
Tg/300

)−1.3 [22] a

156 O + O−2 → O− + O2 8.5× 10−17 (
Tg/300

)−1.8 [22] a

157 O + O−2 → e + O3 8.5× 10−17 (
Tg/300

)−1.8 [22] a

158 O + O−3 → e + 2O2 1× 10−17 [22] a

159 O + O−3 → O2 + O−2 2.5× 10−16 [22] a

160 O + O+
4 → O3 + O+

2 3× 10−16 [22] a

161 O + O−4 → O2 + O−3 4× 10−16 [22] a

162 O(1D) + O− → 2O + e 7.4× 10−16 [22] a

163 O(1D) + O−2 → e + O3 8.5× 10−17 (
Tg/300

)−1.8 [22] a

164 O(1D) + O−2 → O− + O2 8.5× 10−17 (
Tg/300

)−1.8 [22] a

165 O(1D) + O+
3 → 2O + O+

2 3× 10−16 [22] a

166 O(1D) + O−3 → O + O2 + O− 3× 10−16 [22] a

167 O(1D) + O−3 → O + O3 + e 3× 10−16 [22] a

168 O(1D) + O+
4 → O + O2 + O+

2 3× 10−16 [22] a

169 O(1D) + O+
4 → O3 + O+

2 3× 10−16 [22] a

170 O(1D) + O−4 → e + O + 2O2 2× 10−16 [22] a

171 O(1D) + O−4 → O + O2 + O−2 2× 10−16 [22] a

172 O(1D) + O−4 → 2O2 + O− 2× 10−16 [22] a

173 O(1D) + O− → e + 2O 7.4× 10−16 [22] a

174 O(1D) + O−2 → O− + O2 8.5× 10−17 (
Tg/300

)−1.8 [22] a

175 O(1D) + O−2 → e + O3 8.5× 10−17 (
Tg/300

)−1.8 [22] a

176 O(1D) + O+
3 → 2O + O+

2 2× 10−16 [22] a

177 O(1D) + O−3 → e + O + O3 2× 10−16 [22] a

178 O(1D) + O−3 → 2O + O−2 2× 10−16 [22] a

179 O(1D) + O−3 → O + O− + O2 2× 10−16 [22] a

180 O(1D) + O+
4 → O + O2 + O+

2 3× 10−16 [22] a

181 O(1D) + O+
4 → O+

2 + O3 3× 10−16 [22] a

182 O(1D) + O−4 → e + O + 2O2 2× 10−16 [22] a

183 O(1D) + O−4 → O + O2 + O−2 2× 10−16 [22] a

184 O(1D) + O−4 → O− + 2O2 2× 10−16 [22] a

185 O+ + O + O2 → O2 + O+
2 4× 10−42 (

Tg/300
)−2.93 [22] a

186 O+ + O− → 2O 3.1× 10−14 (
Tg/300

)−1.1 [22] a

187 O+ + O− + O2 → 2O + O2 1× 10−37 (
Tg/300

)−2.5 [22] a

188 O+ + O− + O2 → 2O2 1× 10−37 (
Tg/300

)−2.5 [22] a

189 O+ + O2 → O + O+
2 2.1× 10−17 (

Tg/300
)−0.4 [22] a

190 O+ + O−2 → O + O2 3.22× 10−14 (
Tg/300

)−1.1 [22] a

191 O+ + O−2 + O2 → O + 2O2 1× 10−37 (
Tg/300

)−2.5 [22] a

192 O+ + O−2 + O2 → O2 + O3 1× 10−37 (
Tg/300

)−2.5 [22] a

193 O+ + O3 → O2 + O+
2 1.2× 10−15 [22] a

194 O+ + O−3 → O + O3 7.33× 10−14 (
Tg/300

)−0.9 [22] a

195 O+ + O−3 + O2 → O + O2 + O3 2× 10−37 (
Tg/300

)−2.5 [22] a

196 O+ + O−4 → O + 2O2 7.87× 10−14 (
Tg/300

)−0.9 [22] a

197 O+ + O−4 + O2 → O + 3O2 2× 10−37 (
Tg/300

)−2.5 [22] a

198 O− + O2 → O3 + e 1× 10−18 [22] a

199 O− + O2 → O−2 + O 1× 10−18 [22] a

200 O− + 2O2 → O2 + O−3 1.1× 10−42 [22] a

201 O− + O2 + O+
3 → O + O2 + O3 2× 10−37 (

Tg/300
)−2.5 [22] a

202 O− + O2 + O+
4 → O + 3O2 2× 10−37 (

Tg/300
)−2.5 [22] a

203 O− + O2(a 1∆g)→ O + O−2 7.9× 10−16 exp
(
−89/Tg

)
[22] a

204 O− + O2(a 1∆g)→ O3 + e 6.1× 10−17 [22] a

205 O− + O2(b 1Σ+
g )→ O + O−2 7.9× 10−16 exp

(
−89/Tg

)
[22] a

206 O− + O2(b 1Σ+
g )→ O3 + e 6.1× 10−17 [22] a

207 O− + O+
2 → 3O 1.61× 10−14 (

Tg/300
)−1.1 [22] a

208 O− + O+
2 → O + O2 1.61× 10−14 (

Tg/300
)−1.1 [22] a

209 O− + O3 → e + 2O2 3× 10−16 [22] a

210 O− + O3 → O + O−3 2× 10−16 [22] a
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211 O− + O3 → O2 + O−2 1× 10−17 [22] a

212 O− + O+
3 → 2O2 3.07× 10−14 (

Tg/300
)−1.1 [22] a

213 O− + O+
4 → O + 2O2 1.54× 10−14 (

Tg/300
)−0.9 [22] a

214 O− + O+
4 → O2 + O3 1.54× 10−14 (

Tg/300
)−0.9 [22] a

215 2O2 + O+
2 → O2 + O+

4 4× 10−42 (
Tg/300

)−2.93 [22] a

216 2O2 + O−2 → O2 + O−4 3.5× 10−43 (
Tg/300

)−1 [22] a

217 O2 + O−2 → e + 2O2 2.7× 10−16 (
Tg/300

)−0.5 exp
(
−559/Tg

)
[22] a

218 O2 + O−2 → O + O−3 3.5× 10−21 [22] a

219 O2 + O−2 + O+
3 → 2O2 + O3 2× 10−37 (

Tg/300
)−2.5 [22] a

220 O2 + O−2 + O+
4 → 4O2 2× 10−37 (

Tg/300
)−2.5 [22] a

221 O2 + O+
3 → O+

2 + O3 6.7× 10−16 [22] a

222 O2 + O+
4 → 2O2 + O+

2 1× 10−11 (
Tg/300

)−4.2 exp
(
−54/Tg

)
[22] a

223 O2 + O+
3 + O−3 → O2 + 2O3 2× 10−37 (

Tg/300
)−2.5 [22] a

224 O2 + O+
3 + O−4 → 3O2 + O3 2× 10−37 (

Tg/300
)−2.5 [22] a

225 O2 + O−3 + O+
4 → 3O2 + O3 2× 10−37 (

Tg/300
)−2.5 [22] a

226 O2 + O+
4 + O−4 → 5O2 2× 10−37 (

Tg/300
)−2.5 [22] a

227 O2 + O−4 → 2O2 + O−2 2.2× 10−11 (
Tg/300

)−1 exp
(
−63/Tg

)
[22] a

228 O2(a 1∆g) + O−2 → e + 2O2 7× 10−16 [22] a

229 O2(a 1∆g) + O+
4 → 2O2 + O+

2 6× 10−16 [22] a

230 O2(a 1∆g) + O−4 → 3O2 + e 3× 10−16 [22] a

231 O2(a 1∆g) + O−4 → 2O2 + O−2 3× 10−16 [22] a

232 O2(b 1Σ+
g ) + O−2 → e + 2O2 7× 10−16 [22] a

233 O2(b 1Σ+
g ) + O−3 → O− + 2O2 6.7× 10−16 exp

(
−13/Tg

)
[22] a

234 O2(b 1Σ+
g ) + O+

4 → 2O2 + O+
2 6× 10−16 [22] a

235 O2(b 1Σ+
g ) + O−4 → e + 3O2 3× 10−16 [22] a

236 O2(b 1Σ+
g ) + O−4 → 2O2 + O−2 3× 10−16 [22] a

237 O+
2 + O− + O2 → O + 2O2 1× 10−37 (

Tg/300
)−2.5 [22] a

238 O+
2 + O− + O2 → O2 + O3 1× 10−37 (

Tg/300
)−2.5 [22] a

239 O+
2 + O−2 + O2 → 3O2 2× 10−37 (

Tg/300
)−2.5 [22] a

240 O+
2 + O−3 + O2 → 2O2 + O3 2× 10−37 (

Tg/300
)−2.5 [22] a

241 O+
2 + O−4 + O2 → 4O2 2× 10−37 (

Tg/300
)−2.5 [22] a

242 O+
2 + O−2 → O2 + 2O 1.6× 10−14 (

Tg/300
)−1.1 [22] a

243 O+
2 + O−2 → 2O2 1.6× 10−14 (

Tg/300
)−1.1 [22] a

244 O+
2 + O−3 → 2O + O3 2.9× 10−14 (

Tg/300
)−0.9 [22] a

245 O+
2 + O−3 → O2 + O3 2.9× 10−14 (

Tg/300
)−0.9 [22] a

246 O+
2 + O−4 → 3O2 6.07× 10−14 (

Tg/300
)−0.9 [22] a

247 O−2 + O3 → O2 + O−3 6× 10−16 [22] a

248 O−2 + O+
3 → O2 + O3 3.29× 10−14 (

Tg/300
)−1.1 [22] a

249 O−2 + O+
4 → 2O + 2O2 1.6× 10−14 (

Tg/300
)−1.1 [22] a

250 O−2 + O+
4 → 3O2 1.6× 10−14 (

Tg/300
)−1.1 [22] a

251 O3 + O−4 → 2O2 + O−3 8× 10−16 [22] a

252 O+
3 + O−3 → 2O3 5.19× 10−14 (

Tg/300
)−0.9 [22] a

253 O+
3 + O−4 → 2O2 + O3 5.37× 10−14 (

Tg/300
)−0.9 [22] a

254 O−3 + O3 → e + 3O2 8.5× 10−16 [22] a

255 O−3 + O+
4 → O + 3O2 2.43× 10−14 (

Tg/300
)−0.9 [22] a

256 O−3 + O+
4 → 2O2 + O3 2.43× 10−14 (

Tg/300
)−0.9 [22] a

257 O+
4 + O−4 → 4O2 4.97× 10−14 (

Tg/300
)−0.9 [22] a

258 He + He∗ + O→ e + 2He + O+ 1.6× 10−43 [22] a

259 He + He∗ + O(1D)→ e + 2He + O+ 1.6× 10−43 [22] a

260 He + He∗ + O(1D)→ e + 2He + O+ 1.6× 10−43 [22] a

261 He + He∗ + O2 → e + 2He + O+
2 1.6× 10−43 [22] a

262 He + He∗ + O2(a 1∆g)→ e + 2He + O+
2 1.6× 10−43 [22] a

263 He + He∗ + O2(b 1Σ+
g )→ e + 2He + O+

2 1.6× 10−43 [22] a

264 He + He∗ + O3 → e + 2He + O + O+
2 1.6× 10−43 [22] a

265 He + 2O→ He + O2(a 1∆g) 2× 10−45 (
Tg/300

)−1 exp
(
−17/Tg

)
[22] a

266 He + 2O→ He + O2(b 1Σ+
g ) 2× 10−45 (

Tg/300
)−1 exp

(
−17/Tg

)
[22] a

267 He + O + O2 → He + O3 9× 10−47 (
Tg/300

)−2.6 [22] a

268 He + O + O2 → He + O3(ν) 2.1× 10−46 (
Tg/300

)−2.6 [22] a

269 He + O + O2(a 1∆g)→ He + O + O2 4× 10−45 [22] a

270 He + O(1D)→ He + O 1× 10−21 [22] a
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271 He + O(1D)→ He + O 1× 10−21 [22] a

272 He + O2(ν)→ He + O2 2× 10−17 -0.19 [22] a

273 He + O2(a 1∆g)→ He + O2 5× 10−27 [22] a

274 He + O2(a 1∆g, ν)→ He + O2(a 1∆g) 2× 10−17 -0.19 [22] a

275 He + O2(b 1Σ+
g )→ He + O2(a 1∆g) 4.3× 10−24 [22] a

276 He + O2(b 1Σ+
g , ν)→ He + O2(b 1Σ+

g ) 6× 10−19 -0.19 [22] a

277 He + O3 → He + O + O2 5.61× 10−16 exp
(
−114/Tg

)
[22] a

278 He + O3(ν)→ He + O3 6× 10−20 [22] a

279 He∗ + O→ e + He + O+ 2.6× 10−16 [22] a

280 He∗ + O(1D)→ e + He + O+ 2.6× 10−16 [22] a

281 He∗ + O(1D)→ e + He + O+ 2.6× 10−16 [22] a

282 He∗ + O2 → e + He + O+
2 2.6× 10−16 [22] a

283 He∗ + O2(a 1∆g)→ e + He + O+
2 2.6× 10−16 [22] a

284 He∗ + O2(b 1Σ+
g )→ e + He + O+

2 2.6× 10−16 [22] a

285 He∗ + O3 → e + He + O + O+
2 2.6× 10−16 [22] a

286 He∗2 + O→ e + 2He + O+ 3.6× 10−16 [22] a

287 He∗2 + O(1D)→ e + 2He + O+ 3.6× 10−16 [22] a

288 He∗2 + O(1D)→ e + 2He + O+ 3.6× 10−16 [22] a

289 He∗2 + O2 → e + 2He + O+
2 3.6× 10−16 [22] a

290 He∗2 + O2(a 1∆g)→ e + 2He + O+
2 3.6× 10−16 [22] a

291 He∗2 + O2(b 1Σ+
g )→ e + 2He + O+

2 3.6× 10−16 [22] a

292 He∗2 + O3 → e + 2He + O + O+
2 3.6× 10−16 [22] a

293 e + He + O→ He + O− 1× 10−44T−0.5
e [22] a

294 e + He + O2 → He + O−2 1× 10−44T−0.5
e [22] a

295 e + He + O3 → He + O−3 1× 10−44T−0.5
e [22] a

296 He + He+ + O− → 2He + O 2× 10−37 (
Tg/300

)−2.5 [22] a

297 He + He+ + O−2 → 2He + O2 2× 10−37 (
Tg/300

)−2.5 [22] a

298 He + He+ + O−3 → 2He + O3 2× 10−37 (
Tg/300

)−2.5 [22] a

299 He + He+ + O−4 → 2He + 2O2 2× 10−37 (
Tg/300

)−2.5 [22] a

300 He + He+2 + O− → 3He + O 2× 10−37 (
Tg/300

)−2.5 [22] a

301 He + He+2 + O2 → 3He + O+
2 3.5× 10−41 [22] a

302 He + He+2 + O−2 → 3He + O2 2× 10−37 (
Tg/300

)−2.5 [22] a

303 He + He+2 + O−3 → 3He + O3 2× 10−37 (
Tg/300

)−2.5 [22] a

304 He + He+2 + O−4 → 3He + 2O2 2× 10−37 (
Tg/300

)−2.5 [22] a

305 He + O + O+ → He + O+
2 5.5× 10−43 (

Tg/300
)−2.7 [22] a

306 He + O+ + O− → He + 2O 2× 10−37 (
Tg/300

)−2.5 [22] a

307 He + O+ + O−2 → He + O + O2 2× 10−37 (
Tg/300

)−2.5 [22] a

308 He + O+ + O−3 → He + O + O3 2× 10−37 (
Tg/300

)−2.5 [22] a

309 He + O+ + O−4 → He + O + 2O2 2× 10−37 (
Tg/300

)−2.5 [22] a

310 He + O− → e + He + O 2.5× 10−24 (
Tg/300

)−0.6 [22] a

311 He + O− + O2 → He + O−3 3.7× 10−43 (
Tg/300

)−1 [22] a

312 He + O− + O+
2 → He + O + O2 2× 10−37 (

Tg/300
)−2.5 [22] a

313 He + O− + O+
3 → He + O + O3 2× 10−37 (

Tg/300
)−2.5 [22] a

314 He + O− + O+
4 → He + O + 2O2 2× 10−37 (

Tg/300
)−2.5 [22] a

315 He + O2 + O+
2 → He + O+

4 5.5× 10−43 (
Tg/300

)−2.7 [22] a

316 He + O2 + O−2 → He + O−4 1.2× 10−43 (
Tg/300

)−2.7 [22] a

317 He + O+
2 + O−2 → He + 2O2 2× 10−37 (

Tg/300
)−2.5 [22] a

318 He + O+
2 + O−3 → He + O2 + O3 2× 10−37 (

Tg/300
)−2.5 [22] a

319 He + O+
2 + O−4 → He + 3O2 2× 10−37 (

Tg/300
)−2.5 [22] a

320 He + O−2 → e + He + O2 3.9× 10−16 exp
(
−74/Tg

)
[22] a

321 He + O−2 + O+
3 → He + O2 + O3 2× 10−37 (

Tg/300
)−2.5 [22] a

322 He + O−2 + O+
4 → He + 3O2 2× 10−37 (

Tg/300
)−2.5 [22] a

323 He + O+
3 + O−3 → He + 2O3 2× 10−37 (

Tg/300
)−2.5 [22] a

324 He + O+
3 + O−4 → He + 2O2 + O3 2× 10−37 (

Tg/300
)−2.5 [22] a

325 He + O−3 + O+
4 → He + 2O2 + O3 2× 10−37 (

Tg/300
)−2.5 [22] a

326 He + O+
4 → He + O2 + O+

2 3.6× 10−20 [22] a

327 He + O+
4 + O−4 → He + 4O2 2× 10−37 (

Tg/300
)−2.5 [22] a

328 He + O−4 → He + O2 + O−2 2.2× 10−11 (
Tg/300

)−1 exp
(
−63/Tg

)
[22] a

329 He∗ + O− → 2e + He + O+ 8.7× 10−15 [22] a

330 He∗ + O+
2 → He + O + O+ 8.2× 10−15 [22] a
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331 He∗ + O−2 → 2e + He + O+
2 8.3× 10−15 [22] a

332 He∗ + O+
3 → He + O + O+

2 8.1× 10−15 [22] a

333 He∗ + O−3 → 2e + He + O + O+
2 8.1× 10−15 [22] a

334 He∗ + O+
4 → He + O2 + O+

2 8× 10−15 [22] a

335 He∗ + O−4 → 2e + He + O2 + O+
2 8× 10−15 [22] a

336 He+ + O→ He + O+ 5.8× 10−16 [22] a

337 He+ + O(1D)→ He + O+ 5.8× 10−16 [22] a

338 He+ + O(1D)→ He + O+ 5.8× 10−16 [22] a

339 He+ + O− → He + O 3.12× 10−14 (
Tg/300

)−1.1 [22] a

340 He+ + O− + O2 → He + O2 + O 2× 10−37 (
Tg/300

)−2.5 [22] a

341 He+ + O2 → He + O + O+ 9.7× 10−16 [22] a

342 He+ + O2 → He + O+
2 3× 10−17 [22] a

343 He+ + O2 + O−4 → He + 3O2 2× 10−37 (
Tg/300

)−2.5 [22] a

344 He+ + O2(a 1∆g)→ He + O + O+ 9.7× 10−16 [22] a

345 He+ + O2(a 1∆g)→ He + O+
2 3× 10−17 [22] a

346 He+ + O2(b 1Σ+
g )→ He + O + O+ 9.7× 10−16 [22] a

347 He+ + O2(b 1Σ+
g )→ He + O+

2 3× 10−17 [22] a

348 He+ + O−2 → He + O2 3.26× 10−14 (
Tg/300

)−1.1 [22] a

349 He+ + O3 → He + O2 + O+ 2.2× 10−15 [22] a

350 He+ + O−3 → He + O3 1.32× 10−13 (
Tg/300

)−0.9 [22] a

351 He+ + O−4 → He + 2O2 1.45× 10−13 (
Tg/300

)−0.9 [22] a

352 He∗2 + O− → e + 2He + O 6.7× 10−15 [22] a

353 He∗2 + O+
2 → 2He + O + O+ 6.2× 10−15 [22] a

354 He∗2 + O−2 → 2e + 2He + O+
2 6.1× 10−15 [22] a

355 He∗2 + O−3 → 2e + 2He + O + O+
2 6× 10−15 [22] a

356 He∗2 + O+
4 → 2He + 2O + O+

2 5.8× 10−15 [22] a

357 He∗2 + O−4 → 2e + 2He + O2 + O+
2 5.8× 10−15 [22] a

358 He+2 + O→ 2He + O+ 9× 10−16 [22] a

359 He+2 + O(1D)→ 2He + O+ 9× 10−16 [22] a

360 He+2 + O(1D)→ 2He + O+ 9× 10−16 [22] a

361 He+2 + O− → 2He + O 3.1× 10−14 (
Tg/300

)−1.1 [22] a

362 He+2 + O− + O2 → 2He + O2 + O 2× 10−37 (
Tg/300

)−2.5 [22] a

363 He+2 + O2 → 2He + O + O+ 1× 10−16 [22] a

364 He+2 + O2 → 2He + O+
2 9× 10−16 [22] a

365 He+2 + O2 + O−2 → 2He + 2O2 2× 10−37 (
Tg/300

)−2.5 [22] a

366 He+2 + O2 + O−4 → 2He + 3O2 2× 10−37 (
Tg/300

)−2.5 [22] a

367 He+2 + O2(a 1∆g)→ 2He + O+
2 1.2× 10−15 [22] a

368 He+2 + O2(b 1Σ+
g )→ 2He + O+

2 1.2× 10−15 [22] a

369 He+2 + O2 + O−3 → 2He + O2 + O3 2× 10−37 (
Tg/300

)−2.5 [22] a

370 He+2 + O−2 → 2He + O2 3.26× 10−14 (
Tg/300

)−1.1 [22] a

371 He+2 + O3 → 2He + O+ + O2 1.6× 10−15 [22] a

372 He+2 + O−3 → 2He + O3 1.34× 10−13 (
Tg/300

)−0.9 [22] a

373 He+2 + O−4 → 2He + 2O2 1.45× 10−13 (
Tg/300

)−0.9 [22] a
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Table A.2: An example of reduced O2–He chemistry set, using the DRGsh.path species
ranking scheme and reduction conditions from tables 5.10 and 5.11. The
reduction was performed with set of species of interest O, O2(a 1∆g) and
O3 (reduction case C1.4, Table 5.9). The reduction performed was only
species–oriented, therefore this reduced chemistry set almost certainly still
includes some redundant reactions. Kinetic data are directly as taken from
the source publication [22] and the reactions ID numbers are consistent with
the source publication. The reaction rate coefficients k of order-m reactions
are in [m3(m−1)s−1]. Gas temperature Tg is in [K]. The electron temperature
Te and electron energy loss ∆Ee are in [eV].
a Not the original source.

ID Reaction k ∆Ee Source

2 2e + He+2 → He∗ + He + e 1.62× 10−38T−4
e [22] a

4 e + He + He+2 → 3He 2.5× 10−39T−2.5
e [22] a

5 e + He→ e + He 7.77× 10−14T0.02
e exp (−0.5/Te) [22] a

7 e + He→ He∗ + e 3.3× 10−15T0.33
e exp (−21.6/Te) 19.8 [22] a

11 e + He+2 → He + He∗ 9.6× 10−17T−0.5
e [22] a

13 e + O→ e + O(1D) 8.45× 10−15T−0.31
e exp (−3.13/Te) 1.96 [22] a

16 e + O(1D)→ e + O 8.45× 10−15T0.31
e exp (−1.17/Te) -1.96 [22] a

19 e + O− → 2e + O 9.33× 10−14T0.18
e exp (−3.13/Te) 3.44 [22] a

21 e + O2 → 2e + O+
2 2.32× 10−15T0.99

e exp (−12.51/Te) 12.06 [22] a

22 e + O2 → e + O + O(1D) 3.12× 10−14T0.02
e exp (−8.05/Te) 8.5 [22] a

24 e + O2 → e + O2 4.15× 10−14T0.6
e exp (−0.02/Te) [22] a

25 e + O2 → e + O2 3.88× 10−17T−1.22
e exp (−0.55/Te) 0.02 [22] a

32 e + O2 → e + O2(a 1∆g) 2.1× 10−15T−0.23
e exp (−2.87/Te) 0.98 [22] a

33 e + O2 → e + O2(b 1Σ+
g ) 3.97× 10−16T−0.09

e exp (−2.67/Te) 1.63 [22] a

34 e + O2 → e + O2(b 1Σ+
g ) 1.28× 10−14T−1.16

e exp (−7/Te) 4.5 [22] a

35 e + O2 → e + O2(b 1Σ+
g ) 1.98× 10−14T−0.78

e exp (−7.36/Te) 6 [22] a

36 e + O2 → O + O− 1.32× 10−15T−1.4
e exp (−6.63/Te) [22] a

38 e + O2(a 1∆g)→ 2e + O+
2 2.32× 10−15T0.99

e exp (−11.53/Te) 11.08 [22] a

39 e + O2(a 1∆g)→ e + O + O(1D) 3.12× 10−14T0.02
e exp (−7.07/Te) 7.52 [22] a

40 e + O2(a 1∆g)→ e + O + O(1D) 1.56× 10−17T1.5
e exp (−3.7/Te) 9 [22] a

41 e + O2(a 1∆g)→ e + O2 2.1× 10−15T−0.23
e exp (−1.89/Te) -0.98 [22] a

42 e + O2(a 1∆g)→ e + O2(a 1∆g) 4.15× 10−14T0.6
e exp (−0.02/Te) [22] a

43 e + O2(a 1∆g)→ e + O2(a 1∆g) 3.88× 10−17T−1.22
e exp (−0.55/Te) 0.02 [22] a

50 e + O2(a 1∆g)→ O2(b 1Σ+
g ) + e 5.25× 10−15T−0.44

e exp (−1.49/Te) 0.66 [22] a

51 e + O2(a 1∆g)→ e + O2(b 1Σ+
g ) 1.28× 10−14T−1.16

e exp (−6.02/Te) 3.52 [22] a

52 e + O2(a 1∆g)→ e + O2(b 1Σ+
g ) 1.98× 10−14T−0.78

e exp (−6.38/Te) 5.02 [22] a

53 e + O2(a 1∆g)→ O + O− 4.14× 10−15T−1.34
e exp (−5.15/Te) 3 [22] a

54 e + O2(a 1∆g)→ O(1D) + O− 9.2× 10−16T−1.26
e exp (−6.55/Te) 3 [22] a

56 e + O2(b 1Σ+
g )→ 2e + O+

2 2.32× 10−15T0.99
e exp (−10.88/Te) 10.43 [22] a

57 e + O2(b 1Σ+
g )→ e + O + O(1D) 3.12× 10−14T0.02

e exp (−6.42/Te) 6.87 [22] a

58 e + O2(b 1Σ+
g )→ e + O + O(1D) 1.56× 10−17T1.5

e exp (−3.05/Te) 8.34 [22] a

59 e + O2(b 1Σ+
g )→ e + O2 3.97× 10−16T−0.09

e exp (−1.04/Te) -1.63 [22] a

60 e + O2(b 1Σ+
g )→ e + O2(a 1∆g) 5.25× 10−15T−0.44

e exp (−0.83/Te) -0.66 [22] a

61 e + O2(b 1Σ+
g )→ e + O2(b 1Σ+

g ) 4.15× 10−14T0.6
e exp (−0.02/Te) [22] a

62 e + O2(b 1Σ+
g )→ e + O2(b 1Σ+

g ) 3.88× 10−17T−1.22
e exp (−0.55/Te) 0.02 [22] a

69 e + O2(b 1Σ+
g )→ e + O2(b 1Σ+

g ) 1.28× 10−14T−1.16
e exp (−5.37/Te) 2.87 [22] a

70 e + O2(b 1Σ+
g )→ e + O2(b 1Σ+

g ) 1.98× 10−14T−0.78
e exp (−5.73/Te) 4.37 [22] a

71 e + O2(b 1Σ+
g )→ O + O− 7.11× 10−16T−1.04

e exp (−0.23/Te) [22] a

74 e + O3 → e + O(1D) + O2(a 1∆g) 3.22× 10−13T−1.18
e exp (−9.17/Te) 5.72 [22] a

76 e + O3 → O− + O2 3.45× 10−15T−0.96
e exp (−1/Te) [22] a

87 2He∗ → e + He+2 1.05× 10−15 -19 [22] a

92 3O→ O + O2 3.8× 10−44 (
Tg/300

)−1 exp
(
−17/Tg

)
[22] a

93 3O→ O + O2(b 1Σ+
g ) 1.4× 10−42 exp

(
−65/Tg

)
[22] a

94 2O + O2 → O + O3 4.2× 10−47 exp
(
1056/Tg

)
[22] a

95 2O + O2 → O + O3(ν) 9.8× 10−47 exp
(
1056/Tg

)
[22] a
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96 2O + O2 → O2(a 1∆g) + O2 6.5× 10−45 (
Tg/300

)−1 exp
(
−17/Tg

)
[22] a

97 2O + O2 → O2(b 1Σ+
g ) + O2 6.5× 10−45 (

Tg/300
)−1 exp

(
−17/Tg

)
[22] a

98 O + O(1D)→ 2O 2× 10−18 [22] a

101 O + 2O2 → O2 + O3 1.8× 10−46 (
Tg/300

)−2.6 [22] a

102 O + 2O2 → O2 + O3(ν) 4.2× 10−46 (
Tg/300

)−2.6 [22] a

103 O + O2 + O2(a 1∆g)→ O + 2O2 1.1× 10−44 [22] a

104 O + O2 + O3 → 2O3 1.4× 10−47 exp
(
−105/Tg

)
[22] a

105 O + O2 + O3 → O3 + O3(ν) 3.27× 10−47 exp
(
−105/Tg

)
[22] a

106 O + O2(a 1∆g)→ O + O2 1× 10−22 -2.14 [22] a

107 O + O2(b 1Σ+
g )→ O + O2(a 1∆g) 8× 10−20 -0.65 [22] a

108 O + O3 → 2O + O2 1.2× 10−15 exp
(
−114/Tg

)
[22] a

110 O + O3(ν)→ 2O2 4.5× 10−18 [22] a

111 O + O3(ν)→ O3 + O 1.05× 10−17 [22] a

112 O(1D) + O2 → O + O2(b 1Σ+
g ) 2.64× 10−17 exp

(
55/Tg

)
[22] a

113 O(1D) + O2 → O + O2(a 1∆g) 6.6× 10−18 exp
(
55/Tg

)
[22] a

114 O(1D) + O3 → 2O + O2 1.2× 10−16 [22] a

115 O(1D) + O3 → 2O2 1.2× 10−16 [22] a

124 2O2 → 2O + O2 6.6× 10−15 (
Tg/300

)−1.5 exp
(
−59/Tg

)
[22] a

126 O2 + O2(a 1∆g)→ 2O2 3.6× 10−24 exp
(
−22/Tg

)
[22] a

128 O2 + O2(b 1Σ+
g )→ O2 + O2(a 1∆g) 3.9× 10−23 [22] a

130 O2 + O3 → O + 2O2 7.26× 10−16 exp
(
−11435/Tg

)
[22] a

131 O2 + O3(ν)→ O2 + O3 4× 10−20 [22] a

132 2O2(a 1∆g)→ O2 + O2(b 1Σ+
g ) 2.7× 10−23 [22] a

133 O2(a 1∆g) + O2(b 1Σ+
g )→ O2 + O2(b 1Σ+

g ) 2.7× 10−23 [22] a

134 2O2(b 1Σ+
g )→ O2 + O2(b 1Σ+

g ) 2.7× 10−23 [22] a

135 O2(a 1∆g) + O3 → O + 2O2 5.2× 10−17 exp
(
−284/Tg

)
[22] a

136 O2(a 1∆g) + O3(ν)→ O2 + O3 5× 10−17 [22] a

137 O2(b 1Σ+
g ) + O3 → O + 2O2 2.4× 10−17 exp

(
−135/Tg

)
[22] a

138 O2(b 1Σ+
g ) + O3 → O2 + O3 5.5× 10−18 exp

(
−135/Tg

)
[22] a

139 O2(b 1Σ+
g ) + O3 → O2(a 1∆g) + O3 5.5× 10−18 exp

(
−135/Tg

)
[22] a

140 2O3 → O + O2 + O3 1.65× 10−15 exp
(
−11435/Tg

)
[22] a

141 O3 + O3(ν)→ 2O3 1× 10−19 [22] a

143 2e + O+
2 → e + O2 2× 10−39T−4.5

e [22] a

149 e + O2 + O+
2 → 2O2 3.3× 10−44T−2.5

e [22] a

151 e + O+
2 → O + O(1D) 9.1× 10−15T−0.7

e [22] a

155 O + O− → e + O2 2.3× 10−16 (
Tg/300

)−1.3 [22] a

162 O(1D) + O− → 2O + e 7.4× 10−16 [22] a

198 O− + O2 → O3 + e 1× 10−18 [22] a

204 O− + O2(a 1∆g)→ O3 + e 6.1× 10−17 [22] a

206 O− + O2(b 1Σ+
g )→ O3 + e 6.1× 10−17 [22] a

207 O− + O+
2 → 3O 1.61× 10−14 (

Tg/300
)−1.1 [22] a

208 O− + O+
2 → O + O2 1.61× 10−14 (

Tg/300
)−1.1 [22] a

209 O− + O3 → e + 2O2 3× 10−16 [22] a

237 O+
2 + O− + O2 → O + 2O2 1× 10−37 (

Tg/300
)−2.5 [22] a

238 O+
2 + O− + O2 → O2 + O3 1× 10−37 (

Tg/300
)−2.5 [22] a

261 He + He∗ + O2 → e + 2He + O+
2 1.6× 10−43 [22] a

262 He + He∗ + O2(a 1∆g)→ e + 2He + O+
2 1.6× 10−43 [22] a

263 He + He∗ + O2(b 1Σ+
g )→ e + 2He + O+

2 1.6× 10−43 [22] a

264 He + He∗ + O3 → e + 2He + O + O+
2 1.6× 10−43 [22] a

265 He + 2O→ He + O2(a 1∆g) 2× 10−45 (
Tg/300

)−1 exp
(
−17/Tg

)
[22] a

266 He + 2O→ He + O2(b 1Σ+
g ) 2× 10−45 (

Tg/300
)−1 exp

(
−17/Tg

)
[22] a

267 He + O + O2 → He + O3 9× 10−47 (
Tg/300

)−2.6 [22] a

268 He + O + O2 → He + O3(ν) 2.1× 10−46 (
Tg/300

)−2.6 [22] a

269 He + O + O2(a 1∆g)→ He + O + O2 4× 10−45 [22] a

270 He + O(1D)→ He + O 1× 10−21 [22] a

273 He + O2(a 1∆g)→ He + O2 5× 10−27 [22] a

275 He + O2(b 1Σ+
g )→ He + O2(a 1∆g) 4.3× 10−24 [22] a

277 He + O3 → He + O + O2 5.61× 10−16 exp
(
−114/Tg

)
[22] a

278 He + O3(ν)→ He + O3 6× 10−20 [22] a

282 He∗ + O2 → e + He + O+
2 2.6× 10−16 [22] a

Continued on next page

178



Table A.2 (Continued)

ID Reaction k ∆Ee Source

283 He∗ + O2(a 1∆g)→ e + He + O+
2 2.6× 10−16 [22] a

284 He∗ + O2(b 1Σ+
g )→ e + He + O+

2 2.6× 10−16 [22] a

285 He∗ + O3 → e + He + O + O+
2 2.6× 10−16 [22] a

293 e + He + O→ He + O− 1× 10−44T−0.5
e [22] a

300 He + He+2 + O− → 3He + O 2× 10−37 (
Tg/300

)−2.5 [22] a

301 He + He+2 + O2 → 3He + O+
2 3.5× 10−41 [22] a

310 He + O− → e + He + O 2.5× 10−24 (
Tg/300

)−0.6 [22] a

312 He + O− + O+
2 → He + O + O2 2× 10−37 (

Tg/300
)−2.5 [22] a

361 He+2 + O− → 2He + O 3.1× 10−14 (
Tg/300

)−1.1 [22] a

362 He+2 + O− + O2 → 2He + O2 + O 2× 10−37 (
Tg/300

)−2.5 [22] a

364 He+2 + O2 → 2He + O+
2 9× 10−16 [22] a

367 He+2 + O2(a 1∆g)→ 2He + O+
2 1.2× 10−15 [22] a

368 He+2 + O2(b 1Σ+
g )→ 2He + O+

2 1.2× 10−15 [22] a

Table A.3: Detailed chemistry set for the N2–H2 atm. pressure reduction cases. The
reactions ID numbers are consistent with the source publication. The reaction
rate coefficients k of order-m reactions are in [m3(m−1)s−1]. Gas temperature
Tg is in [K]. The electron temperature Te and electron energy loss ∆Ee are
in [eV].
a Fitted from a cross section on a grid of Maxwellian temperatures.
b Original source not listed in QDB.
c Not the original source.
d Threshold energy ∆Ee taken from QDB.
e By detailed balance from the corresponding forward reaction.
f Expressed for Tg = 400 K.
g Data not present in the source publication.
h With the assumption of Teff = Tg.

ID Reaction k ∆Ee Source

1 e + N2 → e + N2(A 3Σ+
u ) 2.19× 10−14T−0.61

e exp (−9.34/Te) 7.6 [9; 193]a

1.1 e + N2 → e + N2(B 3Πg) 5.22× 10−14T−0.85
e exp (−10.5/Te) 8.55 [9; 193]a

1.2 e + N2 → e + N2(a′ 1Σ−u ) 1.97× 10−14T−0.95
e exp (−12/Te) 9.4 [9; 193]a

1.3 e + N2 → e + N2(C 3Πu) 1.17× 10−13T−1.02
e exp (−13.6/Te) 11 [9; 193]a

2 e + H2 → e + H2(b 3Σ+
u ) 1.1× 10−13T−0.8

e exp (−11.6/Te) 8.9 [9]a,b

2.1 e + H2 → e + H2(B 1Σ+
u ) 3.77× 10−15T0.51

e exp (−12.5/Te) 11.3 [9; 194]a

2.2 e + H2 → e + H2(c 3Πu) 9.77× 10−14T−0.95
e exp (−13.9/Te) 11.8 [9]a,b

2.3 e + H2 → e + H2(a 3Σ+
g ) 3.34× 10−14T−0.93

e exp (−14.1/Te) 11.8 [9]a,b

3 e + N2 → 2e + N+
2 1.08× 10−14T0.63

e exp (−16.6/Te) 15.5 [9; 193]a

3.1 e + H2 → 2e + H+
2 1.09× 10−14T0.46

e exp (−16/Te) 15.5 [9]a,b

4 e + N→ 2e + N+ 3× 10−15T0.89
e exp (−13.1/Te) 14.5 [9; 195]a

5 e + H→ 2e + H+ 6.5× 10−15T0.49
e exp (−12.89/Te) 13.6 [5]c,d

6 e + NH→ 2e + NH+ 9.18× 10−15T0.72
e exp (−13.9/Te) 13.5 [9; 196]a

7 e + NH2 → 2e + NH+
2 2.78× 10−15T1.07

e exp (−9.27/Te) 11.2 [9; 196]a

8 e + NH3 → 2e + NH+
3 2.7× 10−15T0.88

e exp (−9.84/Te) 10.2 [9]a,b

9 e + N2 → e + N2(ν1) 3.09× 10−14T−1.44
e exp (−2.28/Te) 0.29 [9]a,b

9.1 e + N2 → e + N2(ν2) 1.83× 10−14T−1.46
e exp (−2.34/Te) 0.57 [9]a,b

9.2 e + N2 → e + N2(ν3) 1.29× 10−15T−1.47
e exp (−2.33/Te) 0.85 [9]a,b

9.3 e + N2 → e + N2(ν4) 9.31× 10−15T−1.48
e exp (−2.41/Te) 1.13 [9]a,b

9.4 e + N2 → e + N2(ν5) 8.14× 10−15T−1.48
e exp (−2.48/Te) 1.8 [9]a,b

9.5 e + N2 → e + N2(ν6) 7.13× 10−15T−1.49
e exp (−2.58/Te) 1.68 [9]a,b

9.6 e + N2 → e + N2(ν7) 4.07× 10−15T−1.49
e exp (−2.72/Te) 1.95 [9]a,b

9.7 e + N2 → e + N2(ν8) 1.98× 10−15T−1.49
e exp (−2.87/Te) 2.21 [9]a,b

9.8 e + N2(ν1)→ e + N2 3.09× 10−14T−1.44
e exp (−1.99/Te) -0.29 e
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ID Reaction k ∆Ee Source

9.9 e + N2(ν2)→ e + N2 1.83× 10−14T−1.46
e exp (−1.77/Te) -0.57 e

9.10 e + N2(ν3)→ e + N2 1.29× 10−15T−1.47
e exp (−1.48/Te) -0.85 e

9.11 e + N2(ν4)→ e + N2 9.31× 10−15T−1.48
e exp (−1.28/Te) -1.13 e

9.12 e + N2(ν5)→ e + N2 8.14× 10−15T−1.48
e exp (−0.68/Te) -1.8 e

9.13 e + N2(ν6)→ e + N2 7.13× 10−15T−1.49
e exp (−0.9/Te) -1.68 e

9.14 e + N2(ν7)→ e + N2 4.07× 10−15T−1.49
e exp (−0.77/Te) -1.95 e

9.15 e + N2(ν8)→ e + N2 1.98× 10−15T−1.49
e exp (−0.66/Te) -2.21 e

10 e + H2 → e + H2(ν1) 1.67× 10−14T−0.86
e exp (−2.32/Te) 0.52 [9; 197]a

10.1 e + H2 → e + H2(ν2) 2.62× 10−15T−1.13
e exp (−3.85/Te) 1 [9; 197]a

10.2 e + H2 → e + H2(ν3) 2.42× 10−16T−1.04
e exp (−3.34/Te) 1.5 [47; 198]a

10.3 e + H2(ν1)→ e + H2 1.67× 10−14T−0.86
e exp (−1.8/Te) -0.52 e

10.4 e + H2(ν2)→ e + H2 2.62× 10−15T−1.13
e exp (−2.85/Te) -1 e

10.5 e + H2(ν3)→ e + H2 2.42× 10−16T−1.04
e exp (−1.84/Te) -1.5 e

11 N2(ν1) + N2 → 2N2 2.48× 10−27 [5]c,f

11.1 N2(ν1) + H2 → N2 + H2 3.94× 10−22 [5]c,f

11.2 N2(ν1) + N→ N2 + N 9.91× 10−24 [5]c,f

11.3 N2(ν1) + H→ N2 + H 7.99× 10−24 [5]c,f

11.4 N2(ν2) + N2 → N2(ν1) + N2 9.94× 10−27 [5]c,f

11.5 N2(ν2) + H2 → N2(ν1) + H2 1.34× 10−21 [5]c,f

11.6 N2(ν2) + N→ N2(ν1) + N 1.7× 10−23 [5]c,f

11.7 N2(ν2) + H→ N2(ν1) + H 1.9× 10−23 [5]c,f

11.8 N2(ν3) + N2 → N2(ν2) + N2 1.77× 10−26 [5]c,f

11.9 N2(ν3) + H2 → N2(ν2) + H2 2.02× 10−21 [5]c,f

11.10 N2(ν3) + N→ N2(ν2) + N 2.89× 10−23 [5]c,f

11.11 N2(ν3) + H→ N2(ν2) + H 4.5× 10−23 [5]c,f

11.12 N2(ν4) + N2 → N2(ν3) + N2 2.97× 10−26 [5]c,f

11.13 N2(ν4) + H2 → N2(ν3) + H2 2.86× 10−21 [5]c,f

11.14 N2(ν4) + N→ N2(ν3) + N 4.88× 10−23 [5]c,f

11.15 N2(ν4) + H→ N2(ν3) + H 1.05× 10−22 [5]c,f

11.16 N2(ν5) + N2 → N2(ν4) + N2 4.77× 10−26 [5]c,f

11.17 N2(ν5) + H2 → N2(ν4) + H2 3.88× 10−21 [5]c,f

11.18 N2(ν5) + N→ N2(ν4) + N 8.2× 10−23 [5]c,f

11.19 N2(ν5) + H→ N2(ν4) + H 2.42× 10−22 [5]c,f

11.20 N2(ν6) + N2 → N2(ν5) + N2 7.45× 10−26 [5]c,f

11.21 N2(ν6) + H2 → N2(ν5) + H2 5.13× 10−21 [5]c,f

11.22 N2(ν6) + N→ N2(ν5) + N 1.37× 10−22 [5]c,f

11.23 N2(ν6) + H→ N2(ν5) + H 5.53× 10−22 [5]c,f

11.24 N2(ν7) + N2 → N2(ν6) + N2 1.14× 10−25 [5]c,f

11.25 N2(ν7) + H2 → N2(ν6) + H2 6.65× 10−21 [5]c,f

11.26 N2(ν7) + N→ N2(ν6) + N 2.27× 10−22 [5]c,f

11.27 N2(ν7) + H→ N2(ν6) + H 1.25× 10−21 [5]c,f

11.28 N2(ν8) + N2 → N2(ν7) + N2 1.72× 10−25 [5]c,f

11.29 N2(ν8) + H2 → N2(ν7) + H2 8.47× 10−21 [5]c,f

11.30 N2(ν8) + N→ N2(ν7) + N 3.73× 10−22 [5]c,f

11.31 N2(ν8) + H→ N2(ν7) + H 2.8× 10−21 [5]c,f

11.32 2N2 → N2(ν1) + N2 5.82× 10−31 [5]c,f

11.33 N2 + H2 → N2(ν1) + H2 9.24× 10−26 [5]c,f

11.34 N2 + N→ N2(ν1) + N 2.33× 10−27 [5]c,f

11.35 N2 + H→ N2(ν1) + H 1.88× 10−27 [5]c,f

11.36 N2(ν1) + N2 → N2(ν2) + N2 2.55× 10−30 [5]c,f

11.37 N2(ν1) + H2 → N2(ν2) + H2 3.43× 10−25 [5]c,f

11.38 N2(ν1) + N→ N2(ν2) + N 4.35× 10−27 [5]c,f

11.39 N2(ν1) + H→ N2(ν2) + H 4.88× 10−27 [5]c,f

11.40 N2(ν2) + N2 → N2(ν3) + N2 4.96× 10−30 [5]c,f

11.41 N2(ν2) + H2 → N2(ν3) + H2 5.64× 10−25 [5]c,f

11.42 N2(ν2) + N→ N2(ν3) + N 8.08× 10−27 [5]c,f

11.43 N2(ν2) + H→ N2(ν3) + H 1.26× 10−26 [5]c,f

11.44 N2(ν3) + N2 → N2(ν4) + N2 9.32× 10−30 [5]c,f

11.45 N2(ν3) + H2 → N2(ν4) + H2 8.97× 10−25 [5]c,f

11.46 N2(ν3) + N→ N2(ν4) + N 1.53× 10−26 [5]c,f
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11.47 N2(ν3) + H→ N2(ν4) + H 3.29× 10−26 [5]c,f

11.48 N2(ν4) + N2 → N2(ν5) + N2 1.63× 10−29 [5]c,f

11.49 N2(ν4) + H2 → N2(ν5) + H2 1.33× 10−24 [5]c,f

11.50 N2(ν4) + N→ N2(ν5) + N 2.81× 10−26 [5]c,f

11.51 N2(ν4) + H→ N2(ν5) + H 8.3× 10−26 [5]c,f

11.52 N2(ν5) + N2 → N2(ν6) + N2 2.87× 10−29 [5]c,f

11.53 N2(ν5) + H2 → N2(ν6) + H2 1.97× 10−24 [5]c,f

11.54 N2(ν5) + N→ N2(ν6) + N 5.26× 10−26 [5]c,f

11.55 N2(ν5) + H→ N2(ν6) + H 2.13× 10−25 [5]c,f

11.56 N2(ν6) + N2 → N2(ν7) + N2 4.78× 10−29 [5]c,f

11.57 N2(ν6) + H2 → N2(ν7) + H2 2.79× 10−24 [5]c,f

11.58 N2(ν6) + N→ N2(ν7) + N 9.51× 10−26 [5]c,f

11.59 N2(ν6) + H→ N2(ν7) + H 5.25× 10−25 [5]c,f

11.60 N2(ν7) + N2 → N2(ν8) + N2 8.09× 10−29 [5]c,f

11.61 N2(ν7) + H2 → N2(ν8) + H2 3.99× 10−24 [5]c,f

11.62 N2(ν7) + N→ N2(ν8) + N 1.76× 10−25 [5]c,f

11.63 N2(ν7) + H→ N2(ν8) + H 1.32× 10−24 [5]c,f

12.1 H2(ν1) + H2 → 2H2 4.38× 10−22 [5]c,f

12.3 H2(ν1) + H→ H2 + H 6.25× 10−24 [5]c,f

12.5 H2(ν2) + H2 → H2(ν1) + H2 2.14× 10−21 [5]c,f

12.7 H2(ν2) + H→ H2(ν1) + H 2.58× 10−23 [5]c,f

12.9 H2(ν3) + H2 → H2(ν2) + H2 4.67× 10−21 [5]c,f

12.11 H2(ν3) + H→ H2(ν2) + H 8.01× 10−23 [5]c,f

12.13 2H2 → H2(ν1) + H2 1.38× 10−28 [5]c,f

12.15 H2 + H→ H2(ν1) + H 1.97× 10−30 [5]c,f

12.17 H2(ν1) + H2 → H2(ν2) + H2 1.71× 10−27 [5]c,f

12.19 H2(ν1) + H→ H2(ν2) + H 2.05× 10−29 [5]c,f

12.21 H2(ν2) + H2 → H2(ν3) + H2 2.34× 10−27 [5]c,f

12.23 H2(ν2) + H→ H2(ν3) + H 4.01× 10−29 [5]c,f

13 2N2(ν1)→ N2 + N2(ν2) 6.51× 10−20 [5]c,f

13.1 N2(ν1) + N2(ν2)→ N2 + N2(ν3) 7.95× 10−20 [5]c,f

13.2 N2(ν1) + N2(ν3)→ N2 + N2(ν4) 7.74× 10−20 [5]c,f

13.3 N2(ν1) + N2(ν4)→ N2 + N2(ν5) 7.53× 10−20 [5]c,f

13.4 N2(ν1) + N2(ν5)→ N2 + N2(ν6) 6.35× 10−20 [5]c,f

13.5 N2(ν1) + N2(ν6)→ N2 + N2(ν7) 5.66× 10−20 [5]c,f

13.6 N2(ν1) + N2(ν7)→ N2 + N2(ν8) 4.47× 10−20 [5]c,f

13.7 N2(ν2) + N2 → 2N2(ν1) 8.61× 10−20 [5]c,f

13.8 2N2(ν2)→ N2(ν1) + N2(ν3) 1.98× 10−19 [5]c,f

13.9 N2(ν2) + N2(ν3)→ N2(ν1) + N2(ν4) 1.99× 10−19 [5]c,f

13.10 N2(ν2) + N2(ν4)→ N2(ν1) + N2(ν5) 1.96× 10−19 [5]c,f

13.11 N2(ν2) + N2(ν5)→ N2(ν1) + N2(ν6) 1.67× 10−19 [5]c,f

13.12 N2(ν2) + N2(ν6)→ N2(ν1) + N2(ν7) 1.5× 10−19 [5]c,f

13.13 N2(ν2) + N2(ν7)→ N2(ν1) + N2(ν8) 1.19× 10−19 [5]c,f

13.14 N2(ν3) + N2 → N2(ν2) + N2(ν1) 1.26× 10−19 [5]c,f

13.15 N2(ν3) + N2(ν1)→ 2N2(ν2) 2.62× 10−19 [5]c,f

13.16 2N2(ν3)→ N2(ν2) + N2(ν4) 3.74× 10−19 [5]c,f

13.17 N2(ν3) + N2(ν4)→ N2(ν2) + N2(ν5) 3.77× 10−19 [5]c,f

13.18 N2(ν3) + N2(ν5)→ N2(ν2) + N2(ν6) 3.28× 10−19 [5]c,f

13.19 N2(ν3) + N2(ν6)→ N2(ν2) + N2(ν7) 2.96× 10−19 [5]c,f

13.20 N2(ν3) + N2(ν7)→ N2(ν2) + N2(ν8) 2.37× 10−19 [5]c,f

13.21 N2(ν4) + N2 → N2(ν3) + N2(ν1) 7.16× 10−20 [5]c,f

13.22 N2(ν4) + N2(ν1)→ N2(ν3) + N2(ν2) 3.18× 10−19 [5]c,f

13.23 N2(ν4) + N2(ν2)→ 2N2(ν3) 5.35× 10−19 [5]c,f

13.24 2N2(ν4)→ N2(ν3) + N2(ν5) 6.75× 10−19 [5]c,f

13.25 N2(ν4) + N2(ν5)→ N2(ν3) + N2(ν6) 6.1× 10−19 [5]c,f

13.26 N2(ν4) + N2(ν6)→ N2(ν3) + N2(ν7) 5.62× 10−19 [5]c,f

13.27 N2(ν4) + N2(ν7)→ N2(ν3) + N2(ν8) 4.57× 10−19 [5]c,f

13.28 N2(ν5) + N2 → N2(ν4) + N2(ν1) 5.97× 10−20 [5]c,f

13.29 N2(ν5) + N2(ν1)→ N2(ν4) + N2(ν2) 6.68× 10−20 [5]c,f

13.30 N2(ν5) + N2(ν2)→ N2(ν4) + N2(ν3) 5.79× 10−20 [5]c,f
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13.31 N2(ν5) + N2(ν3)→ 2N2(ν4) 5.16× 10−20 [5]c,f

13.32 2N2(ν5)→ N2(ν4) + N2(ν6) 3.88× 10−20 [5]c,f

13.33 N2(ν5) + N2(ν6)→ N2(ν4) + N2(ν7) 3.17× 10−20 [5]c,f

13.34 N2(ν5) + N2(ν7)→ N2(ν4) + N2(ν8) 2.23× 10−20 [5]c,f

13.35 N2(ν6) + N2 → N2(ν5) + N2(ν1) 9.4× 10−20 [5]c,f

13.36 N2(ν6) + N2(ν1)→ N2(ν5) + N2(ν2) 1.81× 10−19 [5]c,f

13.37 N2(ν6) + N2(ν2)→ N2(ν5) + N2(ν3) 1.62× 10−19 [5]c,f

13.38 N2(ν6) + N2(ν3)→ N2(ν5) + N2(ν4) 1.47× 10−19 [5]c,f

13.39 N2(ν6) + N2(ν4)→ 2N2(ν5) 1.12× 10−19 [5]c,f

13.40 2N2(ν6)→ N2(ν5) + N2(ν7) 9.16× 10−20 [5]c,f

13.41 N2(ν6) + N2(ν7)→ N2(ν5) + N2(ν8) 6.48× 10−20 [5]c,f

13.42 N2(ν7) + N2 → N2(ν6) + N2(ν1) 1.5× 10−19 [5]c,f

13.43 N2(ν7) + N2(ν1)→ N2(ν6) + N2(ν2) 2.85× 10−19 [5]c,f

13.44 N2(ν7) + N2(ν2)→ N2(ν6) + N2(ν3) 3.33× 10−19 [5]c,f

13.45 N2(ν7) + N2(ν3)→ N2(ν6) + N2(ν4) 3.08× 10−19 [5]c,f

13.46 N2(ν7) + N2(ν4)→ N2(ν6) + N2(ν5) 2.38× 10−19 [5]c,f

13.47 N2(ν7) + N2(ν5)→ 2N2(ν6) 1.97× 10−19 [5]c,f

13.48 2N2(ν7)→ N2(ν6) + N2(ν8) 1.41× 10−19 [5]c,f

13.49 N2(ν8) + N2 → N2(ν7) + N2(ν1) 9.58× 10−20 [5]c,f

13.50 N2(ν8) + N2(ν1)→ N2(ν7) + N2(ν2) 3.9× 10−19 [5]c,f

13.51 N2(ν8) + N2(ν2)→ N2(ν7) + N2(ν3) 6.01× 10−19 [5]c,f

13.52 N2(ν8) + N2(ν3)→ N2(ν7) + N2(ν4) 6.19× 10−19 [5]c,f

13.53 N2(ν8) + N2(ν4)→ N2(ν7) + N2(ν5) 4.98× 10−19 [5]c,f

13.54 N2(ν8) + N2(ν5)→ N2(ν7) + N2(ν6) 4.2× 10−19 [5]c,f

13.55 N2(ν8) + N2(ν6)→ 2N2(ν7) 3.04× 10−19 [5]c,f

14 2H2(ν1)→ H2 + H2(ν2) [5]c,g

14.1 H2(ν1) + H2(ν2)→ H2 + H2(ν3) [5]c,g

14.2 H2(ν2) + H2 → 2H2(ν1) [5]c,g

14.3 2H2(ν2)→ H2(ν1) + H2(ν3) [5]c,g

14.4 H2(ν3) + H2 → H2(ν2) + H2(ν1) [5]c,g

14.5 H2(ν3) + H2(ν1)→ 2H2(ν2) [5]c,g

15 N2 + H2(ν1)→ N2(ν1) + H2 4.15× 10−22 [5]c,f

15.1 N2 + H2(ν2)→ N2(ν1) + H2(ν1) 2.24× 10−21 [5]c,f

15.2 N2 + H2(ν3)→ N2(ν1) + H2(ν2) 2.1× 10−21 [5]c,f

15.3 N2(ν1) + H2(ν1)→ N2(ν2) + H2 7.62× 10−22 [5]c,f

15.4 N2(ν1) + H2(ν2)→ N2(ν2) + H2(ν1) 4.12× 10−21 [5]c,f

15.5 N2(ν1) + H2(ν3)→ N2(ν2) + H2(ν2) 3.86× 10−21 [5]c,f

15.6 N2(ν2) + H2(ν1)→ N2(ν3) + H2 1.05× 10−21 [5]c,f

15.7 N2(ν2) + H2(ν2)→ N2(ν3) + H2(ν1) 5.68× 10−21 [5]c,f

15.8 N2(ν2) + H2(ν3)→ N2(ν3) + H2(ν2) 5.32× 10−21 [5]c,f

15.9 N2(ν3) + H2(ν1)→ N2(ν4) + H2 1.25× 10−21 [5]c,f

15.10 N2(ν3) + H2(ν2)→ N2(ν4) + H2(ν1) 6.74× 10−21 [5]c,f

15.11 N2(ν3) + H2(ν3)→ N2(ν4) + H2(ν2) 6.31× 10−21 [5]c,f

15.12 N2(ν4) + H2(ν1)→ N2(ν5) + H2 1.43× 10−21 [5]c,f

15.13 N2(ν4) + H2(ν2)→ N2(ν5) + H2(ν1) 7.73× 10−21 [5]c,f

15.14 N2(ν4) + H2(ν3)→ N2(ν5) + H2(ν2) 7.24× 10−21 [5]c,f

15.15 N2(ν5) + H2(ν1)→ N2(ν6) + H2 1.53× 10−21 [5]c,f

15.16 N2(ν5) + H2(ν2)→ N2(ν6) + H2(ν1) 8.26× 10−21 [5]c,f

15.17 N2(ν5) + H2(ν3)→ N2(ν6) + H2(ν2) 7.74× 10−21 [5]c,f

15.18 N2(ν6) + H2(ν1)→ N2(ν7) + H2 1.64× 10−21 [5]c,f

15.19 N2(ν6) + H2(ν2)→ N2(ν7) + H2(ν1) 8.85× 10−21 [5]c,f

15.20 N2(ν6) + H2(ν3)→ N2(ν7) + H2(ν2) 8.29× 10−21 [5]c,f

15.21 N2(ν7) + H2(ν1)→ N2(ν8) + H2 1.66× 10−21 [5]c,f

15.22 N2(ν7) + H2(ν2)→ N2(ν8) + H2(ν1) 9.01× 10−21 [5]c,f

15.23 N2(ν7) + H2(ν3)→ N2(ν8) + H2(ν2) 8.43× 10−21 [5]c,f

15.24 N2(ν1) + H2 → N2 + H2(ν1) 5.56× 10−25 [5]c,f

15.25 N2(ν1) + H2(ν1)→ N2 + H2(ν2) 7.61× 10−24 [5]c,f

15.26 N2(ν1) + H2(ν2)→ N2 + H2(ν3) 4.48× 10−24 [5]c,f

15.27 N2(ν2) + H2 → N2(ν1) + H2(ν1) 9.36× 10−25 [5]c,f

15.28 N2(ν2) + H2(ν1)→ N2(ν1) + H2(ν2) 1.28× 10−23 [5]c,f
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15.29 N2(ν2) + H2(ν2)→ N2(ν1) + H2(ν3) 7.54× 10−24 [5]c,f

15.30 N2(ν3) + H2 → N2(ν2) + H2(ν1) 1.18× 10−24 [5]c,f

15.31 N2(ν3) + H2(ν1)→ N2(ν2) + H2(ν2) 1.62× 10−23 [5]c,f

15.32 N2(ν3) + H2(ν2)→ N2(ν2) + H2(ν3) 9.52× 10−24 [5]c,f

15.33 N2(ν4) + H2 → N2(ν3) + H2(ν1) 1.25× 10−24 [5]c,f

15.34 N2(ν4) + H2(ν1)→ N2(ν3) + H2(ν2) 1.71× 10−23 [5]c,f

15.35 N2(ν4) + H2(ν2)→ N2(ν3) + H2(ν3) 1.01× 10−23 [5]c,f

15.36 N2(ν5) + H2 → N2(ν4) + H2(ν1) 1.31× 10−24 [5]c,f

15.37 N2(ν5) + H2(ν1)→ N2(ν4) + H2(ν2) 1.8× 10−23 [5]c,f

15.38 N2(ν5) + H2(ν2)→ N2(ν4) + H2(ν3) 1.06× 10−23 [5]c,f

15.39 N2(ν6) + H2 → N2(ν5) + H2(ν1) 1.25× 10−24 [5]c,f

15.40 N2(ν6) + H2(ν1)→ N2(ν5) + H2(ν2) 1.71× 10−23 [5]c,f

15.41 N2(ν6) + H2(ν2)→ N2(ν5) + H2(ν3) 1.01× 10−23 [5]c,f

15.42 N2(ν7) + H2 → N2(ν6) + H2(ν1) 1.23× 10−24 [5]c,f

15.43 N2(ν7) + H2(ν1)→ N2(ν6) + H2(ν2) 1.68× 10−23 [5]c,f

15.44 N2(ν7) + H2(ν2)→ N2(ν6) + H2(ν3) 9.89× 10−24 [5]c,f

15.45 N2(ν8) + H2 → N2(ν7) + H2(ν1) 1.11× 10−24 [5]c,f

15.46 N2(ν8) + H2(ν1)→ N2(ν7) + H2(ν2) 1.52× 10−23 [5]c,f

15.47 N2(ν8) + H2(ν2)→ N2(ν7) + H2(ν3) 8.96× 10−24 [5]c,f

16 H2 + N2(ν2)→ H2(ν1) + N2 5.03× 10−22 [5]c,f

16.1 H2 + N2(ν3)→ H2(ν1) + N2(ν1) 1.84× 10−21 [5]c,f

16.2 H2 + N2(ν4)→ H2(ν1) + N2(ν2) 4.62× 10−21 [5]c,f

16.3 H2 + N2(ν5)→ H2(ν1) + N2(ν3) 9.66× 10−21 [5]c,f

16.4 H2 + N2(ν6)→ H2(ν1) + N2(ν4) 1.81× 10−20 [5]c,f

16.5 H2 + N2(ν7)→ H2(ν1) + N2(ν5) 3.15× 10−20 [5]c,f

16.6 H2 + N2(ν8)→ H2(ν1) + N2(ν6) 5.19× 10−20 [5]c,f

16.7 H2(ν1) + N2(ν2)→ H2(ν2) + N2 1.02× 10−21 [5]c,f

16.8 H2(ν1) + N2(ν3)→ H2(ν2) + N2(ν1) 3.75× 10−21 [5]c,f

16.9 H2(ν1) + N2(ν4)→ H2(ν2) + N2(ν2) 9.41× 10−21 [5]c,f

16.10 H2(ν1) + N2(ν5)→ H2(ν2) + N2(ν3) 1.97× 10−20 [5]c,f

16.11 H2(ν1) + N2(ν6)→ H2(ν2) + N2(ν4) 3.68× 10−20 [5]c,f

16.12 H2(ν1) + N2(ν7)→ H2(ν2) + N2(ν5) 6.41× 10−20 [5]c,f

16.13 H2(ν1) + N2(ν8)→ H2(ν2) + N2(ν6) 1.06× 10−19 [5]c,f

16.14 H2(ν2) + N2(ν2)→ H2(ν3) + N2 1.56× 10−21 [5]c,f

16.15 H2(ν2) + N2(ν3)→ H2(ν3) + N2(ν1) 5.72× 10−21 [5]c,f

16.16 H2(ν2) + N2(ν4)→ H2(ν3) + N2(ν2) 1.44× 10−20 [5]c,f

16.17 H2(ν2) + N2(ν5)→ H2(ν3) + N2(ν3) 3× 10−20 [5]c,f

16.18 H2(ν2) + N2(ν6)→ H2(ν3) + N2(ν4) 5.62× 10−20 [5]c,f

16.19 H2(ν2) + N2(ν7)→ H2(ν3) + N2(ν5) 9.79× 10−20 [5]c,f

16.20 H2(ν2) + N2(ν8)→ H2(ν3) + N2(ν6) 1.61× 10−19 [5]c,f

16.21 H2(ν1) + N2 → H2 + N2(ν2) 9.63× 10−23 [5]c,f

16.22 H2(ν1) + N2(ν1)→ H2 + N2(ν3) 4.19× 10−22 [5]c,f

16.23 H2(ν1) + N2(ν2)→ H2 + N2(ν4) 1.29× 10−21 [5]c,f

16.24 H2(ν1) + N2(ν3)→ H2 + N2(ν5) 3.3× 10−21 [5]c,f

16.25 H2(ν1) + N2(ν4)→ H2 + N2(ν6) 7.58× 10−21 [5]c,f

16.26 H2(ν1) + N2(ν5)→ H2 + N2(ν7) 1.62× 10−20 [5]c,f

16.27 H2(ν1) + N2(ν6)→ H2 + N2(ν8) 3.26× 10−20 [5]c,f

16.28 H2(ν2) + N2 → H2(ν1) + N2(ν2) 7.74× 10−23 [5]c,f

16.29 H2(ν2) + N2(ν1)→ H2(ν1) + N2(ν3) 3.37× 10−22 [5]c,f

16.30 H2(ν2) + N2(ν2)→ H2(ν1) + N2(ν4) 1.04× 10−21 [5]c,f

16.31 H2(ν2) + N2(ν3)→ H2(ν1) + N2(ν5) 2.66× 10−21 [5]c,f

16.32 H2(ν2) + N2(ν4)→ H2(ν1) + N2(ν6) 6.1× 10−21 [5]c,f

16.33 H2(ν2) + N2(ν5)→ H2(ν1) + N2(ν7) 1.3× 10−20 [5]c,f

16.34 H2(ν2) + N2(ν6)→ H2(ν1) + N2(ν8) 2.63× 10−20 [5]c,f

16.35 H2(ν3) + N2 → H2(ν2) + N2(ν2) 1.88× 10−22 [5]c,f

16.36 H2(ν3) + N2(ν1)→ H2(ν2) + N2(ν3) 8.19× 10−22 [5]c,f

16.37 H2(ν3) + N2(ν2)→ H2(ν2) + N2(ν4) 2.52× 10−21 [5]c,f

16.38 H2(ν3) + N2(ν3)→ H2(ν2) + N2(ν5) 6.45× 10−21 [5]c,f

16.39 H2(ν3) + N2(ν4)→ H2(ν2) + N2(ν6) 1.48× 10−20 [5]c,f

16.40 H2(ν3) + N2(ν5)→ H2(ν2) + N2(ν7) 3.16× 10−20 [5]c,f
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16.41 H2(ν3) + N2(ν6)→ H2(ν2) + N2(ν8) 6.38× 10−20 [5]c,f

17 N2(A 3Σ+
u ) + N2(ν6)→ N2(B 3Πg) + N2 3× 10−17 [5]c

17.1 N2(A 3Σ+
u ) + N2(ν7)→ N2(B 3Πg) + N2(ν1) 3× 10−17 [5]c

17.2 N2(A 3Σ+
u ) + N2(ν8)→ N2(B 3Πg) + N2(ν2) 3× 10−17 [5]c

18 N2(B 3Πg) + N2 → N2(A 3Σ+
u ) + N2(ν6) 3× 10−17 [5]c

18.1 N2(B 3Πg) + N2(ν1)→ N2(A 3Σ+
u ) + N2(ν7) 3× 10−17 [5]c

18.2 N2(B 3Πg) + N2(ν2)→ N2(A 3Σ+
u ) + N2(ν8) 3× 10−17 [5]c

19 N2(B 3Πg)→ N2(A 3Σ+
u ) 1.34× 105 [5]c

20 N2(a′ 1Σ−u )→ N2 1× 102 [5]c

21 N2(C 3Πu)→ N2(B 3Πg) 2.45× 107 [5]c

22 e + N2 → 2N + e 5.15× 10−15T0.71
e exp (−14.2/Te) 12.5 [9]a,b

23 e + H2 → 2H + e 1.75× 10−13T−1.24
e exp (−12.59/Te) 11.4 [5]c,d

24 e + NH→ e + N + H 5× 10−14T0.5
e exp (−8.6/Te) 5.6 [5]c,d

25 e + NH2 → e + N + H2 5× 10−14T0.5
e exp (−7.6/Te) 5.6 [5]c,d

26 e + NH2 → e + NH + H 5× 10−14T0.5
e exp (−7.6/Te) 5.6 [5]c,d

27 e + NH3 → e + NH2 + H 5× 10−14T0.5
e exp (−4.4/Te) 5.6 [5]c,d

28 e + NH3 → e + NH + H2 5× 10−14T0.5
e exp (−5.5/Te) 5.6 [5]c,d

29 e + N2 → 2e + N + N+ 1.31× 10−15T0.89
e exp (−24/Te) 21.3 [9]a,b

30 e + H2 → 2e + H + H+ 3× 10−14T0.44
e exp (−37.72/Te) 3 [5]c,d

31 e + N+
2 → 2N 2.17× 10−14T−0.39

e [5]c

32 e + N+
2 → N + N(2D) 1.95× 10−14T−0.39

e [5]c

33 e + N+
2 → N + N(2P) 2.17× 10−15T−0.39

e [5]c

34 e + N+
3 → N2 + N 3.22× 10−14T−0.5

e [5]c

35 e + N+
4 → 2N2 3.32× 10−13T−0.53

e [5]c

36 e + H+
2 → 2H 4.94× 10−14T−0.5

e exp (−0.03/Te) [9; 199]a

37 e + H+
3 → 3H 1.19× 10−15T−1.03

e exp (−0.08/Te) [6; 9]a

38 e + H+
3 → H2 + H 6.42× 10−14T−0.44

e exp (−0.02/Te) [9; 200]a

39 e + NH+ → N + H 6.93× 10−15T−0.5
e [5]c

40 e + NH+
2 → NH + H 2.37× 10−14T−0.4

e [5]c

41 e + NH+
2 → N + 2H 4.6× 10−14T−0.4

e [5]c

42 e + NH+
3 → NH + 2H 2.5× 10−14T−0.5

e [5]c

43 e + NH+
3 → NH2 + H 2.5× 10−14T−0.5

e [5]c

44 e + NH+
4 → NH3 + H 8.8× 10−14T−0.6

e [5]c

45 e + NH+
4 → NH2 + 2H 1.35× 10−14T−0.6

e [5]c

46 e + N2H+ → N2 + H 5.13× 10−14T−0.72
e [5]c

47 N+
2 + H2 → N2H+ + H 2× 10−15 [5]c

48 N+
2 + N2(A 3Σ+

u )→ N+
3 + N 3× 10−16 [5]c

49 N+
2 + N→ N+ + N2 7.2× 10−19 (

Tg/300
)2.2 [5]c,h

50 N+
2 + N2 + N→ N+

3 + N2 9× 10−42 exp
(
4/Tg

)
[5]c,h

51 N+
2 + 2N2 → N+

4 + N2 5.2× 10−41 (
Tg/300

)−2.2 [5]c,h

52 N+
2 + NH3 → NH+

3 + N2 1.95× 10−15 [5]c

53 N+
3 + N→ N+

2 + N2 6.6× 10−17 [5]c

54 N+
4 + N→ N+ + 2N2 1× 10−17 [5]c

55 N+
4 + N2 → N+

2 + 2N2 5.73× 10−21 [5]c,f

56 N+ + H2 → NH+ + H 5× 10−16 [5]c

57 N+ + NH3 → NH+
2 + NH 4.7× 10−16 [5]c

58 N+ + NH3 → NH+
3 + N 1.67× 10−15 [5]c

59 N+ + NH3 → N2H+ + H2 2.12× 10−16 [5]c

60 H+
2 + H→ H2 + H+ 6.4× 10−16 [5]c

61 H+
2 + H2 → H+

3 + H 2× 10−15 [5]c

62 H+
2 + NH3 → NH+

3 + H2 5.7× 10−15 [5]c

63 H+
2 + N2 → N2H+ + H 2× 10−15 [5]c

64 H+ + NH3 → NH+
3 + H 5.2× 10−15 [5]c

65 NH+ + H2 → H+
3 + N 1.85× 10−16 [5]c

66 NH+ + H2 → NH+
2 + H 1.05× 10−15 [5]c

67 NH+ + NH3 → NH+
3 + NH 1.8× 10−15 [5]c

68 NH+ + NH3 → NH+
4 + N 6× 10−16 [5]c

69 NH+ + N2 → N2H+ + N 6.5× 10−16 [5]c

70 NH+
2 + H2 → NH+

3 + H 1.95× 10−16 [5]c

71 NH+
2 + NH3 → NH+

3 + NH2 1.15× 10−15 [5]c
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ID Reaction k ∆Ee Source

72 NH+
2 + NH3 → NH+

4 + NH 1.15× 10−15 [5]c

73 NH+
3 + NH3 → NH+

4 + NH2 2.1× 10−15 [5]c

74 N2H+ + NH3 → NH+
4 + N2 2.3× 10−15 [5]c

75 N2(A 3Σ+
u ) + N→ N2 + N 2× 10−18 [5]c

76 N2(A 3Σ+
u ) + N→ N2 + N(2P) 4× 10−17 (

Tg/300
)−0.66 [5]c

77 N2(A 3Σ+
u ) + N2 → 2N2 3× 10−22 [5]c

78 2N2(A 3Σ+
u )→ N2 + N2(B 3Πg) 3× 10−16 [5]c

79 2N2(A 3Σ+
u )→ N2 + N2(C 3Πu) 1.5× 10−16 [5]c

80 2N2(A 3Σ+
u )→ N2 + 2N 3× 10−17 [5]c

82 N2(B 3Πg) + N2 → N2(A 3Σ+
u ) + N2 3× 10−17 [5]c

83 N2(B 3Πg) + N2 → 2N2 2× 10−18 [5]c

84 N2(a′ 1Σ−u ) + N2 → N2(B 3Πg) + N2 1.9× 10−19 [5]c

85 2N2(a′ 1Σ−u )→ N+
2 + N2 + e 1× 10−17 [5]c

86 2N2(a′ 1Σ−u )→ N+
4 + e 1× 10−17 [5]c

87 N2(a′ 1Σ−u ) + N2(A 3Σ+
u )→ N+

4 + e 4× 10−18 [5]c

88 N(2D) + N2 → N + N2 2.3× 10−20 exp
(
−51/Tg

)
[5]c

89 N(2P) + N→ 2N 1.8× 10−18 [5]c

90 N(2P) + N→ N(2D) + N 6× 10−19 [5]c

91 N(2P) + N2 → N + N2 6× 10−20 [5]c

92 N2(A 3Σ+
u ) + H→ N2 + H 5× 10−17 [5]c

93 N2(A 3Σ+
u ) + H2 → N2 + 2H 2× 10−16 exp

(
−35/Tg

)
[5]c

94 N2(A 3Σ+
u ) + NH3 → N2 + NH3 1.6× 10−16 [5]c

95 N2(B 3Πg) + H2 → N2(A 3Σ+
u ) + H2 2.5× 10−17 [5]c

96 N2(a′ 1Σ−u ) + H→ N2 + H 1.5× 10−17 [5]c

97 N2(a′ 1Σ−u ) + H2 → N2 + 2H 2.6× 10−17 [5]c

98 N + H2(ν1)→ H + NH 4× 10−16 (
Tg/300

)0.5 exp
(
−14803/Tg

)
[5]c

98.1 N + H2(ν2)→ H + NH 4× 10−16 (
Tg/300

)0.5 exp
(
−13118/Tg

)
[5]c

98.2 N + H2(ν3)→ H + NH 4× 10−16 (
Tg/300

)0.5 exp
(
−11377/Tg

)
[5]c

98.3 N + H2(b 3Σ+
u )→ H + NH 4× 10−16 (

Tg/300
)0.5 [5]c

98.4 N + H2(B 1Σ+
u )→ H + NH 4× 10−16 (

Tg/300
)0.5 [5]c

98.5 N + H2(c 3Πu)→ H + NH 4× 10−16 (
Tg/300

)0.5 [5]c

98.6 N + H2(a 3Σ+
g )→ H + NH 4× 10−16 (

Tg/300
)0.5 [5]c

99 N(2D) + H2 → H + NH 2.3× 10−18 [5]c

100 N(2D) + NH3 → NH + NH2 1.1× 10−16 [5]c

101 N(2P) + H2 → H + NH 2.5× 10−20 [5]c

102 N + NH→ H + N2 5× 10−17 [5]c

103 H + NH→ H2 + N 5.4× 10−17 exp
(
−165/Tg

)
[5]c

104 2NH→ H2 + N2 5× 10−20 (
Tg/300

)1 [5]c

105 2NH→ N + NH2 1.7× 10−18 (
Tg/300

)1.5 [5]c

106 2NH→ N2 + 2H 8.5× 10−17 [5]c

107 H + NH2 → H2 + NH 6.6× 10−17 exp
(
−184/Tg

)
[5]c

108 N + NH2 → N2 + 2H 1.2× 10−16 [5]c

109 N + NH2 → N2 + H2 1.2× 10−16 [5]c

110 NH + NH2 → NH3 + N 1.66× 10−18 [5]c

111 H2 + NH2 → NH3 + H 5.4× 10−17 exp
(
−6492/Tg

)
[5]c

112 H + NH3 → NH2 + H2 8.4× 10−20 (
Tg/300

)4.1 exp
(
−476/Tg

)
[5]c

113 2N + N2 → N2(A 3Σ+
u ) + N2 4.4× 10−48 [5]c

113.1 2N + H2 → N2(A 3Σ+
u ) + H2 4.4× 10−48 [5]c

114 3N→ N2(A 3Σ+
u ) + N 2.6× 10−47 [5]c

114.1 2N + H→ N2(A 3Σ+
u ) + H 2.6× 10−47 [5]c

115 2N + N2 → N2(B 3Πg) + N2 6.2× 10−48 [5]c

115.1 2N + H2 → N2(B 3Πg) + H2 6.2× 10−48 [5]c

116 3N→ N2(B 3Πg) + N 3.6× 10−47 [5]c

116.1 2N + H→ N2(B 3Πg) + H 3.6× 10−47 [5]c

117 2N + N2 → 2N2 2.4× 10−48 exp
(
5/Tg

)
[5]c

117.1 2N + H2 → N2 + H2 2.4× 10−48 exp
(
5/Tg

)
[5]c

118 2H + H2 → 2H2 2.3× 10−47 (
Tg/300

)−0.6 [5]c

119 2H + N2 → H2 + N2 2.2× 10−47 (
Tg/300

)−1 [5]c

120 N + H + N2 → NH + N2 2.6× 10−48 [5]c

120.1 N + H + H2 → NH + H2 2.6× 10−48 [5]c
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ID Reaction k ∆Ee Source

121 N + H2 + N2 → NH2 + N2 2.6× 10−49 [5]c

121.1 N + 2H2 → NH2 + H2 2.6× 10−49 [5]c

122 H + NH + N2 → NH2 + N2 2.6× 10−47 [5]c

122.1 H + NH + H2 → NH2 + H2 2.6× 10−47 [5]c

123 H + NH2 + N2 → NH3 + N2 1.4× 10−44 [5]c

123.1 H + NH2 + H2 → NH3 + H2 1.4× 10−44 [5]c

124 NH + H2 + N2 → NH3 + N2 6.5× 10−50 (
Tg/300

)1 exp
(
17/Tg

)
[5]c

124.1 NH + 2H2 → NH3 + H2 6.5× 10−50 (
Tg/300

)1 exp
(
17/Tg

)
[5]c

130 e + H2 → H + H− 2.72× 10−17T−1.14
e exp (−9.78/Te) [9; 194]a

131 H− + H+
2 → 3H 2× 10−13 (

Tg/300
)−1 [5]c

132 H− + H+
3 → H2 + 2H 2× 10−13 (

Tg/300
)−1 [5]c

133 H− + N+
2 → N2 + H 2× 10−13 (

Tg/300
)−1 [5]c

134 H− + N+
4 → 2N2 + H 2× 10−13 (

Tg/300
)−1 [5]c

135 H− + N2H+ → H2 + N2 2× 10−13 (
Tg/300

)−1 [5]c

136 H− + H+
2 + N2 → H2 + H + N2 5× 10−40 (

Tg/300
)−2.5 [5]c

136.1 H− + H+
2 + H2 → 2H2 + H 5× 10−40 (

Tg/300
)−2.5 [5]c

137 H− + H+
3 + N2 → 2H2 + N2 5× 10−40 (

Tg/300
)−2.5 [5]c

137.1 H− + H+
3 + H2 → 3H2 5× 10−40 (

Tg/300
)−2.5 [5]c

138 H− + N+
2 + N2 → 2N2 + H 5× 10−40 (

Tg/300
)−2.5 [5]c

138.1 H− + N+
2 + H2 → N2 + H + H2 5× 10−40 (

Tg/300
)−2.5 [5]c

139 H− + N+
4 + N2 → 3N2 + H 5× 10−40 (

Tg/300
)−2.5 [5]c

139.1 H− + N+
4 + H2 → 2N2 + H + H2 5× 10−40 (

Tg/300
)−2.5 [5]c

140 H− + N2H+ + N2 → H2 + 2N2 5× 10−40 (
Tg/300

)−2.5 [5]c

140.1 H− + N2H+ + H2 → 2H2 + N2 5× 10−40 (
Tg/300

)−2.5 [5]c

Table A.4: Detailed chemistry set for the N2–H2 low pressure reduction cases. The re-
actions ID numbers are consistent with the source publication. The reaction
rate coefficients k of order-m reactions are in [m3(m−1)s−1]. Gas temperature
Tg is in [K]. The electron temperature Te and electron energy loss ∆Ee are
in [eV].
a Fitted from a cross section on a grid of Maxwellian temperatures.
b Original source not listed in QDB.
c Not the original source.
d Threshold energy ∆Ee taken from QDB.
e By detailed balance from the corresponding forward reaction.
f Expressed for Tg = 300 K.
g Data not present in the source publication.
h With the assumption of Teff = Tg.

ID Reaction k ∆Ee Source

1 e + N2 → e + N2(A 3Σ+
u ) 2.19× 10−14T−0.61

e exp (−9.34/Te) 7.6 [9; 193]a

1.1 e + N2 → e + N2(B 3Πg) 5.22× 10−14T−0.85
e exp (−10.5/Te) 8.55 [9; 193]a

1.2 e + N2 → e + N2(a′ 1Σ−u ) 1.97× 10−14T−0.95
e exp (−12/Te) 9.4 [9; 193]a

1.3 e + N2 → e + N2(C 3Πu) 1.17× 10−13T−1.02
e exp (−13.6/Te) 11 [9; 193]a

2 e + H2 → e + H2(b 3Σ+
u ) 1.1× 10−13T−0.8

e exp (−11.6/Te) 8.9 [9]a,b

2.1 e + H2 → e + H2(B 1Σ+
u ) 3.77× 10−15T0.51

e exp (−12.5/Te) 11.3 [9; 194]a

2.2 e + H2 → e + H2(c 3Πu) 9.77× 10−14T−0.95
e exp (−13.9/Te) 11.8 [9]a,b

2.3 e + H2 → e + H2(a 3Σ+
g ) 3.34× 10−14T−0.93

e exp (−14.1/Te) 11.8 [9]a,b

3 e + N2 → 2e + N+
2 1.08× 10−14T0.63

e exp (−16.6/Te) 15.5 [9; 193]a

3.1 e + H2 → 2e + H+
2 1.09× 10−14T0.46

e exp (−16/Te) 15.5 [9]a,b

4 e + N→ 2e + N+ 3× 10−15T0.89
e exp (−13.1/Te) 14.5 [9; 195]a

5 e + H→ 2e + H+ 6.5× 10−15T0.49
e exp (−12.89/Te) 13.6 [5]c,d

6 e + NH→ 2e + NH+ 9.18× 10−15T0.72
e exp (−13.9/Te) 13.5 [9; 196]a
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ID Reaction k ∆Ee Source

7 e + NH2 → 2e + NH+
2 2.78× 10−15T1.07

e exp (−9.27/Te) 11.2 [9; 196]a

8 e + NH3 → 2e + NH+
3 2.7× 10−15T0.88

e exp (−9.84/Te) 10.2 [9]a,b

9 e + N2 → e + N2(ν1) 3.09× 10−14T−1.44
e exp (−2.28/Te) 0.29 [9]a,b

9.1 e + N2 → e + N2(ν2) 1.83× 10−14T−1.46
e exp (−2.34/Te) 0.57 [9]a,b

9.2 e + N2 → e + N2(ν3) 1.29× 10−15T−1.47
e exp (−2.33/Te) 0.85 [9]a,b

9.3 e + N2 → e + N2(ν4) 9.31× 10−15T−1.48
e exp (−2.41/Te) 1.13 [9]a,b

9.4 e + N2 → e + N2(ν5) 8.14× 10−15T−1.48
e exp (−2.48/Te) 1.8 [9]a,b

9.5 e + N2 → e + N2(ν6) 7.13× 10−15T−1.49
e exp (−2.58/Te) 1.68 [9]a,b

9.6 e + N2 → e + N2(ν7) 4.07× 10−15T−1.49
e exp (−2.72/Te) 1.95 [9]a,b

9.7 e + N2 → e + N2(ν8) 1.98× 10−15T−1.49
e exp (−2.87/Te) 2.21 [9]a,b

9.8 e + N2(ν1)→ e + N2 3.09× 10−14T−1.44
e exp (−1.99/Te) -0.29 e

9.9 e + N2(ν2)→ e + N2 1.83× 10−14T−1.46
e exp (−1.77/Te) -0.57 e

9.10 e + N2(ν3)→ e + N2 1.29× 10−15T−1.47
e exp (−1.48/Te) -0.85 e

9.11 e + N2(ν4)→ e + N2 9.31× 10−15T−1.48
e exp (−1.28/Te) -1.13 e

9.12 e + N2(ν5)→ e + N2 8.14× 10−15T−1.48
e exp (−0.68/Te) -1.8 e

9.13 e + N2(ν6)→ e + N2 7.13× 10−15T−1.49
e exp (−0.9/Te) -1.68 e

9.14 e + N2(ν7)→ e + N2 4.07× 10−15T−1.49
e exp (−0.77/Te) -1.95 e

9.15 e + N2(ν8)→ e + N2 1.98× 10−15T−1.49
e exp (−0.66/Te) -2.21 e

10 e + H2 → e + H2(ν1) 1.67× 10−14T−0.86
e exp (−2.32/Te) 0.52 [9; 197]a

10.1 e + H2 → e + H2(ν2) 2.62× 10−15T−1.13
e exp (−3.85/Te) 1 [9; 197]a

10.2 e + H2 → e + H2(ν3) 2.42× 10−16T−1.04
e exp (−3.34/Te) 1.5 [47; 198]a

10.3 e + H2(ν1)→ e + H2 1.67× 10−14T−0.86
e exp (−1.8/Te) -0.52 e

10.4 e + H2(ν2)→ e + H2 2.62× 10−15T−1.13
e exp (−2.85/Te) -1 e

10.5 e + H2(ν3)→ e + H2 2.42× 10−16T−1.04
e exp (−1.84/Te) -1.5 e

11 N2(ν1) + N2 → 2N2 1.68× 10−28 [5]c,f

11.1 N2(ν1) + H2 → N2 + H2 1.4× 10−22 [5]c,f

11.2 N2(ν1) + N→ N2 + N 2.39× 10−26 [5]c,f

11.3 N2(ν1) + H→ N2 + H 1.79× 10−26 [5]c,f

11.4 N2(ν2) + N2 → N2(ν1) + N2 6.94× 10−28 [5]c,f

11.5 N2(ν2) + H2 → N2(ν1) + H2 4.83× 10−22 [5]c,f

11.6 N2(ν2) + N→ N2(ν1) + N 4.89× 10−26 [5]c,f

11.7 N2(ν2) + H→ N2(ν1) + H 5.7× 10−26 [5]c,f

11.8 N2(ν3) + N2 → N2(ν2) + N2 1.28× 10−27 [5]c,f

11.9 N2(ν3) + H2 → N2(ν2) + H2 7.43× 10−22 [5]c,f

11.10 N2(ν3) + N→ N2(ν2) + N 9.93× 10−26 [5]c,f

11.11 N2(ν3) + H→ N2(ν2) + H 1.79× 10−25 [5]c,f

11.12 N2(ν4) + N2 → N2(ν3) + N2 2.2× 10−27 [5]c,f

11.13 N2(ν4) + H2 → N2(ν3) + H2 1.07× 10−21 [5]c,f

11.14 N2(ν4) + N→ N2(ν3) + N 2× 10−25 [5]c,f

11.15 N2(ν4) + H→ N2(ν3) + H 5.54× 10−25 [5]c,f

11.16 N2(ν5) + N2 → N2(ν4) + N2 3.63× 10−27 [5]c,f

11.17 N2(ν5) + H2 → N2(ν4) + H2 1.48× 10−21 [5]c,f

11.18 N2(ν5) + N→ N2(ν4) + N 3.99× 10−25 [5]c,f

11.19 N2(ν5) + H→ N2(ν4) + H 1.69× 10−24 [5]c,f

11.20 N2(ν6) + N2 → N2(ν5) + N2 5.83× 10−27 [5]c,f

11.21 N2(ν6) + H2 → N2(ν5) + H2 2× 10−21 [5]c,f

11.22 N2(ν6) + N→ N2(ν5) + N 7.89× 10−25 [5]c,f

11.23 N2(ν6) + H→ N2(ν5) + H 5.09× 10−24 [5]c,f

11.24 N2(ν7) + N2 → N2(ν6) + N2 9.18× 10−27 [5]c,f

11.25 N2(ν7) + H2 → N2(ν6) + H2 2.63× 10−21 [5]c,f

11.26 N2(ν7) + N→ N2(ν6) + N 1.55× 10−24 [5]c,f

11.27 N2(ν7) + H→ N2(ν6) + H 1.51× 10−23 [5]c,f

11.28 N2(ν8) + N2 → N2(ν7) + N2 1.42× 10−26 [5]c,f

11.29 N2(ν8) + H2 → N2(ν7) + H2 3.42× 10−21 [5]c,f

11.30 N2(ν8) + N→ N2(ν7) + N 3× 10−24 [5]c,f

11.31 N2(ν8) + H→ N2(ν7) + H 4.42× 10−23 [5]c,f

11.32 2N2 → N2(ν1) + N2 2.44× 10−33 [5]c,f

11.33 N2 + H2 → N2(ν1) + H2 2.02× 10−27 [5]c,f

11.34 N2 + N→ N2(ν1) + N 3.46× 10−31 [5]c,f

11.35 N2 + H→ N2(ν1) + H 2.59× 10−31 [5]c,f
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11.36 N2(ν1) + N2 → N2(ν2) + N2 1.13× 10−32 [5]c,f

11.37 N2(ν1) + H2 → N2(ν2) + H2 7.86× 10−27 [5]c,f

11.38 N2(ν1) + N→ N2(ν2) + N 7.95× 10−31 [5]c,f

11.39 N2(ν1) + H→ N2(ν2) + H 9.27× 10−31 [5]c,f

11.40 N2(ν2) + N2 → N2(ν3) + N2 2.33× 10−32 [5]c,f

11.41 N2(ν2) + H2 → N2(ν3) + H2 1.36× 10−26 [5]c,f

11.42 N2(ν2) + N→ N2(ν3) + N 1.82× 10−30 [5]c,f

11.43 N2(ν2) + H→ N2(ν3) + H 3.27× 10−30 [5]c,f

11.44 N2(ν3) + N2 → N2(ν4) + N2 4.69× 10−32 [5]c,f

11.45 N2(ν3) + H2 → N2(ν4) + H2 2.29× 10−26 [5]c,f

11.46 N2(ν3) + N→ N2(ν4) + N 4.26× 10−30 [5]c,f

11.47 N2(ν3) + H→ N2(ν4) + H 1.18× 10−29 [5]c,f

11.48 N2(ν4) + N2 → N2(ν5) + N2 8.7× 10−32 [5]c,f

11.49 N2(ν4) + H2 → N2(ν5) + H2 3.55× 10−26 [5]c,f

11.50 N2(ν4) + N→ N2(ν5) + N 9.56× 10−30 [5]c,f

11.51 N2(ν4) + H→ N2(ν5) + H 4.06× 10−29 [5]c,f

11.52 N2(ν5) + N2 → N2(ν6) + N2 1.63× 10−31 [5]c,f

11.53 N2(ν5) + H2 → N2(ν6) + H2 5.58× 10−26 [5]c,f

11.54 N2(ν5) + N→ N2(ν6) + N 2.21× 10−29 [5]c,f

11.55 N2(ν5) + H→ N2(ν6) + H 1.42× 10−28 [5]c,f

11.56 N2(ν6) + N2 → N2(ν7) + N2 2.89× 10−31 [5]c,f

11.57 N2(ν6) + H2 → N2(ν7) + H2 8.27× 10−26 [5]c,f

11.58 N2(ν6) + N→ N2(ν7) + N 4.86× 10−29 [5]c,f

11.59 N2(ν6) + H→ N2(ν7) + H 4.75× 10−28 [5]c,f

11.60 N2(ν7) + N2 → N2(ν8) + N2 5.22× 10−31 [5]c,f

11.61 N2(ν7) + H2 → N2(ν8) + H2 1.25× 10−25 [5]c,f

11.62 N2(ν7) + N→ N2(ν8) + N 1.1× 10−28 [5]c,f

11.63 N2(ν7) + H→ N2(ν8) + H 1.62× 10−27 [5]c,f

12.1 H2(ν1) + H2 → 2H2 1.05× 10−22 [5]c,f

12.3 H2(ν1) + H→ H2 + H 6.78× 10−25 [5]c,f

12.5 H2(ν2) + H2 → H2(ν1) + H2 5.73× 10−22 [5]c,f

12.7 H2(ν2) + H→ H2(ν1) + H 3.05× 10−24 [5]c,f

12.9 H2(ν3) + H2 → H2(ν2) + H2 1.39× 10−21 [5]c,f

12.11 H2(ν3) + H→ H2(ν2) + H 1.04× 10−23 [5]c,f

12.13 2H2 → H2(ν1) + H2 2.25× 10−31 [5]c,f

12.15 H2 + H→ H2(ν1) + H 1.45× 10−33 [5]c,f

12.17 H2(ν1) + H2 → H2(ν2) + H2 4.23× 10−30 [5]c,f

12.19 H2(ν1) + H→ H2(ν2) + H 2.25× 10−32 [5]c,f

12.21 H2(ν2) + H2 → H2(ν3) + H2 5.52× 10−30 [5]c,f

12.23 H2(ν2) + H→ H2(ν3) + H 4.12× 10−32 [5]c,f

13 2N2(ν1)→ N2 + N2(ν2) 4.1× 10−20 [5]c,f

13.1 N2(ν1) + N2(ν2)→ N2 + N2(ν3) 4.81× 10−20 [5]c,f

13.2 N2(ν1) + N2(ν3)→ N2 + N2(ν4) 4.41× 10−20 [5]c,f

13.3 N2(ν1) + N2(ν4)→ N2 + N2(ν5) 4.09× 10−20 [5]c,f

13.4 N2(ν1) + N2(ν5)→ N2 + N2(ν6) 3.24× 10−20 [5]c,f

13.5 N2(ν1) + N2(ν6)→ N2 + N2(ν7) 2.75× 10−20 [5]c,f

13.6 N2(ν1) + N2(ν7)→ N2 + N2(ν8) 2.04× 10−20 [5]c,f

13.7 N2(ν2) + N2 → 2N2(ν1) 5.64× 10−20 [5]c,f

13.8 2N2(ν2)→ N2(ν1) + N2(ν3) 1.25× 10−19 [5]c,f

13.9 N2(ν2) + N2(ν3)→ N2(ν1) + N2(ν4) 1.18× 10−19 [5]c,f

13.10 N2(ν2) + N2(ν4)→ N2(ν1) + N2(ν5) 1.12× 10−19 [5]c,f

13.11 N2(ν2) + N2(ν5)→ N2(ν1) + N2(ν6) 8.96× 10−20 [5]c,f

13.12 N2(ν2) + N2(ν6)→ N2(ν1) + N2(ν7) 7.65× 10−20 [5]c,f

13.13 N2(ν2) + N2(ν7)→ N2(ν1) + N2(ν8) 5.71× 10−20 [5]c,f

13.14 N2(ν3) + N2 → N2(ν2) + N2(ν1) 7.71× 10−20 [5]c,f

13.15 N2(ν3) + N2(ν1)→ 2N2(ν2) 1.71× 10−19 [5]c,f

13.16 2N2(ν3)→ N2(ν2) + N2(ν4) 2.33× 10−19 [5]c,f

13.17 N2(ν3) + N2(ν4)→ N2(ν2) + N2(ν5) 2.25× 10−19 [5]c,f

13.18 N2(ν3) + N2(ν5)→ N2(ν2) + N2(ν6) 1.84× 10−19 [5]c,f

13.19 N2(ν3) + N2(ν6)→ N2(ν2) + N2(ν7) 1.59× 10−19 [5]c,f
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13.20 N2(ν3) + N2(ν7)→ N2(ν2) + N2(ν8) 1.19× 10−19 [5]c,f

13.21 N2(ν4) + N2 → N2(ν3) + N2(ν1) [5]c,f

13.22 N2(ν4) + N2(ν1)→ N2(ν3) + N2(ν2) 1.8× 10−19 [5]c,f

13.23 N2(ν4) + N2(ν2)→ 2N2(ν3) 3.47× 10−19 [5]c,f

13.24 2N2(ν4)→ N2(ν3) + N2(ν5) 4.25× 10−19 [5]c,f

13.25 N2(ν4) + N2(ν5)→ N2(ν3) + N2(ν6) 3.64× 10−19 [5]c,f

13.26 N2(ν4) + N2(ν6)→ N2(ν3) + N2(ν7) 3.2× 10−19 [5]c,f

13.27 N2(ν4) + N2(ν7)→ N2(ν3) + N2(ν8) 2.45× 10−19 [5]c,f

13.28 N2(ν5) + N2 → N2(ν4) + N2(ν1) 3.65× 10−20 [5]c,f

13.29 N2(ν5) + N2(ν1)→ N2(ν4) + N2(ν2) 3.81× 10−20 [5]c,f

13.30 N2(ν5) + N2(ν2)→ N2(ν4) + N2(ν3) 3× 10−20 [5]c,f

13.31 N2(ν5) + N2(ν3)→ 2N2(ν4) 2.47× 10−20 [5]c,f

13.32 2N2(ν5)→ N2(ν4) + N2(ν6) 1.68× 10−20 [5]c,f

13.33 N2(ν5) + N2(ν6)→ N2(ν4) + N2(ν7) 1.27× 10−20 [5]c,f

13.34 N2(ν5) + N2(ν7)→ N2(ν4) + N2(ν8) 8.06× 10−21 [5]c,f

13.35 N2(ν6) + N2 → N2(ν5) + N2(ν1) 6.33× 10−20 [5]c,f

13.36 N2(ν6) + N2(ν1)→ N2(ν5) + N2(ν2) 1.11× 10−19 [5]c,f

13.37 N2(ν6) + N2(ν2)→ N2(ν5) + N2(ν3) 9.03× 10−20 [5]c,f

13.38 N2(ν6) + N2(ν3)→ N2(ν5) + N2(ν4) 7.58× 10−20 [5]c,f

13.39 N2(ν6) + N2(ν4)→ 2N2(ν5) 5.21× 10−20 [5]c,f

13.40 2N2(ν6)→ N2(ν5) + N2(ν7) 3.96× 10−20 [5]c,f

13.41 N2(ν6) + N2(ν7)→ N2(ν5) + N2(ν8) 2.53× 10−20 [5]c,f

13.42 N2(ν7) + N2 → N2(ν6) + N2(ν1) 9.72× 10−20 [5]c,f

13.43 N2(ν7) + N2(ν1)→ N2(ν6) + N2(ν2) 1.92× 10−19 [5]c,f

13.44 N2(ν7) + N2(ν2)→ N2(ν6) + N2(ν3) 1.99× 10−19 [5]c,f

13.45 N2(ν7) + N2(ν3)→ N2(ν6) + N2(ν4) 1.71× 10−19 [5]c,f

13.46 N2(ν7) + N2(ν4)→ N2(ν6) + N2(ν5) 1.2× 10−19 [5]c,f

13.47 N2(ν7) + N2(ν5)→ 2N2(ν6) 9.23× 10−20 [5]c,f

13.48 2N2(ν7)→ N2(ν6) + N2(ν8) 5.94× 10−20 [5]c,f

13.49 N2(ν8) + N2 → N2(ν7) + N2(ν1) [5]c,f

13.50 N2(ν8) + N2(ν1)→ N2(ν7) + N2(ν2) 2.36× 10−19 [5]c,f

13.51 N2(ν8) + N2(ν2)→ N2(ν7) + N2(ν3) 4.05× 10−19 [5]c,f

13.52 N2(ν8) + N2(ν3)→ N2(ν7) + N2(ν4) 3.78× 10−19 [5]c,f

13.53 N2(ν8) + N2(ν4)→ N2(ν7) + N2(ν5) 2.77× 10−19 [5]c,f

13.54 N2(ν8) + N2(ν5)→ N2(ν7) + N2(ν6) 2.17× 10−19 [5]c,f

13.55 N2(ν8) + N2(ν6)→ 2N2(ν7) 1.42× 10−19 [5]c,f

14 2H2(ν1)→ H2 + H2(ν2) [5]c,g

14.1 H2(ν1) + H2(ν2)→ H2 + H2(ν3) [5]c,g

14.2 H2(ν2) + H2 → 2H2(ν1) [5]c,g

14.3 2H2(ν2)→ H2(ν1) + H2(ν3) [5]c,g

14.4 H2(ν3) + H2 → H2(ν2) + H2(ν1) [5]c,g

14.5 H2(ν3) + H2(ν1)→ 2H2(ν2) [5]c,g

15 N2 + H2(ν1)→ N2(ν1) + H2 9.18× 10−23 [5]c,f

15.1 N2 + H2(ν2)→ N2(ν1) + H2(ν1) 5.78× 10−22 [5]c,f

15.2 N2 + H2(ν3)→ N2(ν1) + H2(ν2) 5.02× 10−22 [5]c,f

15.3 N2(ν1) + H2(ν1)→ N2(ν2) + H2 1.66× 10−22 [5]c,f

15.4 N2(ν1) + H2(ν2)→ N2(ν2) + H2(ν1) 1.05× 10−21 [5]c,f

15.5 N2(ν1) + H2(ν3)→ N2(ν2) + H2(ν2) 9.08× 10−22 [5]c,f

15.6 N2(ν2) + H2(ν1)→ N2(ν3) + H2 2.26× 10−22 [5]c,f

15.7 N2(ν2) + H2(ν2)→ N2(ν3) + H2(ν1) 1.42× 10−21 [5]c,f

15.8 N2(ν2) + H2(ν3)→ N2(ν3) + H2(ν2) 1.23× 10−21 [5]c,f

15.9 N2(ν3) + H2(ν1)→ N2(ν4) + H2 2.63× 10−22 [5]c,f

15.10 N2(ν3) + H2(ν2)→ N2(ν4) + H2(ν1) 1.65× 10−21 [5]c,f

15.11 N2(ν3) + H2(ν3)→ N2(ν4) + H2(ν2) 1.44× 10−21 [5]c,f

15.12 N2(ν4) + H2(ν1)→ N2(ν5) + H2 2.98× 10−22 [5]c,f

15.13 N2(ν4) + H2(ν2)→ N2(ν5) + H2(ν1) 1.87× 10−21 [5]c,f

15.14 N2(ν4) + H2(ν3)→ N2(ν5) + H2(ν2) 1.63× 10−21 [5]c,f

15.15 N2(ν5) + H2(ν1)→ N2(ν6) + H2 3.12× 10−22 [5]c,f

15.16 N2(ν5) + H2(ν2)→ N2(ν6) + H2(ν1) 1.96× 10−21 [5]c,f

15.17 N2(ν5) + H2(ν3)→ N2(ν6) + H2(ν2) 1.7× 10−21 [5]c,f
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15.18 N2(ν6) + H2(ν1)→ N2(ν7) + H2 3.29× 10−22 [5]c,f

15.19 N2(ν6) + H2(ν2)→ N2(ν7) + H2(ν1) 2.07× 10−21 [5]c,f

15.20 N2(ν6) + H2(ν3)→ N2(ν7) + H2(ν2) 1.8× 10−21 [5]c,f

15.21 N2(ν7) + H2(ν1)→ N2(ν8) + H2 3.29× 10−22 [5]c,f

15.22 N2(ν7) + H2(ν2)→ N2(ν8) + H2(ν1) 2.07× 10−21 [5]c,f

15.23 N2(ν7) + H2(ν3)→ N2(ν8) + H2(ν2) 1.8× 10−21 [5]c,f

15.24 N2(ν1) + H2 → N2 + H2(ν1) 1.36× 10−26 [5]c,f

15.25 N2(ν1) + H2(ν1)→ N2 + H2(ν2) 2.94× 10−25 [5]c,f

15.26 N2(ν1) + H2(ν2)→ N2 + H2(ν3) 1.38× 10−25 [5]c,f

15.27 N2(ν2) + H2 → N2(ν1) + H2(ν1) 2.19× 10−26 [5]c,f

15.28 N2(ν2) + H2(ν1)→ N2(ν1) + H2(ν2) 4.74× 10−25 [5]c,f

15.29 N2(ν2) + H2(ν2)→ N2(ν1) + H2(ν3) 2.22× 10−25 [5]c,f

15.30 N2(ν3) + H2 → N2(ν2) + H2(ν1) 2.64× 10−26 [5]c,f

15.31 N2(ν3) + H2(ν1)→ N2(ν2) + H2(ν2) 5.73× 10−25 [5]c,f

15.32 N2(ν3) + H2(ν2)→ N2(ν2) + H2(ν3) 2.68× 10−25 [5]c,f

15.33 N2(ν4) + H2 → N2(ν3) + H2(ν1) 2.64× 10−26 [5]c,f

15.34 N2(ν4) + H2(ν1)→ N2(ν3) + H2(ν2) 5.72× 10−25 [5]c,f

15.35 N2(ν4) + H2(ν2)→ N2(ν3) + H2(ν3) 2.68× 10−25 [5]c,f

15.36 N2(ν5) + H2 → N2(ν4) + H2(ν1) 2.66× 10−26 [5]c,f

15.37 N2(ν5) + H2(ν1)→ N2(ν4) + H2(ν2) 5.76× 10−25 [5]c,f

15.38 N2(ν5) + H2(ν2)→ N2(ν4) + H2(ν3) 2.7× 10−25 [5]c,f

15.39 N2(ν6) + H2 → N2(ν5) + H2(ν1) 2.39× 10−26 [5]c,f

15.40 N2(ν6) + H2(ν1)→ N2(ν5) + H2(ν2) 5.18× 10−25 [5]c,f

15.41 N2(ν6) + H2(ν2)→ N2(ν5) + H2(ν3) 2.42× 10−25 [5]c,f

15.42 N2(ν7) + H2 → N2(ν6) + H2(ν1) 2.24× 10−26 [5]c,f

15.43 N2(ν7) + H2(ν1)→ N2(ν6) + H2(ν2) 4.87× 10−25 [5]c,f

15.44 N2(ν7) + H2(ν2)→ N2(ν6) + H2(ν3) 2.28× 10−25 [5]c,f

15.45 N2(ν8) + H2 → N2(ν7) + H2(ν1) 1.92× 10−26 [5]c,f

15.46 N2(ν8) + H2(ν1)→ N2(ν7) + H2(ν2) 4.16× 10−25 [5]c,f

15.47 N2(ν8) + H2(ν2)→ N2(ν7) + H2(ν3) 1.95× 10−25 [5]c,f

16 H2 + N2(ν2)→ H2(ν1) + N2 2.29× 10−22 [5]c,f

16.1 H2 + N2(ν3)→ H2(ν1) + N2(ν1) 8.64× 10−22 [5]c,f

16.2 H2 + N2(ν4)→ H2(ν1) + N2(ν2) 2.25× 10−21 [5]c,f

16.3 H2 + N2(ν5)→ H2(ν1) + N2(ν3) 4.88× 10−21 [5]c,f

16.4 H2 + N2(ν6)→ H2(ν1) + N2(ν4) 9.49× 10−21 [5]c,f

16.5 H2 + N2(ν7)→ H2(ν1) + N2(ν5) 1.71× 10−20 [5]c,f

16.6 H2 + N2(ν8)→ H2(ν1) + N2(ν6) 2.93× 10−20 [5]c,f

16.7 H2(ν1) + N2(ν2)→ H2(ν2) + N2 4.66× 10−22 [5]c,f

16.8 H2(ν1) + N2(ν3)→ H2(ν2) + N2(ν1) 1.76× 10−21 [5]c,f

16.9 H2(ν1) + N2(ν4)→ H2(ν2) + N2(ν2) 4.58× 10−21 [5]c,f

16.10 H2(ν1) + N2(ν5)→ H2(ν2) + N2(ν3) 9.94× 10−21 [5]c,f

16.11 H2(ν1) + N2(ν6)→ H2(ν2) + N2(ν4) 1.93× 10−20 [5]c,f

16.12 H2(ν1) + N2(ν7)→ H2(ν2) + N2(ν5) 3.49× 10−20 [5]c,f

16.13 H2(ν1) + N2(ν8)→ H2(ν2) + N2(ν6) 5.96× 10−20 [5]c,f

16.14 H2(ν2) + N2(ν2)→ H2(ν3) + N2 7.11× 10−22 [5]c,f

16.15 H2(ν2) + N2(ν3)→ H2(ν3) + N2(ν1) 2.68× 10−21 [5]c,f

16.16 H2(ν2) + N2(ν4)→ H2(ν3) + N2(ν2) 7× 10−21 [5]c,f

16.17 H2(ν2) + N2(ν5)→ H2(ν3) + N2(ν3) 1.52× 10−20 [5]c,f

16.18 H2(ν2) + N2(ν6)→ H2(ν3) + N2(ν4) 2.95× 10−20 [5]c,f

16.19 H2(ν2) + N2(ν7)→ H2(ν3) + N2(ν5) 5.33× 10−20 [5]c,f

16.20 H2(ν2) + N2(ν8)→ H2(ν3) + N2(ν6) 9.11× 10−20 [5]c,f

16.21 H2(ν1) + N2 → H2 + N2(ν2) 2.52× 10−23 [5]c,f

16.22 H2(ν1) + N2(ν1)→ H2 + N2(ν3) 1.2× 10−22 [5]c,f

16.23 H2(ν1) + N2(ν2)→ H2 + N2(ν4) 4.1× 10−22 [5]c,f

16.24 H2(ν1) + N2(ν3)→ H2 + N2(ν5) 1.17× 10−21 [5]c,f

16.25 H2(ν1) + N2(ν4)→ H2 + N2(ν6) 2.97× 10−21 [5]c,f

16.26 H2(ν1) + N2(ν5)→ H2 + N2(ν7) 7.04× 10−21 [5]c,f

16.27 H2(ν1) + N2(ν6)→ H2 + N2(ν8) 1.58× 10−20 [5]c,f

16.28 H2(ν2) + N2 → H2(ν1) + N2(ν2) 1.49× 10−23 [5]c,f

16.29 H2(ν2) + N2(ν1)→ H2(ν1) + N2(ν3) 7.09× 10−23 [5]c,f
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16.30 H2(ν2) + N2(ν2)→ H2(ν1) + N2(ν4) 2.42× 10−22 [5]c,f

16.31 H2(ν2) + N2(ν3)→ H2(ν1) + N2(ν5) 6.88× 10−22 [5]c,f

16.32 H2(ν2) + N2(ν4)→ H2(ν1) + N2(ν6) 1.75× 10−21 [5]c,f

16.33 H2(ν2) + N2(ν5)→ H2(ν1) + N2(ν7) 4.16× 10−21 [5]c,f

16.34 H2(ν2) + N2(ν6)→ H2(ν1) + N2(ν8) 9.31× 10−21 [5]c,f

16.35 H2(ν3) + N2 → H2(ν2) + N2(ν2) 4.22× 10−23 [5]c,f

16.36 H2(ν3) + N2(ν1)→ H2(ν2) + N2(ν3) 2.01× 10−22 [5]c,f

16.37 H2(ν3) + N2(ν2)→ H2(ν2) + N2(ν4) 6.87× 10−22 [5]c,f

16.38 H2(ν3) + N2(ν3)→ H2(ν2) + N2(ν5) 1.95× 10−21 [5]c,f

16.39 H2(ν3) + N2(ν4)→ H2(ν2) + N2(ν6) 4.97× 10−21 [5]c,f

16.40 H2(ν3) + N2(ν5)→ H2(ν2) + N2(ν7) 1.18× 10−20 [5]c,f

16.41 H2(ν3) + N2(ν6)→ H2(ν2) + N2(ν8) 2.64× 10−20 [5]c,f

17 N2(A 3Σ+
u ) + N2(ν6)→ N2(B 3Πg) + N2 3× 10−17 [5]c

17.1 N2(A 3Σ+
u ) + N2(ν7)→ N2(B 3Πg) + N2(ν1) 3× 10−17 [5]c

17.2 N2(A 3Σ+
u ) + N2(ν8)→ N2(B 3Πg) + N2(ν2) 3× 10−17 [5]c

18 N2(B 3Πg) + N2 → N2(A 3Σ+
u ) + N2(ν6) 3× 10−17 [5]c

18.1 N2(B 3Πg) + N2(ν1)→ N2(A 3Σ+
u ) + N2(ν7) 3× 10−17 [5]c

18.2 N2(B 3Πg) + N2(ν2)→ N2(A 3Σ+
u ) + N2(ν8) 3× 10−17 [5]c

19 N2(B 3Πg)→ N2(A 3Σ+
u ) 1.34× 105 [5]c

20 N2(a′ 1Σ−u )→ N2 1× 102 [5]c

21 N2(C 3Πu)→ N2(B 3Πg) 2.45× 107 [5]c

22 e + N2 → 2N + e 5.15× 10−15T0.71
e exp (−14.2/Te) 12.5 [9]a,b

23 e + H2 → 2H + e 1.75× 10−13T−1.24
e exp (−12.59/Te) 11.4 [5]c,d

24 e + NH→ e + N + H 5× 10−14T0.5
e exp (−8.6/Te) 5.6 [5]c,d

25 e + NH2 → e + N + H2 5× 10−14T0.5
e exp (−7.6/Te) 5.6 [5]c,d

26 e + NH2 → e + NH + H 5× 10−14T0.5
e exp (−7.6/Te) 5.6 [5]c,d

27 e + NH3 → e + NH2 + H 5× 10−14T0.5
e exp (−4.4/Te) 5.6 [5]c,d

28 e + NH3 → e + NH + H2 5× 10−14T0.5
e exp (−5.5/Te) 5.6 [5]c,d

29 e + N2 → 2e + N + N+ 1.31× 10−15T0.89
e exp (−24/Te) 21.3 [9]a,b

30 e + H2 → 2e + H + H+ 3× 10−14T0.44
e exp (−37.72/Te) 3 [5]c,d

31 e + N+
2 → 2N 2.17× 10−14T−0.39

e [5]c

32 e + N+
2 → N + N(2D) 1.95× 10−14T−0.39

e [5]c

33 e + N+
2 → N + N(2P) 2.17× 10−15T−0.39

e [5]c

34 e + N+
3 → N2 + N 3.22× 10−14T−0.5

e [5]c

35 e + N+
4 → 2N2 3.32× 10−13T−0.53

e [5]c

36 e + H+
2 → 2H 4.94× 10−14T−0.5

e exp (−0.03/Te) [9; 199]a

37 e + H+
3 → 3H 1.19× 10−15T−1.03

e exp (−0.08/Te) [6; 9]a

38 e + H+
3 → H2 + H 6.42× 10−14T−0.44

e exp (−0.02/Te) [9; 200]a

39 e + NH+ → N + H 6.93× 10−15T−0.5
e [5]c

40 e + NH+
2 → NH + H 2.37× 10−14T−0.4

e [5]c

41 e + NH+
2 → N + 2H 4.6× 10−14T−0.4

e [5]c

42 e + NH+
3 → NH + 2H 2.5× 10−14T−0.5

e [5]c

43 e + NH+
3 → NH2 + H 2.5× 10−14T−0.5

e [5]c

44 e + NH+
4 → NH3 + H 8.8× 10−14T−0.6

e [5]c

45 e + NH+
4 → NH2 + 2H 1.35× 10−14T−0.6

e [5]c

46 e + N2H+ → N2 + H 5.13× 10−14T−0.72
e [5]c

47 N+
2 + H2 → N2H+ + H 2× 10−15 [5]c

48 N+
2 + N2(A 3Σ+

u )→ N+
3 + N 3× 10−16 [5]c

49 N+
2 + N→ N+ + N2 7.2× 10−19 (

Tg/300
)2.2 [5]c,h

50 N+
2 + N2 + N→ N+

3 + N2 9× 10−42 exp
(
4/Tg

)
[5]c,h

51 N+
2 + 2N2 → N+

4 + N2 5.2× 10−41 (
Tg/300

)−2.2 [5]c,h

52 N+
2 + NH3 → NH+

3 + N2 1.95× 10−15 [5]c

53 N+
3 + N→ N+

2 + N2 6.6× 10−17 [5]c

54 N+
4 + N→ N+ + 2N2 1× 10−17 [5]c

55 N+
4 + N2 → N+

2 + 2N2 2.51× 10−21 [5]c,f

56 N+ + H2 → NH+ + H 5× 10−16 [5]c

57 N+ + NH3 → NH+
2 + NH 4.7× 10−16 [5]c

58 N+ + NH3 → NH+
3 + N 1.67× 10−15 [5]c

59 N+ + NH3 → N2H+ + H2 2.12× 10−16 [5]c

60 H+
2 + H→ H2 + H+ 6.4× 10−16 [5]c
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61 H+
2 + H2 → H+

3 + H 2× 10−15 [5]c

62 H+
2 + NH3 → NH+

3 + H2 5.7× 10−15 [5]c

63 H+
2 + N2 → N2H+ + H 2× 10−15 [5]c

64 H+ + NH3 → NH+
3 + H 5.2× 10−15 [5]c

65 NH+ + H2 → H+
3 + N 1.85× 10−16 [5]c

66 NH+ + H2 → NH+
2 + H 1.05× 10−15 [5]c

67 NH+ + NH3 → NH+
3 + NH 1.8× 10−15 [5]c

68 NH+ + NH3 → NH+
4 + N 6× 10−16 [5]c

69 NH+ + N2 → N2H+ + N 6.5× 10−16 [5]c

70 NH+
2 + H2 → NH+

3 + H 1.95× 10−16 [5]c

71 NH+
2 + NH3 → NH+

3 + NH2 1.15× 10−15 [5]c

72 NH+
2 + NH3 → NH+

4 + NH 1.15× 10−15 [5]c

73 NH+
3 + NH3 → NH+

4 + NH2 2.1× 10−15 [5]c

74 N2H+ + NH3 → NH+
4 + N2 2.3× 10−15 [5]c

75 N2(A 3Σ+
u ) + N→ N2 + N 2× 10−18 [5]c

76 N2(A 3Σ+
u ) + N→ N2 + N(2P) 4× 10−17 (

Tg/300
)−0.66 [5]c

77 N2(A 3Σ+
u ) + N2 → 2N2 3× 10−22 [5]c

78 2N2(A 3Σ+
u )→ N2 + N2(B 3Πg) 3× 10−16 [5]c

79 2N2(A 3Σ+
u )→ N2 + N2(C 3Πu) 1.5× 10−16 [5]c

80 2N2(A 3Σ+
u )→ N2 + 2N 3× 10−17 [5]c

82 N2(B 3Πg) + N2 → N2(A 3Σ+
u ) + N2 3× 10−17 [5]c

83 N2(B 3Πg) + N2 → 2N2 2× 10−18 [5]c

84 N2(a′ 1Σ−u ) + N2 → N2(B 3Πg) + N2 1.9× 10−19 [5]c

85 2N2(a′ 1Σ−u )→ N+
2 + N2 + e 1× 10−17 [5]c

86 2N2(a′ 1Σ−u )→ N+
4 + e 1× 10−17 [5]c

87 N2(a′ 1Σ−u ) + N2(A 3Σ+
u )→ N+

4 + e 4× 10−18 [5]c

88 N(2D) + N2 → N + N2 2.3× 10−20 exp
(
−51/Tg

)
[5]c

89 N(2P) + N→ 2N 1.8× 10−18 [5]c

90 N(2P) + N→ N(2D) + N 6× 10−19 [5]c

91 N(2P) + N2 → N + N2 6× 10−20 [5]c

92 N2(A 3Σ+
u ) + H→ N2 + H 5× 10−17 [5]c

93 N2(A 3Σ+
u ) + H2 → N2 + 2H 2× 10−16 exp

(
−35/Tg

)
[5]c

94 N2(A 3Σ+
u ) + NH3 → N2 + NH3 1.6× 10−16 [5]c

95 N2(B 3Πg) + H2 → N2(A 3Σ+
u ) + H2 2.5× 10−17 [5]c

96 N2(a′ 1Σ−u ) + H→ N2 + H 1.5× 10−17 [5]c

97 N2(a′ 1Σ−u ) + H2 → N2 + 2H 2.6× 10−17 [5]c

98 N + H2(ν1)→ H + NH 4× 10−16 (
Tg/300

)0.5 exp
(
−14803/Tg

)
[5]c

98.1 N + H2(ν2)→ H + NH 4× 10−16 (
Tg/300

)0.5 exp
(
−13118/Tg

)
[5]c

98.2 N + H2(ν3)→ H + NH 4× 10−16 (
Tg/300

)0.5 exp
(
−11377/Tg

)
[5]c

98.3 N + H2(b 3Σ+
u )→ H + NH 4× 10−16 (

Tg/300
)0.5 [5]c

98.4 N + H2(B 1Σ+
u )→ H + NH 4× 10−16 (

Tg/300
)0.5 [5]c

98.5 N + H2(c 3Πu)→ H + NH 4× 10−16 (
Tg/300

)0.5 [5]c

98.6 N + H2(a 3Σ+
g )→ H + NH 4× 10−16 (

Tg/300
)0.5 [5]c

99 N(2D) + H2 → H + NH 2.3× 10−18 [5]c

100 N(2D) + NH3 → NH + NH2 1.1× 10−16 [5]c

101 N(2P) + H2 → H + NH 2.5× 10−20 [5]c

102 N + NH→ H + N2 5× 10−17 [5]c

103 H + NH→ H2 + N 5.4× 10−17 exp
(
−165/Tg

)
[5]c

104 2NH→ H2 + N2 5× 10−20 (
Tg/300

)1 [5]c

105 2NH→ N + NH2 1.7× 10−18 (
Tg/300

)1.5 [5]c

106 2NH→ N2 + 2H 8.5× 10−17 [5]c

107 H + NH2 → H2 + NH 6.6× 10−17 exp
(
−184/Tg

)
[5]c

108 N + NH2 → N2 + 2H 1.2× 10−16 [5]c

109 N + NH2 → N2 + H2 1.2× 10−16 [5]c

110 NH + NH2 → NH3 + N 1.66× 10−18 [5]c

111 H2 + NH2 → NH3 + H 5.4× 10−17 exp
(
−6492/Tg

)
[5]c

112 H + NH3 → NH2 + H2 8.4× 10−20 (
Tg/300

)4.1 exp
(
−476/Tg

)
[5]c

113 2N + N2 → N2(A 3Σ+
u ) + N2 4.4× 10−48 [5]c

113.1 2N + H2 → N2(A 3Σ+
u ) + H2 4.4× 10−48 [5]c

114 3N→ N2(A 3Σ+
u ) + N 2.6× 10−47 [5]c
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114.1 2N + H→ N2(A 3Σ+
u ) + H 2.6× 10−47 [5]c

115 2N + N2 → N2(B 3Πg) + N2 6.2× 10−48 [5]c

115.1 2N + H2 → N2(B 3Πg) + H2 6.2× 10−48 [5]c

116 3N→ N2(B 3Πg) + N 3.6× 10−47 [5]c

116.1 2N + H→ N2(B 3Πg) + H 3.6× 10−47 [5]c

117 2N + N2 → 2N2 2.4× 10−48 exp
(
5/Tg

)
[5]c

117.1 2N + H2 → N2 + H2 2.4× 10−48 exp
(
5/Tg

)
[5]c

118 2H + H2 → 2H2 2.3× 10−47 (
Tg/300

)−0.6 [5]c

119 2H + N2 → H2 + N2 2.2× 10−47 (
Tg/300

)−1 [5]c

120 N + H + N2 → NH + N2 2.6× 10−48 [5]c

120.1 N + H + H2 → NH + H2 2.6× 10−48 [5]c

121 N + H2 + N2 → NH2 + N2 2.6× 10−49 [5]c

121.1 N + 2H2 → NH2 + H2 2.6× 10−49 [5]c

122 H + NH + N2 → NH2 + N2 2.6× 10−47 [5]c

122.1 H + NH + H2 → NH2 + H2 2.6× 10−47 [5]c

123 H + NH2 + N2 → NH3 + N2 1.4× 10−44 [5]c

123.1 H + NH2 + H2 → NH3 + H2 1.4× 10−44 [5]c

124 NH + H2 + N2 → NH3 + N2 6.5× 10−50 (
Tg/300

)1 exp
(
17/Tg

)
[5]c

124.1 NH + 2H2 → NH3 + H2 6.5× 10−50 (
Tg/300

)1 exp
(
17/Tg

)
[5]c

130 e + H2 → H + H− 2.72× 10−17T−1.14
e exp (−9.78/Te) [9; 194]a

131 H− + H+
2 → 3H 2× 10−13 (

Tg/300
)−1 [5]c

132 H− + H+
3 → H2 + 2H 2× 10−13 (

Tg/300
)−1 [5]c

133 H− + N+
2 → N2 + H 2× 10−13 (

Tg/300
)−1 [5]c

134 H− + N+
4 → 2N2 + H 2× 10−13 (

Tg/300
)−1 [5]c

135 H− + N2H+ → H2 + N2 2× 10−13 (
Tg/300

)−1 [5]c

136 H− + H+
2 + N2 → H2 + H + N2 5× 10−40 (

Tg/300
)−2.5 [5]c

136.1 H− + H+
2 + H2 → 2H2 + H 5× 10−40 (

Tg/300
)−2.5 [5]c

137 H− + H+
3 + N2 → 2H2 + N2 5× 10−40 (

Tg/300
)−2.5 [5]c

137.1 H− + H+
3 + H2 → 3H2 5× 10−40 (

Tg/300
)−2.5 [5]c

138 H− + N+
2 + N2 → 2N2 + H 5× 10−40 (

Tg/300
)−2.5 [5]c

138.1 H− + N+
2 + H2 → N2 + H + H2 5× 10−40 (

Tg/300
)−2.5 [5]c

139 H− + N+
4 + N2 → 3N2 + H 5× 10−40 (

Tg/300
)−2.5 [5]c

139.1 H− + N+
4 + H2 → 2N2 + H + H2 5× 10−40 (

Tg/300
)−2.5 [5]c

140 H− + N2H+ + N2 → H2 + 2N2 5× 10−40 (
Tg/300

)−2.5 [5]c

140.1 H− + N2H+ + H2 → 2H2 + N2 5× 10−40 (
Tg/300

)−2.5 [5]c

Table A.5: Detailed chemistry set for all the CF4–CHF3–H2-Cl2–O2–HBr reduction
cases. The kinetic data are taken directly from the corresponding pre-
compiled chemistry set in QDB database [9] (QDB chemistry ID: C27). Pri-
mary sources are cited, if listed in QDB. The purpose of all the test chemistry
sets extracted from QDB in this work is merely to provide input for testing of
the presented chemistry reduction method, therefore the consistency of this
chemistry set and the validity of the cited sources listed in QDB were not
explicitly verified in this work.
a Fitted from a cross section on a grid of Maxwellian temperatures.
b Original source not listed in QDB.

ID Reaction k ∆Ee Source

1 e + Cl∗ → Cl∗ + e 2.48× 10−13T0.25
e exp (−1.9/Te) [201]a

2 e + CF4 → CF4 + e 6.59× 10−14T0.58
e exp (−0.55/Te) [9]a,b

3 e + O→ e + O∗ 1.06× 10−14T−0.4
e exp (−3.44/Te) 1.95 [202]a

4 e + O→ e + O∗ 1.16× 10−15T−0.17
e exp (−5.08/Te) 4.17 [202]a

5 F + e→ F∗ + e 5.43× 10−15T−0.77
e exp (−15.2/Te) 12.7 [9]a,b

6 F + e→ F∗ + e 5.2× 10−15T−0.1
e exp (−15.1/Te) 12.95 [9]a,b
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7 e + Cl→ e + Cl∗ 1.57× 10−14T0.03
e exp (−10.4/Te) 8.9 [203]a

8 e + Br→ e + Br∗ 1.56× 10−14T0.03
e exp (−10.4/Te) 8.9 [204]a

9 e + Br→ e + Br∗ 9.75× 10−14T−0.36
e exp (−10.9/Te) 10.4 [204]a

10 e + Br→ e + Br∗ 2.24× 10−14T0.07
e exp (−11.1/Te) 10.9 [204]a

11 e + Br→ e + Br∗ 3.01× 10−14T−0.39
e exp (−12.5/Te) 11.8 [204]a

12 e + Br→ e + Br∗ 1.16× 10−14T0.07
e exp (−12.1/Te) 12 [204]a

13 e + Br→ e + Br∗ 6.56× 10−15T0.03
e exp (−13/Te) 12.4 [204]a

14 e + F∗ → F + e 1.9× 10−15T−0.35
e exp (−0.77/Te) [9]a,b

15 e + H→ H+ + 2e 1.04× 10−14T0.37
e exp (−14.8/Te) 13.55 [9]a,b

16 e + H2 → H+
2 + 2e 1.29× 10−14T0.39

e exp (−16.3/Te) 15.35 [9]a,b

17 e + C→ C+ + 2e 6.7× 10−15T0.7
e exp (−11.26/Te) 11.26 [205]a

18 e + O→ O+ + 2e 4.82× 10−15T0.73
e exp (−13.1/Te) 13.6 [202]a

19 e + O∗ → O+ + 2e 1.56× 10−14T0.29
e exp (−13.3/Te) 11.65 [9]a,b

20 e + O2 → O+
2 + 2e 7.08× 10−15T0.76

e exp (−13.8/Te) 12.05 [9]a,b

21 e + F→ F+ + 2e 2.15× 10−15T0.87
e exp (−16/Te) 17.27 [9]a,b

22 e + F∗ → F+ + 2e 1.28× 10−13T0.08
e exp (−6.13/Te) 4.7 [9]a,b

23 e + F2 → F+
2 + 2e 2.96× 10−15T0.84

e exp (−15.9/Te) 15.53 [206]a

24 e + Cl→ Cl+ + 2e 4.36× 10−14T0.53
e exp (−14.4/Te) 12.95 [207]a

25 e + Cl∗ → Cl+ + 2e 1.73× 10−13T0.05
e exp (−5.45/Te) 4.08 [208]a

26 e + Cl2 → Cl+2 + 2e 3.7× 10−14T0.57
e exp (−12.8/Te) 11.45 [207]a

27 e + Br→ Br+ + 2e 4.36× 10−14T0.53
e exp (−14.4/Te) 12.95 [204]a

28 e + Br∗ → Br+ + 2e 1.73× 10−13T0.05
e exp (−5.45/Te) 4.08 [204]a

29 e + CH→ 2e + CH+ 1.82× 10−14T0.42
e exp (−13/Te) 11.3 [9]a,b

30 e + CH2 → 2e + CH+
2 1.46× 10−14T0.5

e exp (−12/Te) 10.4 [9]a,b

31 e + H2O→ H2O+ + 2e 8.02× 10−15T0.59
e exp (−13.7/Te) 13.5 [209]a

32 e + HCl→ HCl+ + 2e 1.78× 10−14T0.76
e exp (−14/Te) 12.7 [210]a

33 e + CO→ CO+ + 2e 6.11× 10−15T0.55
e exp (−13.7/Te) 14 [208]a

34 e + CF→ CF+ + 2e 6.08× 10−15T0.66
e exp (−12.1/Te) 11 [211]a

35 e + CF2 → CF+
2 + 2e 9.59× 10−15T0.48

e exp (−11.2/Te) 11 [211]a

36 e + CF3 → CF+
3 + 2e 3.29× 10−15T0.5

e exp (−10.8/Te) 8.9 [212]a

37 e + ClO→ ClO+ + 2e 9.48× 10−15T−1.85
e exp (−12.24/Te) 12.24 [213]a

38 e + CHF→ CHF+ + 2e 2.1× 10−15T1.04
e exp (−8.85/Te) 8.85 [9]a,b

39 e + O2 → O + O+ + 2e 9.92× 10−16T1.1
e exp (−20.3/Te) 16.93 [214]a

40 e + CH→ 2e + C+ + H 5.23× 10−15T0.44
e exp (−18.3/Te) 18.35 [9]a,b

41 e + CH2 → 2e + CH+ + H 1.28× 10−14T0.29
e exp (−19.3/Te) 20.38 [9]a,b

42 e + CH2 → 2e + C+ + H2 8.69× 10−16T0.5
e exp (−20.7/Te) 21.38 [9]a,b

43 e + CO→ C + O+ + 2e 2.1× 10−16T0.98
e exp (−24.9/Te) 23.75 [208]a

44 e + CO→ C+ + O + 2e 6.84× 10−15T0.33
e exp (−24.7/Te) 21.82 [208]a

45 e + CF2 → CF+ + F + 2e 2.92× 10−15T0.88
e exp (−13.5/Te) 14 [212]a

46 e + CF3 → CF+ + 2F + 2e 4.32× 10−15T0.61
e exp (−20.5/Te) 19.9 [212]a

47 e + CF3 → CF+
2 + F + 2e 8.23× 10−15T0.45

e exp (−17.3/Te) 16.93 [212]a

48 e + CF3 → F+ + CF2 + 2e 3.76× 10−15T0.51
e exp (−24.7/Te) 19.9 [212]a

49 e + CF4 → CF+
2 + 2F + 2e 2.95× 10−15T0.54

e exp (−22.2/Te) 19.9 [9]a,b

50 e + CF4 → CF+ + F + F2 + 2e 5.47× 10−15T0.43
e exp (−32.7/Te) 3 [9]a,b

51 e + CF4 → CF+
3 + F + 2e 2.58× 10−14T0.59

e exp (−18.4/Te) 16.23 [9]a,b

52 e + CF4 → F+ + CF3 + 2e 1.92× 10−15T0.72
e exp (−36.5/Te) 29.88 [9]a,b

53 e + CF4 → CF+
3 + F+ + 3e 6.5× 10−17T1.07

e exp (−36.6/Te) 34.95 [9]a,b

54 e + CHF3 → CF+
3 + H + 2e 4.99× 10−15T0.9

e exp (−17.3/Te) 15.7 [215; 216]a

55 e + CHF3 → CHF+ + 2F + 2e 2.38× 10−16T1.36
e exp (−18.5/Te) 19.73 [215; 216]a

56 e + CHF3 → CH+ + F + F2 + 2e 5.56× 10−16T0.33
e exp (−36/Te) 33.38 [215; 216]a

57 e + CHF3 → CF+ + HF + F + 2e 3.34× 10−15T1.09
e exp (−22.4/Te) 20.77 [215; 216]a

58 e + CHF3 → CHF+
2 + F + 2e 1.21× 10−15T0.85

e exp (−18.6/Te) 16.75 [215; 216]a

59 e + CHF3 → F+ + CHF2 + 2e 8.47× 10−16T0.68
e exp (−38.1/Te) 36.88 [215; 216]a

60 e + CHF3 → CF+
2 + HF + 2e 2.28× 10−17T1.76

e exp (−14.5/Te) 17.45 [215; 216]a

61 e + CHF→ CF+ + H + 2e 3.32× 10−14T−0.33
e exp (−19.61/Te) 19.61 [9]a,b

62 e + O2 → O− + O 6.74× 10−16T−1.02
e exp (−5.78/Te) [9]a,b

63 e + F2 → F + F− 3.82× 10−15T−1.16
e exp (−0.16/Te) [206]a

64 e + Cl2 → Cl− + Cl 2.31× 10−16T−0.18
e exp (0.12/Te) [207]a

65 e + HCl→ Cl− + H 1.27× 10−16T−1.48
e exp (−0.9/Te) [217]a

66 e + HBr→ Br− + H 1.83× 10−15T−1.28
e exp (−0.28/Te) [218]a
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67 e + CO2 → O− + CO 1.85× 10−16T−1.31
e exp (−6.44/Te) [219]a

68 e + CF2 → F− + CF 2.8× 10−15T−1.44
e exp (−7.47/Te) [9]a,b

69 e + CF3 → F− + CF2 2.8× 10−15T−1.44
e exp (−7.47/Te) [9]a,b

70 e + CF4 → F− + CF3 1.33× 10−15T−1.41
e exp (−6.9/Te) [9]a,b

71 e + CHF3 → F− + CHF2 1.05× 10−16T−1.03
e exp (−7/Te) [215]a

72 e + CHF2 → CHF + F− 1.3× 10−19 [9]b

73 e + CHF→ CH + F− 1.3× 10−19 [9]b

74 e + Cl− → Cl + 2e 8.46× 10−15T0.61
e exp (−4.74/Te) 3.6 [207]a

75 e + Br− → Br + 2e 8.5× 10−15T0.61
e exp (−4.75/Te) 3.6 [204]a

76 e + H+
2 → 2H 4.92× 10−14T−0.5

e exp (−0.03/Te) [220]a

77 e + H+
3 → H + H2 6.39× 10−14T−0.43

e exp (−0.02/Te) [200]a

78 e + O+
2 → 2O 1.53× 10−14T−0.51

e exp (−0.01/Te) [221]a

79 e + F+
2 → 2F 2.26× 10−13T−0.5

e exp (−0.01/Te) [222]a

80 e + Cl+2 → 2Cl 2.61× 10−14T−0.65
e exp (−0.02/Te) [221]a

81 e + CH+ → C + H 3.23× 10−14T−0.42
e [223]

82 e + CH+
2 → C + 2H 2.36× 10−14T−0.86

e exp (−0.04/Te) [9]a,b

83 e + CH+
2 → CH + H 9.35× 10−15T−0.86

e exp (−0.04/Te) [9]a,b

84 e + CH+
2 → C + H2 4.49× 10−15T−0.86

e exp (−0.04/Te) [9]a,b

85 e + HCl+ → Cl + H 2.62× 10−14T−0.65
e exp (−0.02/Te) [221]a

86 e + HBr+ → Br + H 2.61× 10−14T−0.65
e exp (−0.02/Te) [9]a,b

87 e + CO+
2 → CO + O 2.26× 10−13T−0.5

e exp (−0.01/Te) [222]a

88 e + CF+
2 → CF + F 6.5× 10−14T−0.5

e exp (−0.01/Te) [9]a,b

89 e + CF+
3 → CF2 + F 6.5× 10−14T−0.5

e exp (−0.01/Te) [224]a

90 e + H2 → 2H + e 1.02× 10−13T−0.54
e exp (−11.5/Te) 8.8 [9]a,b

91 e + H+
2 → H+ + H + e 9.9× 10−14T0.11

e exp (−0.19/Te) [9]a,b

92 e + H+
3 → H+ + H2 + e 9.91× 10−14T0.37

e exp (−14.5/Te) 14.9 [220]a

93 e + O2 → e + 2O 1.75× 10−14T−1.28
e exp (−7.38/Te) 4.5 [9]a,b

94 e + O2 → e + 2O 2.11× 10−14T−0.78
e exp (−7.45/Te) 6 [9]a,b

95 e + Cl2 → 2Cl + e 5.41× 10−14T0.01
e exp (−4.81/Te) 3.1 [207]a

96 e + CH→ e + C + H 1.71× 10−14T0.38
e exp (−9.62/Te) 6.97 [9]a,b

97 e + CH2 → e + CH + H 1.43× 10−14T0.44
e exp (−11.3/Te) 8.5 [9]a,b

98 e + HCl→ Cl + H + e 1.43× 10−14T0.6
e exp (−5.91/Te) 5.5 [210]a

99 e + CO→ C + O + e 1.05× 10−14T0.38
e exp (−13.5/Te) 12.95 [208]a

100 e + CF→ C + F + e 3.97× 10−14T−0.16
e exp (−7.48/Te) 5.6 [225]a

101 e + CF2 → CF + F + e 4.43× 10−15T0.65
e exp (−7.87/Te) 8.7 [9]a,b

102 e + CF3 → CF2 + F + e 4.37× 10−15T0.66
e exp (−7.81/Te) 7.7 [9]a,b

103 e + CF4 → CF2 + 2F + e 4.45× 10−15T0.03
e exp (−14.1/Te) 14 [9]a,b

104 e + CF4 → CF + F + F2 + e 8.73× 10−16T0.49
e exp (−15.8/Te) 17.98 [9]a,b

105 e + CF4 → CF3 + F + e 2.58× 10−15T0.09
e exp (−9.86/Te) 12 [9]a,b

106 e + CF4 → CF+
3 + F− + e 4.64× 10−19T1.7

e exp (−6.8/Te) 11 [9]a,b

107 e + ClO→ Cl + O + e 1.27× 10−13T−1.36
e exp (−6.84/Te) 6.84 [213]a

108 e + COF2 → COF + F + e 2.58× 10−15T0.09
e exp (−9.87/Te) 12 [9]a,b

109 e + CHF3 → CF + 2F + H + e 3× 10−14T0.02
e exp (−21.1/Te) 19.38 [9]a,b

110 e + CHF3 → CF2 + F + H + e 1.66× 10−15T0.85
e exp (−24.2/Te) 23.57 [216]a

111 e + CHF3 → CF3 + H + e 3.36× 10−15T0.72
e exp (−8.72/Te) 11 [216]a

112 e + CHF3 → CHF + 2F + e 1.19× 10−16T0.75
e exp (−34.4/Te) 34.95 [216]a

113 e + CHF3 → CHF2 + F + e 7.66× 10−18T1.79
e exp (−9.45/Te) 13 [216]a

114 e + CHF3 → F− + CHF+
2 + e 8.08× 10−16T−1.4

e exp (−14.6/Te) 11.5 [215]a

115 e + CHF2 → CF + H + F + e 2.45× 10−14T−0.36
e exp (−29.6/Te) 29.6 [9]a,b

116 e + CHF2 → CF2 + H + e 9.31× 10−15T0.2
e exp (−11.4/Te) 11.4 [9]a,b

117 e + CHF2 → CHF + F + e 1.4× 10−14T0.36
e exp (−11.37/Te) 11.37 [9]a,b

118 e + CHF→ C + F + H + e 2.45× 10−14T−0.36
e exp (−29.6/Te) 29.6 [9]a,b

119 e + CHF→ CF + H + e 9.31× 10−15T0.2
e exp (−11.42/Te) 11.42 [9]a,b

120 e + C3H+
8 → C3H+

5 + H2 + H+ + 2e 3.05× 10−15T0.39
e exp (−29.5/Te) 27.7 [9]a,b

121 Cl2 + O∗ → ClO + Cl 2.11× 10−16 [213]

122 O∗ + H2O→ 2OH 2.2× 10−17 [8]

123 O∗ + CF→ CO + F 2× 10−17 [226]

124 O∗ + CF2 → COF + F 1.4× 10−17 [226]

125 O∗ + CF3 → COF2 + F 3.1× 10−17 [226]

126 O∗ + CF4 → O + CF4 1.8× 10−19 [226]
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127 O∗ + FO→ O2 + F 5× 10−17 [226]

128 O∗ + COF→ CO2 + F 9.3× 10−17 [226]

129 O∗ + COF2 → COF2 + O 5.3× 10−17 [226]

130 O∗ + COF2 → CO2 + F2 2.1× 10−17 [226]

131 H + F2 → F + HF 1.8× 10−18 [227]

132 H + CH→ C + H2 1× 10−16 [228]

133 CH2 + H→ CH + H2 7.7× 10−16 [229]

134 OH + H→ O + H2 1.48× 10−16 [230]

135 HCl + H→ Cl + H2 1.48× 10−16 [9]b

136 H + HBr→ H2 + Br 6.5× 10−18 [231]

137 CF + H→ C + HF 3.32× 10−16 exp
(
−0.21/Tg

)
[232]

138 H + CF→ CH + F 1.9× 10−17 [227]

139 CF2 + H→ CF + HF 3.32× 10−16 exp
(
−0.21/Tg

)
[227]

140 CF3 + H→ CF2 + HF 9.3× 10−17 [227]

141 H + CHF3 → H2 + CF3 5.2× 10−25 [227]

142 CHF2 + H→ CF2 + H2 6.26× 10−17 (
Tg/300

)2.42 [227]

143 CHF + H→ CH + HF 3.32× 10−16 [227]

144 C + H2 → CH + H 1.5× 10−16 [228]

145 O + H2 → OH + H 3.44× 10−16 [230]

146 F + H2 → H + HF 4.8× 10−16 (
Tg/300

)0.5 exp
(
0.11/Tg

)
[227]

147 Cl + H2 → HCl + H 3.44× 10−16 [9]b

148 CH + H2 → CH2 + H 3.75× 10−16 exp
(
−166/Tg

)
[233]

149 OH + H2 → H2O + H 7.7× 10−18 exp
(
−21/Tg

)
[8]

150 C + O2 → O + CO 1.6× 10−17 [226]

151 O + OH→ O2 + H 2.3× 10−17 exp
(
11/Tg

)
[8]

152 O + CF→ CO + F 6.6× 10−17 [226]

153 O + CF2 → COF + F 3.1× 10−17 [226]

154 O + CF3 → COF2 + F 3.3× 10−17 [226]

155 FO + O→ O2 + F 2.7× 10−17 [226]

156 ClO + O→ O2 + Cl 4.8× 10−20 [234; 235]

157 O + COF→ CO2 + F 9.3× 10−17 [226]

158 O2 + CF→ COF + O 3.3× 10−17 [226]

159 CHF3 + F→ CF3 + HF 7.47× 10−17 exp
(
−0.16/Tg

)
[227]

160 CHF2 + F→ CF2 + HF 4.98× 10−17 [227]

161 F + CHF→ CF + HF 5× 10−17 [236]

162 COF + CF2 → CF3 + CO 3× 10−19 [226]

163 COF + CF2 → CF + COF2 3× 10−19 [226]

164 COF + CF3 → CF4 + CO 1× 10−17 [226]

165 COF + CF3 → CF2 + COF2 1× 10−17 [226]

166 CHF2 + CF3 → CHF3 + CF2 4.98× 10−17 exp
(
−0.1/Tg

)
[227]

167 2COF→ COF2 + CO 1× 10−17 [226]

168 O + CF2 → CO + 2F 4× 10−18 [226]

169 O∗ + CF2 → CO + 2F 1.4× 10−17 [226]

170 H + H+
2 → H2 + H+ 6.4× 10−16 [237]

171 O+ + H→ H+ + O 5× 10−16 [9]b

172 F+ + H→ H+ + F 5× 10−16 [9]b

173 F+
2 + H→ H+ + F2 5× 10−16 [9]b

174 CO+ + H→ H+ + CO 5× 10−16 [9]b

175 H+ + C→ C+ + H 5× 10−16 [9]b

176 H+ + O2 → O+
2 + H 5× 10−16 [9]b

177 H+ + Cl→ Cl+ + H 5× 10−16 [9]b

178 H+ + Cl2 → Cl+2 + H 5× 10−16 [9]b

179 H+ + Br→ H + Br+ 1× 10−17 [9]b

180 H+ + CH→ CH+ + H 1.89× 10−15 [237]

181 H+ + CH2 → CH+
2 + H 1.39× 10−15 [237]

182 H+ + HCl→ HCl+ + H 5× 10−16 [9]b

183 H+ + HBr→ H + HBr+ 1× 10−17 [9]b

184 H+ + CO→ CO+ + H 5× 10−16 [9]b

185 H+ + CO2 → CO+
2 + H 5× 10−16 [9]b

186 H+ + CF→ CF+ + H 5× 10−16 [9]b
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187 H+ + CF2 → CF+
2 + H 5× 10−16 [9]b

188 H+ + CF3 → CF+
3 + H 5× 10−16 [9]b

189 H+ + ClO→ ClO+ + H 5× 10−16 [9]b

190 H+ + CHF2 → CHF+
2 + H 5× 10−16 [9]b

191 H+ + CHF→ CHF+ + H 5× 10−16 [9]b

192 F+ + H2 → H+
2 + F 5× 10−16 [9]b

193 F+
2 + H2 → H+

2 + F2 5× 10−16 [9]b

194 H+
2 + O→ O+ + H2 5× 10−16 [9]b

195 H+
2 + O2 → O+

2 + H2 5× 10−16 [9]b

196 H+
2 + Cl→ Cl+ + H2 5× 10−16 [9]b

197 H+
2 + Cl2 → Cl+2 + H2 5× 10−16 [9]b

198 Br + H+
2 → H2 + Br+ 1× 10−17 [9]b

199 H+
2 + CH→ CH+ + H2 7.1× 10−16 [237]

200 H+
2 + CH2 → CH+

2 + H2 1× 10−15 [237]

201 H+
2 + HBr→ H2 + HBr+ 1× 10−17 [9]b

202 H+
2 + CF→ CF+ + H2 5× 10−16 [9]b

203 H+
2 + CF2 → CF+

2 + H2 5× 10−16 [9]b

204 H+
2 + CF3 → CF+

3 + H2 5× 10−16 [9]b

205 H+
2 + CHF2 → CHF+

2 + H2 5× 10−16 [9]b

206 H+
2 + CHF→ CHF+ + H2 5× 10−16 [9]b

207 O+ + C→ C+ + O 5× 10−16 [9]b

208 O+
2 + C→ C+ + O2 5× 10−16 [9]b

209 F+ + C→ C+ + F 1.17× 10−15 [238]

210 Cl+2 + C→ C+ + Cl2 5× 10−16 [9]b

211 Br+ + C→ C+ + Br 5× 10−16 [9]b

212 H2O+ + C→ C+ + H2O 5× 10−16 [9]b

213 HCl+ + C→ C+ + HCl 5× 10−16 [9]b

214 HBr+ + C→ C+ + HBr 5× 10−16 [9]b

215 CO+ + C→ C+ + CO 5× 10−16 [9]b

216 CO+
2 + C→ C+ + CO2 5× 10−16 [9]b

217 ClO+ + C→ C+ + ClO 5× 10−16 [9]b

218 C+ + CF→ CF+ + C 3.18× 10−15 [238]

219 C+ + CF2 → CF+
2 + C 5× 10−16 [9]b

220 C+ + CF3 → CF+
3 + C 5× 10−16 [9]b

221 C+ + CHF2 → CHF+
2 + C 5× 10−16 [9]b

222 C+ + CHF→ CHF+ + C 5× 10−16 [9]b

223 F+ + O→ F + O+ 1× 10−16 [226]

224 F+
2 + O→ O+ + F2 5× 10−16 [9]b

225 CO+ + O→ CO + O+ 1.4× 10−16 [226]

226 O+ + O2 → O+
2 + O 2× 10−17 (

Tg/300
)−0.4 [7]

227 O+ + Cl→ Cl+ + O 1× 10−17 [9]b

228 O+ + Cl2 → Cl+2 + O 1× 10−17 [9]b

229 O+ + Br→ Br+ + O 5× 10−16 [9]b

230 O+ + CH→ CH+ + O 5× 10−16 [9]b

231 O+ + CH2 → CH+
2 + O 5× 10−16 [9]b

232 O+ + H2O→ H2O+ + O 2.6× 10−15 [7]

233 O+ + HCl→ HCl+ + O 5× 10−16 [9]b

234 O+ + HBr→ HBr+ + O 5× 10−16 [9]b

235 O+ + CO2 → CO+
2 + O 5× 10−16 [9]b

236 O+ + CF→ CF+ + O 5× 10−16 [9]b

237 O+ + CF2 → CF+
2 + O 5× 10−16 [9]b

238 O+ + CF3 → CF+
3 + O 5× 10−16 [9]b

239 O+ + ClO→ ClO+ + O 4.9× 10−16 [213]

240 O+ + CHF2 → CHF+
2 + O 5× 10−16 [9]b

241 O+ + CHF→ CHF+ + O 5× 10−16 [9]b

242 F+ + O2 → F + O+
2 7.14× 10−16 [226]

243 F+
2 + O2 → O+

2 + F2 5× 10−16 [9]b

244 Cl+ + O2 → O+
2 + Cl 5× 10−16 [9]b

245 Br+ + O2 → O+
2 + Br 5× 10−16 [9]b

246 H2O+ + O2 → O+
2 + H2O 4.1× 10−16 [7]
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247 HCl+ + O2 → O+
2 + HCl 5× 10−16 [9]b

248 HBr+ + O2 → O+
2 + HBr 5× 10−16 [9]b

249 CO+ + O2 → CO + O+
2 1.2× 10−16 [226]

250 CO+
2 + O2 → CO2 + O+

2 5.3× 10−17 [239]

251 ClO+ + O2 → O+
2 + ClO 5× 10−16 [9]b

252 O+
2 + Cl2 → Cl+2 + O2 2× 10−17 [9]b

253 O+
2 + CH→ CH+ + O2 5× 10−16 [9]b

254 O+
2 + CH2 → CH+

2 + O2 5× 10−16 [9]b

255 O+
2 + CF→ CF+ + O2 5× 10−16 [9]b

256 O+
2 + CF2 → CF+

2 + O2 5× 10−16 [9]b

257 O+
2 + CF3 → CF+

3 + O2 5× 10−16 [9]b

258 O+
2 + CHF2 → CHF+

2 + O2 5× 10−16 [9]b

259 O+
2 + CHF→ CHF+ + O2 5× 10−16 [9]b

260 F+ + F2 → F+
2 + F 7.94× 10−16 [238]

261 F+ + Cl→ Cl+ + F 5× 10−16 [9]b

262 F+ + Cl2 → Cl+2 + F 5× 10−16 [9]b

263 F+ + Br→ Br+ + F 5× 10−16 [9]b

264 F+ + CH→ CH+ + F 5× 10−16 [9]b

265 F+ + CH2 → CH+
2 + F 5× 10−16 [9]b

266 F+ + H2O→ H2O+ + F 5× 10−16 [9]b

267 F+ + HCl→ HCl+ + F 5× 10−16 [9]b

268 F+ + HBr→ HBr+ + F 5× 10−16 [9]b

269 F+ + CO→ CO+ + F 5× 10−16 [9]b

270 F+ + CO2 → CO+
2 + F 5× 10−16 [9]b

271 F+ + CF→ CF+ + F 5× 10−16 [219]

272 F+ + ClO→ ClO+ + F 5× 10−16 [9]b

273 F+ + CHF→ CHF+ + F 5× 10−16 [9]b

274 F+
2 + Cl→ Cl+ + F2 5× 10−16 [9]b

275 F+
2 + Cl2 → Cl+2 + F2 5× 10−16 [9]b

276 F+
2 + Br→ Br+ + F2 5× 10−16 [9]b

277 F+
2 + CH→ CH+ + F2 5× 10−16 [9]b

278 F+
2 + CH2 → CH+

2 + F2 5× 10−16 [9]b

279 F+
2 + H2O→ H2O+ + F2 5× 10−16 [9]b

280 F+
2 + HCl→ HCl+ + F2 5× 10−16 [9]b

281 F+
2 + HBr→ HBr+ + F2 5× 10−16 [9]b

282 F+
2 + CO→ CO+ + F2 5× 10−16 [9]b

283 F+
2 + CO2 → CO+

2 + F2 5× 10−16 [9]b

284 F+
2 + CF2 → CF+

2 + F2 1× 10−15 [238]

285 F+
2 + ClO→ ClO+ + F2 5× 10−16 [9]b

286 F+
2 + CHF2 → CHF+

2 + F2 5× 10−16 [9]b

287 F+
2 + CHF→ CHF+ + F2 5× 10−16 [9]b

288 Br+ + Cl→ Cl+ + Br 5× 10−16 [9]b

289 H2O+ + Cl→ Cl+ + H2O 5× 10−16 [9]b

290 CO+ + Cl→ Cl+ + CO 5× 10−16 [9]b

291 CO+
2 + Cl→ Cl+ + CO2 5× 10−16 [9]b

292 Cl2 + Cl+ → Cl+2 + Cl 5.4× 10−16 (
Tg/300

)0.5 [240; 241]

293 Cl+ + CH→ CH+ + Cl 5× 10−16 [9]b

294 Cl+ + CH2 → CH+
2 + Cl 5× 10−16 [9]b

295 Cl+ + HCl→ HCl+ + Cl 5× 10−16 [9]b

296 Cl+ + HBr→ HBr+ + Cl 5× 10−16 [9]b

297 Cl+ + ClO→ ClO+ + Cl 4.9× 10−16 [9]b

298 Cl+ + CHF2 → CHF+
2 + Cl 5× 10−16 [9]b

299 Cl+ + CHF→ CHF+ + Cl 5× 10−16 [9]b

300 Br+ + Cl2 → Cl+2 + Br 5× 10−16 [9]b

301 H2O+ + Cl2 → Cl+2 + H2O 5× 10−16 [9]b

302 HCl+ + Cl2 → Cl+2 + HCl 5× 10−16 [9]b

303 HBr+ + Cl2 → Cl+2 + HBr 5× 10−16 [9]b

304 CO+ + Cl2 → Cl+2 + CO 5× 10−16 [9]b

305 CO+
2 + Cl2 → Cl+2 + CO2 5× 10−16 [9]b

306 ClO+ + Cl2 → Cl+2 + ClO 5× 10−16 [9]b
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307 Cl+2 + CH→ CH+ + Cl2 5× 10−16 [9]b

308 Cl+2 + CH2 → CH+
2 + Cl2 5× 10−16 [9]b

309 Cl+2 + CF→ CF+ + Cl2 5× 10−16 [9]b

310 Cl+2 + CF2 → CF+
2 + Cl2 5× 10−16 [9]b

311 Cl+2 + CF3 → CF+
3 + Cl2 5× 10−16 [9]b

312 Cl+2 + CHF2 → CHF+
2 + Cl2 5× 10−16 [9]b

313 Cl+2 + CHF→ CHF+ + Cl2 5× 10−16 [9]b

314 H2O+ + Br→ Br+ + H2O 5× 10−16 [9]b

315 CO+ + Br→ Br+ + CO 5× 10−16 [9]b

316 CO+
2 + Br→ Br+ + CO2 5× 10−16 [9]b

317 Br+ + CH→ CH+ + Br 5× 10−16 [9]b

318 Br+ + CH2 → CH+
2 + Br 5× 10−16 [9]b

319 Br+ + HCl→ HCl+ + Br 5× 10−16 [9]b

320 Br+ + HBr→ HBr+ + Br 1× 10−17 [9]b

321 Br+ + CF→ CF+ + Br 5× 10−16 [9]b

322 Br+ + CF2 → CF+
2 + Br 5× 10−16 [9]b

323 Br+ + CF3 → CF+
3 + Br 5× 10−16 [9]b

324 Br+ + ClO→ ClO+ + Br 5× 10−16 [9]b

325 Br+ + CHF2 → CHF+
2 + Br 5× 10−16 [9]b

326 Br+ + CHF→ CHF+ + Br 5× 10−16 [9]b

327 H2O+ + CH→ CH+ + H2O 5× 10−16 [9]b

328 HCl+ + CH→ CH+ + HCl 5× 10−16 [9]b

329 HBr+ + CH→ CH+ + HBr 5× 10−16 [9]b

330 CO+ + CH→ CH+ + CO 5× 10−16 [9]b

331 CO+
2 + CH→ CH+ + CO2 5× 10−16 [9]b

332 ClO+ + CH→ CH+ + ClO 5× 10−16 [9]b

333 CH+ + CH2 → CH+
2 + CH 5× 10−16 [9]b

334 CH+ + CF→ CF+ + CH 5× 10−16 [9]b

335 CH+ + CF2 → CF+
2 + CH 5× 10−16 [9]b

336 CH+ + CF3 → CF+
3 + CH 5× 10−16 [9]b

337 CH+ + CHF2 → CHF+
2 + CH 5× 10−16 [9]b

338 CH+ + CHF→ CHF+ + CH 5× 10−16 [9]b

339 H2O+ + CH2 → CH+
2 + H2O 5× 10−16 [9]b

340 HCl+ + CH2 → CH+
2 + HCl 5× 10−16 [9]b

341 HBr+ + CH2 → CH+
2 + HBr 5× 10−16 [9]b

342 CO+ + CH2 → CH+
2 + CO 5× 10−16 [9]b

343 CO+
2 + CH2 → CH+

2 + CO2 5× 10−16 [9]b

344 CF+
2 + CH2 → CH+

2 + CF2 5× 10−16 [9]b

345 ClO+ + CH2 → CH+
2 + ClO 5× 10−16 [9]b

346 CHF+ + CH2 → CH+
2 + CHF 5× 10−16 [9]b

347 CH+
2 + CF→ CF+ + CH2 5× 10−16 [9]b

348 CH+
2 + CF3 → CF+

3 + CH2 5× 10−16 [9]b

349 CH+
2 + CHF2 → CHF+

2 + CH2 5× 10−16 [9]b

350 CO+ + H2O→ H2O+ + CO 5× 10−16 [9]b

351 H2O+ + HCl→ HCl+ + H2O 5× 10−16 [9]b

352 H2O+ + HBr→ HBr+ + H2O 5× 10−16 [9]b

353 H2O+ + CO2 → CO+
2 + H2O 5× 10−16 [9]b

354 H2O+ + CF→ CF+ + H2O 5× 10−16 [9]b

355 H2O+ + CF2 → CF+
2 + H2O 5× 10−16 [9]b

356 H2O+ + CF3 → CF+
3 + H2O 5× 10−16 [9]b

357 H2O+ + ClO→ ClO+ + H2O 5× 10−16 [9]b

358 H2O+ + CHF2 → CHF+
2 + H2O 5× 10−16 [9]b

359 H2O+ + CHF→ CHF+ + H2O 5× 10−16 [9]b

360 CO+ + HCl→ HCl+ + CO 5× 10−16 [9]b

361 CO+
2 + HCl→ HCl+ + CO2 5× 10−16 [9]b

362 HCl+ + HBr→ HBr+ + HCl 5× 10−16 [9]b

363 HCl+ + CF→ CF+ + HCl 5× 10−16 [9]b

364 HCl+ + CF2 → CF+
2 + HCl 5× 10−16 [9]b

365 HCl+ + CF3 → CF+
3 + HCl 5× 10−16 [9]b

366 HCl+ + ClO→ ClO+ + HCl 5× 10−16 [9]b
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367 HCl+ + CHF2 → CHF+
2 + HCl 5× 10−16 [9]b

368 HCl+ + CHF→ CHF+ + HCl 5× 10−16 [9]b

369 CO+ + HBr→ HBr+ + CO 5× 10−16 [9]b

370 CO+
2 + HBr→ HBr+ + CO2 5× 10−16 [9]b

371 HBr+ + CF→ CF+ + HBr 5× 10−16 [9]b

372 HBr+ + CF2 → CF+
2 + HBr 5× 10−16 [9]b

373 HBr+ + CF3 → CF+
3 + HBr 5× 10−16 [9]b

374 HBr+ + ClO→ ClO+ + HBr 5× 10−16 [9]b

375 HBr+ + CHF2 → CHF+
2 + HBr 5× 10−16 [9]b

376 HBr+ + CHF→ CHF+ + HBr 5× 10−16 [9]b

377 CO+ + CO2 → CO + CO+
2 1× 10−15 [239]

378 CO+ + CF→ CF+ + CO 5× 10−16 [9]b

379 CO+ + ClO→ ClO+ + CO 5× 10−16 [9]b

380 CO+ + CHF2 → CHF+
2 + CO 5× 10−16 [9]b

381 CO+ + CHF→ CHF+ + CO 5× 10−16 [9]b

382 CO+
2 + CF→ CF+ + CO2 5× 10−16 [9]b

383 CO+
2 + CF2 → CF+

2 + CO2 5× 10−16 [9]b

384 CO+
2 + CF3 → CF+

3 + CO2 5× 10−16 [9]b

385 CO+
2 + ClO→ ClO+ + CO2 5× 10−16 [9]b

386 CO+
2 + CHF2 → CHF+

2 + CO2 5× 10−16 [9]b

387 CO+
2 + CHF→ CHF+ + CO2 5× 10−16 [9]b

388 ClO+ + CF→ CF+ + ClO 5× 10−16 [9]b

389 CHF+ + CF→ CF+ + CHF 5× 10−16 [9]b

390 CF+ + CF3 → CF+
3 + CF 1.71× 10−15 [242; 243]

391 CF+ + CHF2 → CHF+
2 + CF 5× 10−16 [9]b

392 ClO+ + CF2 → CF+
2 + ClO 5× 10−16 [9]b

393 CHF+ + CF2 → CF+
2 + CHF 5× 10−16 [9]b

394 CF+
2 + CF3 → CF+

3 + CF2 1.48× 10−15 [242]

395 CF+
2 + CHF2 → CHF+

2 + CF2 5× 10−16 [9]b

396 ClO+ + CF3 → CF+
3 + ClO 5× 10−16 [9]b

397 CHF+
2 + CF3 → CF+

3 + CHF2 5× 10−16 [244]

398 CHF+ + CF3 → CF+
3 + CHF 5× 10−16 [9]b

399 ClO+ + CHF2 → CHF+
2 + ClO 5× 10−16 [9]b

400 ClO+ + CHF→ CHF+ + ClO 5× 10−16 [9]b

401 CHF+ + CHF2 → CHF+
2 + CHF 6.4× 10−16 [9]b

402 H+
3 + H→ H+ + H2 + H 5× 10−16 [9]b

403 H+
3 + H2 → H+

2 + H2 + H 5× 10−16 [9]b

404 H+
3 + O→ O+ + H2 + H 5× 10−16 [9]b

405 H+
3 + O2 → O+

2 + H2 + H 5× 10−16 [9]b

406 H+
3 + F2 → F+

2 + H2 + H 5× 10−16 [9]b

407 H+
3 + Cl→ Cl+ + H2 + H 5× 10−16 [9]b

408 H+
3 + Cl2 → Cl+2 + H2 + H 5× 10−16 [9]b

409 H+
3 + Br→ H2 + H + Br+ 1× 10−17 [9]b

410 H+
3 + CH2 → CH+

2 + H2 + H 5× 10−16 [9]b

411 H+
3 + H2O→ H2O+ + H2 + H 5× 10−16 [9]b

412 H+
3 + HCl→ HCl+ + H2 + H 5× 10−16 [9]b

413 H+
3 + HBr→ H2 + H + HBr+ 1× 10−17 [9]b

414 H+
3 + CO→ CO+ + H2 + H 5× 10−16 [9]b

415 H+
3 + CO2 → CO+

2 + H2 + H 5× 10−16 [9]b

416 H+
3 + CF→ CF+ + H2 + H 5× 10−16 [9]b

417 H+
3 + CF2 → CF+

2 + H2 + H 5× 10−16 [9]b

418 H+
3 + CF3 → CF+

3 + H2 + H 5× 10−16 [9]b

419 H+
3 + ClO→ ClO+ + H2 + H 5× 10−16 [9]b

420 H+
3 + CHF2 → CHF+

2 + H2 + H 5× 10−16 [9]b

421 H+
3 + CHF→ CHF+ + H2 + H 5× 10−16 [9]b

422 F+
2 + CF3 → CF+

3 + 2F 1.6× 10−15 [238]

423 CH+ + H→ C+ + H2 7.5× 10−16 [237]

424 H+ + CH2 → CH+ + H2 1.39× 10−15 [237]

425 H2 + H+
2 → H + H+

3 2.08× 10−15 [237]

426 CH+ + H2 → CH+
2 + H 1.2× 10−15 [237]
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427 H+
2 + C→ CH+ + H 2.4× 10−15 [237]

428 H+
2 + CH→ CH+

2 + H 7.1× 10−16 [237]

429 H+
3 + C→ CH+ + H2 2× 10−15 [237]

430 H+
3 + CH→ CH+

2 + H2 1.2× 10−15 [237]

431 F+
2 + C→ CF+ + F 1.04× 10−15 [238]

432 CH+ + C→ C+
2 + H 1.2× 10−15 [237]

433 CF+
2 + C→ CF+ + CF 1.04× 10−15 [238]

434 O+ + CF4 → CF+
3 + FO 1.4× 10−15 [226]

435 F+ + O2 → O+ + FO 5.04× 10−17 [245]

436 F+ + CF2 → CF+ + F2 2.28× 10−15 [238; 242]

437 F+ + CF3 → CF+
2 + F2 2.09× 10−15 [238; 242]

438 F+ + CF4 → F2 + CF+
3 1× 10−15 [238; 242]

439 F+ + CHF2 → CHF+ + F2 2.09× 10−15 [9]b

440 F+
2 + CF→ CF+

2 + F 2.18× 10−15 [238]

441 F+
2 + CF2 → CF+

3 + F 1.79× 10−15 [238]

442 F+
2 + CF4 → CF+

3 + F + F2 1× 10−16 [238]

443 CO+ + CF2 → COF + CF+ 7× 10−16 [226]

444 CO+ + CF3 → COF + CF+
2 7× 10−16 [226]

445 CO+ + CF4 → COF + CF+
3 7× 10−16 [226]

446 CF+
2 + CF→ CF+

3 + C 2.06× 10−15 [238]

447 CF+ + CF4 → CF+
3 + CF2 1.8× 10−16 [242; 246]

448 CF+
2 + CF4 → CF+

3 + CF3 4× 10−16 [242; 246]

449 O− + H+ → O + H 1× 10−13 [247]

450 F− + H+ → H + F 2.02× 10−14 [248]

451 Cl− + H+ → H + Cl 2.02× 10−14 [248]

452 Br− + H+ → Br + H 1× 10−13 [9]b

453 CF−3 + H+ → H + CF3 2.02× 10−13 [248]

454 O− + H+
2 → O + H2 1× 10−13 [247]

455 F− + H+
2 → H2 + F 1.44× 10−13 [248]

456 Cl− + H+
2 → H2 + Cl 1.44× 10−13 [248]

457 Br− + H+
2 → Br + H2 1× 10−13 [9]b

458 CF−3 + H+
2 → H2 + CF3 1.44× 10−13 [248]

459 O− + C+ → O + C 3× 10−13 [224]

460 F− + C+ → F + C 2.2× 10−13 [238]

461 Cl− + C+ → C + Cl 6.27× 10−15 [248]

462 Br− + C+ → C + Br 6.27× 10−15 [248]

463 CF−3 + C+ → CF3 + C 3× 10−13 [247]

464 O− + O+ → 2O 1× 10−13 [247]

465 O+ + F− → O + F 1× 10−13 [9]b

466 Cl− + O+ → Cl + O 5× 10−20 [8]

467 Br− + O+ → O + Br 5.56× 10−15 [248]

468 CF−3 + O+ → CF3 + O 2.5× 10−13 [224]

469 O− + O+
2 → O2 + O 1× 10−13 [247]

470 O− + F+ → O + F 3× 10−13 [224]

471 O− + F+
2 → O + F2 1.5× 10−13 [224]

472 O− + Cl+ → O + Cl 1.7× 10−19 [8]

473 O− + Cl+2 → O + Cl2 1.7× 10−19 [8]

474 O− + Br+ → Br + O 3.3× 10−15 [248]

475 O− + CH+ → CH + O 6.06× 10−14 [248]

476 O− + CH+
2 → CH2 + O 5.87× 10−14 [248]

477 O− + H2O+ → O + H2O 1× 10−13 [247]

478 O− + HCl+ → HCl + O 4.1× 10−14 [248]

479 O− + HBr+ → HBr + O 3.29× 10−14 [248]

480 O− + CO+ → O + CO 2× 10−13 [224]

481 O− + CO+
2 → CO2 + O 3.87× 10−14 [248]

482 O− + CF+ → O + CF 2× 10−13 [224]

483 O− + CF+
2 → O + CF2 2× 10−13 [224]

484 O− + CF+
3 → O + CF3 2× 10−13 [224]

485 O− + ClO+ → ClO + O 3.69× 10−14 [248]

486 O− + CHF+
2 → CHF2 + O 3.7× 10−14 [248]
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487 O− + CHF+ → CHF + O 4.28× 10−14 [248]

488 O+
2 + F− → O2 + F 1× 10−13 [9]b

489 Cl− + O+
2 → Cl + O2 5× 10−20 [8]

490 Br− + O+
2 → O2 + Br 4.28× 10−14 [248]

491 CF−3 + O+
2 → CF3 + O2 2× 10−13 [248]

492 F− + F+ → 2F 5× 10−14 [124]

493 Cl− + F+ → F + Cl 5.19× 10−15 [248]

494 Br− + F+ → F + Br 5.19× 10−15 [248]

495 CF−3 + F+ → CF3 + F 2.5× 10−13 [242]

496 F− + F+
2 → F + F2 5× 10−14 [124]

497 F− + Cl+ → Cl + F 4.14× 10−15 [248]

498 F− + Cl+2 → Cl2 + F 3.39× 10−14 [248]

499 F− + Br+ → Br + F 3.3× 10−15 [248]

500 F− + CH+ → CH + F 6.06× 10−14 [248]

501 F− + CH+
2 → CH2 + F 5.87× 10−14 [248]

502 F− + H2O+ → H2O + F 5.3× 10−14 [248]

503 F− + HCl+ → HCl + F 4.1× 10−14 [248]

504 F− + HBr+ → HBr + F 3.29× 10−14 [248]

505 F− + CO+ → CO + F 4.49× 10−14 [248]

506 F− + CO+
2 → CO2 + F 3.87× 10−14 [248]

507 F− + CF+ → CF + F 9.8× 10−14 [242]

508 F− + CF+
2 → F + CF2 9.1× 10−14 [238; 242]

509 F− + CF+
3 → F + CF3 3× 10−13 [238; 242]

510 F− + ClO+ → ClO + F 3.69× 10−14 [248]

511 F− + CHF+
2 → CHF2 + F 3.7× 10−14 [248]

512 F− + CHF+ → CHF + F 4.28× 10−14 [248]

513 Cl− + F+
2 → F2 + Cl 4.05× 10−14 [248]

514 Br− + F+
2 → F2 + Br 4.05× 10−14 [248]

515 CF−3 + F+
2 → CF3 + F2 2× 10−13 [242]

516 Cl+ + Cl− → 2Cl 1× 10−13 (
Tg/300

)0.5 [240; 241; 249]

517 Br− + Cl+ → Cl + Br 4.14× 10−15 [248]

518 CF−3 + Cl+ → Cl + CF3 4.14× 10−14 [248]

519 Cl− + Cl+2 → Cl2 + Cl 1× 10−13 [9]b

520 Cl− + Br+ → Br + Cl 3.3× 10−15 [248]

521 Cl− + CH+ → CH + Cl 6.06× 10−14 [248]

522 Cl− + CH+
2 → CH2 + Cl 5.87× 10−14 [248]

523 Cl− + H2O+ → H2O + Cl 5.3× 10−14 [248]

524 Cl− + HCl+ → HCl + Cl 4.1× 10−14 [248]

525 Cl− + HBr+ → HBr + Cl 3.29× 10−14 [248]

526 Cl− + CO+ → CO + Cl 4.49× 10−14 [248]

527 Cl− + CO+
2 → CO2 + Cl 3.87× 10−14 [248]

528 Cl− + CF+ → CF + Cl 4.33× 10−14 [248]

529 Cl− + CF+
2 → CF2 + Cl 3.72× 10−14 [248]

530 Cl− + CF+
3 → CF3 + Cl 3.41× 10−14 [248]

531 Cl− + ClO+ → ClO + Cl 3.69× 10−14 [248]

532 Cl− + CHF+
2 → CHF2 + Cl 3.7× 10−14 [248]

533 Cl− + CHF+ → CHF + Cl 4.28× 10−14 [248]

534 Br− + Cl+2 → Cl2 + Br 3.39× 10−14 [248]

535 CF−3 + Cl+2 → Cl2 + CF3 3.39× 10−14 [248]

536 Br− + Br+ → 2Br 1× 10−13 [9]b

537 CF−3 + Br+ → Br + CF3 3.3× 10−14 [248]

538 Br− + CH+ → CH + Br 6.06× 10−14 [248]

539 Br− + CH+
2 → CH2 + Br 5.87× 10−14 [248]

540 Br− + HBr+ → HBr + Br 1× 10−13 [9]b

541 Br− + CF+ → CF + Br 4.33× 10−14 [248]

542 Br− + CF+
2 → CF2 + Br 3.72× 10−14 [248]

543 Br− + CF+
3 → CF3 + Br 3.41× 10−14 [248]

544 Br− + CHF+
2 → CHF2 + Br 3.7× 10−14 [248]

545 Br− + CHF+ → CHF + Br 4.28× 10−14 [248]

546 CF−3 + CH+ → CH + CF3 6.06× 10−14 [248]
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547 CF−3 + CH+
2 → CH2 + CF3 5.87× 10−14 [248]

548 CF−3 + H2O+ → H2O + CF3 5.3× 10−14 [248]

549 CF−3 + HCl+ → HCl + CF3 4.1× 10−14 [248]

550 CF−3 + HBr+ → HBr + CF3 3.29× 10−14 [248]

551 CF−3 + CO+ → CF3 + CO 2× 10−13 [248]

552 CF−3 + CO+
2 → CO2 + CF3 3.87× 10−14 [248]

553 CF−3 + CF+ → CF + CF3 2× 10−13 [242]

554 CF−3 + CF+
2 → CF3 + CF2 2× 10−13 [242]

555 CF+
3 + CF−3 → 2CF3 1.5× 10−13 [242]

556 CF−3 + ClO+ → ClO + CF3 3.69× 10−14 [248]

557 CF−3 + CHF+
2 → CHF2 + CF3 3.7× 10−14 [248]

558 CF−3 + CHF+ → CHF + CF3 4.28× 10−14 [248]

559 O− + H+
3 → O + H2 + H 1× 10−13 [247]

560 H+
3 + F− → H2 + H + F 1.18× 10−13 [248]

561 Cl− + H+
3 → H2 + H + Cl 1.18× 10−13 [248]

562 Br− + H+
3 → Br + H2 + H 1× 10−13 [9]b

563 CF−3 + H+
3 → H2 + H + CF3 1.18× 10−13 [248]

Table A.6: Detailed chemistry set for all the CH4–N2 reduction cases. The kinetic data
are taken directly from the corresponding pre-compiled chemistry set in QDB
database [9] (QDB chemistry ID: C28). Primary sources are cited, if listed
in QDB. The purpose of all the test chemistry sets extracted from QDB in
this work is merely to provide input for testing of the presented chemistry
reduction method, therefore the consistency of this chemistry set and the
validity of the cited sources listed in QDB were not explicitly verified in this
work.
a Fitted from a cross section on a grid of Maxwellian temperatures.
b Original source not listed in QDB.

ID Reaction k ∆Ee Source

1 e + H→ H + e 1.81× 10−13T−0.23
e exp (−0.19/Te) [250]a

2 e + H+ → H+ + e 1.61× 10−10T−1.22
e exp (−0.04/Te) [197]a

3 e + H− → H− + e 1.61× 10−10T−1.22
e exp (−0.04/Te) [9]a,b

4 e + H(n = 2)→ e + H(n = 2) 1.81× 10−13T−0.23
e exp (−0.19/Te) [250]a

5 e + H2 → H2 + e 1.76× 10−13T−0.35
e exp (−0.65/Te) [197]a

6 e + H+
2 → H+

2 + e 1.61× 10−10T−1.22
e exp (−0.04/Te) [251]a

7 e + H+
3 → H+

3 + e 1.61× 10−10T−1.22
e exp (−0.04/Te) [251]a

8 e + N→ N + e 6.23× 10−14T0.31
e exp (−0.71/Te) [252]a

9 e + N+ → N+ + e 1.61× 10−10T−1.22
e exp (−0.04/Te) [251]a

10 e + N∗ → N∗ + e 6.23× 10−14T0.31
e exp (−0.71/Te) [252]a

11 e + N2 → N2 + e 1.06× 10−13T0.36
e exp (−0.26/Te) [9]a,b

12 e + N+
2 → N+

2 + e 1.61× 10−10T−1.22
e exp (−0.04/Te) [251]a

13 e + N∗2 → N∗2 + e 1.07× 10−13T0.36
e exp (−0.26/Te) [9]a,b

14 e + N+
3 → e + N+

3 1.61× 10−10T−1.22
e exp (−0.04/Te) [6]a

15 e + N+
4 → e + N+

4 1.61× 10−10T−1.22
e exp (−0.04/Te) [6]a

16 e + CH4 → CH4 + e 2.48× 10−13T0.17
e exp (−2.11/Te) [9]a,b

17 e + C2H2 → C2H2 + e 2.65× 10−13T−0.14
e exp (−0.76/Te) [253]a

18 e + C2H4 → C2H4 + e 1.83× 10−13T0.23
e exp (−0.32/Te) [9]a,b

19 e + C2H6 → C2H6 + e 2.29× 10−13T0.02
e exp (−1.22/Te) [9]a,b

20 e + NH→ NH + e 6.73× 10−14T0.43
e exp (0.19/Te) [9]a,b

21 e + H→ e + H(n = 2) 1.81× 10−14T0.25
e exp (−11.1/Te) 10.05 [197]a

22 e + H2 → e + H∗2 3.39× 10−14T−0.59
e exp (−12.1/Te) 8.8 [197]a

23 e + H2 → e + H∗2 6.42× 10−14T−0.98
e exp (−13.8/Te) 11.85 [197]a

24 e + N→ e + N∗ 2.62× 10−14T−0.3
e exp (−2.97/Te) 2.38 [254]a
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25 e + N→ e + N∗ 1.04× 10−14T−0.33
e exp (−4.56/Te) 3.55 [254]a

26 e + N2 → e + N∗2 9.43× 10−14T−0.72
e exp (−8.8/Te) 6.15 [255]a

27 e + H(n = 2)→ H + e 1.11× 10−14T0.43
e exp (−0.14/Te) [197]a

28 H∗2 + e→ H2 + e 9.46× 10−15T−0.11
e exp (−1.04/Te) [9]a,b

29 e + N∗2 → N2 + e 4.75× 10−14T−0.45
e exp (−1.51/Te) [255]a

30 e + H→ H+ + 2e 1.04× 10−14T0.37
e exp (−14.8/Te) 13.55 [9]a,b

31 e + H(n = 2)→ H+ + 2e 2.42× 10−13T0.02
e exp (−4.76/Te) 3.45 [197]a

32 e + H2 → H+
2 + 2e 1.29× 10−14T0.39

e exp (−16.3/Te) 15.35 [9]a,b

33 H∗2 + e→ H+
2 + 2e 6.02× 10−14T0.15

e exp (−8.17/Te) 6.6 [9]a,b

34 e + C→ C+ + 2e 1.87× 10−14T0.52
e exp (−12.3/Te) 11.3 [9]a,b

35 e + N→ N+ + 2e 4.46× 10−15T0.79
e exp (−14.6/Te) 14.5 [195]a

36 e + N2 → N+
2 + 2e 8.76× 10−15T0.76

e exp (−16.4/Te) 15.35 [256]a

37 e + N∗2 → N+
2 + 2e 2.7× 10−14T0.24

e exp (−11/Te) 9.3 [208]a

38 e + CH→ 2e + CH+ 1.82× 10−14T0.42
e exp (−13/Te) 11.3 [9]a,b

39 e + CH2 → 2e + CH+
2 1.46× 10−14T0.5

e exp (−12/Te) 10.4 [9]a,b

40 e + CH3 → 2e + CH+
3 1.13× 10−14T0.58

e exp (−11/Te) 10.6 [9]a,b

41 e + CH4 → CH+
4 + 2e 1.6× 10−14T0.48

e exp (−14/Te) 12.6 [257]a

42 e + C2H→ C2H+ + 2e 2.95× 10−14T0.59
e exp (−12.1/Te) 10.97 [9]a,b

43 e + C2H2 → C2H+
2 + 2e 2.32× 10−14T0.71

e exp (−11.9/Te) 11.4 [253]a

44 e + C2H3 → C2H+
3 + 2e 1.51× 10−14T0.64

e exp (−10.6/Te) 9.97 [9]a,b

45 e + C2H4 → C2H+
4 + 2e 1.87× 10−14T0.77

e exp (−12.6/Te) 10.5 [9]a,b

46 e + C2H5 → C2H+
5 + 2e 8.82× 10−15T0.63

e exp (−10.6/Te) 8.93 [9]a,b

47 e + C2H6 → C2H+
6 + 2e 7.11× 10−15T0.34

e exp (−13.1/Te) 11.57 [9]a,b

48 e + CH→ 2e + C+ + H 5.23× 10−15T0.44
e exp (−18.3/Te) 18.35 [9]a,b

49 e + CH2 → 2e + CH+ + H 1.28× 10−14T0.29
e exp (−19.3/Te) 20.38 [9]a,b

50 e + CH2 → 2e + C+ + H2 8.69× 10−16T0.5
e exp (−20.7/Te) 21.38 [9]a,b

51 e + CH3 → 2e + CH+
2 + H 2.25× 10−14T0.26

e exp (−19.1/Te) 20.38 [9]a,b

52 e + CH3 → 2e + CH+ + H2 2.62× 10−15T0.4
e exp (−20.2/Te) 21.62 [9]a,b

53 e + CH4 → CH+
3 + H + 2e 1.35× 10−14T0.46

e exp (−15.5/Te) 14.3 [257]a

54 e + CH4 → 2e + CH+
2 + H2 2.02× 10−15T0.65

e exp (−19/Te) 18.82 [9]a,b

55 e + C2H3 → C2H+
2 + H + 2e 6.29× 10−15T0.63

e exp (−13.1/Te) 12.3 [9]a,b

56 e + C2H4 → C2H+
3 + H + 2e 7.59× 10−15T0.66

e exp (−14.4/Te) 12.03 [9]a,b

57 e + C2H4 → C2H+
2 + H2 + 2e 5.92× 10−15T0.69

e exp (−15.7/Te) 14.3 [9]a,b

58 e + C2H5 → C2H+
2 + H2 + H + 2e 5.26× 10−15T0.6

e exp (−19.1/Te) 16.3 [9]a,b

59 e + C2H5 → C2H+
4 + H + 2e 6.74× 10−15T0.6

e exp (−12.5/Te) 11.47 [9]a,b

60 e + C2H5 → C2H+
3 + H2 + 2e 1.15× 10−14T0.6

e exp (−13.6/Te) 12.07 [9]a,b

61 e + C2H6 → C2H+
3 + H2 + H + 2e 9.19× 10−15T0.58

e exp (−17.2/Te) 14.97 [9]a,b

62 e + C2H6 → C2H+
5 + H + 2e 6.87× 10−15T0.35

e exp (−15.1/Te) 12.65 [9]a,b

63 e + C2H6 → C2H+
2 + 2H2 + 2e 3.04× 10−15T0.8

e exp (−17.1/Te) 16 [9]a,b

64 e + C2H6 → C2H+
4 + H2 + 2e 2.38× 10−14T0.48

e exp (−15.3/Te) 11.8 [9]a,b

65 e + C2H6 → CH+
3 + CH3 + 2e 1× 10−16 exp (−5/Te) [9]b

66 e + C3H5 → C2H+
3 + CH2 + 2e 2.82× 10−15T0.59

e exp (−16.9/Te) 13.57 [9]a,b

67 e + C3H5 → C2H+
2 + CH3 + 2e 1.61× 10−15T0.58

e exp (−16.7/Te) 13.4 [9]a,b

68 e + C3H5 → CH+
3 + C2H2 + 2e 1.95× 10−15T0.54

e exp (−15/Te) 11.82 [9]a,b

69 e + C3H6 → C2H+
5 + CH + 2e 1.69× 10−15T0.63

e exp (−18.7/Te) 15.28 [9]a,b

70 e + C3H6 → C2H+
4 + CH2 + 2e 2.59× 10−15T0.62

e exp (−18.2/Te) 14.8 [9]a,b

71 e + C3H6 → C2H+
3 + CH3 + 2e 5.03× 10−15T0.56

e exp (−15.8/Te) 12.55 [9]a,b

72 e + C3H6 → CH+
3 + C2H3 + 2e 1.83× 10−15T0.6

e exp (−17.5/Te) 14.12 [9]a,b

73 e + C3H6 → C2H+
2 + CH4 + 2e 2.32× 10−15T0.57

e exp (−16/Te) 12.72 [9]a,b

74 e + C3H7 → C2H+
5 + CH2 + 2e 4.69× 10−15T0.56

e exp (−15.6/Te) 12.4 [9]a,b

75 e + C3H7 → C2H+
4 + CH3 + 2e 5.96× 10−15T0.53

e exp (−14.7/Te) 11.55 [9]a,b

76 e + C3H7 → CH+
3 + C2H4 + 2e 3.58× 10−15T0.51

e exp (−13.9/Te) 10.88 [9]a,b

77 e + C3H7 → C2H+
3 + CH4 + 2e 1.04× 10−14T0.47

e exp (−12.6/Te) 9.62 [9]a,b

78 e + C3H8 → C2H+
5 + CH3 + 2e 1.26× 10−14T0.44

e exp (−15/Te) 13.9 [9]a,b

79 e + C3H8 → C2H+
4 + CH4 + 2e 1× 10−16 exp (−5/Te) [9]b

80 e + NH→ N+ + H + 2e 8.86× 10−15T0.24
e exp (−17.4/Te) 17.62 [196]a

81 e + H− → 2e + H 5.06× 10−13T0.28
e exp (−4.13/Te) 1.55 [6]a

82 e + H+ → H 6.35× 10−19T−0.5
e exp (−0.01/Te) [258]a

83 e + N+ → N 4.84× 10−19T−0.5
e exp (−0.01/Te) [9]a,b

84 e + H+
2 → 2H 4.92× 10−14T−0.5

e exp (−0.03/Te) [220]a
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ID Reaction k ∆Ee Source

85 e + H+
2 → H+ + H− 2.57× 10−16T−0.49

e exp (−0.02/Te) [6]a

86 e + H+
3 → 3H 1.19× 10−15T−1.03

e exp (−0.08/Te) [6]a

87 e + H+
3 → H + H2 6.39× 10−14T−0.43

e exp (−0.02/Te) [200]a

88 e + C+
2 → 2C 1.19× 10−14T−0.71

e [259]

89 e + N+
2 → 2N 2.61× 10−14T−0.65

e exp (−0.02/Te) [9]a,b

90 e + N+
3 → N2 + N 2.04× 10−13T−0.65

e exp (−0.02/Te) [221]a

91 e + N+
3 → N + N2 3.22× 10−14T−0.5

e [6]

92 e + N+
4 → N2 + 2N 3.13× 10−13T−0.41

e [6]

93 e + N+
4 → 2N2 2.04× 10−13T−0.65

e exp (−0.02/Te) [221]a

94 e + N+
4 → 2N2 3.21× 10−13T−0.5

e [6]

95 e + CH+ → C + H 1.72× 10−14T−0.47
e exp (−0.05/Te) [9]a,b

96 e + CH+
2 → C + 2H 2.36× 10−14T−0.86

e exp (−0.04/Te) [9]a,b

97 e + CH+
2 → CH + H 9.35× 10−15T−0.86

e exp (−0.04/Te) [9]a,b

98 e + CH+
2 → C + H2 4.49× 10−15T−0.86

e exp (−0.04/Te) [9]a,b

99 e + CH+
3 → CH + 2H 4.4× 10−15T−0.79

e exp (−0.04/Te) [9]a,b

100 e + CH+
3 → C + H2 + H 8.21× 10−15T−0.79

e exp (−0.04/Te) [9]a,b

101 e + CH+
3 → CH2 + H 1.09× 10−14T−0.79

e exp (−0.04/Te) [9]a,b

102 e + CH+
3 → CH + H2 3.83× 10−15T−0.79

e exp (−0.04/Te) [9]a,b

103 e + CH+
4 → CH2 + 2H 9.6× 10−15T−0.83

e exp (−0.04/Te) [9]a,b

104 e + CH+
4 → CH + H2 + H 5.57× 10−15T−0.83

e exp (−0.04/Te) [9]a,b

105 e + CH+
4 → CH3 + H 4.68× 10−15T−0.83

e exp (−0.04/Te) [9]a,b

106 e + CH+
5 → CH3 + 2H 2.57× 10−13T−0.3

e [259]

107 e + CH+
5 → CH2 + H2 + H 6.61× 10−14T−0.3

e [259]

108 e + C2H+ → 2C + H 4.29× 10−15T−0.71
e [259]

109 e + C2H+ → C2 + H 1.34× 10−14T−0.71
e [259]

110 e + C2H+ → CH + C 1.09× 10−14T−0.71
e [259]

111 e + C2H+
2 → C2 + 2H 1.12× 10−14T−0.71

e [259]

112 e + C2H+
2 → C2H + H 1.87× 10−14T−0.71

e [259]

113 e + C2H+
2 → 2CH 4.87× 10−15T−0.71

e [259]

114 e + C2H+
3 → C2H + 2H 2.74× 10−14T−0.71

e [259]

115 e + C2H+
3 → C2H2 + H 1.34× 10−14T−0.71

e [259]

116 e + C2H+
4 → C2H2 + 2H 3.43× 10−14T−0.71

e [259]

117 e + C2H+
4 → C2H + H2 + H 5.53× 10−15T−0.71

e [259]

118 e + C2H+
4 → C2H3 + H 8.29× 10−15T−0.71

e [259]

119 e + C2H+
5 → C2H2 + 3H 8.98× 10−15T−0.71

e [259]

120 e + C2H+
5 → C2H3 + 2H 1.92× 10−14T−0.71

e [259]

121 e + C2H+
5 → C2H2 + H2 + H 1.6× 10−14T−0.71

e [259]

122 e + C2H+
5 → C2H4 + H 7.7× 10−15T−0.71

e [259]

123 e + C2H+
5 → CH3 + CH2 9.62× 10−15T−0.71

e [259]

124 e + C2H+
6 → C2H4 + 2H 3.36× 10−14T−0.71

e [259]

125 e + C2H+
6 → C2H5 + H 2.19× 10−14T−0.71

e [259]

126 2e + H+ → e + H 8.8× 10−39T−4.5
e [6]

127 2e + N+ → N + e 5.4× 10−36T−4.5
e [6]

128 2e + N+
2 → N2 + e 7.18× 10−39T−4.5

e [6]

129 e + N+ + M→ N + M 2.49× 10−41T−1.5
e [6]

130 e + M + N+
2 → N2 + M 4.31× 10−46T−4.5

e [6]

131 e + H2 → 2H + e 1.02× 10−13T−0.54
e exp (−11.5/Te) 8.8 [9]a,b

132 e + H+
2 → H+ + H + e 9.9× 10−14T0.11

e exp (−0.19/Te) [9]a,b

133 e + H+
3 → e + 2H + H+ 1.57× 10−15T0.38

e exp (−15.3/Te) 17.8 [6]a

134 e + H+
3 → H+ + H2 + e 9.91× 10−14T0.37

e exp (−14.5/Te) 14.9 [220]a

135 e + N2 → 2N + e 4.78× 10−15T0.72
e exp (−13.8/Te) 12.5 [9]a,b

136 e + CH→ e + C + H 1.71× 10−14T0.38
e exp (−9.62/Te) 6.97 [9]a,b

137 e + CH2 → e + CH + H 1.43× 10−14T0.44
e exp (−11.3/Te) 8.5 [9]a,b

138 e + CH3 → e + CH2 + H 1.32× 10−14T0.47
e exp (−12.5/Te) 9.5 [9]a,b

139 e + CH3 → e + CH + H2 2.05× 10−15T0.49
e exp (−13/Te) 9.97 [9]a,b

140 e + CH4 → CH + H2 + H + e 6.95× 10−15T0.13
e exp (−11.8/Te) 1 [260]a

141 e + CH4 → C + 2H2 + e 4.19× 10−13T−1.41
e exp (−10.1/Te) 7.5 [260]a

142 e + CH4 → CH2 + H2 + e 1.38× 10−14T0.13
e exp (−11.8/Te) 1 [260]a

143 e + C2H→ C2 + H + e 1.05× 10−14T0.46
e exp (−11.6/Te) 8.8 [9]a,b

144 e + C2H2 → C2H + H + e 1.05× 10−14T0.4
e exp (−10.2/Te) 7.47 [9]a,b

Continued on next page

205



Table A.6 (Continued)

ID Reaction k ∆Ee Source

145 e + C2H2 → C2 + H2 + e 2.98× 10−15T0.45
e exp (−11.6/Te) 8.68 [9]a,b

146 e + C2H3 → C2H2 + H + e 2.04× 10−14T0.27
e exp (−6.75/Te) 4.58 [9]a,b

147 e + C2H3 → C2H + H2 + e 6.64× 10−15T0.32
e exp (−7.94/Te) 5.58 [9]a,b

148 e + C2H4 → C2H3 + H + e 8.87× 10−15T0.38
e exp (−9.5/Te) 6.9 [9]a,b

149 e + C2H4 → C2H2 + H2 + e 8.32× 10−15T0.33
e exp (−8.2/Te) 5.78 [9]a,b

150 e + C2H5 → C2H4 + H + e 2.25× 10−14T0.27
e exp (−6.56/Te) 4.45 [9]a,b

151 e + C2H5 → C2H3 + H2 + e 7.87× 10−15T0.31
e exp (−7.67/Te) 5.35 [9]a,b

152 e + C2H6 → C2H4 + H2 + e 2.85× 10−14T0.24
e exp (−6/Te) 4 [9]a,b

153 e + C3H5 → C2H2 + CH3 + e 7.24× 10−15T0.24
e exp (−6.02/Te) 4 [9]a,b

154 e + C3H6 → C3H5 + H + e 1.55× 10−14T0.31
e exp (−7.66/Te) 5.33 [9]a,b

155 e + C3H6 → C2H2 + CH4 + e 2.25× 10−14T0.2
e exp (−5.16/Te) 3.35 [9]a,b

156 e + C3H7 → C3H6 + H + e 3.66× 10−14T0.19
e exp (−4.92/Te) 3.15 [9]a,b

157 e + C3H7 → C3H5 + H2 + e 5.23× 10−14T0.13
e exp (−3.89/Te) 2.4 [9]a,b

158 e + C3H7 → C2H4 + CH3 + e 1.5× 10−14T0.19
e exp (−4.86/Te) 3.1 [9]a,b

159 e + C3H7 → C2H3 + CH4 + e 6.53× 10−15T0.23
e exp (−5.86/Te) 3.88 [9]a,b

160 e + C3H8 → C3H7 + H + e 1.37× 10−14T0.33
e exp (−8.22/Te) 5.8 [9]a,b

161 e + C3H8 → C3H6 + H2 + e 4.77× 10−14T0.15
e exp (−4.25/Te) 2.65 [9]a,b

162 e + C3H8 → C2H4 + CH4 + e 5.1× 10−14T0.11
e exp (−3.47/Te) 2.1 [9]a,b

163 e + NH→ N + H + e 4.1× 10−14T−0.17
e exp (−7.56/Te) 5.6 [9]a,b

164 2NH→ N2H2 3.49× 10−18 [261]

165 NH2 + NH→ N2H3 1.16× 10−16 [262]

166 2NH2 → N2H4 8× 10−17 [263]

167 H2 + H→ 3H 4.67× 10−13 (
Tg/300

)−1 exp
(
−55/Tg

)
[6]

168 H + N2H2 → N2 + H2 + H 4.53× 10−19 (
Tg/300

)2.63 exp
(
115/Tg

)
[264]

169 N2 + CN→ N2 + C + N 4.15× 10−16 exp
(
−70538.5/Tg

)
[265]

170 H2 + H(n = 2)→ H + H2 1× 10−19 [6]

171 N + H(n = 2)→ H + N 1× 10−19 [6]

172 N2 + H(n = 2)→ H + N2 1× 10−19 [6]

173 H∗2 + H2 → 2H2 1× 10−19 [6]

174 N∗2 + H2 → N2 + H2 2.1× 10−16 [6]

175 H∗2 + N→ H2 + N 1× 10−19 [6]

176 H∗2 + N2 → H2 + N2 1× 10−19 [6]

177 N∗2 + N→ N + N2 1× 10−19 [266]

178 N∗ + NH3 → NH + NH2 5× 10−17 [9]b

179 N∗ + M→ N + M 2.4× 10−20 [6]

180 N∗2 + N2 → 2N2 3.7× 10−22 [6]

181 2N∗2 → N2 + N∗2 1.36× 10−15 [266]

182 H + CH→ C + H2 1× 10−16 [228]

183 CH2 + H→ CH + H2 7.7× 10−16 [229]

184 CH3 + H→ CH2 + H2 1× 10−16 exp
(
−76/Tg

)
[229]

185 CH4 + H→ CH3 + H2 5.82× 10−19 (
Tg/300

)3 exp
(
−4045/Tg

)
[229]

186 C2H2 + H→ C2H + H2 1× 10−16 [229]

187 C2H3 + H→ C2H2 + H2 2× 10−17 [229]

188 C2H4 + H→ C2H3 + H2 9× 10−16 [229]

189 C2H5 + H→ C2H4 + H2 3× 10−18 [229]

190 C2H5 + H→ 2CH3 6× 10−17 [229]

191 C2H6 + H→ C2H5 + H2 1.23× 10−17 (
Tg/300

)1.5 exp
(
−373/Tg

)
[229]

192 C3H6 + H→ C3H5 + H2 6.94× 10−21 [259]

193 C3H7 + H→ C3H6 + H2 3.01× 10−18 [259]

194 C3H8 + H→ C3H7 + H2 5.15× 10−23 [259]

195 H + NH→ N + H2 1.7× 10−17 [8]

196 NH2 + H→ H2 + NH 4.81× 10−18 [267]

197 NH3 + H→ H2 + NH2 1.34× 10−16 exp
(
−7325/Tg

)
[268]

198 H + N2H3 → 2NH2 2.66× 10−18 [269]

199 N2H4 + H→ H2 + N2H3 1.17× 10−19 exp
(
−1260.5/Tg

)
[270]

200 H + H2CN→ HCN + H2 5.02× 10−16 (
Tg/300

)0.5 [263]

201 C + H2 → CH + H 1.5× 10−16 [228]

202 N + H2 → NH + H 2.66× 10−16 exp
(
−12609/Tg

)
[271]

203 CH + H2 → CH2 + H 3.75× 10−16 exp
(
−166/Tg

)
[233]

204 CH2 + H2 → CH3 + H 5× 10−21 [259]

Continued on next page

206



Table A.6 (Continued)

ID Reaction k ∆Ee Source

205 CH3 + H2 → CH4 + H 9.6× 10−27 [259]

206 CN + H2 → HCN + H 4.8× 10−19 (
Tg/300

)2.6 exp
(
96/Tg

)
[272]

207 C2H + H2 → C2H2 + H 8.95× 10−19 (
Tg/300

)2.57 exp
(
−13/Tg

)
[272]

208 C2H3 + H2 → C2H4 + H 9.78× 10−26 [259]

209 C2H5 + H2 → C2H6 + H 2.97× 10−27 [259]

210 C3H7 + H2 → C3H8 + H 7.12× 10−27 [259]

211 NH2 + H2 → H + NH3 2.09× 10−18 exp
(
−4277/Tg

)
[242]

212 C + N2 → CN + N 1.04× 10−16 exp
(
−23/Tg

)
[265]

213 CH + N→ CN + H 2.1× 10−17 [272]

214 CH2 + N→ HCN + H 8.3× 10−17 [272]

215 CH2 + N→ CN + H2 1.6× 10−17 [272]

216 CH3 + N→ H2CN + H 1.3× 10−16 [272]

217 CH3 + N→ HCN + H2 1.4× 10−17 [272]

218 CN + N→ C + N2 3× 10−16 [9]b

219 C2H2 + N→ CH + HCN 2.7× 10−21 [263]

220 N + C2H4 → HCN + CH3 1.66× 10−20 [272]

221 C3H6 + N→ HCN + C2H5 1.94× 10−19 exp
(
−654/Tg

)
[263]

222 N + NH→ H + N2 2.5× 10−17 [8]

223 N2H4 + N→ NH2 + N2H2 1.25× 10−19 [269]

224 H2CN + N→ HCN + NH 6.7× 10−16 [272]

225 CH4 + CH→ C2H4 + H 5× 10−17 exp
(
2/Tg

)
[229]

226 2CH2 → C2H2 + H2 2× 10−17 exp
(
−4/Tg

)
[229]

227 CH3 + CH2 → C2H4 + H 7× 10−17 [229]

228 CH4 + CH2 → 2CH3 7.1× 10−18 exp
(
−502/Tg

)
[229]

229 CH2 + C2H→ C2H2 + CH 3× 10−17 [229]

230 CH2 + C2H3 → C2H2 + CH3 3× 10−17 [229]

231 CH2 + C2H5 → C2H4 + CH3 3.01× 10−17 [259]

232 CH2 + C3H6 → C3H5 + CH3 3.65× 10−23 [259]

233 CH2 + C3H7 → C3H6 + CH3 3.01× 10−18 [259]

234 CH2 + C3H7 → C2H4 + C2H5 3.01× 10−17 [259]

235 CH2 + C3H8 → C3H7 + CH3 1.02× 10−26 [259]

236 2CH3 → C2H5 + H 5× 10−17 exp
(
−68/Tg

)
[229]

237 CH3 + C2H2 → CH4 + C2H 7.65× 10−32 [259]

238 CH3 + C2H3 → C2H2 + CH4 6.5× 10−20 [229]

239 CH3 + C2H4 → C2H3 + CH4 1.94× 10−27 [259]

240 CH3 + C2H5 → C2H4 + CH4 1.9× 10−18 [229]

241 C2H6 + CH3 → C2H5 + CH4 1.75× 10−22 (
Tg/300

)6 exp
(
−3043/Tg

)
[229]

242 CH3 + C3H6 → C3H5 + CH4 1.24× 10−25 [259]

243 CH3 + C3H7 → C3H6 + CH4 3.07× 10−18 [259]

244 CH3 + C3H8 → C3H7 + CH4 1.02× 10−26 [259]

245 CH4 + CN→ HCN + CH3 7× 10−19 (
Tg/300

)2.3 exp
(
−16/Tg

)
[272]

246 CH4 + C2H→ C2H2 + CH3 3× 10−18 exp
(
−25/Tg

)
[229]

247 CH4 + C2H3 → C2H4 + CH3 1.89× 10−20 (
Tg/300

)4 exp
(
−2754/Tg

)
[229]

248 CH4 + C2H5 → C2H6 + CH3 1.83× 10−30 [259]

249 CH4 + C3H7 → C3H8 + CH3 4.38× 10−30 [259]

250 2C2H→ C2H2 + C2 3.01× 10−18 [259]

251 C2H + C2H2 → C4H2 + H 1.3× 10−16 [272]

252 C2H + C2H3 → 2C2H2 5× 10−17 [233]

253 C2H4 + C2H→ C2H2 + C2H3 1.4× 10−16 [259]

254 C2H5 + C2H→ C2H4 + C2H2 3× 10−18 [229]

255 C2H6 + C2H→ C2H2 + C2H5 6× 10−18 [229]

256 C2H + C3H6 → C3H5 + C2H2 5.99× 10−18 [259]

257 C2H + C3H7 → C3H6 + C2H2 1× 10−17 [259]

258 C2H + C3H8 → C2H2 + C3H7 5.99× 10−18 [259]

259 2C2H3 → C2H4 + C2H2 1.6× 10−18 [259]

260 C2H6 + C2H3 → C2H5 + C2H4 3.39× 10−27 [259]

261 C2H3 + C3H5 → C3H6 + C2H2 8× 10−18 [259]

262 C2H3 + C3H6 → C3H5 + C2H4 6.58× 10−25 [259]

263 C2H3 + C3H7 → C3H8 + C2H2 2.01× 10−18 [259]

264 C2H3 + C3H7 → C3H6 + C2H4 2.01× 10−18 [259]
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265 C2H3 + C3H8 → C2H4 + C3H7 3.4× 10−27 [259]

266 2C2H5 → C2H6 + C2H4 2.4× 10−18 [229]

267 C2H5 + C3H5 → C3H6 + C2H4 5.36× 10−18 [259]

268 C2H5 + C3H6 → C3H5 + C2H6 2.53× 10−26 [259]

269 C2H5 + C3H7 → C3H8 + C2H4 1.91× 10−18 [259]

270 C2H5 + C3H7 → C3H6 + C2H6 2.41× 10−18 [259]

271 C2H5 + C3H8 → C2H6 + C3H7 3.62× 10−28 [259]

272 C2H6 + C3H7 → C3H8 + C2H5 3.16× 10−28 [259]

273 C3H7 + C3H5 → 2C3H6 3× 10−18 [259]

274 C3H7 + C3H6 → C3H5 + C3H8 2.53× 10−26 [259]

275 2C3H7 → C3H6 + C3H8 2.81× 10−18 [259]

276 2NH→ N2H + H 2.29× 10−17 (
Tg/300

)0.5 exp
(
−5/Tg

)
[263]

277 2NH→ N2 + H2 1.7× 10−17 [6]

278 2NH→ NH2 + N 1.4× 10−20 (
Tg/300

)2.89 exp
(
1015/Tg

)
[273]

279 NH2 + NH→ N2H2 + H 2.49× 10−15 (
Tg/300

)−0.5 [242]

280 2NH2 → H2 + N2H2 8.31× 10−17 [274]

281 2NH2 → NH3 + NH 8.31× 10−17 exp
(
−51/Tg

)
[275]

282 N2H4 + NH2 → NH3 + N2H3 5.15× 10−19 [269]

283 2N2H3 → N2H4 + N2H2 2× 10−17 [276]

284 CH2 + N→ CN + 2H 1.6× 10−17 [265]

285 NH2 + N→ N2 + 2H 1.2× 10−16 [242]

286 CH3 + N∗2 → CH2 + H + N2 4.5× 10−17 [272]

287 N∗2 + CH4 → N2 + CH2 + H2 1.35× 10−19 [265]

288 N∗2 + C2H2 → C2H + H + N2 2× 10−16 [263]

289 N∗2 + C2H4 → C2H3 + H + N2 5.5× 10−17 [263]

290 N∗2 + C2H4 → C2H2 + H2 + N2 5.5× 10−17 [263]

291 N∗2 + C2H6 → C2H4 + H2 + N2 1.8× 10−16 exp
(
−198/Tg

)
[263]

292 N∗2 + C3H6 → C3H5 + H + N2 1.4× 10−16 [263]

293 N∗2 + C3H6 → C2H3 + CH3 + N2 1.4× 10−16 [263]

294 N∗2 + C3H8 → C3H6 + H2 + N2 1.3× 10−18 [263]

295 N∗2 + HCN→ N2 + CN + H 6× 10−18 [265]

296 2NH→ N2 + 2H 1.16× 10−15 [277]

297 NH2 + N2H2 → N2 + H + NH3 1.53× 10−21 (
Tg/300

)4.05 exp
(
81/Tg

)
[278]

298 2N2H3 → 2NH3 + N2 5× 10−18 [279]

299 H + H+
2 → H2 + H+ 6.4× 10−16 [237]

300 N+ + H→ N + H+ 2× 10−15 [280]

301 H+ + C2 → C+
2 + H 3.09× 10−15 [237]

302 H+ + N→ N+ + H 5× 10−17 [6]

303 H+ + CH→ CH+ + H 1.89× 10−15 [237]

304 H+ + CH2 → CH+
2 + H 1.39× 10−15 [237]

305 H+ + CH3 → CH+
3 + H 3.32× 10−15 [237]

306 H+ + CH4 → CH+
4 + H 1.5× 10−15 [259]

307 H+ + C2H→ C2H+ + H 1.5× 10−15 [237]

308 H+ + C2H2 → C2H+
2 + H 2× 10−15 [237]

309 H+ + C2H3 → C2H+
3 + H 2× 10−15 [237]

310 H+ + C2H4 → C2H+
4 + H 1× 10−15 [237]

311 H+
2 + C2 → C+

2 + H2 1.1× 10−15 [237]

312 H+
2 + N→ N+ + H2 5× 10−16 [280]

313 H+
2 + CH→ CH+ + H2 7.1× 10−16 [237]

314 H+
2 + CH2 → CH+

2 + H2 1× 10−15 [237]

315 H+
2 + CH4 → CH+

4 + H2 1.4× 10−15 [237]

316 H+
2 + C2H→ C2H+ + H2 1× 10−15 [237]

317 H+
2 + C2H2 → C2H+

2 + H2 4.82× 10−15 [237]

318 H+
2 + C2H4 → C2H+

4 + H2 2.21× 10−15 [237]

319 H+
2 + C2H6 → C2H+

6 + H2 2.94× 10−16 [259]

320 C+ + C2H4 → C2H+
4 + C 1.7× 10−17 [237]

321 C+ + C2H5 → C2H+
5 + C 5× 10−16 [237]

322 C+
2 + CH→ CH+ + C2 3.2× 10−16 [237]

323 C+
2 + CH2 → CH+

2 + C2 4.5× 10−16 [237]

324 N+
2 + N→ N+ + N2 5× 10−18 [9]b

Continued on next page

208



Table A.6 (Continued)

ID Reaction k ∆Ee Source

325 N+ + N2 → N + N+
2 1× 10−15 [9]b

326 N+ + NH3 → NH+
3 + N 1.67× 10−15 [9]b

327 N+
2 + NH3 → NH+

3 + N2 1.95× 10−15 [9]b

328 CH+
3 + CH4 → CH+

4 + CH3 1.36× 10−16 [259]

329 CH+
3 + C2H3 → C2H+

3 + CH3 3× 10−16 [237]

330 CH+
4 + C2H2 → C2H+

2 + CH4 1.13× 10−15 [237]

331 CH+
4 + C2H4 → C2H+

4 + CH4 1.38× 10−15 [237]

332 C2H+
2 + C2H3 → C2H+

3 + C2H2 3.3× 10−16 [237]

333 C2H+
2 + C2H4 → C2H+

4 + C2H2 4.14× 10−16 [237]

334 C2H+
4 + C2H3 → C2H+

3 + C2H4 5× 10−16 [237]

335 C2H+
6 + C2H4 → C2H+

4 + C2H6 1.15× 10−15 [259]

336 NH+ + NH2 → NH+
2 + NH 1.8× 10−15 [280]

337 NH+ + NH3 → NH+
3 + NH 1.8× 10−15 [280]

338 NH+
2 + NH3 → NH+

3 + NH2 2.2× 10−15 [9]b

339 N+
4 + N→ 2N2 + N+ 1× 10−17 [6]

340 N+
3 + NH3 → NH+

3 + N + N2 2.1× 10−15 [9]b

341 CH+ + H→ C+ + H2 7.5× 10−16 [237]

342 CH+
4 + H→ CH+

3 + H2 1.1× 10−17 [237]

343 CH+
5 + H→ CH+

4 + H2 1.5× 10−16 [237]

344 C2H+
3 + H→ C2H+

2 + H2 6.8× 10−17 [237]

345 C2H+
4 + H→ C2H+

3 + H2 3× 10−16 [237]

346 C2H+
5 + H→ C2H+

4 + H2 1× 10−17 [237]

347 C2H+
6 + H→ C2H+

5 + H2 1× 10−17 [237]

348 H+ + CH2 → CH+ + H2 1.39× 10−15 [237]

349 H+ + CH4 → CH+
3 + H2 2.33× 10−15 [237]

350 H+ + C2H→ C+
2 + H2 1.5× 10−15 [237]

351 H+ + C2H3 → C2H+
2 + H2 2× 10−15 [237]

352 H+ + C2H4 → C2H+
2 + H2 + H 1× 10−15 [237]

353 H+ + C2H4 → C2H+
3 + H2 3× 10−15 [237]

354 H+ + C2H5 → C2H+
3 + H2 + H 3.06× 10−15 [237]

355 H+ + C2H5 → C2H+
4 + H2 1.65× 10−15 [237]

356 H+ + C2H6 → C2H+
4 + H2 + H 1.4× 10−15 [259]

357 H+ + C2H6 → C2H+
3 + 2H2 2.8× 10−15 [259]

358 H+ + C2H6 → C2H+
5 + H2 1.3× 10−15 [259]

359 H+
2 + H2 → H2 + H+ + H 1× 10−14 exp

(
−841/Tg

)
[6]

360 H2 + H+
2 → H + H+

3 2.08× 10−15 [237]

361 C+
2 + H2 → C2H+ + H 1.1× 10−15 [237]

362 CH+ + H2 → CH+
2 + H 1.2× 10−15 [237]

363 CH+
2 + H2 → CH+

3 + H 1.6× 10−15 [237]

364 CH+
4 + H2 → CH+

5 + H 3.3× 10−17 [237]

365 C2H+ + H2 → C2H+
2 + H 1.1× 10−15 [237]

366 C2H+
2 + H2 → C2H+

3 + H 1× 10−17 [237]

367 NH+
2 + H2 → NH+

3 + H 1× 10−15 [9]b

368 NH+
3 + H2 → NH+

4 + H 4× 10−19 [9]b

369 H+
2 + C→ CH+ + H 2.4× 10−15 [237]

370 H+
2 + C2 → C2H+ + H 1.1× 10−15 [237]

371 H+
2 + CH→ CH+

2 + H 7.1× 10−16 [237]

372 H+
2 + CH2 → CH+

3 + H 1× 10−15 [237]

373 H+
2 + CH4 → CH+

3 + H2 + H 2.3× 10−15 [237]

374 H+
2 + CH4 → CH+

5 + H 1.14× 10−16 [237]

375 H+
2 + C2H→ C2H+

2 + H 1× 10−15 [237]

376 H+
2 + C2H2 → C2H+

3 + H 4.8× 10−16 [237]

377 H+
2 + C2H4 → C2H+

3 + H2 + H 1.81× 10−15 [237]

378 H+
2 + C2H4 → C2H+

2 + 2H2 8.82× 10−15 [237]

379 H+
2 + C2H6 → C2H+

3 + 2H2 + H 6.86× 10−16 [259]

380 H+
2 + C2H6 → C2H+

5 + H2 + H 1.37× 10−15 [259]

381 H+
2 + C2H6 → C2H+

2 + 3H2 1.96× 10−16 [259]

382 H+
2 + C2H6 → C2H+

4 + 2H2 2.35× 10−15 [259]

383 H+
3 + C→ CH+ + H2 2× 10−15 [237]

384 H+
3 + CH→ CH+

2 + H2 1.2× 10−15 [237]

Continued on next page

209



Table A.6 (Continued)

ID Reaction k ∆Ee Source

385 H+
3 + CH2 → CH+

3 + H2 1.7× 10−15 [237]

386 H+
3 + CH3 → CH+

4 + H2 2.1× 10−15 [237]

387 H+
3 + CH4 → CH+

5 + H2 2.4× 10−15 [237]

388 H+
3 + C2H2 → C2H+

3 + H2 3.5× 10−15 [237]

389 H+
3 + C2H3 → C2H+

4 + H2 2× 10−15 [237]

390 H+
3 + C2H4 → C2H+

3 + 2H2 1.15× 10−15 [237]

391 H+
3 + C2H4 → C2H+

5 + H2 1.15× 10−15 [237]

392 H+
3 + C2H5 → C2H+

6 + H2 1.4× 10−15 [237]

393 H+
3 + C2H6 → C2H+

5 + 2H2 2.4× 10−15 [259]

394 CH+ + C→ C+
2 + H 1.2× 10−15 [237]

395 CH+
2 + C→ C2H+ + H 1.2× 10−15 [237]

396 CH+
3 + C→ C2H+ + H2 1.2× 10−15 [237]

397 CH+
5 + C→ CH+ + CH4 1.2× 10−15 [237]

398 C+ + CH3 → C2H+
2 + H 1.3× 10−15 [259]

399 C+ + CH3 → C2H+ + H2 1× 10−15 [259]

400 C+ + C2H4 → C2H+
3 + CH 8.5× 10−17 [237]

401 C+ + C2H6 → C2H+
5 + CH 2.31× 10−16 [259]

402 C+ + C2H6 → C2H+
4 + CH2 1.16× 10−16 [259]

403 C+ + C2H6 → C2H+
3 + CH3 4.95× 10−16 [259]

404 C+ + C2H6 → C2H+
2 + CH4 8.25× 10−17 [259]

405 CH+
5 + C2 → C2H+ + CH4 9.5× 10−16 [237]

406 C+
2 + CH4 → C2H+

2 + CH2 1.82× 10−16 [237]

407 C+
2 + CH4 → C2H+ + CH3 2.38× 10−16 [237]

408 N+
3 + N→ N+

2 + N2 6.6× 10−17 [6]

409 N+ + NH→ H + N+
2 3.7× 10−16 [6]

410 N+
2 + N2 → N+

4 8.26× 10−16 [7]

411 N+
2 + C3H8 → C2H+

3 + CH3 + H2 + N2 5.2× 10−16 [263]

412 N+
2 + C3H8 → C2H+

5 + CH3 + N2 3.9× 10−16 [263]

413 N+
2 + C3H8 → C2H+

4 + CH4 + N2 2.2× 10−16 [263]

414 N+
3 + M→ M + N + N+

2 6.6× 10−17 [6]

415 N+
4 + C3H8 → C2H+

5 + CH3 + 2N2 6.7× 10−16 [263]

416 N+
4 + C3H8 → C2H+

4 + CH4 + 2N2 4.3× 10−16 [263]

417 N+
4 + M→ N+

2 + M + N2 2.5× 10−21 [6]

418 CH+ + CH→ C+
2 + H2 1× 10−15 [237]

419 CH+
3 + CH→ C2H+

2 + H2 7.1× 10−16 [259]

420 CH+
5 + CH→ CH+

2 + CH4 6.9× 10−16 [237]

421 C2H+ + CH→ CH+
2 + C2 3.2× 10−16 [237]

422 CH+ + CH2 → C2H+ + H2 7.5× 10−16 [237]

423 CH+ + CH4 → C2H+
2 + H2 + H 1.43× 10−16 [237]

424 CH+ + CH4 → C2H+
4 + H 6.5× 10−17 [237]

425 CH+
3 + CH2 → C2H+

3 + H2 1× 10−15 [259]

426 CH+
5 + CH2 → CH+

3 + CH4 9.6× 10−16 [237]

427 C2H+ + CH2 → CH+
3 + C2 4.4× 10−16 [237]

428 CH+
2 + CH4 → C2H+

3 + H2 + H 2.31× 10−16 [259]

429 CH+
2 + CH4 → C2H+

5 + H 3.6× 10−16 [237]

430 CH+
2 + CH4 → C2H+

2 + 2H2 3.97× 10−16 [259]

431 CH+
2 + CH4 → C2H+

4 + H2 8.4× 10−16 [237]

432 CH+
2 + CH4 → CH+

3 + CH3 1.38× 10−16 [259]

433 CH+
3 + C2H4 → C2H+

3 + CH4 3.5× 10−16 [237]

434 CH+
4 + CH4 → CH+

5 + CH3 1.5× 10−15 [237]

435 C2H+ + CH4 → C2H+
2 + CH3 3.74× 10−16 [237]

436 C2H+
2 + CH4 → C2H+

3 + CH3 4.1× 10−15 [259]

437 CH+
4 + C2H2 → C2H+

3 + CH3 1.23× 10−15 [237]

438 CH+
4 + C2H4 → C2H+

5 + CH3 4.23× 10−16 [237]

439 CH+
4 + C2H6 → C2H+

4 + CH4 + H2 1.91× 10−15 [259]

440 CH+
5 + C2H→ C2H+

2 + CH4 9× 10−16 [237]

441 CH+
5 + C2H4 → C2H+

5 + CH4 1.5× 10−15 [237]

442 CH+
5 + C2H6 → C2H+

5 + H2 + CH4 2.25× 10−16 [259]

443 C2H+
3 + C2H→ C2H+

2 + C2H2 3.3× 10−16 [237]

444 C2H+
6 + C2H2 → C2H+

5 + C2H3 2.47× 10−16 [237]
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445 C2H+
2 + C2H6 → C2H+

5 + C2H3 1.31× 10−16 [259]

446 C2H+
2 + C2H6 → C2H+

4 + C2H4 2.48× 10−16 [259]

447 C2H+
3 + C2H3 → C2H+

5 + C2H 5× 10−16 [237]

448 C2H+
4 + C2H3 → C2H+

5 + C2H2 5× 10−16 [237]

449 C2H+
3 + C2H4 → C2H+

5 + C2H2 8.9× 10−16 [237]

450 C2H+
3 + C2H6 → C2H+

5 + C2H4 2.91× 10−16 [259]

451 NH+ + NH3 → NH+
4 + N 1.8× 10−15 [9]b

452 NH+
2 + NH3 → NH+

4 + NH 2.2× 10−15 [9]b

453 NH+
3 + NH3 → NH+

4 + NH2 2.2× 10−15 [9]b

454 H− + M→ H + e + M 2.7× 10−16 (
Tg/300

)0.5 exp
(
−559/Tg

)
[6]

455 H− + H→ H2 + e 1.8× 10−15 [280]

456 H− + C→ CH + e 1× 10−15 [259]

457 H− + C2 → C2H + e 1× 10−15 [259]

458 H− + N→ NH + e 1× 10−15 [6]

459 H− + CH→ CH2 + e 1× 10−16 [259]

460 H− + CH2 → CH3 + e 1× 10−15 [259]

461 H− + CH3 → CH4 + e 1× 10−15 [259]

462 H− + C2H→ C2H2 + e 1× 10−15 [259]

463 H− + H+ → 2H 2× 10−13 [9]b

464 H− + H+
2 → H + H2 2× 10−13 [9]b

465 C+ + H− → C + H 2.3× 10−13 [259]

466 H− + N+
2 → N2 + H 2× 10−13 (

Tg/300
)−0.5 [6]

467 H− + N+
3 → NH + N2 3× 10−12 (

Tg/300
)−0.5 [9]b

468 H− + H+
2 → 3H 1× 10−13 [6]

469 H− + H+
3 → H2 + 2H 1× 10−13 [9]b

470 H− + N+
2 → 2N + H 1× 10−13 [6]

471 H− + N+
3 → N + N2 + H 1× 10−13 [6]

472 H− + N+
4 → 2N2 + H 1× 10−13 [6]

473 2H + H2 → 2H2 4× 10−44 (
Tg/300

)−1 [6]

474 2H + N2 → H2 + N2 9.11× 10−45 (
Tg/300

)−1.32 [266]

475 2H + CH4 → H2 + CH4 6× 10−45 [259]

476 H+ + H + M→ H+
2 + M 1× 10−46 [6]

477 H + N + H2 → NH + H2 1× 10−43 [6]

478 H + N + N2 → NH + N2 5× 10−44 [6]

479 CH4 + N + H→ NH + CH4 5× 10−44 [281]

480 CH3 + H + N2 → CH4 + N2 6× 10−41 (
Tg/300

)−1.8 [272]

481 C2H + H + N2 → C2H2 + N2 9.44× 10−42 [259]

482 C2H2 + H + N2 → C2H3 + N2 1.08× 10−37 (
Tg/300

)−7.27 exp
(
−3623/Tg

)
[272]

483 C2H3 + H + N2 → C2H4 + N2 8.26× 10−42 [259]

484 C2H4 + H + N2 → C2H5 + N2 8.19× 10−42 [259]

485 C2H5 + H + N2 → C2H6 + N2 9.2× 10−42 [259]

486 C3H5 + H + N2 → C3H6 + N2 1.33× 10−41 [259]

487 C3H6 + H + N2 → C3H7 + N2 3.79× 10−45 [259]

488 C3H7 + H + N2 → C3H8 + N2 3.96× 10−42 [259]

489 H + HCN + N2 → H2CN + N2 4.84× 10−42 exp
(
−244/Tg

)
[263]

490 CH3 + H + CH4 → 2CH4 2.97× 10−40 [259]

491 C2H + H + CH4 → C2H2 + CH4 9.44× 10−42 [259]

492 C2H2 + H + CH4 → C2H3 + CH4 2.81× 10−43 [259]

493 C2H3 + H + CH4 → C2H4 + CH4 8.26× 10−42 [259]

494 C2H4 + H + CH4 → C2H5 + CH4 3.66× 10−42 [259]

495 C2H5 + H + CH4 → C2H6 + CH4 9.2× 10−42 [259]

496 C3H5 + H + CH4 → C3H6 + CH4 1.33× 10−41 [259]

497 C3H6 + H + CH4 → C3H7 + CH4 3.79× 10−45 [259]

498 C3H7 + H + CH4 → C3H8 + CH4 3.96× 10−42 [259]

499 H + NH2 + M→ NH3 + M 6× 10−42 [282]

500 H+ + H− + M→ 2H + M 2× 10−37 (
Tg/300

)−2.5 [6]

501 H+ + H2 + M→ H+
3 + M 1.5× 10−41 [6]

502 H− + H+
2 + M→ H + H2 + M 2× 10−37 (

Tg/300
)−2.5 [6]

503 H− + N+ + M→ NH + M 2× 10−37 (
Tg/300

)−2.5 [6]

504 H− + N+
2 + M→ N2 + H + M 2× 10−37 (

Tg/300
)−2.5 [6]
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505 2N + H2 → N2 + H2 2.5× 10−46 exp
(
5/Tg

)
[6]

506 H2 + N + NH3 → NH2 + NH3 1× 10−48 [9]b

507 2N + N2 → 2N2 1.38× 10−46 exp
(
5/Tg

)
[6]

508 N+ + N + M→ N+
2 + M 1× 10−41 [6]

509 N+
2 + N + M→ M + N+

3 9× 10−42 (
Tg/300

)1 exp
(
4/Tg

)
[6]

510 N+ + N2 + M→ N+
3 + M 9× 10−42 exp

(
4/Tg

)
[6]

511 CH + C2H6 + N2 → C3H7 + N2 1.14× 10−41 [259]

512 2CH3 + N2 → C2H6 + N2 1.41× 10−41 (
Tg/300

)−0.78 exp
(
−31/Tg

)
[263]

513 CH3 + C2H3 + N2 → C3H6 + N2 4.91× 10−42 [259]

514 CH3 + C2H5 + N2 → C3H8 + N2 1× 10−40 [259]

515 CH + C2H6 + CH4 → C3H7 + CH4 1.14× 10−41 [259]

516 2CH3 + CH4 → C2H6 + CH4 4.23× 10−41 (
Tg/300

)−0.78 exp
(
−31/Tg

)
[263]

517 CH3 + C2H3 + CH4 → C3H6 + CH4 4.91× 10−42 [259]

518 CH3 + C2H5 + CH4 → C3H8 + CH4 1× 10−40 [259]

519 2NH + M→ H2 + N2 + M 1× 10−45 [265]

520 2NH3 + NH→ N2H4 + NH3 1× 10−45 [283]

521 2NH2 + NH3 → N2H4 + NH3 6.9× 10−42 [282]

Table A.7: Detailed chemistry set for all the Ar–NF3–O2 reduction cases. The kinetic
data are taken directly from the corresponding pre-compiled chemistry set in
QDB database [9] (QDB chemistry ID: C33). Primary sources are cited, if
listed in QDB. The purpose of all the test chemistry sets extracted from QDB
in this work is merely to provide input for testing of the presented chemistry
reduction method, therefore the consistency of this chemistry set and the
validity of the cited sources listed in QDB were not explicitly verified in this
work.
a Fitted from a cross section on a grid of Maxwellian temperatures.
b Original source not listed in QDB.

ID Reaction k ∆Ee Source

1 e + Ar→ e + Ar 2.66× 10−13T−0.01
e exp (−3.15/Te) [284]a

2 e + Ar+ → Ar+ + e 1.61× 10−10T−1.22
e exp (−0.04/Te) [251]a

3 e + O2 → O2 + e 3.93× 10−14T0.63
e exp (0.02/Te) [9]a

4 e + O+
2 → O+

2 + e 1.61× 10−10T−1.22
e exp (−0.04/Te) [221]a

5 e + F→ e + F 3.3× 10−14T0.5
e exp (−0.42/Te) [285]a

6 e + F2 → F2 + e 1.98× 10−13T−0.02
e exp (−0.43/Te) [206]a

7 e + NO→ NO + e 7.06× 10−14T0.36
e exp (−0.06/Te) [286]a

8 e + N2O→ N2O + e 1.01× 10−13T0.32
e exp (−0.66/Te) [9]a,b

9 e + NF3 → NF3 + e 6.66× 10−14T0.41
e exp (0.19/Te) [225]a

10 e + NF2 → NF2 + e 6.64× 10−14T0.41
e exp (0.19/Te) [225]a

11 e + NF→ NF + e 6.64× 10−14T0.41
e exp (0.19/Te) [225]a

12 e + Ar→ Ar∗ + e 1.54× 10−15T0.41
e exp (−12.1/Te) 11.6 [284]a

13 e + Ar→ Ar∗∗ + e 1.82× 10−14T0.19
e exp (−12.8/Te) 13.1 [284]a

14 e + Ar∗ → Ar∗∗ + e 7.91× 10−13T0.28
e exp (−1.9/Te) 1.57 [9]a,b

15 e + O→ e + O∗ 1.06× 10−14T−0.4
e exp (−3.44/Te) 1.95 [202]a

16 e + O→ e + O∗ 1.16× 10−15T−0.17
e exp (−5.08/Te) 4.17 [202]a

17 e + O2 → O∗2 + e 2.76× 10−15T−0.34
e exp (−3.27/Te) 0.97 [9]a

18 e + N→ e + N∗ 2.62× 10−14T−0.3
e exp (−2.97/Te) 2.38 [254]a

19 e + N→ e + N∗ 1.04× 10−14T−0.33
e exp (−4.56/Te) 3.55 [254]a

20 e + N2 → e + N∗2 9.43× 10−14T−0.72
e exp (−8.8/Te) 6.15 [255]a

21 e + Ar∗ → Ar + e 1.96× 10−15T0.32
e exp (−0.98/Te) -11.6 [284]a

22 e + Ar∗∗ → Ar + e 2.26× 10−14T0.1
e exp (−0.04/Te) -13.1 [284]a

23 e + Ar∗∗ → Ar∗ + e 6.86× 10−13T0.34
e exp (−0.1/Te) -1.57 [9]a,b

24 e + O∗ → O + e 5.82× 10−15T−0.2
e exp (−1.08/Te) [9]a,b
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25 e + Ar→ Ar+ + 2e 3.09× 10−14T0.45
e exp (−17/Te) 15.88 [284]a

26 e + Ar∗ → Ar+ + 2e 1.42× 10−13T0.2
e exp (−4.38/Te) 4.42 [287]a

27 e + Ar∗∗ → Ar+ + 2e 3.45× 10−13T−0.02
e exp (−4.11/Te) 2.9 [208]a

28 e + O→ O+ + 2e 4.82× 10−15T0.73
e exp (−13.1/Te) 13.6 [202]a

29 e + O∗ → O+ + 2e 1.56× 10−14T0.29
e exp (−13.3/Te) 11.65 [9]a,b

30 e + O2 → O+
2 + 2e 7.08× 10−15T0.76

e exp (−13.8/Te) 12.05 [9]a

31 e + O∗2 → O+
2 + 2e 1.3× 10−15T1.1

e exp (−11.1/Te) 11.1 [208; 288]a

32 e + F→ F+ + 2e 2.15× 10−15T0.87
e exp (−16/Te) 17.27 [9]a,b

33 e + F2 → F+
2 + 2e 2.96× 10−15T0.84

e exp (−15.9/Te) 15.53 [206]a

34 e + NO→ NO+ + 2e 7.31× 10−15T0.74
e exp (−11.9/Te) 9.25 [289]a

35 e + N2O→ N2O+ + 2e 1.08× 10−14T0.57
e exp (−13.7/Te) 12.85 [9]a,b

36 e + NF3 → NF+
3 + 2e 1.47× 10−15T0.7

e exp (−12.8/Te) 13 [225]a

37 e + NF2 → NF+
2 + 2e 1.16× 10−15T1.16

e exp (−12/Te) 11.8 [225]a

38 e + NF→ NF+ + 2e 2.11× 10−15T0.82
e exp (−14.9/Te) 15.7 [225]a

39 e + O2 → O + O+ + 2e 9.92× 10−16T1.1
e exp (−20.3/Te) 16.93 [214]a

40 e + NO→ N+ + O + 2e 1.34× 10−15T0.86
e exp (−23.5/Te) 20.95 [289]a

41 e + NO→ N + O+ + 2e 8.19× 10−17T1.47
e exp (−21.5/Te) 20.07 [289]a

42 e + N2O→ N+
2 + O + 2e 3.14× 10−15T0.56

e exp (−19.9/Te) 17.45 [9]a,b

43 N2O + e→ 2e + N2 + O+ 8.82× 10−16T0.53
e exp (−15.9/Te) 15.18 [9]a,b

44 e + NF3 → NF+
2 + F + 2e 1.21× 10−14T0.43

e exp (−15.8/Te) 14 [225]a

45 e + NF3 → 2e + NF2 + F+ 6.92× 10−16T0.71
e exp (−16.7/Te) 15.46 [290]a

46 e + NF2 → 2e + F + NF+ 4.61× 10−16T1.22
e exp (−15.1/Te) 14.9 [290]a

47 e + NF2 → 2e + NF + F+ 7.39× 10−17T1.23
e exp (−15.1/Te) 14.9 [290]a

48 e + NF→ 2e + N + F+ 1.66× 10−15T0.74
e exp (−15.6/Te) 15.2 [290]a

49 e + NF→ 2e + N+ + F 2.39× 10−15T0.74
e exp (−15.6/Te) 15.2 [290]a

50 e + O2 → O− + O 6.74× 10−16T−1.02
e exp (−5.78/Te) [9]a

51 e + F2 → F + F− 3.82× 10−15T−1.16
e exp (−0.16/Te) [206]a

52 e + N2O→ O− + N2 6.92× 10−16T−0.89
e exp (−1.18/Te) [9]a,b

53 e + NF3 → NF2 + F− 2.08× 10−14T−1.23
e exp (−1.28/Te) [225]a

54 e + NF2 → NF + F− 2.09× 10−14T−1.23
e exp (−1.29/Te) [225]a

55 e + O− → O + 2e 1.95× 10−18T−0.5
e exp (−3.4/Te) 3.4 [288]a

56 e + Ar+ → Ar 4.83× 10−19T−0.5
e exp (−0.01/Te) [9]a,b

57 e + F+ → F 4.83× 10−19T−0.5
e exp (−0.01/Te) [9]a,b

58 e + O+
2 → 2O 1.53× 10−14T−0.51

e exp (−0.01/Te) [221]a

59 e + F+
2 → 2F 2.26× 10−13T−0.5

e exp (−0.01/Te) [222]a

60 NO+ + e→ N + O 1.71× 10−14T−0.51
e exp (−/Te) [221]a

61 e + NF+
3 → NF2 + F 1× 10−13T−0.5

e [291]

62 e + NF+
2 → NF + F 1× 10−13T−0.5

e [291]

63 e + NF+ → N + F 1× 10−13T−0.5
e [291]

64 e + O2 → e + 2O 1.75× 10−14T−1.28
e exp (−7.38/Te) 4.5 [9]a

65 e + N2O→ N2 + O + e 1.4× 10−15 exp (−1.67/Te) 1.67 [9]b

66 e + NF3 → NF + 2F + e 9.68× 10−15T0.53
e exp (−10.6/Te) 8.9 [225]a

67 e + NF3 → NF2 + F + e 7.06× 10−14T−0.37
e exp (−5.41/Te) 5.6 [225]a

68 e + NF2 → NF + F + e 3.97× 10−14T−0.16
e exp (−7.48/Te) 5.6 [225]a

69 e + NF→ N + F + e 3.97× 10−14T−0.16
e exp (−7.48/Te) 5.6 [225]a

70 O2 + M→ 2O + M 1.31× 10−16 exp
(
−5274/Tg

)
[9]b

71 O3 + M→ O2 + O + M 1.56× 10−15 exp
(
−1149/Tg

)
[292]

72 N2 + M→ 2N + M 9.86× 10−11 (
Tg/300

)−3.33 exp
(
−11322/Tg

)
[293]

73 N∗2 + M→ N∗ + N + M 9.86× 10−11 (
Tg/300

)−3.33 exp
(
−69163/Tg

)
[294]

74 F2 + M→ 2F + M 7.6× 10−18 exp
(
−143/Tg

)
[295]

75 NO + M→ N + O + M 2.28× 10−16 exp
(
−7468/Tg

)
[9]b

76 N2O + M→ N2 + O + M 2.36× 10−16 exp
(
−2581/Tg

)
[9]b

77 NO2 + M→ NO + O + M 1.88× 10−10 (
Tg/300

)−3.37 exp
(
−3764/Tg

)
[296]

78 FO + M→ F + O + M 1.31× 10−16 exp
(
−5274/Tg

)
[294]

79 NF3 + M→ NF2 + F + M 3.98× 10−16 exp
(
−18417/Tg

)
[297]

80 NF2 + M→ NF + F + M 1.26× 10−15 exp
(
−257/Tg

)
[9]b

81 NF + M→ N + F + M 1.31× 10−16 exp
(
−5274/Tg

)
[294]

82 FNO + M→ F + NO + M 1.31× 10−16 exp
(
−53899/Tg

)
[294]

83 O + O3 → O∗2 + O2 1× 10−17 exp
(
−23/Tg

)
[9]b

84 O∗ + Ar→ O + Ar 5× 10−19 [9]b
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85 O∗ + O3 → 2O2 1.2× 10−16 [298]

86 NO + O∗ → O2 + N 1.5× 10−16 [299]

87 O∗ + N2O→ N2 + O2 4.4× 10−17 [8]

88 O∗ + N2O→ 2NO 7.2× 10−17 [8]

89 O∗ + FO→ O2 + F 5× 10−17 [226]

90 NF3 + O∗ → NF2 + FO 1.1× 10−17 [300]

91 O2 + O∗2 → O + O3 2.95× 10−27 [294]

92 N∗ + O2 → NO + O 1.22× 10−17 exp
(
−317/Tg

)
[301]

93 N∗2 + O2 → N2O + O 7.8× 10−20 [6]

94 N + O∗2 → NO + O 2× 10−20 exp
(
−6/Tg

)
[6]

95 N∗ + O∗2 → NO + O 2× 10−20 [294]

96 N∗ + O3 → NO + O2 1× 10−16 [6]

97 N∗ + NO→ N2 + O 6.3× 10−17 [302]

98 N2O + N∗ → N2 + NO 1.5× 10−17 exp
(
−57/Tg

)
[9]b

99 N∗ + NO2 → N2O + O 1.5× 10−18 exp
(
−57/Tg

)
[9]b

100 N∗ + NO2 → N2 + O2 1.41× 10−18 [294]

101 N∗ + NO2 → 2NO 1.5× 10−18 [302]

102 NF3 + N∗ → NF + NF2 2.13× 10−18 [294]

103 NF2 + N∗ → 2NF 3× 10−18 [294]

104 NF + N∗ → N2 + F 2.5× 10−16 [303]

105 O∗2 + M→ 2O + M 1.31× 10−16 exp
(
−41146/Tg

)
[294]

106 N∗2 + M→ 2N + M 9.86× 10−11 (
Tg/300

)−3.33 exp
(
−41337/Tg

)
[294]

107 Ar∗ + O→ O∗ + Ar 4.1× 10−17 [304]

108 2Ar∗ → Ar+ + Ar + e 1× 10−16 [249]

109 Ar∗ + Ar∗∗ → Ar+ + Ar + e 1.2× 10−15 (
Tg/300

)0.5 [9]b

110 Ar∗ + O∗2 → O+
2 + Ar + e 1.2× 10−15 (

Tg/300
)0.5 [294]

111 2Ar∗∗ → Ar+ + Ar + e 5× 10−16 [249]

112 O + O3 → 2O2 8× 10−18 exp
(
−206/Tg

)
[8]

113 N2 + O→ N + NO 1.26× 10−16 exp
(
−3804/Tg

)
[9]b

114 F2 + O→ F + FO 1.62× 10−17 exp
(
−5233/Tg

)
[9]b

115 NO + O→ N + O2 7.48× 10−19 (
Tg/300

)1 exp
(
−195/Tg

)
[9]b

116 N2O + O→ N2 + O2 1.66× 10−16 exp
(
−141/Tg

)
[6]

117 N2O + O→ 2NO 1.15× 10−16 exp
(
−134/Tg

)
[6]

118 FO + O→ O2 + F 2.7× 10−17 [226]

119 NF2 + O→ F + FNO 1.25× 10−17 [305]

120 NF2 + O→ NF + FO 1.79× 10−18 [305]

121 FNO + O→ F + NO2 3× 10−19 [9]b

122 2O2 → O3 + O 1.11× 10−17 exp
(
−498/Tg

)
[306]

123 N + O2 → NO + O 1.5× 10−17 exp
(
−36/Tg

)
[8]

124 N2 + O2 → N2O + O 1× 10−16 exp
(
−552/Tg

)
[6]

125 N2 + O2 → 2NO 9.85× 10−12 exp
(
−6466/Tg

)
[9]b

126 N + O3 → NO + O2 5× 10−22 [307]

127 F + O3 → FO + O2 2.82× 10−17 exp
(
−252/Tg

)
[9]b

128 NO + O3 → NO2 + O2 1.8× 10−18 exp
(
−137/Tg

)
[8]

129 N + NO→ N2 + O 2.1× 10−17 exp
(
1/Tg

)
[8]

130 NF3 + N→ NF + NF2 2.13× 10−18 (
Tg/300

)1.97 exp
(
−1512/Tg

)
[308]

131 FO + F→ F2 + O 6.61× 10−20 exp
(
−9561/Tg

)
[9]b

132 F2 + NO→ F + FNO 1.2× 10−20 [9]b

133 NF2 + F2 → F + NF3 3× 10−20 exp
(
−486/Tg

)
[9]b

134 2NO→ N2O + O 7.22× 10−18 exp
(
−33155/Tg

)
[6]

135 2NO→ N2 + O2 1.35× 10−17 exp
(
−2868/Tg

)
[9]b

136 N2O + NO→ NO2 + N2 2.92× 10−19 (
Tg/300

)2.23 exp
(
−23292/Tg

)
[6]

137 NF3 + NF→ 2NF2 1× 10−20 [309]

138 2NF2 → NF + NF3 1.66× 10−18 exp
(
−186/Tg

)
[310]

139 2NF→ F2 + N2 4× 10−18 [309]

140 Ar∗ + O2 → Ar + O∗ + O 2.1× 10−16 [311]

141 O∗ + O3 → O2 + 2O 1.2× 10−16 [298]

142 N2O + O∗ → N2 + O∗2 2.43× 10−18 (
Tg/300

)2.3 exp
(
−9645/Tg

)
[312]

143 N∗ + O2 → NO + O∗ 6× 10−18 (
Tg/300

)0.5 [9]b

144 N∗2 + O2 → N2O + O∗ 3× 10−20 [6]
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145 2O3 → 3O2 7.42× 10−18 exp
(
−946/Tg

)
[9]b

146 NF2 + N→ N2 + 2F 1.4× 10−17 exp
(
−95/Tg

)
[9]b

147 N∗ + NO2 → N2 + 2O 1.12× 10−18 [294]

148 NF2 + N∗ → N2 + 2F 1.4× 10−17 [294]

149 N2O + N∗2 → NO + N + N2 8× 10−17 [9]b

150 NF2 + FO→ FNO + 2F 3.8× 10−18 [9]b

151 2NF→ N2 + 2F 6.88× 10−17 exp
(
−1251/Tg

)
[9]b

152 Ar + Ar+ → Ar + Ar+ 5.66× 10−16 (
Tg/300

)0.5 [9]b

153 O + O+ → O+ + O 1× 10−15 [224]

154 O+
2 + O2 → O2 + O+

2 1× 10−15 [249]

155 N+ + N→ N+ + N 1× 10−15 [9]b

156 N+
2 + N2 → N+

2 + N2 1× 10−15 [9]b

157 F+ + F→ F+ + F 1× 10−15 [224]

158 F+
2 + F2 → F+

2 + F2 1× 10−15 [224]

159 NO+ + NO→ NO + NO+ 1× 10−15 [294]

160 N2O+ + N2O→ N2O + N2O+ 1× 10−15 [294]

161 NF+
3 + NF3 → NF3 + NF+

3 1× 10−15 [294]

162 NF+
2 + NF2 → NF2 + NF+

2 1× 10−15 [294]

163 NF+ + NF→ NF + NF+ 1× 10−15 [294]

164 Ar + O+ → O + Ar+ 2.1× 10−17 [313]

165 Ar + O+
2 → O2 + Ar+ 2.1× 10−17 [313]

166 F+ + Ar→ F + Ar+ 1× 10−17 [294]

167 Ar+ + O→ O+ + Ar 6.4× 10−18 [313]

168 Ar+ + O2 → O+
2 + Ar 1.2× 10−17 [129]

169 Ar+ + N→ N+ + Ar 1× 10−17 [280]

170 Ar+ + N2 → Ar + N+
2 5× 10−16 [314]

171 Ar+ + F2 → Ar + F+
2 1× 10−17 [294]

172 Ar+ + NO→ Ar + NO+ 1× 10−17 [294]

173 Ar+ + N2O→ Ar + N2O+ 1× 10−17 [294]

174 Ar+ + NF3 → Ar + NF+
3 1× 10−17 [294]

175 Ar+ + NF2 → NF+
2 + Ar 1× 10−17 [9]b

176 Ar+ + NF→ NF+ + Ar 5× 10−18 [9]b

177 N+ + O→ N + O+ 1× 10−17 [294]

178 N+
2 + O→ N2 + O+ 9.8× 10−18 [315]

179 F+ + O→ F + O+ 1× 10−16 [226]

180 F+
2 + O→ O+ + F2 5× 10−16 [9]b

181 O+ + O2 → O+
2 + O 2× 10−17 (

Tg/300
)−0.4 [7]

182 O+ + N2O→ O + N2O+ 6.3× 10−16 [9]b

183 O+ + NF3 → O + NF+
3 1× 10−17 [294]

184 O+ + NF2 → O + NF+
2 1× 10−17 [294]

185 O+ + NF→ O + NF+ 1× 10−17 [294]

186 N+
2 + O2 → O+

2 + N2 5× 10−17 (
Tg/300

)−0.8 [7]

187 F+ + O2 → F + O+
2 7.14× 10−16 [226]

188 F+
2 + O2 → O+

2 + F2 5× 10−16 [9]b

189 N2O+ + O2 → N2O + O+
2 2.24× 10−16 [9]b

190 NF+
3 + O2 → NF3 + O+

2 1× 10−17 [294]

191 NF+ + O2 → NF + O+
2 1× 10−17 [294]

192 O+
2 + NO→ NO+ + O2 4.6× 10−16 [7]

193 N+
2 + N→ N+ + N2 5× 10−18 [9]b

194 F+ + N→ N+ + F 1× 10−17 [238]

195 F+
2 + N→ N+ + F2 1× 10−17 [9]b

196 N+ + NO→ N + NO+ 4.72× 10−16 [315]

197 N+ + N2O→ N + N2O+ 1× 10−17 [294]

198 N+ + NF3 → NF+
3 + N 1× 10−17 [316]

199 F+ + N2 → N+
2 + F 1× 10−17 [317]

200 F+
2 + N2 → N+

2 + F2 5× 10−18 [9]b

201 N+
2 + NO→ NO+ + N2 3.9× 10−16 [7]

202 N+
2 + N2O→ N2 + N2O+ 6× 10−16 [9]b

203 N+
2 + NF3 → N2 + NF+

3 1× 10−17 [294]

204 N+
2 + NF2 → NF+

2 + N2 1× 10−17 [316]
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205 N+
2 + NF→ N2 + NF+ 1× 10−17 [294]

206 F+ + F2 → F+
2 + F 7.94× 10−16 [238]

207 F+ + NO→ F + NO+ 8.64× 10−16 [315]

208 F+ + N2O→ F + N2O+ 1× 10−17 [294]

209 F+ + NF3 → F + NF+
3 1× 10−17 [294]

210 F+ + NF2 → NF+
2 + F 1× 10−17 [238]

211 F+ + NF→ NF+ + F 1× 10−17 [9]b

212 F+
2 + NO→ F2 + NO+ 1× 10−17 [294]

213 F+
2 + N2O→ F2 + N2O+ 1× 10−17 [294]

214 F+
2 + NF3 → F2 + NF+

3 1× 10−17 [294]

215 F+
2 + NF2 → NF+

2 + F2 1× 10−17 [9]b

216 F+
2 + NF→ NF+ + F2 1× 10−17 [9]b

217 N2O+ + NO→ N2O + NO+ 2.3× 10−16 [294]

218 NF+
3 + NO→ NF3 + NO+ 1× 10−17 [294]

219 NF+
2 + NO→ NF2 + NO+ 1× 10−17 [294]

220 NF+ + NO→ NF + NO+ 1× 10−17 [294]

221 NF+
3 + N2O→ NF3 + N2O+ 1× 10−17 [294]

222 N2O+ + NF2 → N2O + NF+
2 1× 10−17 [294]

223 N2O+ + NF→ N2O + NF+ 1× 10−17 [294]

224 NF+
3 + NF2 → NF3 + NF+

2 1× 10−17 [294]

225 NF+ + NF2 → NF+
2 + NF 1× 10−17 [318]

226 NF+
3 + NF→ NF3 + NF+ 1× 10−17 [294]

227 Ar+ + O∗ → O+ + Ar 6.4× 10−18 [311]

228 N+
2 + O→ N + NO+ 1.4× 10−16 [9]b

229 N+ + O2 → NO + O+ 4.64× 10−17 [315]

230 N+
2 + O2 → NO + NO+ 1× 10−23 [6]

231 F+ + O2 → O+ + FO 5.04× 10−17 [245]

232 N2O+ + O2 → NO2 + NO+ 4.59× 10−17 [9]b

233 O+
2 + N→ O + NO+ 1.5× 10−16 [315]

234 O+
2 + N2 → NO + NO+ 1× 10−23 [6]

235 N+ + NO→ O + N+
2 8.33× 10−17 [319]

236 N+ + N2O→ N2 + NO+ 5.5× 10−16 [9]b

237 N+
2 + N2O→ N2 + N + NO+ 4× 10−16 [9]b

238 N+
2 + NO2 → N2O + NO+ 5× 10−17 [9]b

239 F+ + NO→ O + NF+ 9.4× 10−17 [315]

240 N2O+ + N2O→ N2 + NO + NO+ 1.2× 10−17 [9]b

241 N2O+ + NO2 → N2 + O2 + NO+ 4.29× 10−16 [9]b

242 NF+ + NF3 → NF2 + NF+
2 5.5× 10−16 [318]

243 O−2 + O→ O2 + O− 3.3× 10−16 [14]

244 O− + O2 → O−2 + O 2.5× 10−20 [320]

245 O− + O3 → O−3 + O 5.3× 10−16 [9]b

246 O− + F→ F− + O 5.5× 10−16 [294]

247 O−2 + O3 → O2 + O−3 4× 10−16 [14]

248 O−2 + F→ F− + O2 1× 10−13 [224]

249 O−3 + F→ F− + O3 5.5× 10−16 [294]

250 O−3 + O→ 2O2 + e 3× 10−16 [14]

251 O− + O3 → 2O2 + e 3.01× 10−16 (
Tg/300

)0.5 [280]

252 O− + O→ O2 + e 3× 10−16 (
Tg/300

)−0.5 [321]

253 O−2 + O→ O3 + e 1.5× 10−16 [14]

254 O− + O2 → O3 + e 5× 10−21 [14]

255 O− + N→ NO + e 2.6× 10−16 [14]

256 O− + N2 → N2O + e 1× 10−18 [9]b

257 O− + NO→ NO2 + e 2.6× 10−16 [14]

258 O−2 + N→ NO2 + e 5× 10−16 [14]

259 F− + F→ e + F2 1× 10−16 [242]

260 O−3 + O→ O−2 + O2 3.2× 10−16 [9]b

261 O− + O3 → O−2 + O2 1.02× 10−17 (
Tg/300

)0.5 [280]

262 O−2 + N2O→ O−3 + N2 1× 10−18 [14]

263 Ar+ + O− → Ar + O 2.7× 10−13 [313]

264 O−2 + Ar+ → O2 + Ar 1× 10−13 [247]
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265 O−3 + Ar+ → O3 + Ar 1× 10−13 [247]

266 F− + Ar+ → F + Ar 1× 10−13 [322]

267 O−2 + O+ → O2 + O 1× 10−13 [247]

268 O−3 + O+ → O3 + O 1× 10−13 [247]

269 O+ + F− → O + F 1× 10−13 [9]b

270 O− + O+
2 → O2 + O 1× 10−13 [247]

271 O− + F+ → O + F 3× 10−13 [224]

272 O− + F+
2 → O + F2 1.5× 10−13 [224]

273 O− + NO+ → O + NO 1× 10−13 [247]

274 O− + N2O+ → O + N2O 1× 10−13 [247]

275 O−2 + O+
2 → 2O2 1× 10−13 [247]

276 O−3 + O+
2 → O3 + O2 1× 10−13 [247]

277 O+
2 + F− → O2 + F 1× 10−13 [9]b

278 O−2 + N+ → O2 + N 1× 10−13 [247]

279 O−2 + N+
2 → O2 + N2 1× 10−13 [247]

280 O−2 + F+ → O2 + F 2× 10−13 [224]

281 O−2 + F+
2 → O2 + F2 1.5× 10−13 [224]

282 O−2 + NO+ → O2 + NO 1× 10−13 [247]

283 O−2 + N2O+ → O2 + N2O 1× 10−13 [247]

284 O−3 + N+ → O3 + N 1× 10−13 [247]

285 O−3 + N+
2 → O3 + N2 1× 10−13 [247]

286 O−3 + NO+ → O3 + NO 1× 10−13 [247]

287 O−3 + N2O+ → O3 + N2O 1× 10−13 [247]

288 F− + N+ → F + N 2× 10−13 [9]b

289 F− + N+
2 → F + N2 3× 10−13 [9]b

290 F− + F+ → 2F 1× 10−13 [242]

291 F− + N2O+ → F + N2O 2× 10−13 (
Tg/300

)−0.5 [294]

292 O− + N2O+ → 2O + N2 1× 10−13 [9]b

293 O− + NF+
3 → O + NF2 + F 2× 10−13 [294]

294 O− + NF+
2 → O + NF + F 2× 10−13 [294]

295 O−2 + NO+ → O2 + N + O 1× 10−13 [9]b

296 O−2 + N2O+ → O2 + N2 + O 1× 10−13 [9]b

297 O−2 + NF+
3 → O2 + NF2 + F 2× 10−13 [294]

298 O−2 + NF+
2 → O2 + NF + F 2× 10−13 [294]

299 F− + N2O+ → F + N2 + O 1× 10−13 [294]

300 F− + NF+ → 2F + N 1× 10−13 [294]

301 2O + M→ O∗2 + M 1.9× 10−47 (
Tg/300

)−0.63 [323]

302 O + O+ + M→ O+
2 + M 1× 10−41 [323]

303 F + O + M→ FO + M 1× 10−45 [227]

304 2N + M→ N∗2 + M 1× 10−44 [266]

305 N + F + M→ NF + M 2.8× 10−46 [294]

306 2F + M→ F2 + M 6.77× 10−46 [9]b

307 F + NO + M→ FNO + M 5.9× 10−44 (
Tg/300

)−1.7 [9]b

308 NF2 + F + M→ NF3 + M 5× 10−43 [324]

309 NF + F + M→ NF2 + M 1.03× 10−42 [294]

310 Ar∗∗ → Ar∗ 1× 105 [9]b
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