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Abstract 
 

This thesis explores uncertainties in global gas resources and markets. Whilst global gas 

consumption growth has been strong in recent years, the need to shift the global energy 

system to net zero has raised significant questions about the role of gas in this transition. In 

addition to the global context of addressing climate change, gas markets have undergone 

significant shifts in recent years, driven by a multitude of factors including, but by no means 

limited to, rapid production growth from unconventional gas in the United States, rapidly 

increasing demand in China, and increased competition along the gas supply chain. This 

thesis finds that if global temperatures are to be kept towards-1.5oC, then gas consumption 

needs to peak now. Significant regional variations were found in this result, with European 

and North American demand declining from the present day, whilst key Asian markets 

(including China) see consumption growth to 2035 but then rapid decline. Therefore, several 

transition risks are identified in this work. This also has implications for price formation 

across different import markets, with a significant result from this thesis suggesting that 

prices in major Asian (e.g. China and Japan) markets converge, whilst European prices 

remain consistently lower. To generate novel insights in this thesis, two models were used, 

which have been soft linked to generate consistency of inputs and outputs. The existing 

TIMES Integrated Assessment Model at UCL (TIAM-UCL) provides long-term insights into 

the role of gas in the wider energy system, particularly under ambitious decarbonisation 

pathways. Additionally, a new global GAs Production, Trade and Annual Pricing model 

(GAPTAP), provides a novel representation of gas markets, with insights into regional price 

formation mechanisms, investment in new fields, the role of associated gas on price 

formation mechanisms, and variations in government revenues from gas production.  
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Chapter 1: Introduction 
 

1.1 Research context  
 

Several publications from large government agencies (e.g. US Energy Information 

Administration (EIA)) and the International Energy Agency (IEA), as well as international oil 

and gas companies (BP, Shell), suggest outlooks for natural gas supply and demand, often on 

an annual basis. The results give pathways or projections of supply and demand for natural 

gas, as well as prices in some cases, at a country or regional level and under different levels 

of decarbonisation.1 However, there has been limited exploration of some key uncertainties in 

future natural gas markets, which this thesis explores. The lack of quantification of key 

uncertainties including the classification and estimation of gas resources and costs was one of 

the key research areas of McGlade’s (2013) improvements of the energy system model 

TIAM-UCL. Part of the research for this thesis has been to improve this representation of 

uncertainty even further, by disaggregating natural gas (where possible) into field- and play-

level, to better represent and quantify: 

1. The categorisation of natural gas accumulations and the application of supply cost 

curves to different categories 

2. Natural gas supply costs at a more disaggregated (field) level, including quantifying 

the key drivers of these costs, to apply these to undeveloped fields 

3. Uncertainties over which individual natural gas assets will be developed, when and at 

what cost 

4. Interdependent relationship between domestic and internationally traded gas prices in 

future decarbonisation scenarios exhibiting oil demand destruction. 

Whilst natural gas has lower CO2 emissions than coal or oil when combusted (EIA, 2018), its 

chemical composition requires regulatory oversight to ensure methane leakages/fugitive 

emissions from the natural gas chain are kept to an absolute minimum, otherwise this 

comparative advantage in combustion emissions can be significantly eroded. There is a range 

of divergent opinions when it comes to the role natural gas will play if global temperature rise 

is to be kept to ‘well-below 2oC’. For example, numerous studies differ in their analysis of 

whether natural gas will act as a ‘bridge’ in the medium-term by displacing coal, or as a 

further lock-in to fossil fuel consumption given infrastructural requirements (McGlade et. al, 

2014; Aghion et. al, 2014; Lieberman, 2016; MITEI, 2011; Weissman, 2016; Zhang et. al, 

2016; McGlade et. al, 2018; Klemun and Trancik, 2019). The IPCC Special Report on 1.5oC 

(SR 1.5), which utilised a fleet of integrated assessment and energy system models, exhibits a 

huge range of gas supply from 0.4 tcm to 6.8 tcm (or 10-173% of 2018 production) across the 

1.5oC scenarios by 2050 (Rogelj et. al, 2018), underlining the inherent uncertainty in future 

pathways for natural gas.  

 

 
1 These include the EIA’s Annual Energy Outlook (US only), the IEA’s World Energy Outlook, BP’s Energy 

Outlook and Shell’s Future Energy Scenarios, several papers by the Oxford Institute for Energy Studies at a 

regional level (Honore, 2014; Miyamoto and Ishiguro, 2018).  
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1.2 Uncertainties in gas resources and markets 
 

There are significant uncertainties over the role gas will play in the coming decades, 

particularly under the required decarbonisation of the energy system if climate change is to be 

mitigated to the greatest possible degree.  

The future role of natural gas depends on a huge range of uncertainties, from changes in the 

wider energy system and socioeconomic drivers of energy demand, to granular 

heterogeneities of regional gas markets. This thesis aims to provide insights into some of 

these uncertainties by exploring a range of interdependent dynamics including:  

• Global efforts to mitigate climate change 

• Overall levels of energy demand 

• Demand response to changing gas markets  

• Development of complementary and competing technologies 

• Availability and cost of gas resources 

• Gas infrastructure costs 

• The linkage between oil and gas markets 

• Domestic and international price formation mechanisms 

• Tax regimes and government revenues from, and expenditure on, natural gas 

• Global and regional geopolitics 

These core uncertainties appear consistently throughout this thesis and form the basis for the 

research questions posed next. 

 

1.3 Research questions 
 

The fundamental aim of this study is to combine wider energy-economic system 

uncertainties, with gas market uncertainties. Two models are used for this purpose: the global 

energy system model TIAM-UCL and a new GAs Production, Trade and Annual Pricing 

model (GAPTAP), which takes into account different gas market specific characteristics; the 

combination and interaction of these models allows new insights into the outlook for natural 

gas supply and demand. The research undertaken under this body of work poses 6 research 

questions, which are answered across this thesis.  

1. How will regional natural gas demand and supply respond under different energy 

system futures? (RQ1) 

 

2. What role will uncertainty in socioeconomic drivers of energy service demand have 

on natural gas supply and demand? (RQ2) 
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3. How will uncertainty around the cost and availability of natural gas impact regional 

and sectoral demand and regional supply? (RQ3) 

 

4. What impact will uncertainty in oil demand and supply in various energy futures have 

on natural gas markets? (RQ4) 

 

 

5. How might government expenditure and revenues from gas production and 

consumption evolve under varying degrees of energy system decarbonisation? (RQ5) 

 

6. How will gas price formation mechanisms change and compete as longer-term oil 

indexed contracts run out and will this result in converging price levels across 

different regions? (RQ6) 

 

1.4 Thesis structure 
 

The structure of this thesis and the general narrative between Chapters is given in the 

following brief overview. Figure 1.1 provides some context for how each Chapter fits 

together and the research methods employed, which combine to answer the research 

questions, posed in Section 1.3.   

Chapter 2 introduces some key terminology used in this thesis, with the definitions provided 

to maintain consistency across this thesis. Chapter 3 includes a brief overview of historical 

and ongoing developments in natural gas markets. Chapter 4 reviews existing modelling 

literature and identifies research gaps. These introductory Chapters provide context and 

rationale to the research questions posed in Section 1.3. 

Chapters 5-7 discuss the methods used to overcome significant data limitations for bottom-up 

estimates of both costs across the gas supply chain and estimates of gas reserves and 

resources: 

• Chapter 5 discusses cost terminology associated with the natural gas supply chain and 

introduces a new field-level cost and gas infrastructure database.  

• Chapter 6 develops a bottom-up database of volumetric estimates of various 

categories and classifications of natural gas.  

• Chapter 7 utilises the outputs from Chapters 5-6 by combining resource uncertainty 

with bottom-up cost depletion curves to form new gas supply cost curves. The process 

to create supply cost curves aggregated into the regions of the global energy system 

model TIAM-UCL, provided a novel bottom-up representation of supply cost 

dynamics into an energy system model. Chapters 5-7 are crucial for generating soft-

link consistency for supply cost curves between TIAM-UCL and a new global field-

level Gas Production, Trade and Annual Pricing model (GAPTAP).   

Chapter 8 and 10 discuss the two models used to answer the research questions in this thesis:  
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• Chapter 8 introduces the energy system model TIAM-UCL and discusses the 

improvements made as part of this work, incorporating the outputs from Chapters 5-7. 

TIAM-UCL is used to generate longer-term scenarios for natural gas supply and 

demand under various uncertainties.  

• Chapter 10 introduces the new bottom-up global GAs Production, Trade and Annual 

Pricing model (GAPTAP), including a detailed description of the model formulation. 

Using outputs from TIAM-UCL, GAPTAP is used to develop scenarios exploring key 

gas market specific uncertainties.  

The results from the wider energy system scenarios using TIAM-UCL and more granular gas 

market scenarios are explored in Chapters 9 and 11. Chapter 9 introduces a range of scenarios 

and sensitivities using TIAM-UCL, presenting new insights into long-term pathways for 

natural gas supply and demand. Chapter 11 then presents the scenarios which GAPTAP 

explores and discusses results around key uncertainties in global gas markets. The results 

presented in Chapter 9 and 11 directly relate to the research questions posed in Section 1.3.  

Chapter 12 then draws together the main insights from this thesis and in particular the results 

from the scenarios derived from TIAM-UCL (Chapter 9) and GAPTAP (Chapter 11), for 

natural gas markets in the medium- and longer-term. In particular, the scenarios explore the 

implications for gas supply and demand, pricing and trade, in different future climate 

scenarios. 

 

 

Figure 1.1: Thesis Structure 
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Chapter 2: Key terminology and definitions 
 

2.1 Introduction 
 

This chapter introduces some of the terminology which will be used regularly during 

this thesis and more importantly attributing consistent definitions which apply across this 

work. The importance of consistent terminology and application in the reporting of 

volumetric estimates has been reviewed in several publications (McGlade, 2013; Herrmann 

et. al, 2013; BGR, 2009). Section 2.2 provides definitions which will be used frequently 

throughout this thesis. Section 2.3 summarises the Chapter and provides an example of why 

consistent definitions are of vital importance for quantifying both the volume and costs of 

natural gas. Some of the following discussion was covered by Welsby (2018), notably 

Section 2.2.1 and 2.2.2. 

 

2.2 Definitions 
 

The definitions are grouped in Section 2.2 as follows: 

1. Categories of natural gas  

2. Volumetric reporting terminology 

3. Supply chain definition 

4. Cost reporting terminology 

 

 

2.2.1 Categories of natural gas 
 

Conventional and unconventional natural gas 

 
The two broadest categories of natural gas are conventional and unconventional which refer 

to different “techno-economic” characteristics (McGlade, 2013, p. 32). 

Conventional natural gas can be extracted from the gas bearing reservoir, where the pressure, 

porosity and permeability are such that the natural gas will flow to the surface without 

additional stimulation. 

In contrast, unconventional natural gas formations generally (although not exclusively) 

require ‘enhanced’ recovery, where the geological composition of the formation/reservoir 

must be artificially stimulated, for example via horizontal fracturing of the surrounding gas 

bearing reservoir.  

Examples of unconventional natural gas include: 
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• Shale Gas: located in shale source (also referred to as ‘continuous’), where 

instead of one defined reservoir, there is a chain of natural gas pockets within 

the source rock, with low permeability and porosity.  

• Tight Gas: natural gas trapped in tight sandstone formations 

• Coal Bed Methane (CBM): natural gas compounds are adsorbed in a coal 

matrix (i.e. the natural gas surrounds the structure of coal). 

 

Associated and non-associated natural gas 

 
Associated natural gas is produced as a by-product of oil and thus is driven by oil field 

economics on the supply-side (including the oil price), whilst its utilisation is often driven by 

domestic natural gas demand, domestic natural gas prices and the availability of 

infrastructure.2 Associated gas (once separated) can be ‘injected’ back into the ground in 

order to increase pressure in the reservoir and therefore increase oil production flow rates 

(Emam, 2015; OGA, 2019). The presence of natural gas in oil reservoirs forms in one of two 

ways: 

• ‘free gas’: natural gas forms a ‘cap’ over the heavier oil hydrocarbons in the reservoir 

• ‘solution gas’: natural gas is dissolved in the oil, requiring temperature and/or 

pressure changes once the oil is extracted for the methane to “break out of solution to 

become free gas” (Schlumberger, 2019)  

 

Non-associated natural gas forms independently of oil, given certain reservoir conditions 

including the depth, temperature and organic content of the reservoir in question.  

 

Sour natural gas 

 
Sour gas refers to any accumulation of natural gas where the chemical composition includes 

high concentrations of hydrogen sulphide (H2S) and carbon dioxide (CO2). For reference, in 

this work natural gas is considered sour if concentrations of H2S exceed 0.5% and CO2 

exceeding 2% (e.g. on a parts-per-million basis) (IEA, 2013; McGlade, 2013). 3  The removal 

of these impurities is fundamental before transportation as: 

• H2S and CO2 corrode pipelines. 

• CO2 begins to freeze in liquefaction processes at around the same temperature as 

methane liquefies (~ -160oC). CO2 concentrations in liquefaction processes must be < 

50ppm in order to avoid blockages (IGU, 2015; Huo, 2012). 

 
2 Also referred to as associated petroleum gas (APG), particularly in Russia and Central Asia (Clarke Energy, 

2013; EBRD, 2013) 
3 Large concentrations of CO2 is also referred to as ‘lean’ gas (IEA, 2013) 
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Examples of recent sour gas projects include the Gorgon gas LNG project in Australia (high 

CO2 concentrations, ~ 14% (Chevron, 2019)) and the Shah gas field in the UAE (up to 30% 

H2S concentrations (Hydrocarbons-Technology, 2008)). 

 

 

2.2.2 Reporting quantities of natural gas 

 

This section briefly discusses different reporting terminology for volumes of natural gas. The 

availability of natural gas across different geological and economic classifications can either 

be defined in volumetric units (e.g. cubic meters or cubic feet) or on an energy equivalent 

basis (e.g. joules or British thermal units). In this work, metric volumes are used for 

quantities of natural gas. For the most part, these are referred to in terms of ‘Billion cubic 

meters’ (bcm) or ‘trillion cubic meters’ (tcm). Additionally, production and consumption of 

natural gas are also reported in terms of metric units (bcm and tcm), unless otherwise stated. 

An exception to reporting in metric volumes is when natural gas is directly compared to other 

energy carriers (e.g. comparing production of oil, coal, and gas), or when gas is part of a 

metric such as primary energy supply. In these circumstances, energy equivalent (petajoules 

or exajoules) are used instead.  

The McKelvey box is the basis for reporting of natural gas (and oil) volumes, by putting 

prospective hydrocarbons in terms of economic and geological feasibility (McKelvey, 1972). 

Figure 2.1 shows a simplified version of the McKelvey matrix, which allows a graphical 

representation of the volumetric definitions provided in this Chapter (McKelvey, 1972). 
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Figure 2.1: Natural gas resource categories in a McKelvey matrix 

Note: modified by author to reflect terminology defined in Sections 2.2.2.1-4 

 

 

2.2.2.1 Original/initial gas-in-place (OGIP/GIP) or in-situ natural gas 
 

The term original/initial gas-in-place is the broadest classification, referring to the total 

volume of natural gas in an assessment area (individual reservoirs, fields, plays, etc.). Whilst 

OGIP/GIP is used more frequently, in-situ gas is an analogous term. OGIP estimates are open 

to the largest degree of uncertainty. 

When reporting OGIP estimates, two general classifications are used: 

1. Discovered OGIP: fields/plays/reservoirs either developed or enough geological 

evidence that no more exploratory activity is required (Herrmann et. al, 2013, p. 96) 

2. Undiscovered OGIP: “…postulated from geological knowledge to…exist outside of 

known accumulations and which resides in accumulations having sizes equal to or 

exceeding a stated minimum volume” (Schmoker and Klett, 2005) 

 

2.2.2.2 Resources 
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In the broadest possible sense, resources are the percentage of in-place hydrocarbons which 

are assumed recoverable (Herrmann et. al, 2013).  

Recoverable natural gas resources can generally be split into two main categories: 

 

1. Remaining ultimately recoverable resources (RURR)/ultimately recoverable resources 

(URR) 

Remaining ultimately recoverable resources (RURR) refers to the total recoverable resources 

from in-place gas volumes at a given point in time. For URR estimates, generally no 

constraint is placed on time – whether from a technical or economic perspective – giving 

these estimates more flexibility to account for highly dynamic energy and technological 

markets (McGlade, 2013, p. 27). 

 

2. Technically recoverable resources (TRR) 

Technically recoverable resources (TRR) are the subset of URR that can be produced given 

the current technology stock. For example, huge volumes of shale gas resources can be 

considered ‘technically recoverable’ given the range of technologies available (e.g. hydraulic 

fracturing), however the cost of drilling might be such that under prevailing gas prices any 

projects would not yield favorable economics. 

 

 

2.2.2.3 Reserve growth and reserve additions 
 

The USGS utilise the following definition for reserve growth, which will refer to any 

subsequent use of the term reserve growth: 

 

“Estimated increases in quantities of…natural gas…that have the potential to be added to 

remaining reserves in discovered accumulations through extension, revision, improved 

recovery efficiency and additions to new pools or reservoirs” (Klett et. al, 2011, p. 1). 

 

Reserve additions and reserve growth are relatively interchangeable, with reserve growth in 

its various forms discussed above, a subset of total reserve additions. In this thesis, 

conventional natural gas fields which are geologically proven but undeveloped with no 

development earmarked, are considered within the definition of reserve additions. More 

detailed analysis of the assessment of reserve additions is discussed in Chapter 6. 

Additionally, any gas field which was in production but has been abandoned (due to changing 

fossil fuel prices making extraction uneconomical and/or the field reaching the end of its 

commercial life) is considered a potential reserve addition (i.e. that field can be brought back 

online).  
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Studies utilising reserve addition estimates focus on already producing, known 

accumulations. These estimates are often used to generate exploration and production (E&P) 

cost profiles for field-economic studies (McGlade, 2013, p. 118). An example of this is the 

extension of reserves in a gas field by improved drilling economics to deeper/more 

complicated reservoirs, such as Gazprom’s (2013) production expansion of its Soviet West 

Siberian assets into deeper Achimov (Urengoy) deposits.  

 

2.2.2.3.1 Stranded reserves 
 

The term stranded natural gas reserves has been increasingly used to describe fields which are 

isolated geographically and have significant complications to commercialise (Attanasi and 

Freeman, 2013; Dong et. al, 2008; McGlade, 2013). However, there is disagreement over 

what size fields should be considered ‘stranded’, with Attanasi and Freeman (2013) including 

some giant and super-giant gas fields within their definition of ‘stranded’, whilst McGlade 

(2013) suggests only ‘small’ sub-economical fields should be considered stranded.4  Due to 

the variations in definitions and the lack of consistency across the literature, volumes of 

natural gas considered ‘stranded’ in this work are considered potential reserve additions.  

 

2.2.2.4 Reserves 
 

Natural gas reserves are the narrowest reporting category and are often given probabilistic 

confidence levels or “qualitative criteria” that at least the estimated volume can be extracted 

with current technology and current market prices (McGlade, 2013, p. 24). In general, 

probabilistic reporting of reserve estimates tend to be more robust, as qualitative criteria are 

open to interpretation. Three categories of reserves can be inferred from reporting reserve 

estimates: 

• 1P/P90 = Proved Reserves – lower bound estimate, with 90% probability of at least 

the reported volume being recovered economically and within current technological 

conditions.  

• 2P/P50 = Proved + Probable Reserves – median estimate, with 50% probability of at 

least the reported volume being recoverable. 

• 3P/P10 = Proved + Probable + Possible Reserves – upper bound estimate, with 10% 

probability of the reported volume being recoverable.   

The above definitions correspond broadly to the Society of Petroleum Engineers (SPE) 

probabilistic definition of reserves (Herrmann et. al, 2013, p. 97).  

In contrast to the SPE, Russia’s reporting system for reserves assesses fields in terms of 

geological, but not economic, feasibility. The Russian reporting of reserves includes the 

following categories (Novatek, 2020): 

 
4 Fields with an ultimately recoverable resources greater than 500 mmboe 
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• Category A: producing 

• Category B1: final investment decision either in progress or taken, but not producing 

• Category B2: fields undergoing resource appraisal 

• Category C1: discovered and appraised by seismic testing 

• Category C2: similar to C1 but more appraisal on the reservoirs is required. 

For reference, “proven reserves” reported by the Russian government include categories A to 

C1 (Analytical Centre for Government of Russian Federation, 2016). The importance of these 

distinctions, particularly comparing SPE and Russian reporting standards is discussed in 

detail in Chapter 6, by putting the differences into context by analysing the uncertainty of 

estimates of proved Russian reserve volumes at a field-level.  

 

2.2.3 Field size reporting 

 

Natural gas fields are often attributed certain classifications based on an assessment of the 

estimated ultimately recoverable resources (EUR) of the accumulation. This classification 

can include volumes which are not proved reserves at the time, but from which natural gas in 

different reservoirs/trap structures could move between resource categories given changes in: 

• Fossil fuel prices 

• Technology improvements 

• Government intervention. This can include direct development through a national oil 

company or the provision of fiscal incentives to develop a field. 

 

Table 2.1 below provides definitions for field-size classifications used in this thesis. 

 

Table 2.1: Field size reporting based on estimated ultimately recoverable resources (EUR) in 

billion cubic meters (bcm) 

Reporting category EUR, bcm 

Small EUR < 3 

Large 3 ≤ EUR < 40 

Giant 40 ≤ EUR < 286 

Large giant 286 ≤ EUR < 850 

Super-giant EUR ≥ 850 

Source: Definitions taken/modified from, Halbouty (2001), Merrill and Sternbach (2017), 

NETL (2014) and WorldMap Harvard (2015).5  

 

 
5 This publicly available database of giant oil and gas fields is an extension of the original constructed by Mike 

Horn for the American Associated of Petroleum Geologists (AAPG) (NETL, 2014). 
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2.2.4 Natural gas supply chain 
 

The natural gas supply chain includes all the processes from exploration of natural gas 

accumulations to the end-use distribution networks. Table 2.2 provides a brief description of 

each stage of the supply chain, based on Weijermars (2010) and Welsby (2018). This 

precedes a discussion of cost reporting terminology across the supply chain in Section 2.2.4.  

 

Table 2.2: Natural gas supply chain 

 

Supply Chain Stage Processes 

Upstream 

 

Exploration  

Production (i.e. extraction) 

Initial gathering and separation 

Processing  

Midstream Trade and transportation infrastructure 

Processing 

Downstream Distribution to smaller scale networks  

Storage and demand-buffer infrastructure 

 

 

2.2.5 Cost reporting terminology 
 

Before discussing individual costs along the supply chain, Table 2.3 provides definitions for 

the two main cost categories (capital and operating costs). Tables 2.4-2.6 then introduce 

definitions for natural gas cost terminology in each stream of the natural gas supply chain. 

For reference, when costs are included, the gas supply chain is also referred to as the supply 
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value chain. This indicates the interaction between revenues and costs related to activities 

across the supply chain. For most of this thesis, costs are represented in US dollars per 

million British thermal units ($/MMBtu), unless otherwise stated. Representing costs in 

dollars per million British thermal units (i.e. dollars per unit of energy content) means that 

some conversions are required in this work, which are discussed briefly when they arise.  
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Table 2.3: Definition of capital and operating costs 

Cost category Definition Equivalent terms 

Capital cost Investment in physical assets, including sunk 

costs and any interest payments on loans etc.6; 

e.g. the cost of capital7 

Investment cost, capital expenditure (CAPEX)  

Operating cost Expenditure associated with the inputs and 

outputs of technologies and revenue generating 

aspects of the supply chain. These costs can be 

variable, such as exogenous price changes in 

feedstock fuels, or fixed, such as infrastructure 

maintenance which must be paid regardless of 

output.  

Operating expenditure (OPEX), operation and 

maintenance costs (O&M) 

 

 

 

 

 

 

 
6 “Non-reversibility of the capital stock put in place” (Hvozdyk and Mercer-Blackman, 2010); e.g. upfront investment in pipeline infrastructure, which once put in place, 

cannot be reversed 
7 For reference in this thesis, the cost of capital is included in a discount rate on revenue streams as with the IEA’s World Energy Model (IEA, 2019c), which is usually set at 

10% (Herrmann et. al, 2013; Crow et. al, 2018a; McGlade, 2013). For this thesis, a new gas field model introduced in Chapter 10 uses different discount rates based on the 

project type and therefore differing project risk. For example, della Vigna et. al (2010) suggest a slightly higher 11% cost of capital for Australia LNG projects, from the 8% 

rate set for most other projects.  
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2.2.5.1 Upstream cost terminology 
 

Table 2.4: Upstream cost terminology 

Cost terminology Definition 

Exploration costs Exploration costs include any expenditure associated with the exploration and testing of natural gas 

accumulations which could prove commercially viable. Costs are influenced by the asset type, with pre-salt 

deposits and unconventional gas deposits (shale, tight, CBM) providing additional challenges and risks (Koning, 

2015; Herrmann et. al, 2013). 

Supply cost All costs (OPEX and CAPEX) from exploration through production, but with no transportation or fiscal regime 

costs (McGlade, 2013; Anandarajah et. al, 2011).8  

Lifting/production cost Costs associated with operation and maintenance of upstream natural gas production facilities, on a per unit basis 

(EIA, 2011, p. 19).  

 
8 Fiscal regime dynamics are modelled in a new bottom-up gas field production and trade model, introduced in Chapter 10 
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Gathering, separating and 

processing costs 

All capital and operating costs associated with ensuring that the natural gas is ‘pipeline grade’ or suitable for 

liquefaction in an LNG plant and separating the (predominantly) methane stream from other compounds (either 

marketable or not) (EPA, 2017), including:9 

• Separating associated gas from the oil stream 

• Removing H2S and/or CO2 from sour gas streams 

• Removal of marketable natural gas liquids (NGLs) if any are present (Keller, 2012; Bhran et. al, 2016). 

 

 

2.2.5.2 Midstream cost terminology 
 

Table 2.5: Midstream cost terminology 

Cost terminology Definition 

Trade and transmission 

infrastructure costs 

All capital and operating costs associated with: 

• The process of liquefying natural gas (i.e. reducing the volume of methane to ~ 1/600th of its gaseous state 

by bringing it to its boiling point of ~ -160oC, in preparation for its shipping to consumer markets), 

including energy and non-energy inputs  

• Additional capacity (pipeline and LNG) requirements, either via ‘greenfield’ (new) or ‘brownfield’ 

(addition to existing capacity) investments 

 
9 EPA (2017) suggest pipeline grade natural gas is ≥ 95% methane, but this depends on the transmission and distribution system of individual countries 
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Transportation costs Costs associated with getting natural gas from the exporting region to the importing region, including: 

• Rental costs for LNG shipping 

• Operational and maintenance costs on pipelines, including monitoring compression etc.  

• Transfer tariffs for pipelines if the route is across multiple countries. 

 

 

 

 

2.2.5.3 Downstream cost terminology 
 

Table 2.6: Downstream cost terminology 

Cost terminology Definition 

Distribution network, 

storage, and dispatch costs 

Any costs associated with additional processing requirements, storage and demand-supply balancing: 

• Low-pressure domestic distribution networks requiring decompression 

• Storage capacity, particularly for LNG at regasification entry points, which can then be dispatched when 

required  
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2.2.5.4 Decommissioning costs 
 

Decommissioning costs have not been included in Table 2.4-2.6, as they can be applicable in all stages of the supply chain. For example, 

depleted gas fields need to be shut-in and infrastructure removed once they come to the end of their producing life (or have temporarily become 

sub-economic), whilst trade, transportation, processing, storage and distribution infrastructure need to be retired once they reach the end of their 

economic/technical lifetime.  

 

2.2.5.5 Natural gas costs across gas supply value chain 
 

Figure 2.2 below shows a schematic of the gas supply chain and corresponding costs described in Table 2.3-2.6. For reference, the potential 

incursions of costs along the supply chain are highlighted in blue. This shows the flow of a ‘representative molecule’ of natural gas from 

exploration through to end-use consumers and includes capital and operating costs associated with each stage.  
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Figure 2.2: Schematic of whole natural gas supply chain and associated costs 
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2.3 Conclusions 
 

This Chapter has provided some key terminology used commonly when reporting both 

volumetric estimates of natural gas and costs across the supply chain. Additionally, the broad 

categories of natural gas – based on geological and chemical properties – were introduced 

and defined. Consistent and transparent volumetric classification for both policy makers and 

investors are crucial to have confidence in the system. For example, Herrmann et. al (2013, p. 

95) identify the example of Shell having to ‘write-off’ 20% of its proven oil and gas reserve 

base due to shifting assets from technically recoverable but sub-economic volumes, into 

economically proved reserves. The definitions provided in this Chapter have been applied 

across the work in this thesis, resulting in consistency on the quantification of both resource 

classification and volumes and the costs associated with the natural gas supply chain. In 

breaking down the natural gas supply chain, it was also identified that some cost terminology 

can be used either as a standalone term or as a sub-cost of a broader category. For example, in 

the definition of supply cost, the capital investment required to find and develop a natural gas 

field/prospect (finding and development costs) is combined with a per unit lifting cost, to 

yield a per unit of production supply cost. 
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Chapter 3: Historical and current trends in global gas markets 
 

3.1 Introduction: gas market development in different regions 

 
Natural gas markets have unique characteristics which other fossil energy commodity 

carriers (i.e. oil and coal) generally do not share. For example, whilst oil can be considered a 

global market, natural gas markets have historically been heterogenous between regions. 

These provide a significant challenge to modelling any outlook for gas supply and demand in 

the future, with some key themes discussed below in brief. Amongst these are infrastructural 

constraints, the prevalence of oil-indexed long-term contracts in international gas trade, a lack 

of competition across the supply chain and importers as captive price-takers in some regions 

and volatility in gas markets from seasonal variations in demand. Additionally, declining 

indigenous production in some regions, new entrants to the LNG export market and 

uncertainty over future regional levels of gas demand, particularly under future policies to 

mitigate climate change, have complicated the global picture still further.   

Despite significant uncertainties, natural gas demand has increased from around 2 tcm in 

1990, to 3.9 tcm in 2018 (IEA Natural Gas Information, 2019). The aim of this Chapter is to 

briefly summarise some key developments in gas markets, both historically (Section 3.2) and 

more recently (Section 3.3-3.6), to provide a context/framework for the modelling exercises 

conducted subsequently.  

 

3.2 Historical drivers of regional gas market development 

 
Both from a domestic and international trade perspective, natural gas markets have developed 

in a regionally heterogeneous manner, particularly when compared to internationally traded 

oil markets, where a global price prevails. Fundamental to this regional market development 

has been: 

 

• Infrastructural requirements for gas across the supply chain 

• Historical linking of gas prices to oil prices 

• Regional variations in competition across the supply chain 

• Regional variations in fiscal regimes and the role of both private international oil 

companies (IOC’s) and state-run national oil companies (NOC’s) 

• Seasonal demand-driven price volatility.  
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3.2.1 Infrastructure 
 

Natural gas requires infrastructure for its transportation, either in the form of long-distance 

pipelines, or via liquefied natural gas (LNG). Before transportation, the gas must first be 

processed to ensure it does not contain any impurities and ensuring any corrosive compounds, 

which could undermine the integrity of the pipeline, are removed. Similarly, for liquefying 

natural gas, any hydrogen sulphide or carbon dioxide must be removed. Further downstream, 

distribution networks are required to transport the gas to consumers (e.g. residential sector). 

The monetisation of associated gas resources, particularly from isolated oil fields, has 

become an increasingly prevalent issue for both environmental and economic reasons 

(Haugland et. al, 2013; PFC, 2007; EBRD, 2013). However, in some regions with significant 

associated gas reserves, natural gas supply and demand are in a state of disequilibrium. There 

is something of a Catch 22 for some countries with large associated gas resources: domestic 

prices can be extremely low (e.g. due to attempts to stimulate demand), however these low 

prices often do not incentivise investment in the required infrastructure to utilise the gas. Due 

to the logistics of storing, processing and transporting natural gas, as well as insufficient 

demand/weak price signals downstream, the associated gas is either vented (released into the 

atmosphere) or flared (burnt-off) at the well-head. 

 

3.2.2 Historical prevalence of long-term contracts and linkage to oil price in 

international trade 
 

Due to the above requirements for large infrastructure investments in many projects, 

regionalised price formation mechanisms have developed. These are based on a range of 

indexation formulas, varying lengths of contract conditions and often dominated by bilateral 

negotiations between large buyers and sellers. This essentially locked historical investment in 

gas infrastructure into long-term, often oil-indexed, contracts. Whilst this form of price 

formation has slowly been losing market share in recent years, Figure 3.1 shows long-term 

contracted gas under oil-indexation remains the dominant form of gas trade in Asian markets. 

Additionally, recent long-term contracts signed between countries (e.g. Russia and India 

(Reuters, 2018)) show this form of price formation mechanism will continue to play a role in 

traded gas going forward. In Europe, gas-on-gas competition is the dominant price formation 

mechanism. With increasing volumes of US LNG imports and European gas hubs continuing 

to develop liquidity, gas-on-gas competition appears set to increase its share, albeit at 

different rates across Europe (Heather, 2015; Heather and Petrovich, 2017). 
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Figure 3.1: Share of natural gas imports into Europe and Asia Pacific in 2018 from the two 

dominant price formation mechanisms 

Source: IGU, 2019 

 

3.2.3 Increased competition across supply chain and increased availability from 

a range of exporters 

 
Depending on the range of supply options for importers, demand regions can be captive 

buyers; although indexation formulae such as the S-curve which protects buyers when oil 

prices are high and sellers when oil prices are low (Jensen, 2009; Ledesma, 2012; Flower and 

Liao, 2012), oil-indexed contracts remained the favoured form for exporters, particularly in 

Asian markets. However, if a range of supply options are available, this gives the importer 

more leverage in contract negotiations. A combination of liquidity and specific regulatory 

changes in terms of competition along the supply chain has proven to be a significant push-

factor for gas markets moving to gas-on-gas, hub-priced fundamentals in North America and 

Northwest Europe.10  This increase in liquidity pulled some market power from suppliers, by 

giving buyers (e.g. utility companies) more choice (Corbeau and Ledesma, 2016). In 

combination with various regional price formation mechanisms in contractual negotiations, 

this has resulted in persistent differences across regional gas prices (see Figure 3.2). 

 

 

 

 

 

 

 
10 Liquidity in this case refers to: 

• Sufficient volumes of natural gas, from a range of supply sources 

• Competition between suppliers further downstream with sufficient and accessible (i.e. no dominant 

market power in midstream) infrastructure 
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Figure 3.2: Historical (cost-in-freight) gas import prices for Japanese and European (German) 

markets 

Source: BP Statistical Review of World Energy, 2018 

 

 

3.2.4 National and international oil companies and variations in fiscal regimes 
 

National oil and gas companies (NOC’s) are prevalent in global gas markets, particularly 

given the huge proved gas reserves of Russia (Gazprom), Qatar (Qatar Petroleum) and Iran 

(National Iranian Oil Company). National oil companies and their international subsidiaries 

accounted for 60% of global proved reserves and 50% of production in 2018 (IEA, 2020). 

Due to the fact that the resource base in the countries listed above (amongst others), is owned 

by the state, international operators often work on production sharing contracts (PSC) or 

service contracts (SC), which are complicated and often agreed on a project-by-project basis 

(EY, 2019). In other countries, the landowners themselves hold the mineral rights (or rights 

to the hydrocarbons) and therefore taxation is set at a local or national level, with royalties 

paid directly to the landowner. This is the case in parts of Canada and the United States (EY, 

2019).   

In addition to differences in fiscal regimes between countries, distinctions are often made 

between resource types. For example, several countries have in place tax incentives/reduced 

royalty payments etc. for deep-offshore and unconventional project developments, such as 

tight gas developments in Western Australia, which are only subject to a 5% royalty rate 

rather than the standard 10-12.5% (EY, 2019). The modelling review in Chapter 4 shows that 

an extensive assessment of these different fiscal regimes and the impact of tax rate 

uncertainties is missing from the current literature, with new insights provided in this work.  

  

3.2.5 Seasonality of gas demand and volatility 
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Whether it is meeting increased residential demand for heating in the UK (BEIS, 2019), or 

acting as a base-load buffer to replace hydro generation in drought seasons in Brazil (Gomes, 

2017), natural gas exhibits seasonal price volatility in some regions. This has led to 

significant uncertainty over the ability of storage infrastructure and localised distribution 

systems to adapt and keep supply (and prices) stable when stress-tested in the UK (Wilson 

and Rowley, 2019). Figure 3.3 shows price volatility for the UK National Balancing Point 

and identifies some major events that have contributed to fluctuating prices, apart from 

relatively consistent winter (December-February) inflation (driven in large part by space 

heating demand (BEIS, 2018)).11 

 

 

Figure 3.3:Monthly average gas prices on the UK’s National Balancing Point 

Source: Price data from Ofgem (2019) modified with Authors annotations. N.B. each x-axis 

marker represents ~ 10 months 

 

3.3 Current regional heterogeneity in gas markets 

  
Whilst global demand for natural gas has grown considerably in recent years, country-

specific drivers of this demand and the corresponding supply of gas, vary. To provide context 

for the following discussion of some recent developments in gas markets, Figure 3.4 shows 

global gas supply and demand disaggregated on a regional basis in 2018. For reference, the 

regional aggregation is the same as the TIAM-UCL energy system model, which is 

introduced in Chapter 4 (and discussed in detail in Chapter 8).  

 
11 Taking average prices across each season, winter generates the highest prices from October 2009-March 2019 

(assuming the following seasonal split: ‘Winter’ = December, January, February; ‘Spring’ = March, April, May; 

‘Summer’ = June, July, August; ‘Autumn’ = September, October, November) (Ofgem, 2019) 
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Figure 3.4: Regional gas consumption and production in 2018 

Source: IEA Natural Gas Information, 2019. Note (E) and (I) after each region reflects 

whether the region is a net exporter or importer. 

 

The ‘Other Developing Asia’ region which includes large, but mature, gas producers in 

Southeast Asia (Indonesia and Malaysia) is a particularly interesting case as several countries 

transition from net exporters to importers. 

Additionally, Figure 3.5 shows some of the key trade volumes for the largest exporters and 

importers of pipeline gas (a) and LNG (b).12  

 

 

 

 

 

 

 
12 The flows of natural gas between exporters and importers are from the IEA’s (2019) Natural Gas Information 

(volume flows have been rounded to nearest whole number). The total exports/imports shown may not match 

directly to the IEA data as it was decided to only include the main volume flows for illustrative purposes. 
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Figure 3.5: Pipeline (a) and LNG (b) trade flows between key exporters and importers in 

2018, bcm. 

N.B. Exporters → importers (read left → right). The volumes in 3.5 (a) represent 62% of 

total pipeline trade flows (IEA, 2019). The volumes in 3.5 (b) represent 76% of total LNG 

trade flows (IEA, 2019). 

 

3.3.1 United States and North America 
 

In the US, natural gas consumption between 2000 and 2015 increased at just over 1% per 

year on average (2000-2015), with virtually all this increase absorbed into the power 

generation sector (EIA, 2018a), largely replacing coal-fired generation. This was largely 

driven by the exploitation of unconventional basins across the United States. As discussed in 

Welsby (2018), the development of shale gas resources in the United States was driven by 

decades of investment in R&D and the accumulation of drilling knowledge which 

significantly reduced costs (Hartley, 2012; Aldy, 2013, Wang and Krupnick, 2013). 

However, the replication of the North American experience in the large-scale exploitation of 

unconventional gas deposits remains hugely uncertain elsewhere. The heterogeneity of shale 

plays (in terms of the geology and therefore production profiles in different parts of the play) 

can be seen from well level data in the United States (Browning et. al, 2013; Ikonnikova et. 
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al, 2015a, 2015b) and is discussed further in Chapter 5. Two key uncertainties surround the 

future development of unconventional gas both in North America and other regions: 

1. The proportion of unconventional resources which can be exploited at the prevailing 

low gas price 

2. The role of gas in the transition to decarbonise the global energy system. 

These uncertainties are explored in detail in subsequent Chapters. 

 

3.3.2  China 
 

China has had rapid demand growth for natural gas, driven by large increases in energy 

service demands across all sectors, as well as specific supply-side policies which have 

allowed increasing penetration of natural gas into the energy mix: 

• Large scale pipeline infrastructure projects from Turkmenistan (and Russia from ~ 

2020) 

• Construction of significant LNG regasification capacity in a relatively short amount 

of time (~ 55 million tons per annum (Mtpa) between 2006 and 2015 (IGU, 2017; 

IGU, 2018) 

• Government mandated drives to phase-out coal in densely populated urban areas to 

counter urban air pollution. 

Whilst domestic production of natural gas in China has increased substantially from 96 bcm 

in 2010 to 160 bcm in 2018 (an increase of 66%), driven in particular by production from 

tight natural gas resources such as the Sulige gas field, demand has outpaced domestic 

supply. China’s import dependency has therefore risen from 23% to 43% (2010-2018) (IEA 

Natural Gas Information, 2019).13 

 

3.3.3 Europe 
 

European gas (and wider energy) markets have seen significant changes in recent years, 

particularly in the last decade: 

• Falling consumption across the EU as a whole (12% decline 2010-2018), particularly 

in Italy (13% decline 2010-2018), the Netherlands (23% decline 2010-2018) (IEA, 

2019) 

• Continued development of hub-based mechanisms, particularly as supply of spot 

LNG gains market share and markets are deregulated and unpackaged. However there 

remains the continued incumbent presence of oil-indexed Russian and Algerian gas, 

particularly in Southern and Eastern Europe and Germany with Nord Stream 2 

• Declining North Sea production  

 
13 Defined here as the ratio of domestic production to domestic consumption, therefore if ratio is less than 1, the 

country is a net importer 
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• Rapidly falling costs of renewable power generation technologies (i.e. solar and wind) 

and increased competitiveness vis-à-vis natural gas. 

 

 

3.3.3.1 UK 
 

In the UK, gas consumption has been steadily falling at an average rate of 2.5% per year 

between 2010 and 2018 (IEA Natural Gas Information, 2019), driven by several factors. 

Assets in the North Sea and Irish Sea are in natural decline, with many fields in production 

since the 1980s and 1990s. Figure 3.6 shows the production profile of the Morecambe gas 

field in the Irish Sea, which was the most prolific producing non-associated asset until 2008/9 

(UK Oil and Gas Authority, 2017)).  

 

 

Figure 3.6: Production profile of the Morecambe offshore non-associated gas field 

Source: UK Oil and Gas Authority, 2017 

 

The unprecedented reductions in the cost of renewable energy has also provided increased 

competition for gas in the power sector, although gas has benefited from the doubling of the 

UK’s carbon price in 2015 (from £9/t CO2 to £18/t CO2), significantly increasing its 

competitiveness vis-à-vis coal and offsetting some of the market share lost to renewables 

(BEIS, 2018).  

As mentioned in 3.1.4, gas demand in the residential sector in the UK remains strong (~ 31% 

of total gas consumption (Bradshaw, 2018)). This will provide a significant challenge for any 

efforts to decarbonise UK heating, with the current high-pressure transmission system unable 
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to accommodate a direct switch to hydrogen, as to do so would undermine the structural 

integrity of the pipes through corrosion.14  

 

3.3.3.2 Continental Europe 
  

Developments in European gas markets have been complex, with significant movement 

towards hub-based pricing in some countries, but also the entrenched position of some key 

legacy exporters (most notably Russia and Algeria). The ongoing reliance of some European 

countries on imported pipeline gas, particularly in the context of increased LNG import 

availability with gas-on-gas pricing fundamentals and the future competition between these 

two mechanisms, is one of the main uncertainties in European gas markets. Whilst market 

integration has led to the creation of several hub-based pricing mechanisms, there remains a 

degree of heterogeneity between gas market dynamics in southern/eastern Europe and north-

west Europe, driven in large part by variations in volumetric/financial liquidity and 

regulatory regimes and historical reliance on oil-indexed contracts (Honore, 2014; Stern and 

Rogers, 2011). The uncertainty over the future of natural gas in Europe has also been 

influenced by: 

• Geopolitical tension with Russia 

• Scaling back of production at the Groningen gas field in the Netherlands 

• Decarbonisation commitments, particularly with European Union targets and the 

corresponding drive to invest in renewable energy particularly for power generation 

(power generation from non-hydro renewables in Continental Europe was 22% higher 

than generation from natural gas in 2018 (BP Statistical Review of World Energy, 

2019)); 

• Instability in North Africa and the natural decline of the Hassi R’Mel field in Algeria. 

 

3.4 Emergence of new natural gas supply and price formation mechanisms 

 
Whilst natural gas transported via pipeline continued to dominate global trade, the global 

share of pipeline trade fell from 69% in 2010 to 65% 2018 (Figure 3.7), with total traded 

volumes increasing by 24% to ~ 1220 bcm. Given significant new supplies of LNG are due to 

come online from the United States, Russia, Australia, East Africa and Canada in the second 

half of the 2020s, the market share of pipeline gas will come under intense competition in 

many regions.  

 

 

 

 
14 Although the lower pressure distribution pipelines could be cost effectively altered to facilitate the transport 

of hydrogen, the potential of hydrogen to be ‘kept back’ in ‘lineback’ i.e. storage of energy in the pipelines 

themselves to be dispatched when required, is lower than with natural gas (Dodds and Demoullin, 2013).  
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Figure 3.7: Globally traded volume of natural gas and percentage of total trade via pipeline 

Source: IEA Natural Gas Information (2015-2018) 

 

3.4.1 Liquefied natural gas (LNG) 
 

The global LNG market has seen significant changes in recent years and particularly since 

2010. 

Whilst Australia has been exporting LNG since the 1980s, huge projects have come online 

since 2014 adding around 74 bcm of nameplate capacity (IGU, 2019). Although this has led 

to Australia becoming one of the largest exporters of natural gas globally, the investment 

costs required to get the projects online overran significantly (Songhurst, 2014), with 

suppliers favouring long-term contracts with large-scale buyers (e.g. utility companies) in 

Japan, South Korea and China, to guarantee recovery of these costs. 

In the United States, the expansion of production capacity from shale formations and 

associated natural gas from tight oil, has seen the development of numerous sites on the 

Eastern Seaboard and Gulf Coast of the US, with the intention to supply both European and 

Asian markets. 

Russia has been exporting LNG from the Sakhalin terminal since 2009. With several giant 

gas fields that are not connected to the domestic gas distribution network, the Yamal LNG 

project (operational since 2017) is the latest project aimed at monetising Russia’s huge 

natural gas resources.  

There have also been recent shifts towards more flexibility in the sale of LNG by moving 

away from the standard bi-lateral sales agreements. For example, international oil companies 

have been purchasing portfolios of LNG volumes from a range of projects, which are then 

sold on short-term or spot sales agreements (Rogers, 2017). In short, portfolio purchases in 

theory allow the seller to take advantage of arbitrage in international gas markets, by sending 

gas to higher price markets. Whilst many of the large, integrated LNG projects secured long-
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term contracts for the majority of their sales gas, some smaller quantities were sold to 

portfolio buyers, including Total’s acquisition of ~ 4 Mtpa of LNG into its global portfolio 

(Total, 2017).15 

 

3.4.2 Pipeline 

 
The geopolitical and technical complexities of new pipelines have seen several proposed 

projects stall in recent years. Table 3.1 contains the status of some major cross-border 

pipeline projects as of 2018/19.16 

 
15 i.e. where the upstream production and midstream liquefaction and shipping are combined into a single 

project 
16 It should be noted that any pipeline project which is pre-FID is not included unless specifically stated in a 

scenario/sensitivity in the modelling conducted later in this work. 
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Table 3.1: List of major pipeline projects and status 

 

 

 

 
17 Potential capacity addition up to 60 bcm/a, but presently 39 bcm/a (Pirani, 2018, p. 7) 
18 Initial route proposed is Iran to Pakistan but with potential to extend into India 

Pipeline Exporter Importer Capacity, bcm/a Status  

Southern Corridor Gas 

Project 

Azerbaijan Georgia, Turkey, 

Albania, Greece, Italy 

3917  Operational (Turkey) and 

under construction 

(southern Europe and 

South Caucasus 

expansion) 

Power of Siberia Russia  China 38 Under construction 

Turkmenistan-

Afghanistan-Pakistan-

India (TAPI) 

Turkmenistan Afghanistan-Pakistan-

India 

30 Proposed 

Iran-Pakistan-India 

pipeline18 

Iran  Pakistan 7.42 Proposed (Deutcshe 

Welle, 2019; 

Hydrocarbon 

Technology, 2019) 

Nordstream 2 Russia  Germany 55 Under construction 
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Of particular interest are the two proposed pipelines in Table 3.1, which have faced constant 

delays (i.e. TAPI and the Iran-Pakistan-India project). In both projects, financing has been a 

key issue, including the threat of US sanctions in the case of the Iran-Pakistan project (DW, 

2019), as well as threats to the pipeline infrastructure from political instability across the 

region (European Parliament, 2016).   

 

3.5 Outlook for natural gas under energy system decarbonisation  
 

As previously mentioned in Chapter 1.1, gas has the lowest emissions of CO2 when 

combusted, compared to oil and coal. However, the role of gas in the future energy mix, 

particularly if the commitments made in COP21 in 2015 are to be ramped-up to keep global 

mean temperatures well-below 2oC, is far from certain. Given the infrastructural requirements 

discussed briefly in 3.1.1, there has been an ongoing debate as to whether natural gas would 

be a ‘bridge’ to a lower carbon future or whether this would further ‘lock-in’ economies to a 

fossil fuel future (Aghion et. al, 2014; McGlade et. al, 2014; MITEI, 2011).19 In the IPCC 

Special Report on 1.5oC, the aggregated pathways suggested significant reductions in gas 

supply from 2018 levels by 2050 (Rogelj et. al, 2018).20 The debate surrounding the role of 

gas in a transition to a ‘below-2oC’ energy system is particularly important given institutional 

and investor reluctance to strand energy assets before the end of their natural lifespan. This is 

discussed in detail in Chapter 9. 

There have been several studies recently into the impact of methane emissions from the 

natural gas supply chain, particularly with the rapid expansion of unconventional gas 

production in North America (EPA, 2018; Balcombe et. al, 2015; Bradbury et. al, 2013; 

Brandt et. al, 2016). Additionally, the Environmental Defense Fund (EDF, 2016) conducted a 

16-study report into the impacts of fugitive methane leakages across the natural gas supply 

chain, utilizing a range of top-down (‘box approach’ to atmospheric concentrations and 

aggregation across basins) and bottom-up (e.g. site specific) approaches. The range of 

fugitive methane emissions estimates from the natural gas supply chain varies widely across 

the literature, with fugitive leakage rates ranging from 1-9% (Carbon Brief, 2014).21  

In summary, the outlook for natural gas under varying levels of decarbonisation depends on a 

huge range of technical, economic, political, behavioural, and environmental-ecological 

factors: 

• The development and deployment of low-carbon technologies; both those relating 

directly to natural gas including pre-/post-combustion carbon capture, as well as the 

development of other competing low-carbon technologies 

• The availability of biomass (and land-use competition), both as an alternative energy 

commodity and as a carbon sink 

 
19 A ‘bridge’ is defined in this work as natural gas consumption increasing in the future for pathways which 

keep global average temperatures to below 2oC, over a pathway which does not reach this goal.  
20 Across the aggregated results from the pool of integrated assessment models used in the IPCC’s Special 

Report on 1.5oC, by 2050, global primary energy supply of natural gas in the low, central and high overshoot 

scenarios contracts 50%, 41% and 36%, respectively, compared to 2018 levels (Rogelj et. al, 2018; IEA, 2019). 
21 Estimates of leakage rates in the 1-9% range are from upstream and midstream gas only (i.e. production and 

processing stage) and do not cover transmission and distribution networks downstream 
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• Specific policies which incentivise/disincentive the use of natural gas 

• Remaining carbon budgets 

• Scale of fugitive methane emissions. 

 

3.6 Uncertainty over future demand growth 
 

Central to all the above developments and uncertainties is the role of demand, both for natural 

gas demand specifically in the nearer-term and more widely changes in energy service 

demand in the future. An in-depth discussion over various pathways of future energy service 

demand is conducted in Chapter 8, however natural gas demand at a regional and sectoral 

level depends on a range of factors: 

• If there is an alternative energy carrier, which can satisfy the energy service demand 

in question, the cost and availability of natural gas will influence aggregated gas 

demand. For example, heat pumps or electrification of heating in residential 

households can compete against natural gas 

• In large coal consuming regions, government policies have begun to incentivise coal-

to-gas switching to improve urban air quality. However, the speed of fuel switching is 

highly uncertain 

• Specific government policies which incentivise/dis-incentivise the consumption of 

natural gas, including subsidies, infrastructural investment, externality (e.g. carbon) 

taxation and discriminatory pricing mechanisms for different sectors, such as in Brazil 

(Honoré, 2016)   

• Economic restructuring in regions which can shift certain industries from one region 

to another (e.g. outsourcing of heavy industries from one region to another) 

• Efficiency measures on energy service demand technologies (e.g. insulation for 

buildings, adoption of ‘smart technologies’ for both the supply and demand side of 

energy services).  

 

3.7 Uncertainty over future natural gas supply and government revenue from 

upstream operations 
 

The question of where natural gas comes from, how much is available and at what cost, is a 

source of significant uncertainty.  

In recent years, the significant increase in production of natural gas from unconventional 

sources has led to increased discussion of whether the ‘North American experience’ can be 

replicated elsewhere. The technical experience gathered over decades of drilling in 

unconventional oil and gas plays in the United States has led to significant cost reductions 

and could provide drilling knowledge spill-overs outside of the US. However, geological 

heterogeneity, water requirements and existing infrastructure remains a key driver of shale 

development economics. Therefore, formations in China with shale reservoirs at significant 
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depths are likely to prove high cost.2223 This experience of high costs was a significant 

contributor to China meeting less than 50% of its targeted 30bcm of shale production in 2020 

(Platts, 2019; O’Sullivan, 2019).  

Heavily linked to future natural gas supply is uncertainty surrounding future revenue from 

natural gas production. In particular, the future response of country fiscal regimes to energy 

system decarbonisation could play a significant role in any future government revenue 

streams from natural gas. Additionally, there are significant questions surrounding the 

continued subsidisation of natural gas for both producers (through direct per unit production 

subsidies and tax incentives/tax breaks etc.) and consumers. The uncertainty over future 

levels of government revenue from upstream natural gas operations is something which is 

explored in detail in this thesis.  

 

3.8 Conclusion 
 

This Chapter provided a summary of historical and ongoing developments in natural gas 

markets and included several examples of key uncertainties in regional outlooks for natural 

gas on both the supply and the demand side. These include:  

• Changing price formation dynamics of internationally traded gas formations, and 

competition between long-term contracts and shorter-term trade 

• The role of subsidies and associated gas production in key oil and producing countries 

• The role of associated gas in the energy mix and therefore the role of oil supply and 

demand and the future of various market price formation mechanisms particularly 

with new suppliers joining the market.  

• Increased competition along the supply chain and within international markets, with 

incumbent exporters increasingly defending market share 

• Future demand for gas, particularly in large coal consuming regions, and within the 

wider context of energy system decarbonisation required to keep global temperatures 

below 2oC 

• Requirements for new supply, and key uncertainties around unconventional gas 

development outside of North America.   

Introducing the complicated nature of gas markets provides a narrative for the motivation 

to develop a new field-level production, trade, and pricing model, introduced in Chapter 

10. The aim of the gas model is to provide empirical insights, which answer the research 

questions posed in Chapter 1 and which relate to the description of gas market 

developments discussed in this Chapter. However, before discussing the development of a 

new gas model, Chapter 4 reviews existing modelling literature which cover gas markets 

and/or the representation of gas in the wider energy system.  

 
22 The Silurian and Permian reservoirs (largest resource base) of the Sichuan shale play, which holds the largest 

technically recoverable shale gas resources in China, are located at depths of up to 5km (EIA, 2013; Jiang et. al, 

2016)  
23 For example, Wood Mackenzie (2018) report that Chinese drilling costs in the Sichuan Basin were up to 20% 

higher than the Haynesville play in the United States which is situated at depths of up to 4300m 
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Chapter 4: Reviewing existing natural gas modelling literature 
 

4.1    Introduction 
 

This Chapter identifies the research gaps which helped form the research questions posed 

in Chapter 1.3, using the outputs from Welsby (2018) and reviews existing modelling 

literature covering two key areas related to the research questions posed in Chapter 1 of this 

thesis: 

1. Global natural gas markets and resources 

2. Long-term energy system decarbonisation. 

There are a wide range of modelling methods employed by existing natural gas models, 

depending on the overarching research aim of each. For example, models that were built to 

explore interactions between agents in gas markets often use game theory to simulate 

different strategies of market ‘players’, but often lack geological/techno-economic 

assessments of gas resources and may potentially lack a whole energy system insight into gas 

demand (Welsby, 2018). This Chapter identifies limitations in current global gas market 

models and energy system models and introduces a new model to overcome these limitations.   

Section 4.2 and 4.3 reviews a range of models, including the methods used and the strengths 

and limitations of each. This review identifies a set of key characteristics of natural gas 

resources and markets and reviews whether each model considers these. The identified 

characteristics include: 

• Availability and cost of natural gas 

• Representation of fiscal regimes and subsidies 

• Representation of different price formation mechanisms 

• Representation of market power and/or imperfect markets. 

Section 4.4 concludes by identifying some key gaps in the literature that were used to 

construct the research questions posed in Chapter 1.3. In particular, there is a significant gap 

in the literature for soft-linking a bottom-up investment model with an energy system model 

which can then assess the impact of decarbonisation on key, and as-of-yet overlooked, gas 

market mechanisms. 

 

4.2 Natural gas markets: review of existing modelling 
 

There is a range of existing literature that focuses on global natural gas markets, varying 

widely in the methods employed and the research questions posed. Table 4.1 contains key 

models that cover global gas markets and is adapted from (Welsby, 2018). Welsby (2018) 

identified that the modelling approach (i.e. the mathematical formulation) was generally 

linked to the overall research aims of the modelling exercise.  
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Table 4.1: Key global natural gas models 

 

Model developer and name Time-Span  Supply chain coverage Modelling formulation Gas 

infrastructure 

capacity 

expansion  

IEA – World Energy Model 

natural gas supply module (WEM) 

2040 Whole energy system  Simulation Endogenous 

EIA – International Natural Gas 

Model (INGM) (gas module for 

World Energy Projection System) 

2035 Whole supply chain Linear optimisation Endogenous  

Institute of Energy Economics 

(EWI) -  Global Gas Market 

Model (COLUMBUS) 

2050 Whole supply chain Mixed complementarity 

programming: agent-based simulation  

Endogenous 

German Institute of Economic 

Research (DIW) - Global Gas 

Model (GGM). Previously called 

the World Gas Model (WGM)) 

2050 Whole supply chain Mixed complementarity 

programming: agent-based simulation  

Endogenous 

Rice University World Gas Trade 

Model (RWGTM)  

2100 Upstream/Midstream focus Econometric  Endogenous 

Gas Exporting Countries Forum 

(GECF) – Global Gas Trade 

Model (GGTM) 

2040 Upstream/Midstream Econometric Endogenous 
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Oslo Centre for Research on 

Environmentally Friendly Energy 

(CREE) - Framework of 

International Strategic Behaviour 

in Energy and the Environment 

(FRISBEE) 

2050-2100 Upstream focus (includes 

midstream) 

Bottom-up, dynamic partial 

equilibrium  

Endogenous  

Sustainable Gas Institute (SGI) - 

Dynamic Upstream Gas Model 

(DYNAAMO) 

2100 Upstream (production 

only) 

Simulation  N/A 

Source: Adapted from Welsby, 2018 
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4.2.1 International Energy Agency (IEA) – World Energy Model (WEM) 
 

General Structure, modelling method and representation of gas markets 

The International Energy Agency’s World Energy Model (IEA WEM) is an energy system 

simulation model, providing projections of energy supply and demand dynamics for the 

World Energy Outlook (WEO) under various pathways driven by future energy policy 

decisions and developments. For reference, given that the WEM covers the whole energy 

system it could also have been included in Section 4.3 (energy system and integrated 

assessment models). However, because there is a highly detailed representation of natural gas 

through a bottom-up gas production and trade module, it was decided to include the WEM in 

this Section.  

As a simulation model, the WEM iterates until energy supply equilibrates with sectoral end-

use energy demand. In the case of fossil fuels, this means the simulation iterates until a price 

is reached which generates positive returns on any investments, whilst simultaneously 

ensuring that demand is altered to reflect rising prices (IEA, 2017a, p. 13). As with other 

wider energy system models discussed subsequently in Section 4.3 (POLES, TIAM-UCL, 

MESSAGE), the demand in the WEM is exogenously driven by socio-economic drivers 

including GDP, population growth, urbanisation rates, etc.  

Whilst the WEM modelling of natural gas has the same overarching aim as the oil supply 

module, in representing the investment behaviour of upstream companies in field 

development (IEA, 2017a), the natural gas module has some key differences: 

• Natural gas is modelled as a predominantly regionalised market. 

• Exogenous trade constraints include: 

o Existing or planned pipelines 

o LNG terminal capacities (regasification plants, liquefaction plants, tankers) 

o Long-term contracts  

For each region, exogenous, bottom-up, field-level (fields disaggregated into super-giant, 

giant, onshore, offshore, deep-water) estimates of remaining technically recoverable 

resources (TRR) are adopted from existing literature (predominantly the USGS).  

 

Strengths 

A key strength of the IEA World Energy Model method is the representation of investment 

decisions. The WEM applies dynamic decline rate parameters (which vary depending on the 

resource category, e.g. unconventional formation decline rates are generally greater than 

conventional) on a regional basis for the projection time-period, in order to generate 

production profiles of each individual field/accumulation. The cost of extraction (supply) 

increases with the dynamic change in depletion rates for several reasons: 

• Scarcity rent increases (i.e. inter-temporal opportunity costs). In short, as the resource 

depletes, the difference between the marginal benefit of the resource for the producer 

(usually the prevailing market price) and the marginal cost of production tends 

towards zero.  
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• As reservoir/field depletion becomes greater, enhanced recovery techniques may 

become necessary 

• A Golombek type production function becomes applicable as each well reaches 

capacity; i.e. economies of scale reach a saturation point 

Additionally, the use of prices as an input in the WEM, allows the simulation model to 

generate a guideline price for natural gas based on different supply- and demand-side 

scenarios. For example, by iteratively increasing/decreasing the price of natural gas, a 

reference price can be generated to reflect different levels of production, changing demand 

based on government policies (e.g. incentives for energy efficiency, increased taxation on 

fossil fuels, carbon taxes, etc.) and the price required to incentivise investments in more 

geologically and economically complex gas projects.  

Recent improvements in the WEM have also included delineating US shale plays to include a 

more disaggregated representation of heterogeneous supply-cost dynamics both between 

different plays and within individual plays (IEA, 2017a, p. 9).  

 

Limitations 

Whilst the WEM considers fossil-fuel consumption subsidies using a relatively simplistic 

price-gap approach, not all market structures and interventions are considered, such as 

production subsidies (IEA, 2017a; IEA, 2016).24 Some of these interventions will play an 

increasingly important role as fields become depleted and extraction methods become 

increasingly techno-economically complicated. Tax breaks on profit/revenue streams are a 

key subsidy for some natural gas producers and the removal of these is an area that requires 

additional insights.  

The WEM also has a relatively simplistic representation of different price formation 

mechanisms for domestic and internationally traded natural gas. For example, there is no 

dynamic interaction between competing natural gas contracts and spot supply based on 

imperfect information in gas markets (e.g. lagged price indicators). In short, an importer 

could decide to import more contracted natural gas despite spot supply being cheaper and 

vice versa. Additionally, long-term contracts run until their expiration (the duration is 

exogenously determined) (IEA, 2017), with no endogenous decision of potential extensions 

based on favourable long-term pricing. This also holds true for assumed pricing policies of 

exporters, who are likely to react to lower/higher long-term contract sales and importers, who 

could alter their domestic pricing policies given exogenous pressure from internationally 

traded gas. 

Finally, the WEM has a static representation of fiscal regimes and taxation, which are 

susceptible to significant uncertainty in the future (e.g. government decisions to change 

taxation levels and energy market developments such as price changes, demand and supply 

uncertainties, etc.). In particular, the absence of production subsidies, whether direct per unit 

or in the form of tax breaks/lower tax levels, for specific categories of natural gas from the 

 
24 The price required to bring the marginal unit of gas to market which equilibrates supply and demand, 

considering all costs associated with the supply of that unit (i.e. price which would prevail in a perfectly 

competitive market).  
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IEA analysis opens a key gap in current literature. An extension of this static representation, 

by exploring the uncertainty around future levels of taxation (differentiating between taxes on 

the profit and revenue streams of natural gas projects), would add novel insights to the 

current literature and is considered in detail later in this thesis. 

  

 

4.2.2 Energy Information Administration (EIA) – International Natural Gas 

Model (INGM) 
 

General Structure, modelling method and representation of gas markets 

The Energy Information Administration’s (EIA) International Natural Gas Model (INGM) is 

an optimisation (maximization of total economic surplus), market equilibrium model, 

representing upstream production, demand (consumption) and trade dynamics. The INGM 

differs from other global natural gas models in the level of its regional disaggregation – there 

are 61 regional nodes, thus reflecting both the distinct regional development of natural gas 

markets and the large heterogeneity within regions that are frequently aggregated together in 

models, even if they contain different supply-demand dynamics. 

A fundamental assumption within the modelling solution under linear programming is the 

convergence of prices that maximise economic surplus in each regional node – i.e. the price 

equals the marginal cost of production (EIA, 2013c, p. 6).  

 

Strengths 

A key strength of the INGM is the bottom-up assessment of natural gas reserves, resources 

and costs. These include techno-economic and geological parameters, as well as splitting cost 

data into various sub-categories: drilling CAPEX, variable operating costs, required 

infrastructure capacity CAPEX and OPEX. When modelling the development of new 

resources, this allows the model flexibility in determining optimal timing for investment. 

However, and as mentioned subsequently, these costs rely on (in some cases) US analogues 

from singular field categories (e.g. US offshore for conventional gas globally). 

Another strength of the INGM is the representation of demand. The INGM takes demand 

across seven sectors from the World Energy Projection Plus (WEPS +) model and includes 

sectoral level demand elasticities. This inclusion means the reaction of consumption demand 

to price changes is at a sectoral level, reflecting varying elasticities depending on the 

availability of substitutes, etc.   

 

Limitations 

A key limitation of the INGM in reflecting current and future gas markets is the fact that 

contractual flows and contractual price formation mechanisms are not taken into account 

(EIA, 2013c, p. 6).   
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Another limitation of the INGM lies in the maximisation of societal welfare (consumer and 

producer surplus), under the assumption that regional prices will equal the regionalised 

marginal cost of production (i.e. a perfect competition price formulation) (EIA, 2013c, p. 6). 

This assumption would appear to be an over-simplification, given the complexity of price 

formation mechanisms (including both international trade mechanisms and domestic 

regulated pricing which heavily impacts demand), differing fiscal regimes and the 

availability, cost and access to transportation infrastructure.  

Additionally, the costs of developing unconventional natural resources outside of the United 

States/Canada have been assigned North American analogues for much of the field-level 

economics (e.g. number of wells per field and production-development costs), thus 

potentially under- or over-estimating production costs (EIA, 2013c). Additionally, global 

resource cost curves for conventional gas are derived using US offshore cost data, therefore 

significantly simplifying the derivation of field cost drivers (EIA, 2013, p. 23).  

Whilst taxation is considered within the framework of fixed operation and maintenance 

(O&M) costs, the INGM does not explicitly represent differences in fiscal regimes, nor 

differentiate between revenue and profit taxes for individual projects. 

 

4.2.3 Institute of Energy Economics (EWI), Cologne - COLUMBUS Global 

Gas Market Model (GGMM) 
 

General Structure, modelling method and representation of gas markets 

The COLUMBUS GGMM focuses on production, transport and storage in an optimisation 

network, allowing the model to reflect changing strategic behaviour of the represented agents. 

The use of Mixed Complementarity Programming (MCP) allows non-linear inequality 

constraints and therefore a robust representation of strategic behaviour across a dynamic 

solution space which is key to several facets of gas market dynamics (e.g. market power) 

(Hecking and Panke, 2012).  

The optimisation of the payoff function (either profit maximisation or cost minimisation) in 

COLUMBUS is applied to all the players in the model and is done under two key 

assumptions/scenarios within the model (Hecking and Panke, 2012): 

1. Perfect competition – standard economic theory suggests that profit is maximised at 

zero, given that abnormal profits/losses cannot be made. 

2. Strategic behaviour  

The ‘players’ considered within the model are subject to constraints unique to that player, 

with the following agents assessed: exporter (price-takers or potential to exercise market 

power), producer (price taker), transmission storage operator, liquefier, regasifier and storage 

operator.  
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Strengths 

COLUMBUS benefits from a ‘family’ modelling development at the EWI in Cologne. In 

short, the scale and scope of modelling natural gas markets was extended, with several 

models (e.g. region specific) aiding in the development of COLUMBUS.  

COLUMBUS (as with the WGM discussed next) is highly effective at representing the 

interaction between different key players in natural gas markets, which the wider climate 

models and the resource assessment models cannot do (i.e. they can capture behavioural 

aspects of players on both the supply and the demand side). COLUMBUS is also able to 

reflect seasonal variations in demand (due to its monthly time-slices) and the interaction 

between market agents including storage operators which is a key facet of inter-temporal 

natural gas demand. COLUMBUS thus provides a market-orientated outlook, by allowing 

strategic interactions in a disaggregated (monthly) temporal horizon, allowing the model to 

capture natural gas storage dynamics more realistically (Hecking and Panke, 2012, p. 2). 

The advantage of using Mixed Complementarity Programming (MCP) formulations is that 

they can reflect strategic, ‘non-competitive’ behaviour, by optimising the objective function 

under decision variables exhibiting time-varied (i.e. non-linear) constraints, giving the model 

more flexibility to reflect real-world behaviour. The MCP formulations can thus consider 

dynamics such as imperfect pricing, where for example, strategic behaviour to withhold 

supply inflates prices in a non-linear fashion. 

 

Limitations 

As with other gas market models, such as the Global Gas Model (GGM) (Egging at. al, 2010) 

and the Rice World Gas Trade Model (RWGTM) (Medlock, 2011), the representation of 

energy demand in COLUMBUS is limited. For example, these models generally cover gas 

price elasticity of demand, as well as cross-price elasticity of demand for fossil substitutes, 

including oil and coal. However, long-term energy consumption demand, driven by dynamic 

efficiencies and costs of technologies across the energy system (e.g. reducing costs of 

renewable competitive technologies in the electricity generation sector), cannot be 

considered. Thus, whilst there is a representation of energy intensity decoupling in the market 

models (i.e. decreasing energy consumption per unit of economic growth), the whole energy 

system representation of technology efficiency gains and cost reductions cannot be taken into 

account due to the limitations in the modelling scope. Additionally, the end-use demand 

sectors in COLUMBUS, GGM and RWGTM are highly aggregated.  

The lack of geological detail and in particular the lack of a bottom-up analysis of resources 

and reserves for different categories of natural gas and the respective variations in 

production-cost profiles (i.e. cost depletion), limits the effectiveness of the producers cost 

minimisation function . This is compounded using a single representative producer for a 

production region (Hecking and Panke, 2012). Therefore, field-level production profiles 

including depletion and growth parameters are lacking from the modelling. In short, the 

producer’s dilemma of whether to expand production over an economic lifetime based on an 

expected rate of return is significantly simplified in COLUMBUS. Additionally, there is no 

representation of government intervention, in the form of price formation mechanisms (e.g. 
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regulated (subsidised) pricing) or fiscal regimes, which can influence supply side investments 

and demand downstream. 

 

4.2.4 German Institute for Economic Research (DIW) – World Gas Model 

(WGM)/Global Gas Model (GGM) 
 

General Structure, modelling method and representation of gas markets 

The Global Gas Model (GGM) developed by Egging et. al (2010) is similar to COLUMBUS, 

in that it represents market agents using an MCP formulation, however it differs in its explicit 

representation of imperfect markets using Cournot-competitive market power (e.g. the control 

of supply to manipulate prices). These imperfect market conditions yielding market power 

were modelled by Gabriel et. al (2010), which utilised the GGM to forecast the potential 

impacts of cartelisation in the gas industry, similar to that of OPEC. The GGM models a 

relatively similar set of market players to COLUMBUS (Egging et. al, 2010, p. 4017). 

The key difference between the GGM and COLUMBUS is that the conditions of the ‘game’ 

for strategic players in the GGM includes the exertion of market power by some agents 

(specifically traders and regasifiers), thus benefiting from not being constrained by the 

assumption of perfect competition (Egging at. al, 2010).  

Within the mathematical foundations of the model, each player is assigned an objective 

function (optimisation condition which maximises profit/minimises costs) with respective 

variational constraints, whilst the market clearing conditions within the model, in 

combination with the MCP solutions, generate an overall market equilibrium from each stage 

of the gas market chain (Egging et. al, 2010, p. 4023).  

Additionally, the model runs until 2050 in five-year time-slices (Egging and Holz, 2019) and 

is therefore similar in temporal resolution to the energy system models review in Section 4.3. 

 

Strengths 

The GGM has benefited from successive modelling development, meaning successive 

models have been introduced and improved in scale and coverage (notably extensions of the 

World Gas Model into the Global Gas Model).  

The GGM reflects some fundamental differences between regional supply and demand 

(consumption) dynamics, with a large range of regional disaggregation: 80 countries/regions 

are represented.  

The computational set-up of the WGM and COLUMBUS as mixed complementarity models 

analysing the (strategic) behaviour of players at all stages of the supply chain, allows a 

disaggregated representation of natural gas markets, which becomes vital when markets are 

open to competition at any stage of the value chain. For example, in some regions stranded 

export projects may involve one company at all stages of the natural gas supply chain (from 

upstream extraction through to further downstream liquefaction and export). However, in 

other regions there may be competition along the value chain meaning market players 
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interacting, which requires the attribution of different cost functions depending on each 

‘player’ in each section of the supply chain and the spill-over of costs between each player. 

Additionally, the use of non-linear parameters allows for a better representation of some key 

upstream dynamics, such as production costs, with the GGM using a Golombek production 

function, with costs rising as production converges towards capacity (Egging and Holz, 

2019).    

As with the COLUMBUS model, the impact of seasonality can be taken into account due to 

sub-annual time-slices, which is crucial for near-term analysis of supply-demand and pricing 

dynamics and the interaction of players within gas markets in times of peak demand. This 

disaggregation extends to individual regions in further developments of the model (e.g. the 

extensions made in the Global Gas Model (Egging et. al, 2019)), which has the significant 

advantage of representing supply-demand imbalances, not just between countries, but within 

them (e.g. China is split into six separate supply-demand nodes and Russia into four nodes).   

As mentioned previously, the GGM includes strategic market behaviour via imperfect 

Cournot-competition (e.g. where prices are generated through the control of output). This 

results in an extremely effective framework to model the potential for gas market collusion 

(setting production quotas to artificially inflate/deflate prices) by the largest producers, i.e. 

the creation of a ‘gas OPEC’ (Gabriel et. al, 2010). 

 

Limitations 

The demand side limitations of the GGM, COLUMBUS and the Rice World Gas Trade 

Model (RWGTM, discussed subsequently) were discussed in detail in the limitations of the 

COLUMBUS model. The main weakness identified was the lack of modelling scope to 

include natural gas within the whole energy system, with dynamic cost and efficiency 

developments of all energy commodities and processes, which sees inter-fuel competition and 

substitution on a far larger scale than is reflected in the WGM, COLUMBUS and the 

RWGTM. Later manifestations of the Global Gas Model (Egging et. al, 2019) use exogenous 

demand pathways from the IEA and PRIMES under various scenarios and therefore to some 

extent incorporate a whole energy system perspective. However, the use of these has 

significant implications for consistency of inputs between the models and therefore it is noted 

that a degree of soft-linkage to generate consistent (or as consistent as possible) inputs-

outputs is missing from the current global natural gas models.  

On the supply side, the WGM employs an aggregated and relatively simple approach to its 

representation of production dynamics, with production either at a country-level or with 

country-level production data split into > 1 nodes depending on the share of production 

(Egging et. al, 2010; Egging and Holz, 2019).25  In particular, the role of field-level decline 

rates and variations in the rapidity at which production can be ramped-up are not considered: 

this applies to both conventional and unconventional fields.  

The GGM, as with COLUMBUS, also lacks an assessment of both fiscal regime dynamics 

and price formation mechanisms (international and domestic). Additionally, the impact of 

 
25 Countries with more than one production node include: USA (10), Russia (4), Canada (2), China (6) (Egging 

et. al, 2019)  
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changing fiscal regimes (including taxation rates) and subsidies, both on the supply and 

demand side, is absent from the model formulation and therefore provides a significant gap in 

the current literature.    

As with COLUMBUS, the WGM is a top-down model in terms of investment decisions on 

the supply side and thus is unable to capture the bottom-up, geological considerations which 

are fundamental to investment in the development of natural gas resources. For both 

conventional and unconventional gas, costs of extraction and any infrastructure investments 

are based on a wide range of techno-economic, geological, geographical and policy 

parameters.  

 

4.2.5 Rice University (Baker Institute) – Rice World Gas Trade Model 

(RWGTM) 
 

General Structure, modelling method and representation of gas markets 

The Rice World Gas Trade Model (RWGTM) is a dynamic spatial general-equilibrium 

model. The overall market equilibrium need not be economically efficient, with taxation and 

strategic delaying of investment by monopolist suppliers to maximise profits allowed within 

the model (Hartley and Medlock, 2005, p. 11). The RWGTM requires that supply and 

demand in each spatial region is equilibrated in each time period, thus the opportunity for 

suppliers to take advantage of regional or temporal price arbitrage (selling to high price 

regions or delaying investment to artificially inflate prices through constraining supply) is not 

an option, as NPV must be optimised in each time period. 

The RWGTM uses exogenous USGS assessments of regional resources as the basis for 

generating projections of resource supply-cost curves, which are econometrically derived 

from geological parameters based on North American data and used as an analogue for 

generating supply-cost curve estimates in all regions (135 globally) (Medlock, 2011, p. 9). In 

this respect, the RWGTM is vulnerable to the same methodological limitation as Rogner 

(1997) – using a North American analogue across regions is a significant simplification and 

fails to represent the geological heterogeneity and vastly varying production history, not just 

between shale plays, but within them. However, and particularly for unconventional natural 

gas, the fact that the most conclusive way to determine potential productivity of a natural gas 

formation is via development of that resource, using a North American analogue (most 

notably for shale gas) can be considered best-practice given virtually no development outside 

the US and Canada.  

 

Strengths 

A key strength of the RWGTM is the level of regional disaggregation in the model, with 

more than 140 regions, which provides insights into complex and varying natural gas markets 

(Medlock, 2009). For example, North America (Canada and the United States) has 62 

different supply hubs, reflecting both resource heterogeneity (e.g. shale gas in the 

Appalachian Basin versus Gulf of Mexico offshore) and competition between traditional 
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supply hubs (Henry Hub in Louisiana) and regions growing in liquidity both in terms of gas 

volumes and financial markets (Marcellus (Appalachian) Tennessee Zone 4). 

Additionally, whilst the RWGTM uses a more simplistic framework for ensuring supply and 

demand equilibrate yielding optimum prices (based on the Hotelling paradigm discussed 

subsequently) across all markets (i.e. general equilibrium), the model is able to run a large 

number of scenarios which account for some inherent uncertainties. These include policy 

interventions, the price of fossil fuel substitutes, macroeconomic growth forecasts and their 

impact on energy demand and localised ‘not in my back yard’ opposition to natural gas 

resource development (Medlock, 2009). 

 

Limitations 

Whilst the RWGTM allows competition between long-term contracts and spot volumes, the 

assumption of perfect information limits the analysis, as price signalling in real markets is not 

always transparent (i.e. there is some degree of asymmetric information in the interaction 

between demand and supply) (Hartley, 2016; Hartley, 2013). Additionally, whilst Hartley 

(2016) discussed indexation formulae in gas contracts, future uncertainty about the levels of 

oil supply and demand and the impact on gas prices, are not quantified. The representation of 

taxation in the RWGTM is also static, with singular taxation rates (only on income) assumed 

uniformly across all projects and thus the model does not take into account the significant 

regional heterogeneity in fiscal regimes, including differentiating between royalties and profit 

taxes, as well as specific fiscal regimes designed to incentivise production through tax breaks 

(Hartley and Medlock, 2005; Hartley, 2013).  

The RWGTM uses a North American supply cost-curve which is then applied as an analogue 

globally, significantly limiting the upstream representation of regional and geological 

differences.  

To reflect changing demand patterns, the RWGTM uses a decoupling factor on energy 

consumption and economic (per capita) growth, which is applied as GDP per capita increases 

in each region throughout the model’s lifespan (Medlock, 2011). However, and as with the 

Global Gas Model (GGM) (Gabriel et. al, 2010, p. 12; Egging et. al, 2010) and COLUMBUS 

(Hecking and Panke, 2012, p. 2), having energy demand solely driven by exogenous macro 

parameters (such as population and economic growth) does not allow for some other key 

dynamics that could reduce energy demands. For example, limited representation is given to 

the importance of improvements in the efficiency and costs of competing technologies. These 

could play a huge role in changing overall demand for natural gas (and other energy carriers) 

across the energy system (e.g. decreasing demand for natural gas in the electricity generation 

sector due to cost reductions and efficiency improvements in wind, solar, nuclear, etc.). 

 

 

 

4.2.6 Gas Exporting Countries Forum (GECF) – Global Gas Model (GGM) 
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General Structure, modelling method and representation of gas markets 

The Gas Exporting Countries Forum (GECF) in-house Global Gas Model (GGM) covers 

projections of energy supply and demand for a range of commodities and technologies, which 

appear to utilise IEA outlooks (GECF, 2020). The main purpose of the model is to project 

changes in global natural gas supply and demand, by generating “what-if” scenarios for 

future natural gas markets using demand projections from the literature (GECF, 2015).  

The core module of the GGM is a gas trade optimisation module, which equilibrates supply-

demand imbalances in a highly disaggregated regional network (113 regions) (GECF, 2020; 

GECF, 2017). The trade model is split into “obligated” trade (i.e. contracts) and “free” trade 

(i.e. spot), with contracts indexed to oil prices if applicable and the spot module calculated 

based on an “optimised” allocation of remaining trade capacity (GECF, 2017). The trade 

module is optimised using linear programming.  

Both natural gas and wider energy demand in the GECF’s GGM uses (predominantly) IEA 

data for historical consumption and then extrapolates demand forward using econometric 

time-series data.  

To date, a limited amount of publicly available information on the GECF GGM makes a 

review of the modelling methods employed challenging. IHS Markit is responsible for much 

of the data provision, calibration and continued upkeep, as well as the solver (‘EViews’) for 

the econometric analysis (GECF, 2017; GECF, 2020; IHS, 2019). 

 

 

 

4.2.7 Oslo Centre for Research on Environmentally Friendly Energy (CREE) - 

Framework of International Strategic Behaviour in Energy and the Environment 

(FRISBEE) 
 

General Structure, modelling method and representation of gas markets 

The FRISBEE model has been used for a range of diverse research projects, from projecting 

the impact on natural gas prices and trade flows from increasingly integrated markets (Aune 

et. al, 2008), to assessing the potential impact on petroleum markets if the Arctic regions 

were extensively developed (Lindholt and Glomsrød, 2011).  

FRISBEE is a recursive dynamic partial equilibrium model with 13 global regions, 

representing the upstream and midstream sectors of natural gas markets (Aune et. al, 2009; 

Lindholt and Glomsrød, 2018). 

The key output of the FRISBEE model generates regional equilibrium quantities of supply 

and demand, as well as regional market clearing gas prices and trade flows. FRISBEE models 

investment decisions based on the phase of field development (Aune et. al, 2008; Lindholt 

and Glomsrød, 2011). 
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Strengths 

As with the IEA WEM (IEA, 2017a), investment decisions are modelled in FRISBEE at a 

field-level. Thus, decision analysis for the development of a new natural gas project is based 

on the expected net present value (NPV), which is determined by an expected ‘forward’ 

price, operating and capital costs and the prospective yield of the field in question (Aune et. 

al, 2008, p. 6; Lindholt and Glomsrød, 2018). The bottom-up, field-by-field simulation, 

provides FRISBEE with a strong analysis of the cost elements (both fixed investment and 

operating) which drive investment decisions. The use of a ‘forward’ price is also employed 

by Crow et. al (2018a) and allows the simulation of field-level investment decision making 

by producers given their expectation of price levels in the market.26 Additionally, in the 

Lindholt and Glomsrød (2018) manifestation of FRISBEE, the model benefits from a hugely 

detailed techno-economic database provided by IHS consultancy.  
 

The representation of strategic investment behavior in FRISBEE is strengthened by the 

application of exogenous risk premiums to account for political, geological and fiscal risk in 

investments. Given these risks are hard to quantify in terms of cost inflation, the use of 

exogenous premium coefficients based on a bottom-up analysis of projects appears a robust 

method for including upstream risk on future natural gas investments (Lindholt, 2008). 

However, it is unclear exactly how this exogenous premium is calculated and applied and 

therefore a quantification of cost inflation of historical projects due to project risk would 

provide additional insights.  

FRISBEE has an “in-depth” representation of Norwegian fiscal regimes, with Lindholt 

(2008) quantifying government tax takes on mature Norwegian oil provinces using three tax-

rate sensitivities (and three different oil price assumptions). However, and as with the 

discussion on the IEA’s World Energy Model (Section 4.2.1) a systematic exploration of the 

uncertainty in fiscal regimes and tax rates across all countries and the corresponding impact 

on government revenue and competitiveness (in the case of exporters), would provide a 

significant contribution to the current literature. 

 

Limitations 

FRISBEE represents end-use energy demand via log-linear functions of prices and 

socioeconomic drivers including income and population (in short, this relationship suggests 

demand would increase/decrease depending on the direction of the driver up to a certain 

‘saturation point’, whereby demand would then remain relatively inelastic). Additionally, 

exogenous demand elasticities are assumed based on the above price and socioeconomic 

drivers, as well as “autonomous energy efficiency improvements” (Lindholt and Glomsrød, 

2018). However, this neglects a full energy system approach where efficiencies are often 

dynamic (e.g. cost reductions or efficiency gains via experience accumulation). Additionally, 

demand elasticities would be expected to be different depending on the level of 

decarbonisation ambition and therefore a whole energy system model which take into account 

 
26 Discussed in Section 4.2.9  
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the availability of alternative feedstocks and technology options would appear to provide a 

more systematic assessment of pathways for gas demand. 

Additionally, although market power has been modelled exogenously in FRISBEE, as with 

Aune et. al’s (2008) scenarios controlling exports from Russia and the Middle East, the 

assumption of perfectly competitive pricing and liberalised markets (Aune et. al, 2008; 

Lindholt and Glomsrød, 2018) is a significant simplification, particularly for markets outside 

North America and Europe and omits some crucial parameters that generate imperfect prices, 

including: 

• Price formation mechanisms such as oil-indexation. 

• Integrated (usually export) projects where natural gas is not bough at a ‘hub’ 

reflecting supply-demand fundamentals, but instead supplied directly from the field 

attached to the project 

• Subsidies that artificially lower the cost of gas to producers and/or consumers.  

 

4.2.8 Proprietary global gas models 
 

Several of the large consultancy/data analytics firms have in-house global models for 

generating scenarios and sensitivities at the users prerogative.  

Wood Mackenzie and Rystad hold in-house global gas models which allow the user to run 

simulations across different time-slices and with access to highly granular proprietary 

databases. Additionally, Nexant (2016) projects global gas supply, demand, prices and trade 

flows out to 2040 (with quarterly time-slices) using a linear programming solver. Due to the 

lack of documentation on these privately owned in-house models, a detailed analysis of the 

strengths and limitations of each (as with the other models discussed in Section 4.2.1-4.1.7) is 

not practical here. In particular, the use of commercially sensitive, proprietary data makes any 

analysis of the validity and robustness of assumptions etc. extremely difficult.  

 

4.2.9 Other gas models focusing on specific parts of supply chain 
 

Whilst Section 4.2 focused on global natural gas models which include at least two parts of 

the supply chain, there is a range of modelling literature which focus on specific streams of 

the value chain. Welsby (2018) provided an in-depth discussion of two models which focus 

on midstream gas market dynamics in the United States: the EIA’s (2013d) Natural Gas 

Transmission and Distribution Model (NGTDM) and RBAC’s (RBAC, 2015; INGAA, 2010) 

Gas Pipeline Competition Model (GPCM). 

The following section briefly discusses the Dynamic Upstream Gas Model (DYNAAMO), 

which covers upstream gas field investment in detail (i.e. field production dynamics). The 

model was chosen specifically because: 



72 
 

1. It contains a high level of granularity both in terms of the representation of bottom-up 

geological production dynamics and cost profiles, which is a fundamental part of this 

thesis 

2. There is sufficient description of the model in Crow et. al (2018a) and Crow et. al 

(2018b) to review the model in detail and assess its strengths and limitations. 

The below review provides valuable insights into modelling methods in the upstream and the 

importance of including/excluding certain parameters and mechanisms. It allows a modelling 

architecture to be built to bridge the gap left in DYNAAMO by not including midstream 

trade dynamics and therefore allowing the crucial interlinkage of gas wellhead prices, 

domestic prices and international prices.  

 

4.2.9.1  Dynamic Upstream Gas Model (DYNAAMO) 

 

The Dynamic Upstream Gas Model (DYNAAMO) has been developed at the Sustainable Gas 

Institute as part of the wider development of a new energy system model, the Modular energy 

system Simulation Environment (MUSE). DYNAAMO is a field-level model which 

simulates upstream investments in new gas supply, as well as a detailed analysis of both 

capital and operating expenditures (on a per unit basis) across the lifetime of a field (Crow et. 

al, 2018a).  

One of the key strengths identified by the developers of DYNAAMO is the assumption of 

non-static expenditure and production profiles based on forward-projections of price signals. 

This allows a detailed representation of dynamic long-run marginal costs across the field 

lifetime. This gives the model a huge advantage when simulating investment decisions in new 

drilling activity (including exploration) as a direct reaction to changing price signals; in short, 

the model has the ability to replicate the drilling behavior of oil and gas companies as fossil 

fuel prices fluctuate, such as the rapid decline of US drilling rig activity with the oil price 

collapse after the outbreak of COVID-19 (Baker Hughes, 2020).27 Another key advantage of 

using “forward” prices is the timing of decommissioning and the related expenditure required 

to retire production assets. In particular, high prices may lead to the extension of the 

field/well lifespan due to positive cash-flows and conversely low prices could lead to 

fields/wells being shut-in earlier. This inclusion of decommissioning costs and price signals 

allows DYNAAMO to represent upstream production and investment behavior. Additionally, 

the model uses historical CAPEX profiles to provide an empirical basis for altering the timing 

and magnitude of capital expenditures based on the size of the reserve base, by taking 

advantage of economies of scale, as well as potential cost reductions due to automation 

(Crow et. al, 2018a; Crow et. al, 2018b).  

Whilst DYNAAMO considers the role of taxation with a “unit fiscal (tax)” rate included in 

the net present value equation, there is no differentiation between taxation rates on profit 

streams and revenue streams (Crow et. al, 2018a). For example, royalties are generally paid 

per unit of production and therefore are applied to the revenue streams of companies, whereas 

net income taxes and/or profit taxes are applicable to the net cash-flow of a project by taking 

 
27 Between the 27th March and the 5th of June (2020), the number of active drilling rigs in the United States 

declined from 728 to 284 (or a decline of 61%) (Baker Hughes, 2020) 
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into account costs as well. Additionally, associated gas is accounted for in DYNAAMO by 

exogenously inputting production levels and costs into the endogenously constructed supply 

cost curves. Therefore, there is limited ability within the model to assess the impacts of 

changing associated gas production levels on prices levels outside of a hypothetical 

exogenous ‘forward price’, meaning the impact of changing associated gas supply on 

endogenously constructed domestic and international gas prices cannot be conducted.  

 

4.3 Representation of natural gas in models which cover the wider energy 

system 
 

This Section summarises global energy system and integrated assessment models reviewed 

by Welsby (2018) and is similar in structure to Section 4.2. Section 4.3.1-4.3.6 introduces 

each model separately and discusses the strengths and limitations of each, with a particular 

focus on the representation of natural gas. 

 

4.3.1 The TIMES Integrated Assessment Model at University College London 

(TIAM-UCL) 
 

General Structure and Modelling Method 

TIAM-UCL uses a reference energy system (RES) approach; that is the model has a range of 

technologies at each stage of the energy system (upstream supply to end-use consumption) 

and models the flow of commodities (both energy and environmental (e.g. emissions)) 

through the energy system. Whilst the drivers of demand are exogenous, the technology (and 

corresponding commodity) choices which satisfy this demand are endogenous to the model, 

with outputs determined by optimising global discounted energy system costs.28 TIAM-UCL 

uses linear programming to optimise the objective function: total energy system costs, 

discounted to the base year (2005). Thus, under each scenario, the model will choose the 

combination of technologies which can satisfy end-use demand at the least cost, considering 

any constraints. TIAM-UCL is a partial equilibrium model, in the sense that the energy 

system equilibrates in the model, however other sectors and feedback loops (i.e. between the 

energy sector and the wider economy) are not considered.  

 

Representation of natural gas 

McGlade’s (2013) thesis focused on modelling uncertainty surrounding both the availability 

and cost of natural gas. Supply cost curves generated through combining outputs from 

resource probability distributions with cost depletion curves, to generate supply cost curves, 

were input into TIAM-UCL. Each resource category of natural gas in TIAM-UCL is split into 

 
28 The model can also be run with elastic demand where total surplus or ‘societal welfare’ is maximised 

(Anandarajah et. al, 2011); this elastic demand function is used for low carbon scenarios in this thesis, for 

reasons discussed in Chapter 8-9 
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three cost stages, whilst production is constrained annually through the implementation of 

maximum decline and growth rates on each category.29 These decline and growth rates differ 

depending on whether the gas resource in question is conventional or unconventional, as well 

as by region. The upper limits for decline and growth rates are exogenously set, however 

output production levels are determined endogenously, with the model deciding whether the 

upper limits on production growth/decline are binding in any given time-slice.  

TIAM-UCL separates upstream resource extraction (i.e. production) costs and trade into two 

distinct modules, with the costs of the feedstock commodities which are traded (e.g. hard 

coal, natural gas, crude oil, biomass, etc.) determined in the upstream modules and the cost of 

trade determined in the trade module. As the natural gas moves through the RES, there are 

individual technology efficiencies, costs and emissions factors. 

 

 Strengths 

A key strength of TIAM-UCL is the level of technological detail. As a bottom-up techno-

economic model, there are thousands of technologies across the reference energy system and 

therefore pathways for natural gas supply and demand can be explored under different 

scenarios taking into account the full competing (and complementary) technology mix.  

A key strength of the representation of gas in TIAM-UCL is the disaggregation of categories 

of conventional and unconventional gas. For example, McGlade (2013) combined ranges of 

aggregated supply cost data for oil and gas (predominantly from the IEA and EIA) with 

resource volume ranges using Monte Carlo simulations to derive supply cost curves for each 

hydrocarbon category in each region of TIAM-UCL. This statistically robust method means 

TIAM-UCL has a disaggregated representation of the key uncertainties in terms of oil and 

gas availability, although the aggregated cost data limits the representation of key drivers of 

gas supply costs for each geological category. 

Additionally, the depletion characteristics of oil and gas production are modelled in a highly 

effective manner in TIAM-UCL. McGlade (2013) incorporated both growth and decline 

constraints into TIAM-UCL for each category of oil and natural gas in each region. This 

effectively allows the model to reflect a key characteristic of oil and gas fields: that 

production growth/decline is constrained by physical and geological factors. For oil, 

McGlade (2013) used a field-level model (the Bottom-Up Economic and Geological Oil field 

model (BUEGO)) to determine how quickly oil production can be ramped-up/down and more 

aggregated (e.g. IEA (2009)) data for natural gas.  

 

Limitations 

A key limitation of TIAM-UCL when compared to the other integrated assessment models 

reviewed subsequently in this section is the lack of a hard-linkage between the energy system 

and the economy. In short, there is no feedback loop between endogenous changes in the 

 
29 Conventional gas: proved reserves, reserve additions, undiscovered, Arctic; Unconventional gas: shale, tight, 

CBM  



75 
 

energy system into the economic sector; a key example of this would be the impact of 

changing fossil fuel prices on economic activity.  

As with the other energy system and integrated assessment models in this section, TIAM-

UCL is unable to represent the more granular aspects of natural gas markets, including: 

• Price formation mechanisms 

• Fiscal regimes 

• Production and consumption subsidies 

• Different market structures 

• Intra-regional gas market interactions. 

McGlade (2013) provided an empirically robust method to account for the uncertainty in the 

availability of different natural gas resources in different regions. However, to soft-link a 

global field-level supply model to TIAM-UCL, a new method is required to ensure the 

greatest degree of consistency of inputs between the two models. Additionally, McGlade’s 

(2013) supply cost curves relied on heavily aggregated cost data predominantly from the IEA 

and therefore do not provide a systematic bottom-up assessment of the underlying drivers of 

natural gas supply costs. 

 

 

4.3.2 Prospective Outlook on Long-Term Energy System (POLES) 
 

General Structure and Modelling Method 

Enerdata’s Prospective Outlook on Long-Term Energy System (POLES) model, like TIAM-

UCL, is a partial-equilibrium model in that there is no feedback mechanism between the 

energy system and the wider economy, such as the implications of rising fossil fuel costs on 

GDP etc. (Keramidas et. al, 2017). However, unlike the optimisation based modelling 

approach in TIAM, POLES is a recursive-simulation model and thus solves for each time-

slice individually, with results passed onto the next period. This also means various decision 

simulations can be made based on repetitive behaviour, whilst allowing the model to change 

paths as long as the investment decision can still be reversed, i.e. as long as construction of 

infrastructure hasn’t actually started (Keramidas et. al, 2017, p. 8). POLES does not attempt 

to minimise system costs, but instead develops pathways for energy system scenarios, under 

varying energy and climate mitigation policies and with endogenous behavioural responses to 

change (Keramidas et. al, 2017; Després et. al, 2018). 

Energy demand for each sector is driven by exogenous socioeconomic drivers as with TIAM-

UCL.  

 

Representation of natural gas 

The representation of natural gas reserves and resources in Prospective Outlook on Long-

Term Energy System (POLES) is static, in the sense that singular discrete reserve and 

resource data is taken from BP and the BGR (Keramidas et. al, 2017, p. 52). However, a 
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dynamic process of resources moving along the McKelvey matrix into producible reserves is 

endogenous in the model through increasing investment in exploration activity, i.e. a 

creaming curve whereby new discoveries are a function of “drilling effort”.  

Domestic and international markets are supplied based on existing capacities – both of 

production and trading infrastructure – with trade costs a function of distance and 

infrastructural capacity. Unlike TIAM-UCL where natural gas trade is optimised based on 

cost (with constraints on production and trade capacities), POLES includes a return on 

investment calculation, reflecting a strategic ‘management’ of resources on behalf of major 

exporters to maximise investment returns on gas trade, including the construction of new 

infrastructure.  

 

Strengths 

A key strength of the Prospective Outlook on Long-Term Energy System (POLES) model is 

the incorporation of discrete choice modelling, which is not incorporated in other energy 

system models. The ability of the simulations to incorporate behavioural preferences and 

inertia allows the model to extend beyond a purely techno-economic approach (Keramidas, 

2017). Additionally, the ability of the model to simulate expectations based on historical 

trends and behavioural inertia over a 10-year period, without assuming perfect foresight 

across the whole modelling horizon, provides a robust representation of investment decisions 

for capacity additions. 

In comparison to other wider energy system models, the representation of trade in POLES is 

far more disaggregated, with 88 individual producers satisfying demand across 14 import 

markets, reflecting far better the nature of intra-regional trade.30 POLES can also represent 

demand responses to changes in market prices and different market structures. POLES can 

utilise this pricing simulation to model endogenous investment in upstream natural gas, with 

dynamic prices driving additional exploration efforts and discovery success (Després et. al, 

2018). As mentioned previously, this includes individual producers ‘managing’ their resource 

base to maximise an expected return on investment.  

 

Limitations 

The representation of individual technologies which satisfy energy service demands is 

relatively limited in POLES in comparison to TIAM-UCL and the Model for Energy Supply 

Strategy Alternatives (MESSAGE). For example, POLES has four sub-sectors within the 

industrial sector (Després et. al, 2018), compared with 8 in TIAM-UCL (Pye et. al, 2020).  

The static representation of resources and reserves in POLES, across both conventional and 

unconventional gas, systematically underestimates the inherent uncertainty of quoted 

volumes. Additionally, a representation of the key geological and geographical drivers of 

costs for natural gas extraction is missing.31 Thus, whilst the research aim of POLES is to 

 
30 TIAM-UCL, Model for Energy Supply Strategy Alternatives (MESSAGE), Regional Model of Investments 

and Development (REMIND) 
31 These include reservoir depths, composition of the natural gas in the reservoir (e.g. associated vs. non-

associated; sour vs. sweet), permeability and porosity (for unconventional), thickness (for shale and CBM) 
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simulate the impact of different climate and economic policies on the whole energy system, it 

lacks the bottom-up detail which, for example, TIAM-UCL includes (i.e. in terms of resource 

disaggregation and the inclusion of crucial geological parameters in generating supply cost 

curves).  

 

 

4.3.3 Regional Model for Investments and Development (REMIND) 
 

General Structure and Modelling Method 

The Potsdam Institute for Climate Impact Research (PIK) Regional Model for Investments 

and Development (REMIND) is an Integrated Assessment Model (IAM), combining a core 

macro-economic growth module, with an energy system module and a climate module for 

assessing the impact of economic growth and the energy system on the global environment 

and climate. The model solves for one of two cases: 

1. Cooperative global pareto-optimal equilibrium  

2. A non-cooperative Nash equilibrium  

The macro-economic core module is “hard-linked” to the energy system, with the macro-

economic growth module determining energy-service demand and with the costs of the 

energy system directly fed back into the macro-economic module in order to assess the 

“budgetary” effects of changing energy system costs (Luderer et. al, 2015, p. 5).  

 

Representation of natural gas 

Natural gas in REMIND is generally highly aggregated, with a singular supply cost curve and 

estimate of available resources at a regional level. Underpinning the supply cost curve for 

each exhaustible resource in REMIND is a cost-depletion curve, i.e. as resources are depleted 

and readily accessible reserves are extracted, the remaining resource base is increasingly 

expensive. Individual country reserve and resource data from the BGR are aggregated into 

the REMIND regions for both conventional and unconventional gas and the same cost range 

applied to all regions (albeit with different weighting as far as how much of a resource base 

can be extracted across the cost range (Bauer et. al, 2017)). 

Once the natural gas has been extracted, it is either used for domestic consumption or can be 

traded between the regions. The trading process does not explicitly separate whether the gas 

is traded via pipeline or LNG, but instead assigns a trade cost depending on the regions in 

question.   

 

Strengths 

Undoubtedly the main strength of the Regional Model for Investment and Development 

(REMIND) is the ‘hard’ interlinkage of the macro-economic module to the energy system 
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model. The inclusion of ‘final energy’ as a factor of production thus links all the costs of the 

energy system, including dynamic costs associated with technological learning and the 

feedback costs from a soft-linkage to the climate module which transforms emissions into 

temperature and emission concentration constraints, into the macro-economic growth 

module.  

Given the hugely complex negotiations surrounding a global response to climate change and 

in particular the issues of historical contribution to GHG concentrations and the Nationally 

Determined Contribution (NDC) frameworks agreed on at COP-21 in Paris, a model which 

can assign differentiated mitigation costs based on a summed, weighted regional 

maximisation of utility in addition to a unilateral Nash approach (leader-follower), has a 

significant advantage in reflecting not just the willingness-to-pay for climate mitigation 

measures, but the ability-to-pay by region in a socially optimal framework (Luderer et. al, 

2015, p. 35). 

 

Limitations 

Some limitations due to the computational complexity of Regional Model for Investments 

and Development (REMIND) are identified by the authors themselves, including the “spatial 

resolution of the model”, representation of renewable intermittency and a lack of 

technological detail for the energy system module such as the choice between different 

technologies based on efficiency improvements (Luderer et. al, 2015). 

As with IMAGE and WITCH (discussed subsequently) the sectoral and technological detail 

of REMIND is limited in comparison to TIAM-UCL and MESSAGE. For example, 

REMIND has a singular “stationary sector”, which combines the industrial, residential and 

commercial sectors into a single entity. Therefore REMIND is not well-placed to model 

bottom-up changes to a key range of technology parameters (including costs, efficiencies, 

emission profiles, etc.) and therefore explore uncertainties surrounding longer-term pathways 

for natural gas based on competing technologies and energy commodities.  

The development of extraction-cost curves for exhaustible resources in REMIND’s energy 

system module aggregates regional resources into singular categories (oil, coal and gas), with 

representative extraction costs and decline parameters for each region. For all three fossil 

fuels, the range of resource categories are aggregated into a single production curve. This 

method systematically oversimplifies extraction economics, as once decline parameters are 

assigned to these singular categories, much of the heterogeneous geological and economic 

characteristics of natural gas resources are overlooked, particularly for unconventional gas 

(Browning et. al, 2013; Ikonnikova et. al, 2015a; Ikonnikova et. al, 2015b).  

A significant limitation of modelling natural gas resources and markets in REMIND is the 

regional aggregation in the model (Luderer, 2015). For example, the ‘Rest of the World’ 

region, incorporates countries as geographically disparate as Norway, Turkey , Canada and 

Australia. 

4.3.4 Model for Energy Supply Strategy Alternatives and their General 

Environmental Impacts (MESSAGE) 
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General Structure and Modelling Method 

As with TIAM-UCL, MESSAGE includes a Reference Energy System (RES) that maps the 

flow of energy and environmental commodities across the energy system, through each 

technological process, from upstream resources, through to secondary processing, 

transportation and distribution, to the end-goal of satisfying end-use energy service demand 

(IIASA, 2020).  

MESSAGE is solved using two programming techniques: the energy system module is solved 

using mixed integer linear programming (MILP), whilst the macroeconomic module is 

modelled using non-linear programming (NLP) (IIASA, 2020; Messner and Schrattenholzer, 

2000). 

 

Representation of natural gas 

The overarching research focus of MESSAGE is to model a full integrated assessment of 

interactions between the environment, energy and economic systems. Considering this, the 

representation of natural gas reserves, resources and costs is relatively simplistic and static. 

For example, discrete single-point figures are used to assign regional natural gas reserves and 

resources taken from the literature review conducted by Rogner et. al (2012) and from 

Rogner’s (1997) original global hydrocarbon occurrence assessment. These reserve and 

resource volumes were then applied to a cost range, although it is unclear exactly how the 

cost-depletion curve is generated (i.e. how the resource is split into each cost strata).  

Natural gas can be traded amongst the regions in MESSAGE: the energy model determines 

which regions are net exporters/importers, depending on the exogenous prescription of 

demand, with the costs of these flows then fed back into the macro-economic module to 

determine changes in demands based on changing import costs, as well as the overall impact 

on consumption, etc.  

 

Strengths 

Given that the technological processes are modelled from a bottom-up perspective, 

MESSAGE as with TIAM-UCL, is able to generate a hugely detailed assessment of the costs 

and efficiencies of different technologies, as well as track the emissions across the energy 

system which are then fed into the climate module to generate particulate concentrations and 

radiative forcing (i.e. temperature increases). 

Additionally, recent work by Fricko et. al (2017) has directly linked the availability and costs 

of fossil resources to different SSP pathways. This means MESSAGE has essentially soft-

linked different socio-economic narratives to various extraction regimes for coal, oil and 

natural gas, including both the technical availability of resources and the cost of extraction.  

 

Limitations 
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The supply cost curve generated for natural gas relies to a large extent on highly aggregated 

studies including Rogner (1997) and Rogner et. al (2012), meaning techno-economic 

characteristics of individual categories of both conventional and unconventional gas are not 

fully considered. In short, both conventional and unconventional gas economics should 

ideally be done at a highly disaggregated field-/play-level. The aggregation of all 

unconventional gas also highly simplifies huge regional variations, particularly in terms of 

supply costs, with accumulated production experience over time crucial. This aggregation 

also means that MESSAGE cannot track upstream individual process emissions in the same 

way that TIAM-UCL can, which can be crucial for generating future pathways for natural gas 

given the large range of potential methane leakage etc. from different stages of the gas supply 

chain. 

As with REMIND, the ability of MESSAGE to coherently model natural gas techno-

economic and market dynamics, is limited by its regional aggregation which undermines its 

effectiveness to be used in conjunction with a bottom-up gas field model. For example, the 

aggregation of Australia and Japan in the Pacific OECD region combines the former which 

by 2020 is projected to have the largest LNG liquefaction capacity with the latter who are 

historically the largest importer of LNG (Japan) (IGU, 2015).  

 

4.3.5 Integrated Model to Assess the Global Environment (IMAGE) 
 

General Structure and Modelling Method 

The Integrated Model to Assess the Global Environment (IMAGE) is a multi-module, soft-

linked ‘human’ and ‘natural’ system model. The individual modules are heavily 

interdependent; “human activities on the Earth system and by the impacts of environmental 

change in the Earth system on the Human system” (van Vuuren and Stehfest, 2014). As with 

POLES and TIAM-UCL, exogenous socio-economic drivers determine levels of energy 

demand, which are satisfied in a separate energy supply and demand module, TIMER (Van 

Vuuren et. al, 2008). In the latest version of IMAGE, the human system modules are split into 

26 regions.  

IMAGE is a simulation model and runs with myopic uncertainty (i.e. simulations are run in 

each time-slice without being able to see future demands, costs, etc.). The model includes 

endogenous technological learning in the form of a ‘learning-by-doing’ function; in short, as 

cumulative production (experience) increases, costs fall (van Vuuren et. al, 2014a). The 

overall structure of the energy supply and demand modules is such that energy demand is 

always met, with simulations ensuring prices are sufficient to bring online enough energy 

supply. In the energy supply module, two counteracting forces work against each other: 

resource depletion which makes primary energy costs more expensive and the previously 

mentioned cost reductions from cumulative production via an endogenous learning-by-doing 

function.  

 

Representation of natural gas 
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Natural gas reserves and resources are represented relatively simply, with disaggregation only 

into two broad categories: conventional and unconventional. Within the supply module, 

production costs assume that the cheapest resources are exploited first and then as these are 

depleted, more expensive assets are developed. From the model documentation, IMAGE 

appears to rely on Rogner’s (1997) global hydrocarbon resource and cost assessments, as well 

as a subsequent study in 2006 (PBL, 2016).   

As mentioned in the limitations section, there is also no explicit modelling of natural gas 

trade infrastructure.  

 

Strengths  

IMAGE has a significant advantage over other energy-economic-environment models 

discussed in this section, in terms of its assessment of the impacts of ‘human systems’ 

including: climate impacts, agricultural impacts, water stress, terrestrial and aquatic 

biodiversity, flood risks, land degradation, ecosystem services and human development. This 

ability to model not only emissions but also the overall impact of emissions concentrations 

on the overall biosphere, was one of the reasons IMAGE was used to develop the 

representative concentration pathway 2.6 (generally consistent with meeting 2oC or less). 

Additionally, van Vuuren et. al (2008) used IMAGE to generate probabilistic spreads of 

greenhouse gas emissions under various socio-economic and policy-based pathways. The 

study utilised Monte Carlo analysis to determine, for example, a range of fossil fuel resources 

which could be consumed under the different narratives, as well as the implications for 

supply cost curves which the resource availability uncertainty yielded.   

 

Limitations 

In comparison to other IAM’s (MESSAGE, TIAM-UCL) which are structured around a 

reference energy system (RES), IMAGE has far less sectoral detail in terms of the 

technologies which satisfy energy service demands. For example, whilst the industrial sector 

is split into heavy industry (cement and steel production) and other light industry, TIAM-

UCL has 6 separate energy service demands for industry, as well as 14 energy service 

demands covering the services/commercial sector, as opposed to singular aggregation in 

IMAGE (van Vuuren et. al, 2014b). This has significant implications where explicit 

technology efficiencies are missing and the concurrent impact this has on energy service 

demands (van Vuuren et. al, 2014b, p. 85). 

As with MESSAGE and REMIND, natural gas reserves and resources are highly aggregated 

in IMAGE; gas resources are split into conventional and unconventional, without any further 

separation. Additionally, the assessment of both resource availability and costs is static and 

highly aggregated.  

Whilst there is a regional trade element to the energy system module in IMAGE, it is 

“generic” in the sense that actual infrastructural constraints are not taken into account and 

instead a cost mark-up is implemented to “reflect geographical, political and other constraints 

in the interregional fuel trade” (van Vuuren et. al, 2014a, p. 102). This limitation of not 

representing the crucial role of capacity also extends to supply costs; both production 
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capacity and trade infrastructure capacities (or lack of them) are now key drivers of natural 

gas commodity prices, which is overlooked in IMAGE (van Vuuren et. al, 2014a). For 

example, field supply costs for some major projects currently under development have to 

include infrastructural investments, which are required to transport the gas, either to domestic 

or international markets. Thus, the actual cost of natural gas extraction may not be 

prohibitive, but instead the isolated nature of the asset and/or a lack of domestic demand.  

 

 

4.3.6 World Induced Technical Change Hybrid model (WITCH) 
 

 General structure and modelling method 

WITCH has two core hard-linked modules which represent the economy and the energy 

system. An external climate module (MAGICC) is used (as with TIAM-UCL, MESSAGE 

and REMIND) to convert energy system emissions into emission concentrations and radiative 

forcing (i.e. temperature increase) pathways. However, unlike TIAM-UCL, MESSAGE and 

REMIND, these climate impacts are then used as parameter inputs into damage functions 

which are fed back into the economic module, therefore impacting global economic growth, 

human health, etc., depending on the response of the economic system to mitigate for these 

impacts (Emmerling et. al, 2016; Bosetti et. al, 2007). 

The solution of WITCH allows for a set of “optimal mitigation and adaptation strategies” 

which maximise social welfare for each region (i.e. need not be a global optimal solution) 

based on a set of investment decisions (including mitigation measures in the energy system) 

which allow energy demand to be met and economic welfare to be maximised (Emmerling et. 

al, 2016; Bosetti et. al, 2007).  

The core economic sector is underpinned by each regions optimisation (maximisation of 

social welfare) of investments to meet energy demand and investments in adaptation. The 

gross output of the economy is derived using a nested constant elasticity of substitution 

function, which combines capital, labour and energy service outputs and subtracts damages 

from climate impacts, the costs of mitigating emissions and the costs of producing/importing 

fossil fuels (Emmerling et. al, 2016). 

 

 Representation of natural gas 

Natural gas is modelled simply across the supply chain in WITCH. From the limited 

information available, there seems to be very little disaggregation of natural gas into different 

geological categories (the only differentiation appears to be a distinction between 

conventional and unconventional natural gas) or regional variations in costs and/or 

availabilities of gas and the key drivers of these. Additionally, production between two time-

slices in WITCH appear to be governed by neoclassical economics (i.e. perfect competition) 

and therefore the optimal output of a region is determined by the marginal cost of production, 

i.e. where supply and demand equilibrate (Emmerling et. al, 2016). In reality, the cost and 

availability of a given resource base is also determined by constraints including the speed at 
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which production can be ramped-up or down (i.e. growth and decline parameters), which are 

not represented in WITCH. As discussed subsequently, there is no representation of natural 

gas trade or supply chain emissions in WITCH.   

  

Strengths 

A key strength of WITCH is the incorporation of a damage function which transforms 

concentrations of emissions from the energy system/land-use modules into climate change 

impacts including sea level rise, water scarcity and pollution and extreme events including 

droughts etc. These can then be fed back into the global economic system in order to assess 

the loss of societal welfare (i.e. damage) from climate change and the ability of human and 

earth systems to adapt (Bosetti et. al, 2007; Emmerling et. al, 2016). This hard linkage 

between the economy, the energy system and the climate is a key strength of WITCH, as 

feedbacks between each element of the energy-environment-economy systems are of 

fundamental importance in estimating the uncertainties surrounding the future impacts of 

climate change and our ability to adapt and mitigate.   

Another key strength of the WITCH model is the endogenous link between investments in 

research and development (R&D) and improvements in efficiencies and costs. In particular, 

WITCH allows the spill-over of knowledge accrued through investment and experience (i.e. 

there are endogenous two-factor learning curves present in the model which endogenously 

reduce costs/improve efficiencies depending on the technology), not just within regions, but 

between them (Emmerling et. al, 2016).  

 

Limitations 

As with IMAGE, the strength of hard-linking the economy, energy system and climate 

system (including feedbacks between the three), means that WITCH has a limited 

representation of the energy system in terms of sectoral disaggregation, technology 

representation and the representation of the resources. For example, there is a single 

aggregated “non-electric” sector modelled as a single entity, including the industrial, 

residential, and commercial sectors. This means WITCH, as with IMAGE, lacks the bottom-

up technologically explicit representation of the energy system possessed by MESSAGE and 

TIAM-UCL.  

There are numerous simplifications in WITCH when it comes to the representation of natural 

gas across the supply chain. Firstly, there is no representation of natural gas trade (Cherp et. 

al, 2013; Emmerling et. al, 2016), which will be a key aspect in the future role of natural gas 

in the energy system. Another key limitation of the WITCH model is the absence of any 

representation of upstream supply chain emissions for natural gas (Emmerling et. al, 2016). 

Given the large range of uncertainty surrounding natural gas supply chain emissions and 

leakages, the role of natural gas, particularly in any future energy system decarbonisation, 

requires an analysis of the uncertainties surrounding upstream fugitive emissions (Balcombe 

et. al, 2017; Balcombe et. al, 2015; Schwietzke et. al, 2014; Alvarez et. al, 2018; EPA, 2017).  
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4.4 Conclusions  
 

This Section concludes Chapter 4 by summarising the research gaps identified in Section 4.2 

(modelling covering gas markets in detail) and 4.3 (wider energy system models). In order to 

model uncertainties in natural gas markets and longer-term supply and demand pathways for 

natural gas, two models are used: a new global gas production, trade and annual pricing 

model (GAPTAP) constructed for this thesis and the existing (but altered) TIMES Integrated 

Assessment Model at University College London (TIAM-UCL). These models are soft linked 

to ensure consistency of inputs/outputs and together will allow a robust exploration of the 

research questions posed in Chapter 1.3. 

 

4.4.1 Research gaps in current modelling of gas market uncertainty 
 

This section summarises the research gaps identified in the modelling review in Section 4.2, 

and which relate to the research questions posed in Chapter 1.3. Section 4.4.1 then concludes 

with Table 4.2 which identifies the key features of each model reviewed in Section 4.2 and 

introduces a new global gas production, trade and annual pricing model (GAPTAP).  

On the demand side, some of the stand-alone models either use exogenous demand 

assumptions from other modelling outputs or use macro-economic and socio-economic 

parameters as standalone drivers of natural gas demand. This thesis incorporates a field-level 

assessment of supply cost curves and inputs these into the TIAM-UCL energy system model. 

This ensures there is soft-link consistency between the costs applied in GAPTAP and those 

input into TIAM-UCL to generate demand pathways for natural gas under a range of 

scenarios.  

Some of the models reviewed consider various indexation formulae for natural gas price 

formation mechanisms. For example, Hartley (2016) at Rice University (RWGTM) assessed 

the impact of historical oil indexation and compared this to other forms of indexing natural 

gas (e.g. to the Henry Hub price). However, there has been limited assessment and 

quantification of longer-term uncertainties for the supply and demand of oil on both 

internationally traded natural gas price formation mechanisms and on domestic price levels. 

There is a gap in the literature for assessing and quantifying the levels of associated gas 

production consistent with various decarbonisation pathways and the concurrent impact on 

domestic and international gas prices. Additionally, the competitiveness of oil indexed long-

term contracts against spot volumes under oil demand destruction with more stringent carbon 

reductions is an area which has yet to be developed in detail. 

The role of fiscal regimes is also an area where novel insights are provided in this work. In 

the architecture of most gas models, fiscal and tax regimes are either not modelled at all 

(GGM, COLUMBUS, INGM) or relatively statically, with either a single assumed taxation 

rate on revenue and/or profit streams (IEA WEM, RWGTM, FRISBEE), or as an 

exogenously assumed total estimated recovery in proportion to initial field reserves (Crow et. 

al, 2018a). The modelling in this thesis introduces new insights into fiscal regimes, by 

conducting scenarios where tax revenues change in response to a range of parameters: 
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demand, oil prices, gas prices, production, subsidies, etc. This also includes an analysis of the 

impact on government revenue streams from uncertainty in future royalty and profit tax rates. 

Additionally, there is scope to explore uncertainty in future government revenue streams 

from natural gas operations by altering expenditure on subsidies, whether direct (e.g. on both 

supply-/demand-side which artificially lowers costs/prices for the producer/consumer, 

respectively) or indirect (e.g. tax exemptions/reductions). A bottom-up analysis of changing 

government revenues from removing fossil fuel subsidies for natural gas would provide a 

significant addition to current literature. Additionally, the potential CO2 savings from 

removing these subsidies would provide a more granular approach than the use of the 

REMIND energy system model in Jewell et. al (2018).  

Several modelling efforts allow long-term contracts to compete against spot supplies for the 

duration of the contracts (Hartley, 2013; Hartley, 2015; IEA, 2017; Guo and Hawkes, 2019; 

Guo and Hawkes, 2018). However, the application of competing spot and contracted natural 

gas trade, in a framework that also considers changing demand and price formation 

mechanisms in domestic markets, is missing from the literature. For example, the removal of 

regulated gas pricing in Middle Eastern countries could feasibly reduce demand for natural 

gas as the price iterates upwards and could lead to higher levels of gas available to export on 

international markets. Additionally, allowing the endogenous extension of current long-term 

contracts under imperfect information if these are competitive against spot supply would 

provide a significant extension to the current literature.   

To summarise the conclusions in this Section, Table 4.2 identifies which models account for 

some key gas market mechanisms discussed in this Chapter:  

• Representation of uncertainty in upstream taxation and different fiscal regimes 

• Representation of long-term contracts, both in terms of volume and price formation 

• Domestic price formation mechanisms 

• Dynamic competition between long-term contracts and spot supply for international 

gas markets 

• Seasonality of gas demand 

• Drivers of development costs for undeveloped natural gas fields/plays 

• Representation of costs at the end of a producing assets’ lifetime (i.e. 

decommissioning) 

• Supply-side (production) subsidies 

• Representation of different regional market structures: 

o Market power  

o Imperfect information  

o Inter-/intra-regional variations in gas market structures 

For reference, the final model in Table 4.2 is a new field-level gas production, trade and 

annual pricing model (GAPTAP) developed as part of this thesis. The following two Chapters 

provide detailed description of some of the crucial building blocks of GAPTAP, which 

facilitates a bottom-up analysis of key uncertainties in future gas markets.  
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Table 4.2: Gas market mechanisms accounted for by models reviewed in Section 4.2 

Model 

Developer and 

model name 

Taxation 

and fiscal 

regimes32 

Long-

term 

contracts 

Domestic 

price 

formation 

mechanisms 

Internationally 

traded price 

formation 

mechanisms 

Seasonality 

of gas 

demand 

Field 

development 

cost drivers 

Upstream 

decommissioning 

of assets (field 

abandonment) 

Supply-side 

(production

) subsidies 

Representation of 

market structure, 

market power 

and/or imperfect 

information 

IEA – World 

Energy Model 

(WEM) 

✓ ✓ ✓  ✓ ✓    

EIA – 

International 

Natural Gas 

Model (INGM)  

  ✓  ✓ ✓ ✓
33   

EWI - Global 

Gas Market 

Model 

(COLUMBUS) 

    ✓    ✓ 

DIW - Global 

Gas Model 

(GGM).  

    ✓    ✓ 

Rice 

University 

World Gas 

✓ ✓  ✓  ✓   ✓ 

 
32 In its most simplistic form, this indicates whether the model in question takes into account a singular rate of taxation into any assessment of costs and/or revenue streams.   
33 Retirement costs are applied for pipelines, processing, storage, and LNG tankers, but not individual producing assets 
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Trade Model 

(RWGTM)  

GECF – 

Global Gas 

Trade Model 

(GGTM) 

 ✓  ✓  ✓    

CREE - 

Framework of 

International 

Strategic 

Behaviour in 

Energy and the 

Environment 

(FRISBEE) 

✓     ✓   ✓ 

Combination of gas market characteristics in a new Gas Production Trade and Annual Pricing Model (GAPTAP) developed for this thesis  

GAs 

Production 

Trade and 

Annual Pricing 

model 

(GAPTAP) 

✓ ✓ ✓ ✓  ✓ ✓ ✓ ✓ 
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4.4.2 Research gaps in the representation of natural gas in wider energy system 

models 
 

This section discusses the rationale for using an energy system model in conjunction with the 

new field-level gas production, trade and annual pricing model (GAPTAP) introduced in 

Section 4.4.1. 

As mentioned repeatedly throughout Section 4.3, there are significant benefits of generating 

future pathways for natural gas supply and demand from a whole energy system model. 

Resulting pathways of consumption and production of natural gas are explicitly linked to the 

cost, availability, efficiency etc. of a whole range of competing technologies and energy 

commodities, as well as any overarching carbon budgets and climate targets.  

Several aspects of natural gas markets and resources were consistently missing from the 

models reviewed in Section 4.3. These include: 

• Price formation mechanisms 

• Fiscal regimes 

• Production and consumption subsidies 

• Different market structures 

• Intra-regional gas market interactions 

Therefore combining the strengths of a whole energy system model with a bottom-up gas 

market model will allow for new insights into future gas supply and demand pathways, under 

some of the key uncertainties identified by the research questions (Chapter 1.3). In short, the 

limitations of one model can be mitigated by the strengths of the other. 

From the five models reviewed in Section 4.3, a significant contribution of this work to 

energy system modelling literature is applying a robust empirical bottom-up analysis of the 

drivers of upstream natural gas supply costs. Section 4.3.1 noted that work by McGlade 

(2013) in TIAM-UCL included a representation of the uncertainties surrounding the 

availability of different categories of natural gas. The work in this thesis provides new 

insights by identifying the drivers of natural gas upstream supply costs using a bottom-up 

field-level approach and deriving statistically significant parameters across different regions 

and resource categories. Additionally, the representation of production growth and decline 

from different geological categories in an energy system model is either modelled very 

simply across entire categories (MESSAGE, REMIND, POLES, IMAGE, WITCH) or using 

relatively aggregated high-level decline and growth data (TIAM-UCL). This thesis improves 

this representation by analyzing field-level data and applying these in the energy system 

model TIAM-UCL. For example, the rate at which shale gas declines was explored using data 

from individual wells in the United States and input as a constraint in TIAM-UCL. This is 

discussed in more detail in Chapter 8, with the natural gas supply cost curves and production-

decline analysis derived in this work also used in Pye et. al (2020). 

Section 4.3 and Welsby (2018) identified the importance of ensuring soft-link consistency if 

using two different models with interdependent inputs/outputs – in this case a bottom-up 

field-level model and an energy system model. This thesis provides that consistency, as well 
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as identifying empirical drivers of field supply costs both for developed and undeveloped 

accumulations of natural gas.  

There are two main advantages of using an ‘in-house’ global energy system model. 

Firstly, with an in-house model, the range of input parameters are fully transparent. For 

example, if a certain gas demand is taken from a scenario generated by another model and 

used as an input into GAPTAP, the constraints and parameters that contributed to that 

demand would not necessarily be publicly available.  

Secondly, the consistency of inputs between the two models used in this thesis, can be 

guaranteed. Due to the soft-linkage between TIAM-UCL and GAPTAP, consistency between 

both models is of fundamental importance (e.g. where the same inputs have been used across 

both models, or where the output of one model is used as an input into the other).  

 

4.4.3 Summary of review 
 

This Chapter has reviewed existing modelling literature which covers natural gas supply and 

demand on a global scale.  The modelling methods employed by each model were discussed, 

with the strengths and limitations of each model considered and research gaps which link to 

the research questions in Chapter 1 were identified. The construction of a new field-level gas 

production, trade and pricing model, GAPTAP, was introduced in Table 4.2 and aims to fill 

some of the research gaps identified in this Chapter by combining some of the gas market 

mechanisms which current models do not take into account into a novel research tool. 

Additionally, Section 4.3 discussed wider energy system and integrated assessment models, 

identifying some key gaps in terms of their representation of natural gas resources and 

markets. Section 4.4.2 also discussed how a field-level model (GAPTAP) capable of 

providing novel insights into the drivers of upstream natural gas supply costs could be soft-

linked with an energy system model (TIAM-UCL) in order to quantify longer-term 

uncertainties for gas supply and demand, particularly in the context of future energy system 

decarbonisation. 

The following Chapters discuss the creation of two new field-level databases for natural gas, 

which facilitate a novel process of estimating the cost of undeveloped natural gas fields and 

remaining volumetric estimates of natural gas including the significant uncertainty attributed 

to these volumes, not just at an aggregated country level, but in some cases at a field-level. 
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Chapter 5: Constructing bottom-up cost databases 
 

5.1 Introduction 
 

This Chapter addresses the need to construct a novel bottom-up database of costs 

across the upstream and midstream sections of the gas supply chain, to address the research 

questions posed in Chapter 1. For the most part, cost data relating to upstream operations is 

commercially sensitive and privately held/curated by energy consultancy firms including 

Wood Mackenzie, Rystad and IHS. Therefore, an extensive literature review was conducted 

to firstly construct a new database of field-level natural gas supply costs and secondly to use 

this database to generate novel insights into the drivers of field development supply costs, 

both for developed, and crucially undeveloped, gas fields where no public data is available. 

These insights allow crucial inputs into the modelling conducted in this thesis, including a 

novel translation of empirically derived drivers of field-level supply costs into a global 

energy system model. 

Section 5.2 discusses some of the key components of supply chain costs. Section 5.3 then 

discusses available cost data from the literature and any discrepancies amongst these. 

Appendix 1 provides a detailed breakdown of publicly available sources of field-level cost 

data for different categories of natural gas. Section 5.4 describes the creation of a new field-

level cost database for conventional and unconventional gas, and the application of these 

costs to fields for which data could not be found, using a linear regression model, and the 

creation of cost depletion curves. Section 5.4.1.4 provides some validation of the field-level 

cost ranges by comparing the outputs from the regression model to cost ranges suggested by 

the IEA. 

Section 5.5 introduces associated natural gas and trade infrastructure costs. Section 5.6 then 

concludes with some key findings. The construction of a field-level database was crucial for 

two main reasons. Firstly, it provides insights into the drivers of field development costs for 

various geological categories of natural gas. Secondly, the database of field-level costs could 

be aggregated and input into an energy system model, generating a soft-link input-output 

consistency with the new field-level gas production, trade and annual pricing model 

(GAPTAP) introduced briefly at the end of Chapter 4.    

 

5.2 Supply chain cost components 
  

5.2.1 Upstream 
 

As discussed in Chapter 2.2.4-5, upstream costs include any expenditure from exploration to 

ensuring the gas is of sufficient quality to ensure it can be transported without undermining 

the structural/operational integrity of any pipelines/LNG infrastructure.  
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5.2.1.1 Exploration Costs 
 

Exploration costs include any expenditure associated with the search for natural gas 

accumulations which could prove commercially viable. This can be either in undiscovered 

accumulations, or in already discovered formations where additional reservoir analysis may 

be necessary.  

 

5.2.1.2 Field development and operational costs 
 

Field development and operational costs can be split into two main areas: 

• Capital expenditure (CAPEX) which includes sunk costs on drilling wells and any 

additional infrastructure, and including the cost of capital (discussed in Chapter 2.2.5) 

• Operations and maintenance (O&M) expenditure associated with the production 

facilities and extraction 

 

5.2.1.3  Initial gathering, separation, and processing costs 
 

There are infrastructure and separation costs involved in natural gas extraction, which fall 

between the upstream and midstream stages. Because natural gas cannot generally be 

transported until it is processed, processing costs etc. are included in the upstream sector (see 

Chapter 2.2.3)..  

For associated natural gas, infrastructure must be available – and sufficient demand 

downstream – for utilisation levels to be high. The absence of this infrastructure, particularly 

in regions where oil fields are isolated (e.g. Russia) and/or consumption demand is low due to 

limited energy access (e.g. Nigeria) results in larger volumes gas being flared or vented 

(EPA, 2015; GGFR, 2009; EBRD, 2013; World Bank, 2017; IPCC, 2006). For 

unconventional natural gas, additional expenditure is required to remove any liquids from the 

well to ensure sufficient flow rates. Some examples of gathering and processing natural gas 

discussed in Chapter 2.2.1 are shown in Table 5.1. 
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Table 5.1: Processing requirements and costs for a range of natural gas categories 

Natural gas field type Separation and processing requirements Costs associated with midstream 

activities 

Outputs  

Associated and wet gas • Separating natural gas from the oil 

stream 

• Removing heavier hydrocarbons, 

including NGLs (EIA, 2012) 

• CAPEX and OPEX for gathering 

and processing facilities 

(pipelines need to be capable of 

transporting unprocessed gas, oil 

and NGLs) 

• Crude oil 

• Dry natural gas 

• NGLs 

• Carbon dioxide and 

methane (from flaring, 

fugitive emissions) 

Dry sour gas • Removing hydrogen sulphide (H2S)  • CAPEX and OPEX for 

processing and treatment 

facilities (pipelines need to be 

corrosive-resistant)  

• Hydrogen sulphide 

• Natural gas 

Dry sour gas with high concentrations of 

carbon dioxide (CO2) 

• Removing CO2 from the natural gas 

stream  

• CAPEX and OPEX for 

processing and treatment 

facilities (e.g. CO2 needs to be 

removed from gas stream in 

liquefaction terminals to avoid 

blockages) 

• Natural gas (CH4) 

• Carbon dioxide (if there 

is high CO2 content this 

can be sequestered or 

injected back into the 

field to increase reservoir 

pressure)34 

Dry natural gas • Dry non-associated natural gas 

generally still requires some degree 

of processing to remove any 

impurities and ensure it meets 

pipeline distribution standards 

• CAPEX and OPEX for 

processing and treatment 

facilities 

• Dry natural gas  

 

 
34 Examples include the Sleipner CO2 storage in Norway (Kapetaki and Scowcroft, 2017), the former CO2 removal testing and reservoir storage at BP and Sonatrach’s In 

Salah gas and oil fields in Algeria (MIT, 2016) and Chevron’s proposed sequestration of high CO2 concentrations from its Gorgon gas field assets (Chevron, 2016)   
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5.2.2 Midstream 
 

Midstream processing and transportation capital and operating costs depend largely on: 

• The existing capacity available (i.e. how much CAPEX in new capacity is required) 

• The location of the upstream resource, particularly if the gas field is offshore 

• The efficiencies and age of the respective plants  

 

5.2.2.1 Pipeline transmission and transportation costs 
 

Midstream pipeline transmission costs are associated with the major pipeline ‘arteries’ which 

transport gas from major production, processing or import centres, to downstream 

distribution companies or directly to large scale consumers (e.g. power generators). Major 

transmission pipelines require operation and maintenance expenditure to ensure the pipeline 

maintains its integrity (i.e. minimise any leakages) and ensure compressor and booster 

stations are functioning. If these transmission pipelines cross international borders, the host 

countries are also entitled to transit tariffs, which are an important factor in negotiations over 

new (and existing) pipeline routes.  

The CAPEX associated with pipelines can vary significantly, especially if there are 

geopolitical or geographical barriers, resulting in alternative export routes or technologies 

(i.e. LNG) being considered. This is discussed in more detail in Section 5.5.2.
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5.2.2.2  Liquefied Natural Gas (LNG) infrastructure and shipping costs 
 

If the natural gas is destined for a liquefaction terminal, more costs are associated with 

processing and preparing the gas for loading onto an LNG tanker and are briefly discussed 

below. For reference a more in-depth analysis of the LNG cost data utilised in the modelling 

in this thesis is discussed in Section 5.5.2.2.  

The liquefaction of natural gas is undertaken to exploit the economies of scale of transporting 

larger volumes of gas. However, this is a multi-stage, energy intensive process (CCNR-

OCIMF, 2010, p. 395): 

• Liquefaction plants often include the same separation, processing, and treatment 

facilities as described in Section 5.2.1.3 

• Energy inputs are required for the refrigerant to reach methane’s boiling point of – 

162oC 

• Increased consumption of energy inputs in the liquefaction process has been identified 

in extremely warm climates, given the difficulty in keeping the refrigeration facilities 

cool and maintaining efficiency, e.g. ambient temperatures in Qatar vis-à-vis Norway 

(Jackson et. al, 2017) 

 

Specially designed tankers are required to transport LNG, which are generally leased on daily 

rates. These vary in capacity from less than 70,00m3 to the new Q-Max tankers which have 

capacity greater than 260,000m3 (of liquefied methane) (McGlade et. al, 2014; UNECE, 

2014).  

It should be noted here that once the LNG reaches its destination, it must be unloaded and 

regasified in a designated import facility, which, as with liquefaction technologies, incurs 

operation and maintenance expenditure.  

The new wave of capacity from the US and particularly Australia has seen a significant 

divergence in liquefaction capacity costs (Songhurst, 2014; IGU, 2015; IGU, 2016), driven in 

large part by: 

• Techno-economic complexities of some integrated projects, particularly if the project 

is isolated/offshore 

• Increased demand for engineering, procurement, and construction (EPC) contractors, 

thus inflating costs 

• The brownfield conversion of existing US regasification (import) facilities into 

liquefaction (export) terminals has given the US a significant CAPEX advantage over 

Australia.  

 

Section 5.5.2.2 discusses the range of investment and operational costs for LNG 

infrastructure and particularly the regional variations seen in recent years. 

 

5.2.3   Downstream Costs 
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The downstream natural gas supply chain involves transporting the gas to end-use consumers. 

Often this is done by large scale utility companies, who use the distribution grids (small, low 

pressure pipelines) to get gas to residential, commercial, and small-scale industrial 

consumers.  

The research questions posed in Chapter 1 require the construction of a new natural gas 

model, which focuses on the upstream and midstream sectors of gas the gas supply chain. In 

short, the focus is on ‘wholesale’ gas prices before distribution to end-use consumers. Due to 

nature of low-pressure distribution networks which bring natural gas to end-use consumers, a 

detailed assessment of these costs would require a model with a large degree of spatial 

disaggregation which is outside of the scope of the research narrative for this thesis. 

However, downstream costs are considered in some form in this thesis, with further 

discussion on how these costs are represented in Chapter 8.
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5.3 Cost data: publicly available data and construction of a new field-level 

database 
 

McGlade (2013) identified that even though there are some outlets for publicly available 

natural gas cost data across the supply chain, a significant barrier remains the interchangeable 

use of cost terminology. For example, the World Bank (2014, p. 14) provides a breakdown of 

a ‘supply cost’ estimate for different gas fields into (per unit) OPEX, CAPEX, processing and 

fiscal costs, in order to generate a ‘minimum wholesale gas price’, where a 15% hurdle rate is 

required.35 The hurdle rate can also be considered the minimum return required based on the 

cost of capital. In this case, the data was laid out in such a way that processing and fiscal 

costs could be removed to yield a supply cost consistent with the definition given in 2.2.5.1. 

However, other estimates of a ‘breakeven’ supply cost with a certain pre-requisite return on 

investment cannot be easily disaggregated and therefore could not be used, to keep 

terminology consistent. This was particularly the case for several studies conducting field-

level analysis of onshore conventional and unconventional projects in Canada and play-level 

economics for shale gas extraction in the United States (NEB, 2008; Ikonnikova et. al, 2015a; 

Ikonnikova et. al, 2015b; Gulen et. al, 2013).  

The IEA (IEA, 2013; IEA, 2012; McGlade, 2013; IEA-ETSAP, 2010) provides supply cost 

ranges for different categories of natural gas, however these are highly aggregated and 

provide no indication as to how these costs manifest across the resource base on a country-to-

country basis. Additionally, the EIA FRS (2011) provides CAPEX and lifting costs at a 

regional level. Whilst it is possible to divide these by overall production in each year to give a 

per unit production cost for each region provided, the figures provided are an aggregated oil 

and gas average and therefore it is extremely challenging to isolate natural gas (without 

significant and limiting assumptions). 

Part of the work underpinning this thesis has included the construction of a cost database at a 

field-level. Critical to this was to review the different components of costs which occur along 

the natural gas supply chain and generating a consistent definition of these, as discussed in 

Chapter 2. Section 5.3.1 and 5.3.2 give a brief discussion of some of the field-/play-level data 

available for non-associated conventional and unconventional natural gas. 

For reference, Appendix 1 provides more information on the database of field-level costs 

constructed as part of this thesis.  

 

5.3.1 Conventional natural gas database 
 

Supply costs for individual fields were collected from a widespread literature review, with 

extra emphasis placed on consistency in what a ‘supply cost’ is, generating a database of 

around 340 data-points (some of which were investment or O&M costs only, but were 

combined if the definitions were consistent with those laid out in Chapter 2, to yield an 

aggregate ‘supply cost’). As mentioned in Chapter 2.2.5.1, supply costs are defined as “all 

 
35 Required minimum rate of return on an investment. 
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CAPEX and OPEX from exploration through production, but with no transportation or fiscal 

regime costs” (McGlade, 2013; Anandarajah et. al, 2011). It should be noted that fiscal 

regimes are covered in detail in this work in Chapters 10-11. The data collection and analysis 

was based on this definition for ‘supply costs’ being robustly and consistently applied, which 

to some extent removed the uncertainty/limitations from generating a field-level database 

from a range of sources.36 These were then used to generate costs for the remaining fields in 

the extended database, by applying a linear regression model, generating more than 500 

individual field supply costs for conventional non-associated fields. Further discussion on the 

results of the linear regression model outputs and a comparison to IEA data, is shown in 

Section 5.4. The derivation of field costs used a publicly available gas field database which 

provided initial estimates of reserves and resources, reservoir depth and whether the field is 

onshore or offshore (NETL, 2014). This database was significantly extended for this thesis, 

including providing data for key inputs to use in regression models: 

• Reservoir depths have been added where missing 

• Water depths have been added for offshore fields 

• Production start years 

• For fields not currently producing but with an identified start year, this has been 

added  

• Production values for 2015 for fields in operation 

• Whether the field is sweet or sour, as defined in Chapter 2.2.1 

• Whether there is any technical risk associated with the development and/or continued 

production from the field.37 

 

In some cases, publicly available data sources yielded their own already aggregated ‘supply 

cost’. These were added to the database as long as any divergence in definition could be 

accounted to keep the definition of ‘supply cost’ consistent (EBN, 2015; World Bank, 2014; 

AER, 2016; NEB, 2009; IHS, 2015; EY, 2014).38  

However, the database also contains data points where the literature refers to CAPEX and 

OPEX separately. As mentioned in Chapter 2.2.5.1, the upstream field supply cost in this 

thesis is defined as development CAPEX of the project, adjusted with an assumed project-

specific cost of capital, divided by the expected producible reserves in the field (yielding a 

per unit CAPEX), plus the operating expenditure (lifting cost). For the unit CAPEX part of 

supply cost, an additional distinction based on the size of the field is assumed, to try to better 

reflect CAPEX per additional unit of reserves brought online (see Table 2.1 in Chapter 2.2.3 

for more detail). The CAPEX of ‘large’ and ‘giant’ fields was divided by 1P reserves. For 

‘large-giant’ and ‘super-giant’ fields, CAPEX for specific projects in the field was divided by 

an assumed cumulative production value across the lifetime of that project (standard of 20 

years, but varied depending on how long the field has been in production). This was due to 

the fact that some fields (e.g. North Field - South Pars complex) would have yielded supply 

 
36 For reference, a detailed description of the sources used to generate these field-level supply costs can be found 

in Appendix 1. 
37 Technical risk is defined as a field/project exhibiting any of the sub-categories of technical risk defined by 

della Vigna et. al (2010). 
38 E.g. some sources include fixed O&M costs (including taxation or royalties) in their analysis of supply costs 

which are subtracted to ensure the definition is consistent with that stated above 
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costs (CAPEX and OPEX) of less than $0.5/MMBtu if total producible reserves were used on 

the denominator, which is less than the upper bound range of OPEX only costs suggested by 

Lochner and Bothe (2009). To counter this, a theoretical peak production level is summed 

across an assumed 20-year horizon and investment costs are then divided by this figure 

instead; from the constructed cost database, this yields supply cost estimates from the North 

Field/South Pars of $1.97-2.31/MMBtu.3940 Additionally, the scale of the supergiant gas 

fields requires development in stages, meaning the investment cost for each stage can be 

assumed to be an independent project and thus dividing the investment by the recoverable 

reserves of that ‘project’ maintains consistency with the method for estimating supply costs 

from smaller (i.e. large and giant) fields. Although some of the investment costs generated in 

the database are pre-2015 (base year of the new Gas Production Trade and Annual Pricing 

Model (GAPTAP) briefly introduced in Chapter 4 and discussed in detail in Chapter 10), the 

division of this cost by field reserves or an assumed lifetime production level, generates a 

long-run constant per-unit CAPEX, with the field lifetime and the cost of capital assumption 

adjusted accordingly; this is considered a best practice method given data limitations.  

 

5.3.2  Unconventional natural gas database 
 

Large-scale annual production (> 30 bcm) of unconventional gas has only been achieved in 

three countries: the United States, Canada and China (IEA, 2019). The United States is by far 

the largest producer of unconventional gas, due in large part to decades of fiscal incentives 

(usually in the form of tax credits) and research and development in the specialisation of 

horizontal directional drilling technologies (Aldy, 2013; Wang and Krupnick, 2013). 

Crucially, efficiency and cost reduction gains for shale gas rely on the drilling of thousands of 

wells, particularly focusing on ‘sweet spot’ (i.e. the most productive) areas of the play 

(Medlock, 2012; McGlade et. al, 2013). For example, Figure 5.1 shows the two most (Tier 1-

2) and least productive (Tier 7-8) shale gas wells in Pennsylvania; of particular interest is the 

concentration of productive wells around ‘sweet spot’ regions, but also that some wells are 

unproductive, reflecting the heterogeneous nature of unconventional gas production, even in 

highly productive locations.  

 

 

 

 
39 i.e. ∑ Production Capacity(t=t:t+20). Whilst this is a simplification and a whole range of factors could prevent a 

particular project from reaching peak production in any given year, it does at least allow the representation of 

individual projects within the large-giant and super-giant gas fields.  
40 IHS indicate a supply cost of $2/MMBtu including liquefaction for the Qatari North Field (New York Times, 

2015) 
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Figure 5.1: Location of Pennsylvania shale gas wells based on productivity after ≥ 6 months 

production 

Source: PADEP, 2015; author modifications in QGIS 

 

5.3.2.1  Shale gas 
 

Shale gas production and cost data in the United States is relatively extensive and can be 

disaggregated to an individual well level. There have been many studies, particularly by the 

Bureau of Economic Geology (BEG) which have delineated shale plays in the United States 

into heterogeneous production tiers. These studies have focused on estimating the breakeven 

economics of individual wells using various cost and geological parameters (Browning et. al, 

2013; Gulen et. al, 2013; Ikonnikova et. al, 2015a; Ikonnikova et. al, 2015b).  

The EIA (2016, 2018) provide a range of CAPEX and OPEX for individual shale gas plays at 

an individual well level, as well as disaggregated production data from which the number of 

wells in each play and drilling rig activity can be inferred. Additionally, for some shale plays, 

extensive monthly well-level production data is available in the public domain, most notably 

for the Marcellus shale formation in Pennsylvania and West Virginia (PADEP, 2015; 

WVGES, 2015). These were all utilised to generate representative production-cost profiles 

for each US shale play. The construction of cost depletion curves and the application of these 

to shale plays outside of North America is discussed in 5.4.2.1.  

Due to a relative lack of development, cost data on shale plays outside of the United States is 

less prevalent in the literature. Medlock (2012) used econometric regression to fit estimated 

ultimate recovery across a range of cost and production profiles from North American shale 
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plays and applied these to three-step technically recoverable resource profiles (30%, 30%, 

40%) for shale plays outside of North America. Additionally, the NEB (2009) and the AER 

(2016) provide a range of supply cost data for the Horn River and Duvernay shale plays in 

Canada.  

 

5.3.2.2 Tight gas 
 

Tight gas often receives less attention across the literature than shale gas, with some reporting 

sources including tight gas within conventional resources (BGR, 2014). The terms tight gas 

and shale gas are sometimes used interchangeably, often due to the techno-economic 

requirement for hydraulic fracturing. However, the permeability (ease with which gas and 

fluids flow through the natural fractures within the rock) and porosity (amount of rock space 

which is void within the fractures, i.e. the concentration of gas within these fractures) tend to 

be higher in shale formations, resulting in two key differences between tight sandstone 

formations and shale, which have a significant impact on the economics of drilling 

(Summers, 2014): 

1. Initial flow rates from shale formations tend to be much higher (i.e. initial steep 

increase in production profile) 

2. The profitable lifetime of a shale gas well is (significantly in some cases) less than a 

tight gas well, due to this higher permeability, meaning higher initial flow rates, but 

also more rapid reservoir pressure decline and thus production decline 

Small amounts of field-level supply cost data are available for tight gas. These include the 

Sulige gas field in China (13-14% of total Chinese production), the Khazzan-Barik 

development in Oman (~ 25% of total Omani gas production) (OGJ, 2017) and the Montney 

tight gas play in Canada (30% of Canadian gas production) (NEB, 2018). Table 5.2 below 

lists a range of tight gas fields/plays in various regions and indicates where supply cost data is 

available from. 
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Table 5.2: Example of tight gas field/play supply costs and public source 

Play/field (Country) Source Estimate, $/MMBtu 

Cooper-Napamerri basin 

(Australia) 

Core Energy, 2015 4.99-6.34 

Timimoun (Algeria) Aissaoui, 2016 4.45 

Montney (Canada) NEB, 2009 2.53-3.40 

China (Sulige) Yang et. al, 2017; Ruilan et. 

al, 2014 

4.63 

Neuquen (Argentina) OGJ/Wood Mackenzie, 2016 4-7.5 

San Juan Basin (USA) INGAA, 2008 5.9 

Mesaverde Group Godec et. al, 2007 3.64 

Mannville (Canada) NEB, 2009 4.85-6.90 

Khazzan (Oman) Krane and Wright (2014), 

Reuters (2013), Gavin/Wood 

Mackenzie (2012) 

4.50-9.15 

 

  

 

5.3.2.3  Coal bed methane (CBM) 
 

Cost data for coal bed methane extraction is limited, partly due to the same overall limitations 

associated with any commercially sensitive information, but also because it only provided 

around 2% of global gas production in 2015 (IEA Unconventional Gas Database). Some 

sources reported play/formation level CBM supply costs for Canada, Australia and the United 

States (AER, 2016; Core Energy, 2015; Swindell, 2007) which at present account for ~ 79% 

of global CBM production (IEA, 2019).41 However, insufficient data was available to apply 

the same regression method as with conventional non-associated, shale and tight gas and 

therefore most of the representation of CBM has been taken from McGlade (2013), albeit 

with recalibrated reserve/resource levels and, where possible, updated costs.  

 

 

 
41 These include the Powder River Basin (US), Mannville and Horseshoe Canyon (Canada) and the Surat, 

Bowen and Gloucester Basins (Australia) 
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5.4 Results from linear regression models and cost database: identifying key 

drivers of field development costs 
 

In order to generate costs for natural gas fields and plays for which no/limited public data was 

available, a linear regression model was applied to a sample of field costs for each sub-

category of gas analysed: onshore non-associated conventional, offshore non-associated 

conventional, unconventional shale and unconventional tight. In each case the number of 

observed samples was at least 30, i.e. n ≥ 30. 

Before analysing the application of the cost databases constructed as part of this work to 

linear regression models, it is important to briefly discuss the various functional forms of a 

linear regression model (shown in Equation 5.1-5.3).  

Linear regression functions come in three main functional forms, for the dependent and 

independent variables, respectively: linear-linear, log-linear and log-log. The functional 

forms are shown in Table 5.3.  
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Table 5.3: Functional forms of linear regression models 

Function form Function  Applicability 

Linear-linear  

 

 

(Equation 5.1) 

 

 

  

A linear dependent and independent variable 

regression can be used for relationships which exhibit 

linearity on the determinant coefficients for a scalar 

dependent variable; for example, weight (dependent) 

and height (independent) variable 

Log-linear  

 

 

(Equation 5.2) 

 

If the linear form of the independent variables best fit a 

logarithmic of the dependent variable, a log-linear 

regression model can be used. However, for the 

dependent variable used in this work, a log-linear 

relationship is not suitable, as any logarithm of a 

supply cost less than 1 would yield a negative cost.   
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Linear-log 
 

 

(Equation 5.3) 

A linear-log regression can be used for any regression 

where the scalar response of a linear dependent 

variable can be explained by the differential of a 

logarithmic independent variable (i.e. a proportional or 

% unit change, derived as the elasticity). Therefore the 

coefficients associated with each logarithmic variable 

(bi, ci,…,zi) can be interpreted as the scalar 

multiplication of the dependent variable for a 1% 

change in the independent variable.  

Log-log  

 

 

(Equation 5.4) 

 

A log-log regression is where any change in the 

independent variable (the differential yielding an 

elasticity) yields a corresponding elastic response in 

the dependent variable, i.e. the % change in the 

dependent variable from a 1% change in the dependent 

variables. As with the above log-linear relationship, 

using a logarithm of a supply cost < 1 would yield a 

negative value and therefore is not appropriate for the 

regression analysis discussed below.     

 

For reference, in Equations 5.1-5.4, the variable y is the dependent variable (or the response variable), xi is the ith independent variables (or 

regressors) and ai:zi are the coefficients associated with a change in the dependent variable for each independent variable. Additionally, εi is the 

error term (i.e. any variations in y not explained by any of the regressors 1:i). For reference, the response of the dependent variable to a unit 

change in the independent variable is the first order differential for that variable, whilst holding all other independent variables constant. 

Therefore if the independent variable is a logarithm and the dependent variable is linear (Equation 5.3), Equation 5.5 shows the response of y 

will be proportional to the change in xi (or the elasticity of xi). If bi is the coefficient on xi, then bi can be interpreted as a scalar multiplication of y 

for a 1% change in xi.



111 
 

 

  (5.5) 

 

Additionally, whilst the above regression equations construct linear relationships between 

dependent and independent variables, three key characteristics of linear regression were 

crucial to constructing a regression equation which could be applied to gas fields where no 

cost data was available: 

• Firstly, whilst the output regression equation yields a linear relationship between the 

dependent and independent variables, the independent variables can be transformed 

into non-linear functions (e.g. logarithm), which when combined with the differential 

of the logarithm and the scalar coefficient in the regression, provide a linear 

relationship for changes in the dependent variable. 

• Secondly, linear regression provides a range of test statistics which are crucial for 

considering how effective a particular model is at representing the real world data 

which it takes as an input: these include the t-statistic, F-statistic, p-value, mean 

squared error (and root mean square error) and R2.  

• Thirdly, the dependent variable in question (supply cost) is a static variable for each 

data point, rather than being a dynamic growth-decay variable. Therefore, a linear 

regression was deemed fit for purpose. 

 

Figure 5.2 provides some context to the distribution of sample cost data for conventional non-

associated gas fields. As can be seen from Figure 5.2, the majority of the data points in the 

distribution of conventional non-associated gas fields are concentrated around the mean 

supply cost values, with tails around the low (≤ $1/MMBtu) and high (≥ $7/MMBtu) ends of 

the distribution.  For reference, the mean supply cost from the database of conventional non-

associated gas fields is $3.47/MMBtu, with a standard deviation (i.e. variance of the data 

around the sample mean) of 1.59. For reference, 68% of the values from the cost sample in 

Figure 5.2 lie within one standard deviation of the population mean.
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Figure 5.2: Ascending supply costs from field-level conventional database 

 

Finally, and to provide wider context to the regression analysis in Section 5.4.1 and 5.4.2, 

Table 5.4 provides an overview of the approach to model the key drivers of supply cost for 

each analysed category of gas (onshore and offshore non-associated conventional gas, shale 

gas and tight gas) as well as the key data sources used to generate a matrix of independent 

variables. In each case, the parameters chosen were based on a combination of data 

availability as well as indications from the literature base on the variable drivers of supply 

costs (e.g. reservoir depths, lateral lengths and source rock thickness for shale gas (EIA, 

2016; EIA, 2015; EIA, 2018; EIA, 2017)).  

 

Table 5.4: Method and data sources to estimate the key drivers of gas field supply costs for 

each category of natural gas  

Natural gas category Method to estimate drivers of 

field supply costs  

Sources providing data for 

independent variables 

(variable) 

Conventional non-associated 

onshore gas 

Linear regression model NETL, 2014 (reservoir 

depths, field reserves); 

Herrmann et. al, 2013 (risk, 

presence of CO2/H2S); 

Hydrocarbons-Technology, 

multiple articles (presence of 

CO2/H2S, production start 

years) 
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Conventional non-associated 

offshore gas 

Linear regression model NETL, 2014 (reservoir 

depths, field reserves); 

Offshore Technology, 

multiple articles (water 

depths, production start 

years); Herrmann et. al, 2013 

(risk, water depths, presence 

of CO2/H2S) 

Shale gas Linear regression model EIA, 2016 (drilling depths, 

lateral lengths); EIA, 2015 

(drilling depths, source rock 

thickness) 

Tight gas Linear regression model NETL, 2014 (drilling depths); 

Hydrocarbons-Technology, 

multiple articles (production 

start years); CNPC, 2009 

(permeability, porosity); Naik, 

2004 (permeability, porosity, 

production start years, 

reservoir depths); USGS, 

2009 (porosity and 

permeability); Mokhtari, 2003 

(porosity and permeability); 

Khlaifat et. al, 2011 (porosity 

, permeability, production 

start year, reservoir depths) 

 

 

5.4.1 Conventional non-associated natural gas  
 

To assess the statistically significant drivers of conventional natural gas fields, the 

constructed field-level cost database was split into onshore and offshore gas fields.  

 

5.4.1.1 Onshore non-associated conventional gas 
  

For onshore conventional natural gas fields, five initial independent variables were chosen to 

determine their impact on the supply cost of the field (note the shorthand name of the 

parameter and the unit of measurement are provided in brackets): 

1) Number of years the field has been in operation relative to 2015, (ProdStart, years) 
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2) A binary variable based on the various risks to investment identified by Della Vigna 

et. al (2010), (Risk, binary)42 

3) The depth of the gas bearing reservoir (RD, meters)43  

4) Proved reserves, (Res, petajoules)44 

5) A binary variable indicating whether the field is sweet or sour based on the 

concentrations of hydrogen sulphide and carbon dioxide defined in Chapter 2.2.1, 

(Sour, binary) 

 

Binary variables were used for the risk and whether the field is sweet or sour parameters for 

several reasons. Firstly, the risk variable is subjective and often ‘non-quantitative’ in nature 

(e.g. geopolitical risks cannot as such be quantified), and therefore a user-defined binary 

parameter was deemed the best way to represent this quantitatively. Secondly, a binary 

variable was chosen to reflect whether the field was sweet (0) or sour (1) based on the 

benchmark for concentrations of H2S (0.5%) or CO2 (2%) defined in Chapter 2. The binary 

variable to reflect concentrations of H2S and CO2 was deemed sufficient as long as the above 

benchmarks were consistently applied. These same binary variables are also used for offshore 

conventional non-associated gas fields. 

Additionally, in the case of proved reserves, the logarithm of the proved reserves of each 

field was taken (N.B. this is also applied to the regression model for offshore fields). This 

was due to the field-level data being heavily skewed in terms of the distribution of proved 

reserves. For example, for onshore fields, roughly 70% of the sample fields have proved 

reserves ≤ 250 bcm, whilst only 7% have proved reserves ≥ 1500 bcm. Using the logarithm 

of the parameter proved reserves therefore shifted the sample to a more normalised 

distribution. 

Table 5.5 shows the Pearson linear correlation matrix of the five independent variables, to 

minimise the potential of multicollinearity: that is, when the regressors are highly correlated 

and can be linearly interpreted by a function of another regressor/other regressors.45 

Multicollinearity becomes a significant problem when trying to isolate the impact of one 

independent variable on the dependent variable, as if there is strong correlation between two 

or more of the regressors, some confounding effects on the dependent variable could 

materialise. In short, the output test statistics from the linear regression models become 

increasingly unreliable due to intercorrelations between the independent variables. Equation 

5.5-5.7 give the formula first for the covariance between two independent variables (Xi and 

Xj) and the subsequent correlation between each.  

 

 
42 For the most part this binary variable can be attributed to undeveloped gas fields, as it can be assumed that 

most developed and/or in the process of being developed fields have assessed any risk is manageable 
43 For some fields, different costs are assigned for different reservoirs in order to distinguish between potentially 

more expensive supply costs as development is extended to deeper-lying and more geologically complex 

reservoirs 
44 Reserve inputs in the energy system model TIAM-UCL are in energy content terms. 
45 E.g. if the correlation matrix = A, then Aij for i=3 and j=4 is the correlation between the reservoir depth (row) 

and proved reserves (column) 
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  (5.5), 

 

 Where:  

Xk(i) = kth element in Xi, the vector of independent variable I, where k=1:1:n 

Xk(j) = kth element in Xj, the vector of independent variable j, where k=1:1:n 

n = number of observations in sample 

μi = mean of independent variable xi 

μj = mean of independent variable xj 

 

Therefore, for two vectors of the independent variables xi and xj, Equation 5.5 can also be 

represented by the product of the transpose matrix of Xi multiplied by Xj as shown in 

Equation 5.6 (i.e. to yield a square matrix): 

   (5.6) 

 

Once the covariance has been calculated, a Pearson linear correlation matrix can be 

constructed using Equation 5.7 

 

       (5.7) 

 Where: 

 σi = standard deviation of independent variable i 

σj = standard deviation of independent variable j 

 

The potential impact of multicollinearity was minimised in two ways: 

1. Correlation matrices were constructed to identify potentially high correlation between 

regressor pairings; 

2. Variance inflation factors (VIF) were calculated, given that the correlation matrices 

calculated using Equation 5.6-5.7 are limited to pair-wise regressors. VIF provide an 

indication as to whether multiple variables are linearly dependent by forming a 

regression model on the independent variables themselves and determining the degree 
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by which the variance of each independent variable is “inflated” by the other 

regressors (PSU, 2018).  

 

Additionally, variance inflation factors (VIF) were calculated for each regressor. Equation 5.8 

shows the derivation of each VIF (Mumford, 2019). A VIF of 1 indicates no presence of 

multicollinearity. VIF are calculated by generating a regression equation (as shown in 

Equation 5.1-5.4), but instead of the linear relationship between independent variables and 

the dependent variable, the independent variables are assessed to see whether variations in 

each regressor can be estimated by a linear combination of the other independent variables. 

For onshore conventional fields, each of the 5 (X1:X5) explanatory variables is assigned its 

own regression equation, and the VIF calculated from these as shown in Equation 5.8 (a-c) 

(Mumford, 2019; PSU, 2018; CMU, 2015). 

  

 

(5.8 (a)) 

 

, 

where  is the output of regressing Xi on the 

remaining independent variables  

      (5.8 (b)) 

         (5.8 (c))

  

 

Table 5.5 shows the correlation matrix and VIF for each regressor. 

Table 5.5: Correlation matrix and variance inflation factor for the five onshore conventional 

independent variables 

 ProdStart Risk RD Log(Res) Sour 

ProdStart 1 -0.1331 -0.3722 -0.0024 -0.0640 

Risk -0.1331 1 -0.0282 0.4213 -0.1180 
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RD -0.3722 -0.0282 1 -0.1089 0.2745 

Log(Res) -0.0024 0.4213 -0.1089 1 -0.0887 

Sour -0.0640 -0.1180 0.2745 -0.0887 1 

Variance 

inflation 

factor 

(VIF) 

1.1907 1.2549 1.2649 1.2307 1.0969 

 

If the VIF is less than four, it can generally be concluded that the presence of 

multicollinearity is limited and that further measures to limit multicollinearity (e.g. removing 

regressors, collecting additional data, running a partial least squares regression) are not 

required (PMU, 2018).   

To provide an example of a singular independent variable and its relationship with field 

supply costs, Figure 5.3 shows the relationship between reservoir depth and supply cost.  

 

 

 

Figure 5.3: Field reservoir depth plotted against supply cost 

 

To determine which of the independent variables in the regression are statistically significant, 

an initial linear regression model was run, using the formulation shown in Equation 5.9, with 

the results shown in Table 5.6 (a). 
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, 

  

   where, 

   a:f = coefficient outputs from the linear regression model 

(5.9) 

 

 

 

 

 

Table 5.6: Linear regression model output test statistics and coefficients for onshore 

conventional non-associated gas fields  

Table 5.6 (a): Linear regression output test statistics and coefficients for Xi=1:5 (a)  

Independent variables Coefficient Standard Error t-statistic p-value 

Intercept (a) 5.3632 1.4759 3.6338 0.0013 

ProdStart 0.0004        0.0115 0.0377 0.9705 

Risk 1.7651        0.4766 3.7034 0.0011 

RD 0.0005     0.0001 3.254 0.0034 

log(Res) -1.154        0.35799 -3.2234 0.0036 

Sour 2.1827 0.4456 4.8984 <0.0000 

Root Mean Squared Error: 0.99 

R2 = 0.74,  Adjusted R2 = 0.68 

F-statistic vs. constant model: 13.5, p-value = <0.0000 

*significant for p ≤ 0.05  

 

To see if a more statistically significant fit can be found, the model is run again with only the 

statistically significant independent variables, as shown in Table 5.6 (b). 

Table 5.6 (b): Linear regression output test statistics and coefficients for Xi=1:3 

Independent variables Coefficient Standard Error t-statistic p-value 

Intercept 5.3761 1.4059 3.8239 0.0008 
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Risk 1.7625 0.4620 3.8151 0.0008 

RD 0.0005 0.0001 3.5588 0.0015 

log(Res) -1.1537 0.3507 -3.2897 0.0030 

Sour 2.1831 0.43645 5.0019 <0.0000 

Root Mean Squared Error: 0.97 

R2 = 0.74,  Adjusted R2 = 0.70 

F-statistic vs. constant model: 17.6, p-value = <0.0000 

*significant for p ≤ 0.05  

 

Therefore, for onshore non-associated natural gas reserves, the following independent 

variables (from Table 5.6 (b)) were found to be statistically significant drivers of field 

development costs: 

• There was additional risk associated with the project, usually indicated by higher 

financing costs, continuing project delays, etc (Risk). 

• The depth of the reservoir (RD) 

• The logarithm of the volume of proved reserves in the field/reservoir (log(Res)) 

• The presence of hydrogen sulphide or carbon dioxide in concentrations above 0.5 and 

2%, respectively, on a parts per million basis (Sour) 

Combining the outputs from Table 5.6 (a) and 5.6 (b), a regression curve constructed from 

Equation 5.10 is used to apply field-level costs for which no data was available. Figure 5.4 

shows a global cost depletion curve for proved reserves of onshore non-associated 

conventional gas, generated from the application of Equation 5.10 to onshore conventional 

non-associated gas fields in the database introduced in Section 5.3.1. Cost depletion curves 

reflect a key characteristic of gas fields: once low cost reserves have been depleted, 

subsequent development has to come from new reservoirs in producing fields (e.g. Achimov 

deposits in Urengoy field) through reserve additions, or through the development of new, and 

often higher cost, gas fields (McGlade, 2013).  

 

 

                 (5.10) 
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Figure 5.4: Global cost depletion curve for proved conventional non-associated onshore gas 

reserves 

N.B. 0% on the y-axis represents the minimum cost. 

 

For reference, the formula for the construction of cost depletion curves is shown in Equation 

5.11 (a-d).  

 

 

        
          (5.11 (a)) 

a) Field development costs are sorted into ascending order 

 

     (5.11 (b)) 

b) The reserve volumes for each field are aligned with their corresponding supply cost 

 

    (5.11 (c)) 
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c) The (x,y) combination of vectors in 5.11 (a) and 5.11 (b) 

 

  (5.11 (d)) 

 

d) Stepwise interpretation of the cost depletion curve, where: 

i= field i, where i=1:1:n 

ymax = maximum supply cost 

ymin = minimum supply cost 

n = total number of fields 

 

Multiplying each step of 5.10 (d) by 100 generates the cost depletion curve, i.e. the escalation 

through the cost range as reserves are depleted.   

 

5.4.1.2 Offshore non-associated conventional gas 
 

As with onshore conventional natural gas fields, five independent variables were chosen to 

determine statistically significant drivers of field supply costs (as in Section 5.4.1.1, the 

shorthand parameter name and unit of measurement are provided in the brackets): 

1) Number of years the field has been in operation relative to 2015, (ProdStart, years) 

2) A binary risk variable, (Risk, binary) 

3) Reservoir depth, (RD, meters) 

4) Proved reserves, (Res, petajoules) 

5) Water depth, (WD, meters) 

6) A binary variable indicating whether the field is sweet or sour, (Sour, binary) 

 

 

As with onshore conventional natural gas, Table 5.7 shows the Pearson correlation matrix of 

the five independent variables and variance inflation factor to identify whether there is 

multiple correlation between the regressors (as laid out in Equation 5.8, but this time Xi = 

X1:X6). 
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Table 5.7: Correlation matrix and variance inflation factor for the five offshore conventional 

independent variables 

 ProdStart Risk RD Log(Res) WD Sour 

ProdStart 1 -0.2483 -0.2326 -0.0702 -0.3306 0.1533 

Risk -0.2483 1 0.0718 -0.0199 -0.1587 -0.0464 

RD -0.2326 0.0718 1 -0.1905 0.4229 -0.2591 

log(Res) -0.0702 -0.0199 -0.1905 1 -0.0586 0.2622 

WD -0.3306 -0.1587 0.4229 -0.0586 1 -0.1760 

Sour 0.1533 -0.0464 -0.2591 0.2622 -0.1760 1 

Variance 

inflation 

factor 

(VIF) 

1.5406 1.5063 1.2183 1.0921 1.1374 1.5532 

 

The highest level of correlation is between reservoir depth and water depth which is largely 

due to the data collected: most of the ultra-deep water gas fields in the database (> 1000m) 

are from provinces with ultra-deep reservoirs (> 4000m) (e.g. pre-salt fields in the Gulf of 

Mexico where high water and reservoir depths are often found in unison (Dribus et. al, 

2008)). As with the conventional onshore fields, the VIFs for each regressor are very low (< 

2) and therefore all variables were included in the initial regression model (Table 5.8 (a)).  

Table 5.8: Linear regression model output test statistics and coefficients for offshore 

conventional non-associated gas fields 

Table 5.8 (a): Linear regression output test statistics and coefficients for Xi=1:6 

Independent variables Coefficient Standard Error t-statistic p-value 

Intercept (a) 6.4548 1.0937 5.9109 <0.0000 

ProdStart -0.0516 0.0186 -2.7766 0.0097 

Risk 0.95974 0.3207 2.9931 0.0057 

RD <0.0000 <0.0000 -0.9811 0.3349 

log(Res) -0.7909 0.2670 -2.9624 0.0061 

WD 0.0010 0.0003 3.3452 0.0023 

Sour 0.0747 0.3526 0.2120 0.8337 

Root Mean Squared Error: 0.85 
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R2 = 0.63,  Adjusted R2 = 0.56 

F-statistic vs. constant model: 8.05, p-value = <0.0000 

*significant for p ≤ 0.05  

 

As with the analysis for onshore conventional gas fields, the statistically insignificant 

independent variables (in this case whether the field is categorised as sweet or sour (Sour) 

and reservoir depth (RD)) are removed and another iteration of the regression is run, with the 

results shown in Table 5.8 (b).  

Table 5.8 (b): Linear regression output test statistics and coefficients for Xi=1:4 

Independent variables Coefficient Standard Error t-statistic p-value 

Intercept (a) 6.0046 0.9902 6.0643 <0.0000 

ProdStart -0.0497 0.0182 -2.7356 0.0103 

Risk 0.9167 0.3132 2.9273 0.0065 

log(Res) -0.7257 0.2504 -2.8981 0.0070 

WD 0.0009 0.0003 3.2396 0.0029 

Root Mean Squared Error: 0.84 

R2 = 0.62,  Adjusted R2 = 0.57 

F-statistic vs. constant model: 12.2, p-value = <0.0000 

*significant for p ≤ 0.05  

 

Therefore, for offshore non-associated natural gas reserves, the following variables were 

found to be statistically significant drivers of field development costs: 

• The number of years the field has been in operation (relative to 2015 as the ‘marker 

year’). The negative coefficient suggests a role for the accumulation of knowledge to 

reduce costs (i.e. production experience), as well as the amortisation of CAPEX 

(ProdStart) 

• There was additional risk associated with the project, usually indicated by higher 

financing costs, continuing project delays, etc. (Risk) 

• The logarithm of the volume of proved reserves in the field/reservoir (log(Res)) 

• The water depths of the field (WD) 

 

Utilising the outputs from Table 5.8 (b) yields the linear regression output shown in Equation 

5.12.  
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           (5.12) 

Finally, as with the onshore non-associated gas fields, Figure 5.5 shows the application of 

this regression equation to the remaining gas fields for which no cost data was available; once 

again, only gas fields considered proved reserves are shown in the cost depletion curve. 

 

 

Figure 5.5: Global cost depletion curve for proved conventional non-associated offshore gas 

reserves 

 

5.4.1.3. Undeveloped natural gas formations 
 

Utilising the regression analysis in 5.4.1.1 and 5.4.1.2, a novel application of this thesis is to 

apply the statistically significant drivers of field supply costs to: 

• Discovered but undeveloped natural gas fields which cannot be categorised as 

reserves, or gas fields which were in production but have been abandoned (reserve 

additions) 

• Undiscovered natural gas accumulations 

• Natural gas found in the Artic. 

In this way, the uncertainty surrounding the costs of future gas supply could be estimated 

using field-level insights. 
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5.4.1.3.1 Reserve additions 
 

Applying the statistically significant drivers of supply costs for proved reserves in onshore 

and offshore fields, Figure 5.6 shows a cost depletion curve for natural gas reserve additions, 

including: 

• Undeveloped gas fields with no development plans often due to economic factors 

• Reservoir extensions in already producing fields 

• Abandoned fields which could be brought back online.  

In short, the cost depletion curve in Figure 5.6 includes all of the conventional non-associated 

natural gas fields used in this work which cannot be defined as proved reserves for techno-

economic reasons, but follow the definition of reserve additions, identified in Chapter 2.2.2.  

 

 

Figure 5.6: Cost depletion curve for global conventional non-associated natural gas reserve 

additions 

 

5.4.1.3.1.1 Comparing reserve addition cost depletion profiles against proved 

onshore and offshore reserves 
 

As can be seen from Figure 5.6, when compared to Figure 5.4 (onshore proved reserves) and 

Figure 5.5 (offshore proved reserves), the cost depletion curves for reserve additions exhibits 

faster escalation through the cost range as the first 50% of resource base is depleted. 

Therefore, Figure 5.7 combines non-associated proved onshore, proved offshore and reserve 

additions in a single graph. To provide transparency, more detail of the distribution of costs 
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for each category (proved onshore reserves, proved offshore reserves and reserve additions) 

are presented in Table 5.9.  

 

Table 5.9: Supply cost ranges for conventional proved onshore reserves, proved offshore 

reserves and reserve additions 

 

Resource category Minimum cost, 

$/MMBtu 

Maximum cost, 

$/MMBtu 

Lower half of cost 

range (0-50%), 

$/MMBtu 

Onshore reserves 0.70 6.69 0.7-3.72 

Offshore reserves 1.17 6.72 1.17-3.96 

Reserve additions 1.80 7.92 1.80-5.64 

 

 

 

Figure 5.7: Cost depletion curves for non-associated natural gas categories from the cost 

database – proved onshore reserves, proved offshore reserves and reserve additions 

 

Combining Table 5.9 and Figure 5.7, reveals the following novel insights into the distribution 

of field development costs: 

• For onshore reserves, approximately 63% of the reserve base can be extracted in the 

lower half of the cost range (0-50%), i.e. between $0.70-3.72/MMBtu. 

• For offshore reserves, approximately 91% of the reserve base can be extracted in the 

lower half of the cost range (0-50%), i.e. between $1.17-3.96/MMBtu. 

• For potential reserve additions, approximately 68% of potential reserve additions can 

be extracted in the lower half of the cost range (0-50%), i.e. between $1.80-

5.64/MMBtu. 
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To disaggregate these global insights further, Figure 5.8 shows example cost depletion curves 

for proved reserves and reserve additions for Russia. For reference, Chapter 7 provides 

significantly more detail (including country-/region-level insights) of the application of these 

cost depletion curves to form supply cost curves for natural gas.  

 

 

Figure 5.8: Proved reserves and reserve additions cost depletion curves for Russia 

 

For reference, in the reserve additions resource category for Russia, around 6% of the 

resource base is from abandoned fields, with the other 94% undeveloped. 

 

 

5.4.1.3.2 New discoveries of conventional natural gas 
 

To generate estimates of the cost of producing natural gas from undiscovered resources, this 

work provides some novel insights by utilising the statistically derived field supply costs 

described from Section 5.4 onwards. As with McGlade (2013), supply costs for undiscovered 

natural gas made use of an exploration cost derived from EIA (2011) estimates of regional 

exploration expenditures. These were then divided by the corresponding reserve additions 

(disaggregated to isolate natural gas from oil) to give a per unit exploration cost. A significant 

caveat should be noted with the EIA (2011) data before moving on to how the exploration 

costs are used in this work. Exploration expenditures generally increase as fossil fuel prices 

increase (i.e. higher prices incentivise exploration activity and vice versa). Therefore, the 

significant oil price spike in 2008 could potentially mislead a per unit exploration cost. 

However, the EIA (2011) averaged exploration expenditure over three years (2006-8 and 
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2007-2009) to mitigate this potential impact. Additionally, McGlade (2013) identified that 

this also allows for the representation of the necessary time lag between exploration 

expenditure and the discovered resource being developed.    

Unlike McGlade (2013) who added these exploration expenditures onto derived cost ranges 

for proved reserves, the cost estimates for undiscovered gas accumulations in this work are 

calculated by aggregating the undeveloped but discovered field supply costs (i.e. reserve 

additions) at a regional level and adding a regional exploration cost. The use of reserve 

addition field costs, rather than proved reserves, is deemed more appropriate for two main 

reasons: 

1. New discoveries of gas are postulated to be like the challenging techno-economic 

conditions which characterise some higher cost potential reserve additions, i.e. with 

complicated geology and/or challenging operating conditions. New discoveries in 

recent years (becoming potential reserve additions and in some cases satisfying the 

techno-economic conditions required to be defined as proved reserves) would appear 

to justify this assumption, including gas fields offshore Mozambique (Prosperidade, 

Coral, Golfinho) and Israel (Leviathan) 

2. In the derived McKelvey box shown in Chapter 2 (Figure 2.2), new discoveries of 

natural gas ‘stop’ at reserve additions (i.e. all reserve additions are already 

discovered). Therefore, reserve additions are the ‘next step’ for new discoveries in 

terms of geological and economic feasibility and therefore basing supply cost 

estimates on reserve additions appears to be defensible. 

 

In mature hydrocarbon producing regions (e.g. Europe and conventional production in the 

US, both onshore and in the Gulf of Mexico), exploration costs derived from the EIA (2011) 

are generally higher than regions with huge existing reserves. This reflects both potentially 

smaller discoveries in the mature hydrocarbon provinces as well as exploration efforts in the 

major gas exporters (e.g. Middle East and Former Soviet Union) often focusing on finding 

new reservoirs in existing fields. Additionally, higher finding costs often indicates attempts to 

find increasingly “prospective resources” (Herrmann et. al, 2013).46 This is particularly the 

case where regional exploration efforts focus on potentially large undiscovered 

accumulations of natural gas found deep offshore (e.g. ‘Western Hemisphere’ in Table 5.10). 

For reference, a range of the derived exploration costs from the EIA (2011) and other sources 

used in this work are shown in Table 5.10 (as mentioned previously these are added to 

aggregated regional costs from undeveloped gas fields to form regional costs for 

undiscovered natural gas which will be discussed in more detail in Chapter 7 and 8).  

 

Table 5.10: Range of exploration costs derived from EIA (2011) data 

Field/Region Exploration cost, $/MMBtu 

 
46 See Chapter 2.2.2.2 for definition 
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US offshore 0.86-2.39 

US onshore 2.41-3.88 

Europe 1.01-1.13 

Canada 0.29-1.38 

Africa 0.97 

Middle East 0.35-0.64 

Former Soviet Union 1.01-1.13 

Western Hemisphere47 3.40-3.79 

Eastern Hemisphere48 1.17-1.78 

Other regions 1.31-1.53 

  Source:  EIA (2011), Konofagos (2016), Husky Energy (2014) 

Additional exploration cost data was also available at a field-level from Konofagos (2016) for 

new discoveries offshore Israel and Egypt and Husky Energy (2014) for the Liwan deep 

offshore gas field in China.  

 

5.4.1.3.3 Arctic natural gas 
 

The cost database and subsequent regression analysis discussed in this Chapter yielded cost 

estimates based on existing (but undeveloped) fields for natural gas found in the Arctic. 

Additionally, a regional finding cost was added on for undiscovered accumulations (i.e. 

absence of well-defined field/trap structures) of Arctic gas using EIA (2011) exploration cost 

data and some industry indications of exploration costs such as Shell’s experience in the 

Chuckhi Sea (Reuters, 2015). 

This cost range is a novel extension of previously conducted estimates of Arctic field 

development costs, by analysing specific costs from Arctic fields which have been discovered 

but remain undeveloped (often due to the operating conditions, e.g. Shtokman). For 

reference, the cost range calculated from the regression analysis and amendments for 

exploration and sub-annual windows for extraction is $5.50-12.70/MMBtu. In contrast, the 

IEA suggests a range of $3.50-10.30 (McGlade, 2013), although the lower end of those costs 

would almost certainly include currently producing natural gas in Arctic regions (including 

Russia and Alaska). 

 

 
47 Includes South America, Mexico 
48 Includes Asia Pacific 
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5.4.1.4 Evaluating conventional non-associated cost database and comparison 

with IEA cost ranges 
 

Before moving on to the construction of cost depletion curves for unconventional natural gas 

in Section 5.4.2, some summary outputs of the linear regression analysis described above is 

presented. Table 5.11 provides a breakdown of the cost ranges across conventional non-

associated natural gas fields, for a range of sub-categories, generated from the cost database 

and linear regression models. Additionally, Table 5.12 shows IEA cost ranges for some key 

categories of conventional natural gas; it should be noted however that the IEA ranges are not 

assigned on a country, or for the most part even regional, level.  
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Table 5.11: Breakdown of non-associated natural gas supply cost ranges from cost database and regression 

Field type Minimum Cost, $/MMBtu Maximum Cost, $/MMBtu Region49 (Country) 

containing minimum cost 

Region (Country) 

containing maximum cost 

Onshore proved reserves 0.70 6.69 Former Soviet Union 

(Russia) 

Former Soviet Union 

(Kazakhstan)50 

Offshore shallow proved 

reserves 

1.17 6.44 Middle East (Qatar) Western Europe 

(Norway)51 

Offshore deep-water 

proved reserves52 

2.82 6.72 Central and South America 

(Brazil) 

USA (United States)53 

Reserve additions 1.80 7.92 Former Soviet Union 

(Russia) 

Middle East (Saudi Arabia) 

54 

Sour gas (discovered) 1.75 7.92 Middle East (Qatar) Middle East (Saudi Arabia)  

For reference, outputs of the regression models described above were used in recent published outputs from TIAM-UCL (Pye et. al, 2020; Pye 

et. al, 2019).

 
49 Corresponding TIAM-UCL regions (Anandarajah et. al, 2011), which will be introduced in more detail in Chapter 8 
50 Field depth of > 4000m, complicated trap structures, large presence of hydrogen sulphide  
51 Extremely small marginal producing field (i.e. reserves < 0.03 bcm) 
52 Water depths > 400 m (Herrmann et. al., 2013) 
53 Ultra-deep Gulf of Mexico pre-salt; water depths > 2000m, reservoir depths > 5500m  
54 Saudi Arabian onshore sour gas fields located at significant depths ( > 4000m) 
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Table 5.12: IEA Cost Ranges for conventional gas 

Field type Minimum Cost, $/MMBtu Maximum Cost, $/MMBtu 

Conventional gas resources 0.20 9 

Sour 2 11 

Deepwater gas 5 11 

Source: IEA, 2013; IEA, 2012; McGlade, 2013; IEA-ETSAP, 2010 

 

As can be seen from Table 5.11 and Table 5.12 above, the cost database and regression 

analysis has yielded supply costs which largely fall within the bounds suggested by the IEA. 

Whilst the cost database focuses on proved natural gas reserves and reserve additions/growth, 

the IEA’s cost range includes prospective resources in technically challenging areas (e.g. 

ultra-deep water far from land) and therefore the cost ranges are greater. Therefore, once the 

cost of monetising offshore natural gas is factored in (either by piping it to shore or with an 

LNG facility directly from the field), the supply costs from the regression analysis would 

tend towards the upper end of the IEA’s analysis. Additionally, once the exploration cost 

ranges identified in Section 5.4.1.3.2 are taken into account (for undiscovered gas), the cost 

database constructed in this work using linear regression models strongly aligns with the 

ranges suggested by the IEA (note the supply cost curve for undiscovered natura gas 

resources in Chapter 7.2.3 which reaches around $11-12/MMbtu).  
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5.4.2 Unconventional natural gas 
 

As mentioned in Section 5.3.2, the development of unconventional natural gas deposits is 

relatively limited outside of North America. This provides some unique challenges to 

modelling cost depletion dynamics of unconventional gas, with significant uncertainties 

across a range of various parameters. Table 5.13 shows a range of uncertainties which 

encompass all forms of unconventional gas extraction. 55 

 

Table 5.13: Uncertainties surrounding the extraction of unconventional natural gas 

Uncertainty Examples 

Geological Heterogeneity between and within, 

individual unconventional plays 

Techno-economic Technical knowledge built-up in North 

America over decades (Hartley, 2012), 

including specialisation of firms in 

horizontal and multi-well per pad drilling 

(driven by R&D and financial incentives) 

Natural gas commodity prices Trade-off between energy affordability 

(access) and government finance (i.e. ability 

to subsidise if consumers are unable to pay 

at netback cost of production); 

unconventional gas is, in general, higher 

cost due to the nature of its extraction 

Demand Sufficient demand across various sectors 

(industrial, residential, power generation, 

etc.) in the US drove scale economics in 

shale production (i.e. rapid expansion of 

supply which reduced costs) 

Infrastructural Expansion of unconventional gas 

production in US was facilitated in part by 

the availability of significant infrastructure  

Environmental Fugitive emissions from unconventional gas 

extraction vary significantly and require 

stringent regulation 

   

  

5.4.2.1 Shale gas 
 

Due to the availability of data, as well as the fact that the United States accounted for 86% of 

global shale gas production in 2015 (Laurent, 2018), well-level CAPEX and OPEX was taken 

from the EIA (2016) for shale plays in the United States and used to generate a range of 

supply costs across each individual formation outside North America. Equation 5.13 shows 

 
55 Shale gas, tight gas and coal bed methane  
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the calculation to generate a range of supply costs for shale gas extraction for a number of 

shale plays in the United States; the definition of supply cost remains consistent, with the 

only change being a more bottom-up process is utilised for shale gas (i.e. from a per well 

level). This also has the added benefit of providing a proxy for the continuous investment in 

new wells required in shale plays due to the production dynamics of individual wells (i.e. 

sharp ramp-up rates in production and then rapid decline).  

 

Equation 5.13: Calculation for shale gas supply costs 

    (5.12) 

   Where, 

   i = low, central and high cost 

   j = jth shale play 

   Pj = annual production in jth shale play 

   Wj = number of wells in jth shale play 

   CAPEX = capital expenditure per shale gas well 

   OPEX = operating expenditure per shale gas well 

 

 

The limitations of using production analogues has been extensively covered (Grigorenko et. 

al, 2011; McGlade et. al, 2013; McGlade, 2013; Welsby, 2018). However, given data 

shortages due to a lack of production outside of North America, the use of analogues is a 

necessary requirement. Additionally, the application of these costs to play-specific geological 

characteristics across different countries mitigates the application of North American costs in 

other regions to some extent. The method for establishing both the cost and production 

profiles of shale plays both in the US and outside North America (the USA and Canada), is as 

follows: 

1. Cost data from the EIA (2016) for a range of individual well costs and operating 

expenditure at a play level; this yielded a range of costs on a per unit basis for each 

shale play 

2. Production profiles for US shale plays were calculated, including decline and growth 

rates extrapolated forward. The decline rates were taken from the EIA (2017) with 

some shale plays (Marcellus, Barnett, Eagle Ford) having specific production tier 

decline parameters, whilst others are assigned uniform parameters across the play.  

3. Individual wells for the Marcellus and Barnett shale plays (the most prolific in North 

America) were assigned to productivity tiers based on their productive history; this 

meant a proxy for modelling the exploitation of ‘sweet spot’ shale wells could be 

applied to plays in the United States where individual well data was not available.  
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4. Average estimated ultimate recovery (EUR) per drilling rig, initial and subsequent 

decline rates were taken from the EIA (2016, 2017) in order to develop production 

profiles for United States plays for which no individual well data was available 

5. The number of wells in each US play were used to calculate average production per 

well (as shown in Equation 5.13), with the average number of wells per drilling rig 

also considered. 

 

Taking the example of the Marcellus shale play, a range of individual supply cost values were 

derived using Equation 5.13. Over 8600 producing shale gas wells across the Marcellus 

region were then split into 21 production zones, which yielded a production profile for each 

tier (i.e. there was approximately 410 wells in each tier, with each tier contributing a 

percentage to total production). Additionally, using the EIA (2017) range of decline 

parameters, production profiles were set for the Marcellus shale play over the period 2015-

2035, with logarithmic growth rates extrapolated forward based on historical production 

2011-2017 across the play as a whole and a range of decline parameters which correspond to 

average productivity per well across the entire play. Figure 5.9 (a) shows the cost-production 

distribution of individual (~ 8600) Marcellus shale wells and Figure 5.9 (b) shows the share 

of total production for 2015 from each calculated production tier across the Marcellus play, 

plotted against the percentage of the cost range. This follows the same underlying method as 

with the construction of the cost depletion curves for conventional non-associated gas 

reserves and reserve additions (Equation 5.11 (a-d)), except cumulative production is taken 

on the x-axis rather than cumulative reserves.  

 

 

 
 

Figure 5.9: Production-cost depletion by individual well (a) and aggregated production tier 

(b) dynamics in the Marcellus shale play 

 

Figure 5.9 (a) and (b) exhibits one of the key features of shale plays: a small number of wells 

provide a disproportionately large amount of the total production from each play. Due to the 
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nature of the formula to generate supply costs for shale gas (Equation 5.13), highly 

productive wells will lower supply costs as the denominator (production) which yields per-

unit CAPEX, will be higher.  

 

 

As with conventional natural gas, a linear regression model was applied to a range of costs 

from US shale plays, with three independent variables assessed across a range of values to 

quantify the impact of play-level heterogeneity of these independent parameters on shale 

development costs (the shorthand parameter name and units of measurement are provided in 

brackets):  

1. Vertical drilling depth (DD, meters) 

2. Horizontal lateral length (HLL, meters) 

3. Thickness of the shale source rock (TH, meters). This parameter is related to the total 

organic carbon (TOC) which is held within the shale source rock (i.e. thickness of 

organically rich source rock). The EIA (2013) suggests the weight of organic carbon 

should be at least 2% of the total weight of organic material held in the source rocks.   

The results of this regression were then applied to the same parameters for individual plays 

outside of the United States. Whilst this means the cost-production characteristics of all 

regions are based on US analogues, the lack of production outside of North America means 

this practice is unavoidable (Welsby, 2018, p.31) and is mitigated to some extent by the use 

of geological inputs from specific plays in each region outside of North America. Based on 

geological information and cost patterns, each play outside of the US is assigned a similar 

production profile of an analogous US play. The process of combining these cost depletion 

dynamics for shale gas with technically recoverable shale gas resources, both in the US and 

in the rest of the World, is described in more detail in Chapter 6 and 7. Utilising North 

American cost analogues also allows the models used in this work to endogenise cost 

reductions from drilling experience in the US (given the cost range from the EIA (2016) is 

across different years). For example, the Haynesville shale play is used as a proxy for the 

Sichuan shale in China, with both exhibiting reservoirs at significant depths; therefore the 

production cost profile of Haynesville is applied to the geological parameters of Sichuan, 

which at present is ~ 20% more expensive in terms of capital drilling costs (Wood 

Mackenzie, 2018).  

Firstly, and as with conventional onshore and offshore non-associated gas, Table 5.14 shows 

the correlation coefficients for each variable as well as the corresponding variance inflation 

factors. As with onshore and offshore conventional gas, the variance inflation factor suggests 

that multicollinearity is not present amongst the regressors (or at least not enough to warrant 

the removal of variables etc.). 
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Table 5.14: Correlation matrix and variance inflation factor for the three assessed shale gas 

independent variables 

 DD HLL TH 

DD 1 -0.0061 0.3706 

HLL -0.0061 1 -0.2444 

TH 0.3706 -0.2444 1 

Variance inflation 

factor (VIF) 

1.1695 1.0730 1.2437 

 

 

The outputs from two iterations of the linear regression model used to estimate shale gas 

supply costs are shown in Table 5.15 (a) and (b). 

Table 5.15: Linear regression model output test statistics for shale gas 

Table 5.15 (a): Linear regression output test statistics and coefficients for Xi=1:3 

Independent variables Coefficient Standard Error t-statistic p-value 

Intercept (a) 1.3286 0.7410  1.7930 0.0834 

DD 0.0011 0.0002 4.8665 <0.0000 

HLL -0.0004 0.0001 -1.9900 0.0560 

TH 0.0052 0.0016 3.1869 0.0034 

Root Mean Squared Error: 1.03 

R2 = 0.682,  Adjusted R2 = 0.649 

F-statistic vs. constant model: 20.7, p-value = <0.0000 

*significant for p ≤0.05  

*significant for p ≤ 0.1 

 

An additional iteration of the above linear regression model was run without the horizontal 

lateral length variable (given it is not statistically significant at the 5% level). As would be 

expected the test statistics including the RMSE and R2 decreased without the ‘HLL’ 

parameter (i.e. the model fit to the data was less accurate), therefore it was decided to keep 

the variable ‘HLL’ in place given: 

• It was statistically significant at the 10% level; 
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• There is significant evidence accrued over time to suggest that longer lateral lengths 

have been a key driver of shale gas cost reductions (due to higher recoverability) 

(Curtis and Montalbano, 2017; Middleton et. al, 2017; Fukui et. al, 2017; Ikonnikova 

et. al, 2015a).  

Table 5.15 (b) shows the second iteration of the regression analysis on shale supply costs 

without including the horizontal lateral length variable. 

 

Table 5.15 (b): Linear regression output test statistics and coefficients for Xi=1:2 

Independent variables Coefficient Standard Error t-statistic p-value 

Intercept (a) 0.4697 0.6313 0.7439 0.4650 

DD 0.0011 0.0002 4.4846 <0.0000 

TH 0.0060     0.0002 3.6621 0.0010 

Root Mean Squared Error: 1.08 

R2 = 0.638,  Adjusted R2 = 0.614 

F-statistic vs. constant model: 26.5, p-value = <0.0000 

*significant at 5% significance level  

 

Therefore, the statistically significant drivers of shale costs in this work were found to be: 

• Vertical drilling depth (DD) 

• Horizontal drilling length (HLL) 

• Thickness of the shale source rock (TH). 

It is also worth noting briefly the negative coefficient on the regressor ‘HLL’. Whilst this 

may seem counter-intuitive, particularly given that the cost of drilling horizontal laterals 

tends to increase as the lateral becomes longer (EIA, 2018), it can be explained by the higher 

production rates which are often associated with longer lateral lengths.56 In short, on a per 

unit basis, the CAPEX in Equation 5.13 would be expected to rise as lateral lengths increase, 

however the denominator (i.e. production per well) would also be expected to increase as 

well and if this is at a faster rate than the increase in drilling costs, the per unit supply cost 

would decrease. Equation 5.14 shows the linear regression output from the constructed 

regression model in Table 5.15 (a). 

 

Equation 5.14: Regression curve estimating supply costs for shale gas 

 
56 The longer the length of the lateral, the more potential there is to have multiple fractures into the rock and 

therefore the potential flow-rate of the well increases significantly (i.e. there is strong potential for increased 

economies of scale). 
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           (5.14) 

 

The above regression allows a statistically robust application of techno-economic drivers of 

supply costs to shale plays outside of North America, using the required geological data from 

each shale play. Additionally, it provides a significant improvement to the representation of 

shale gas costs previously in TIAM-UCL (taken from Medlock (2013) by McGlade (2013)), 

by taking updated cost data from the EIA (2016) and analysing cost-depletion dynamics at a 

well-level where possible. The application of the regression models described above were 

combined with probability distributions to account for uncertainty in technically recoverable 

shale gas resources in different countries (described in more detail in Chapter 6 and 7) and 

were used in the recent work by Pye et. al (2020). 

 

 

5.4.2.2 Tight gas 
 

As mentioned in Section 5.3.2.2, tight gas is now considered conventional by the BGR when 

reporting resource and reserve levels. However, given its different techno-economic 

characteristics, tight gas is considered unconventional in this work. As with shale gas, tight 

gas is characterised by low porosity57 and permeability58 and often requires hydraulic 

fracturing technologies.  

 

Therefore, a linear regression model was applied to a range of costs for tight gas fields. Due 

to tight gas being developed more widely and earlier than shale gas, it was possible to 

develop a database of tight gas fields in different countries including Canada, Algeria, the 

United States, China and Argentina. Four independent variables were chosen to estimate the 

statistically significant drivers of tight gas field development costs. These were:  

 

1. The porosity of the field (POR, percentage of pore space in the rock (measured 0-1)). 

This can vary widely across different geological structures and if data was available to 

suggest a wide range of values, a central value was assumed 

2. The permeability of the field (PER, millidarcy). As with porosity this can vary widely, 

with a central value assumed if ranges were available 

3. A binary variable set to 1 if the field has been in production for ≥ five years (LBD). 

This was considered a proxy for ‘learning-by-doing’, with the five-year ‘experience 

accumulation’ relatively arbitrary but consistent with indications across the literature 

of cost reductions for unconventional gas as drilling knowledge is acquired. This can 

 
57 The open space within the source rock 
58 Ability of liquid/gas to migrate through the source rock; hydrocarbons are contained in small 

pockets/continuous smaller reservoirs throughout the source rock and therefore cannot migrate easily  
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either be through direct CAPEX/OPEC reductions, or increasing production flow 

rates and therefore decreasing per unit production costs (Middleton et. al, 2017; Fukui 

et. al, 2017; Ikonnikova et. al, 2015a). The binary variable was used as a compromise 

given data limitations. Ideally a time-series of costs through the field lifetime would 

be used but it was only possible to obtain single field cost data points. Therefore, a 

binary variable to provide context to accumulation of drilling knowledge was deemed 

a satisfactory compromise. 

4. Vertical drilling depth (DD, meters). 

 

As with the previous regression analysis, Table 5.16 shows a correlation matrix and the 

variance inflator factors for the four independent variables assessed for tight gas. As with the 

VIFs in Section 5.4.1.1-2 and Section 5.4.2.1, the low values for tight gas indicate that 

potentially damaging multicollinearity is not present. 

Table 5.16: Correlation matrix and variance inflation factor for the four assessed tight gas 

independent variables 

 POR PER DD LBD 

POR 1 0.1844 -0.3224 0.1071 

PER 0.1844 1 -0.0987 -0.0121 

DD -0.3224 -0.0987 1 0.1338 

LBD 0.1071 -0.0121 0.1338 1 

Variance 

inflation factor 

(VIF) 

1.1770 1.0377 1.1544 1.0457 

 

Table 5.17 shows the initial iteration of a linear regression model with inputs from tight gas 

fields/plays; for reference the independent variables are permeability, porosity, reservoir 

depth and a binary variable for production experience (i.e. a proxy for learning-by-doing, 

with the binary variable set at 10 years).  

 

Table 5.17: Linear regression model output test statistics for tight gas 

 Table 5.17 (a): Linear regression output test statistics and coefficients for Xi=1:4 

Independent variables Coefficient Standard Error t-statistic p-value 

Intercept (a) 1.5788 1.2301 1.2835 0.2134 

POR 4.6683 9.9985 0.4669 0.6456 

PER -2.9666 6.4416 -0.4605 0.6501 
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LBD -1.4699 0.4863 -3.0228 0.0067 

DD 0.0013 0.0002 5.1459 <0.0000 

Root Mean Squared Error: 1.19 

R2 = 0.63,  Adjusted R2 = 0.56 

F-statistic vs. constant model: 8.57, p-value = 0.0003 

*significant for p ≤0.05  

 

For reference, the negative coefficient for permeability indicates that as permeability in tight 

reservoirs increases, the supply cost decreases, due in large part to the potential for higher 

production rates. The coefficient can therefore be interpreted as an increased in permeability 

of 0.1 md (milidarcies) decreasing field supply costs by ~ $0.3/MMBtu. However, it was 

found that permeability was statistically insignificant driver of tight gas field supply costs. 

The linear regression model is then run again with the two statistically significant variables 

(learning-by-doing proxy (LBD) and the drilling depth (DD)) to assess whether the output 

test statistics signal an improved fit of the model, as shown in Table 5.17 (b). 

 

Table 5.17 (b): Linear regression output test statistics and coefficients for Xi=1:2 

Independent variables Coefficient Standard Error t-statistic p-value 

Intercept (a) 1.7644 0.6635 2.6592 0.0143 

LBD -1.4333 0.4617 -3.1043 0.0052 

DD 0.0012 0.0002 5.5632 <0.0000 

Root Mean Squared Error: 1.13 

R2 = 0.63,  Adjusted R2 = 0.60 

F-statistic vs. constant model: 18.8, p-value = < 0.0000 

*significant at 5% significance level  

 

Table 5.17 (a) and (b) shows tight natural gas shares a statistically significant driver of field 

supply costs with onshore non-associated conventional natural gas and shale gas: the depth of 

the gas bearing reservoir and therefore the depth required for vertical drilling. Additional 

insights were provided by attempting to quantify the impact of production experience or 

learning-by-doing across different regions on supply costs: i.e. whether the experience 

accrued over a specified time-period has a statistically significant impact on supply costs. For 

this analysis, the data coefficient for production experience suggests that more than five years 

‘learning-by-doing’ can reduce supply costs by up to $1.43/MMBtu (compared to 
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developments that are more recent). Equation 5.15 shows the output linear regression model 

for estimating tight natural gas costs derived from Table 5.17 (a) and (b). 

 

Equation 5.15: Regression curve estimating supply costs for tight natural gas 

 

           (5.15) 

Finally, Figure 5.10 shows a global production-cost depletion curve for tight gas taken from 

the data inputs into the regression discussed in Table 5.16-17, with the cost range also 

displayed to provide transparency. Therefore, cost ranges for undeveloped tight gas resources 

could feasibly fall outside of this range. For example, tight gas deposits at significant depths, 

such as those in the undeveloped Xujiahe formation in the Western Sichuan Basin with 

reservoir depths of 6000m, would yield supply costs of > 9.70/MMBtu (Gong et. al, 2016).59 

These dynamics are considered when combining cost depletion characteristics for tight gas to 

technically recoverable resources (TRR) in Chapter 7 to form country- and regional-level 

tight gas supply cost curves. Additionally, the cost depletion curve shown in Figure 5.10 is 

for already discovered, well-defined, tight gas fields/plays. Therefore, if the wider tight gas 

resource base were to be exploited, some form of exploration expenditure would be required 

for producers to target the ‘sweet spot’ areas of the tight gas accumulation in question. 

 

 

 

 

 

 

 

 

 

 

 
59 Using the regression outputs derived in this thesis 
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Figure 5.10: Global production-cost depletion curve for tight gas from sampled fields 

 

For reference, McGlade (2013) estimates IEA cost ranges for tight gas (reserves in 

production rather than TRR) to be ~ $2.75-8/MMBtu. 

 

 

5.4.2.3 Coal Bed Methane (CBM) 
 

Due to limited play-level data on coal bed methane and due to its relatively small share of 

total global production, the analysis conducted by McGlade (2013) on coal bed methane cost 

depletion dynamics is largely used in this work, with the exception of some cost updates 

which are used for specific CBM formations in the Global Gas Production, Trade and Annual 

Pricing Model (GAPTAP) discussed in Chapter 10.    

 

5.5 Cost of associated gas and natural gas trade infrastructure 
 

Section 5.2.1 and 5.2.2 introduced some components of infrastructure costs along the gas 

supply chain; the focus of this section is on generating data for associated natural gas 

utilisation and natural gas trade infrastructure. These account for a key infrastructural linkage 

between upstream extraction and midstream transportation to consumers, including 

processing/separation requirements.  
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5.5.1 Associated natural gas 
 

Associated gas is a by-product of oil production, with three main outlets for the produced 

natural gas: 

• Utilisation through gathering and separating the gas stream (from the oil stream), 

processing and transporting the gas to consumers downstream. 

• Re-injection into the reservoir. This is often conducted in depleted oil fields where the 

natural pressure within the reservoir is in decline. This process is known as enhanced 

oil recovery (EOR). 

• Flaring and/or venting. Particularly in the case of isolated (e.g. offshore) oil fields or 

where there is no local demand for the gas (IEA, 2019), the natural gas is burned-off 

(flared) or released directly (vented) into the atmosphere, thus releasing carbon 

dioxide (CO2) or non-combusted methane (CH4).  

If natural gas is utilised, investment costs are required for any additional infrastructure 

capacity, including processing and separation facilities and any necessary transportation 

infrastructure to shift the gas to the main transmission and distribution networks. 

Additionally, CAPEX for region-specific projects to build associated gas processing facilities 

varies significantly: investment costs across different regions ranges from $1.37/MMBtu to 

$8.83/MMBtu, depending on the specific project (EIA, 2016a; World Bank, 2014; OGJ, 

2016; NEB, 2009; GE Energy, 2010; DNVGL, 2015; Carbon Limits, 2013; IPAA, 2015).60  

Due to the differing techno-economic characteristics of associated natural gas production, 

capital and operating expenditures are considered independently of the supply cost drivers for 

non-associated natural gas, derived in Section 5.4.1. For associated gas, the key drivers of 

production are: 

• Oil field economics 

• Demand (and price) for gas 

• Regulation in place to penalise negative externalities 

• Infrastructural availability. 

A regional database was constructed including CAPEX for new capacity in associated gas 

gathering and processing infrastructure and operational costs for separating, gathering and 

processing. Table 5.18 shows a sample of CAPEX (a) and OPEX (b) values for associated 

natural gas projects. The interlinkage of oil and associated natural gas is discussed in more 

detail in Chapter 8, which describes how the cost database constructed in this thesis is input 

into a global energy system model, TIAM-UCL. The use of a global energy system model is 

crucial in providing new insights into volumes of associated gas which are utilised in 

 
60 In particular, the location of the oil field, the location of demand centres and the composition of the oil (e.g. 

sweet vs. sour; heavy vs. light, etc.) all play a role in the cost of infrastructure required for utilising associated 

natural gas  
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different energy futures, including infrastructure investment decisions using the constructed 

database (RQ4).61 

 
61 These include a range of scenarios with different stringencies of energy system decarbonisation 
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Table 5.18: Range of associated gas investment (a) and operating costs (b) 

Table 5.18 (a): Range of associated natural gas investment costs  

Associated gas production 

field/region 

CAPEX, $/MMBtu ($2015) Region62 (Country) Source 

Utorogu  2.17 Africa (Nigeria) OGJ (2016) 

Gbaran Ubie Integrated Gas 

Project gas separation plant 

2.74 Africa (Nigeria) Shell (2012) 

Utumu associated gas processing  4.07 Africa (Nigeria) General Electric Energy (2010) 

Tunisia – APG gathering and 

separation 

0.53-3.17 Africa (Tunisia) Carbon Limits/EBRD (2016) 

Grand Rapids Bitumen 11.25 Canada AER (2016) 

Tarim gas processing  4.34 China General Electric Energy (2010) 

 
62 Corresponding TIAM-UCL regions (Anandarajah et. al, 2011), which will be introduced in more detail in Chapter 8 
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Itaborai (GPP for associated pre-

salt) 

4.23 Central and South America 

(Brazil) 

World Construction Network 

(2018) 

Tengiz 2.40 Former Soviet Union (Kazakhstan) EBRD (2013) 

Kashagan 3.50 Former Soviet Union (Kazakhstan) EBRD (2013) 

Russia, Kazakhstan, Turkmenistan, 

Azerbaijan 

0.14-5.42 

Combined unit cost for gathering 

and processing 

 

Former Soviet Union (aggregate) EBRD (2013) 

Halfaya  9.26 Middle East (Iraq) Al Arabiya (2020) 

Al-Shaheen 4.41 Middle East (Qatar) General Electric Energy (2010) 

Tambun (includes utilisation as 

LPG) 

8.14 Other Developing Asia (Indonesia) General Electric Energy (2010) 

Shetland GPP 4.03 United Kingdom OGJ (2012) 
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Table 5.18 (b): Range of associated natural gas operating costs  

Associated gas production 

field/region 

OPEX, $/MMBtu ($/2015) Region (Country)63  Source 

Nigeria offshore 0.09-0.38 Africa (Nigeria) World Bank (2014) 

El Merk 0.27 Africa (Algeria) Aissaoui (2016) 

Gassi Touil 0.60 Africa (Algeria) Aissaoui (2016) 

Onshore Canada 0.50 Canada  NEB (2009) 

Grand Rapids Bitumen 0.62 Canada AER (2016) 

Russia, Kazakhstan, Turkmenistan, 

Azerbaijan 

Combined unit cost for gathering 

and processing 

0.14-5.42 

Former Soviet Union EBRD (2013) 

 
63 Corresponding TIAM-UCL regions (Anandarajah et. al, 2011), which will be introduced in more detail in Chapter 8 
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Middle East OPEC 0.8-1.3 Middle East OPEC countries IPAA (2015) 

Cantarell 0.18 Mexico (Mexico) IMCO (2014) 

Ku-Maloob-Zaap 0.11 Mexico (Mexico) IMCO (2014) 

Vietnam (associated) 1-1.25 Other Developing Asia (Vietnam) Lantau Group (2014) 

Cuu Long Basin 1.4-1.9 Other Developing Asia (Vietnam) Tien Le (2012) 

Bakken (US light tight oil) 1.10 United States  EIA-IHS (2016), US DoE (2015) 

Onshore US 0.65-1.3 United States  EIA-IHS (2016) 
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5.5.2 Natural gas trade infrastructure and transportation costs 
 

This section provides a brief overview of the cost databases for natural gas trade 

infrastructure, both pipeline and LNG and gives some data input examples. The 

regionalisation of infrastructure costs and looking at individual projects, is crucial to the 

effective modelling of international natural gas markets and accounting for any uncertainty.  

 

5.5.2.1 Pipelines 
 

Section 5.2.2.1 introduced some key components of the costs associated with natural gas 

pipelines, including the complexities and challenges which are commonplace for cross-border 

trade via pipeline. Table 5.19 and 5.20 shows CAPEX for a selection of pipelines (one 

operating, one under construction and one proposed but without a final investment decision) 

as well as the length of each pipeline and the overall capacity. In general, the time lag 

between a final investment decision on a pipeline route and the flow of natural gas varies 

significantly and depends on a large range of factors including the geographical and 

geopolitical complexities of the pipeline route. For example, the Turkmenistan-Afghanistan-

Pakistan-India pipeline (TAPI) has been proposed for at least two decades as a way of 

monetising Turkmen gas however the project remains without a final investment decision 

(FID). In contrast, the Chinese National Petroleum Company (CNPC) reported production 

sharing contracts, long-term gas supply contracts and the construction of the first line of the 

Central Asia pipeline (between Turkmenistan and China) were achieved between 2007 and 

2009 (CNPC, 2020). 
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Table 5.19: Range of capital investment costs for three pipelines at different development stages 

Pipeline 

Name 

Status Export 

Country 

Transit Country Import 

Destination 

Investment 

Cost (CAPEX), 

$bn 

Capacity, 

bcm/a 

Length, 

km64 

Source 

Power of 

Siberia 

Under 

Construction 

Russia N/A China 15.8-35 38 3000 Gazprom (2018), 

Charap et. al (2017), 

EEGA (2014) 

Central 

Asia-China 

Pipeline 

Operational Turkmenistan Uzbekistan, 

Kazakhstan 

China 7.31 55 1833 Hydrocarbon-

Technology (2018), 

FT (2016) 

TAPI Proposed Turkmenistan Afghanistan, 

Pakistan 

Afghanistan, 

Pakistan, India 

8-10 30 1125 Reuters (2018), Vaid 

and Kar (2016), 

European Parliament 

(2016)  

 

Table 5.20: Capital investment in terms of capacity and distance 

Pipeline Name Investment Cost, $/MMBtu ($/2015) Investment Cost, $MM/km ($2015) 

Power of Siberia 10.96-24.29 5.27-11.67 

Central Asia-China 3.51 3.99 

TAPI 7.03-8.79 7.11-8.89 

 

As explained in more detail in Chapter 8 and 10, these pipeline investment costs are applied in the energy system model, TIAM-UCL and the 

bottom-up gas production, trade and annual pricing model, GAPTAP. In GAPTAP, pipeline investment costs are subject to a cost of capital 

reflecting financing costs of the project and varying degrees of project risk.   

 
64 Signifies length to border of import destination, rather than to specific end-use consumer 
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5.5.2.2 LNG 
 

LNG export infrastructure costs are highly heterogeneous and depend on localised operating 

conditions and geographical location, regionalised demand for engineering and procurement 

services and the existing infrastructure in place. This section also includes the analysis of 

shipping costs with equations introduced for calculating transportation costs between 

individual liquefaction and regasification facilities.  

  

5.5.2.2.1 Liquefaction capacity  
 

LNG liquefaction investment costs have been heavily influenced by regional inflationary 

pressures and the nature of the project in question. For example, if the investment is a green-

field development in an isolated region (e.g. the Gorgon project in Australia), the project 

would be expected to be higher cost than via a brownfield conversion/expansion of an 

existing facility (e.g. the Sabine Pass conversion from regasification to liquefaction in Texas-

Louisiana) (Songhurst, 2014; Songhurst, 2018; Wood, 2014; FT, 2016; IGU, 2015). There is 

a significant body of literature indicating investment costs for liquefaction projects, 

particularly with large amounts of capacity coming online post-2015. In the near future, some 

planned LNG projects are in technically challenging locations, with significant technical risk 

(Arctic LNG, deep-offshore East Africa, etc.): plans to monetise natural gas offshore East 

Africa (Tanzania and Mozambique) have project CAPEX up to $32.65/MMBtu (Wood, 

2014). Table 5.21 shows a range of CAPEX figures (one-off payments per unit of capacity in 

this case), for some recent LNG liquefaction projects in the United States. In Chapter 8-10, 

the implementation of these LNG liquefaction (and regasification) infrastructure costs into an 

energy system model (TIAM-UCL) and a bottom-up gas field model (GAPTAP) is discussed 

in detail.  

Table 5.21: Investment costs for recent liquefaction terminals in the United States and project 

type 

Liquefaction terminal  Project type Location Investment cost, 

$/MMBtu ($2015) 

Sabine  Brownfield Texas-Louisiana 10.42 

Corpus Greenfield Texas 18.14 

Cove Point Brownfield Maryland 13.71 

Freeport Brownfield Texas 12.03 

Source: Songhurst, 2018
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5.5.2.2.2 Regasification capacity 
 

Whilst many liquefaction terminals are located within close proximity to the producing field 

(at least for large integrated projects to reduce costs), regasification terminals are more 

flexible in terms of location (often regasification terminals are located within existing ports). 

However, whilst regasification terminals are significantly less expensive than liquefaction 

facilities, onshore capital costs have risen since 2011 (Songhurst, 2014; Songhurst, 2017; 

IGU, 2015; IGU, 2016; IGU, 2018). In contrast, floating LNG receiving terminals have 

exhibited relatively constant CAPEX between 2011 and 2017, with average global costs for 

floating capacity around 73% lower than onshore developments (IGU, 2018). By 2019, 

floating regasification units accounted for just under 10% of global LNG import capacity 

(IGU, 2019). The predominant drivers of higher CAPEX requirements for new onshore 

facilities when compared to offshore (i.e. floating) is the issue of space, i.e. floating facilities 

do not require the purchase of and/or competition for land area and that floating storage and 

regasification units (FSRU) are often retrofitted LNG tankers (Songhurst, 2017). However, 

significant regional variations exist.  

 

Table 5.22: Ranges of CAPEX for new regasification capacity in different countries and 

regions 

Country/Region Per unit CAPEX, $/MMBtu 

($2015) 

Onshore/Offshore 

Global average 1.97-5.30 Onshore 

Lebanon 2.36 Onshore 

USA 1.44 Onshore 

UK 1.70 Onshore 

China 1.88 Onshore 

China 2.90-15.72 Combined 

Japan 2.42-34.14 Combined 

Southeast Asia and Taiwan 0.40-4.06 Combined 

Central and South America 0.58-4.06 Combined 

Europe 0.58-4.35 Combined 

Chile 5.13 Onshore 

Netherlands 2.33 Onshore 

Central America and 

Caribbean (average) 

2.89 Onshore 

Global average 2.50-3.10 Floating 

Curacao 2.26 Floating 

Jamaica 4.11-4.84 Floating 

Indonesia 1.98 Floating 

Lebanon 1.58 Floating 

Lithuania 1.60 Floating 
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Chile 1.98 Floating 

Central America and 

Caribbean (average) 

6.00 Floating 

Colombia 3.31 Floating 

Ghana 1.69 Floating 

 

Source: IGU, 2018; World Bank, 2015; Agarwal et. al, 2020 

As with liquefaction capacity, the implementation of regional investment costs for 

regasification terminals into the global energy system model TIAM-UCL is discussed in 

more detail in Chapter 8.3.3.  

 

 

 

 

5.5.2.2.3 Transportation (shipping) costs and calculating a delivered unit cost of 

LNG 
 

As part of this research, a significant database of LNG shipping costs has been constructed 

based on a range of input parameters: 

• Distance between individual liquefaction and regasification terminals; 

• Efficiency of LNG carriers and the ‘boil-off’ rate65  

• Daily rental rate (assumed $90,000/day (McGlade et. al, 2014))66 

• The speed of the ship (standard speed is taken from McGlade et. al (2014) at 19 

knots)  

• Average delivered volume into each region. 

• Unit investment cost for individual liquefaction projects, including a cost of capital 

assumption, using individual project characteristics (e.g. risk profile etc.). 

 

Equation 5.16 (a-d) below combines the above parameters and yields a singular pre-

regasification LNG trade cost. 

 

 

(5.16 (a)) 

 
65 ‘Boil-off’ refers to the losses of natural gas occurring due to the liquefied gas being exposed to ambient 

temperatures and is considered in this case a function of the journey length 
66 Spot rental rates for LNG carriers are highly volatile (Platts, 2018), due in large part to sub-annual (e.g. 

seasonal) fluctuations and price arbitrage between markets  
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   where: 

Journey(t) a→b = number of days to complete journey from liquefaction 

facility a to regasification facility b  

   Distance(km) = total distance  

   Speed(km/h) = average tanker speed  

   Hours = number of hours in day (24)     

Days(Port) = number of days ship loading/unloading (assumed to be 2 

days) 

 

 

           (5.16 (b)) 

   where: 

   DVa→b = delivered volume in m3 of LNG 

Capacitya→b = average capacity of LNG tanker from exporter a to 

importer b, in m3  

Boil = natural gas losses during journey time (i.e. ‘boil-off’), measured 

as a proportion of the total cargo lost (i.e. the efficiency of the shipping 

journey), therefore 0 < Boil < 1 

Journey(t) a→b = number of days to complete journey from liquefaction 

facility a to regasification facility b (5.13 (a)) 

 

 

(5.16 (c)) 

   

   where: 

RentShip a→b = daily rental cost for LNG carrier from exporting facility 

a to importing facility b 

Journey(t)a→b = journey time (5.13 (a)) from exporting facility a to 

importing facility b 

   DVa→b = delivered volume in m3 of LNG (5.13 (b)) 
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TransitCost a→b = transit cost for any route from exporting facility a to 

importing facility b through major shipping canals (i.e. Suez or 

Panama) 

ShippingCost a→b = rental cost of shipping from exporting facility a to 

importing facility b, per m3 of LNG 

 

Converting into dollars per unit of natural gas, using 1 m3 of LNG is approximately equal to ~ 

600 m3 of natural gas at ambient temperature and pressure (Chevron, 2019), Equation 5.16 (c) 

can be combined with 5.16 (d) to yield a per unit delivery cost of LNG to importing countries 

in $/MMBtu (5.16 (e)).  

 

 

(5.16 (d)) 

 

   where: 

INVi,r = per unit investment cost per year of liquefaction project I in 

region r 

   CAPEXi = lump-sum capital investment for liquefaction project i 

CAPCOSTi = cost of capital coefficient for liquefaction project i, with 

more complex projects generally exhibiting higher financing risk and 

therefore higher cost of capital. The coefficient CAPCOSTi is therefore 

≥ 1. 

δi = time over which CAPEX is amortised for project i 

   Qi,t = annual name-plate capacity for liquefaction project i in time t 

   t = time-period, where 

    t = 1 = start of output 

t = Lifei = life-time of project i. In most cases this must be 

assumed given the size of the project etc., but 20 years at 

maximum capacity is standard. 

 

 

 

   where, 
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TradeCosti,a→b = trade cost per unit of delivered LNG, with unit 

investment costs from liquefaction terminal i and shipping costs from 

exporting facility a to importing facility b 

           (5.16 (e)) 

The per unit investment cost of LNG shown in Equation 5.16 (d) was utilised instead of 

simply dividing CAPEX by a certain number of years, as unlike a pipeline which is bilateral, 

the investment cost of an LNG terminal is generally spread across several export-import 

routes (i.e. there are often multiple outlets for the gas). The final database includes over 170 

individual costs between export and import terminals (i.e. Equation 5.16 (e)). 

 

Figure 5.11 below shows some examples of the traded cost of natural gas (up to getting it to 

an import facility) from a range of exporters to China (assuming the Guangdong Peninsula is 

the destination).  

 

 

 

Figure 5.11: Pre-regasification LNG delivery costs to China from selection of exporters 

 

For reference, the ‘LNG trade cost’ includes the shipping cost and a unit investment cost on 

any export capacity (i.e. Equation 5.16 (c) plus 5.16 (d)).  

 

5.6 Conclusions 
 

This extensive Chapter first introduced the various components of natural gas costs across the 

supply chain, before identifying a key uncertainty in upstream costs: the drivers of field 
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extraction costs for fields which have not yet been developed. By quantifying statistically 

significant drivers of field development costs across different geological categories, this 

Chapter provides novel insights into the uncertainty surrounding both present and especially 

future, costs of natural gas extraction, processing and transportation. Additionally, the 

collection of a broad range of data including field/play level volumes and costs was discussed 

and linear regression analysis applied to each database in order to generate costs for fields 

which either had no publicly available data or are currently undeveloped. The statistically 

significant drivers of field-level costs for each category of natural gas assessed in this Chapter 

are shown in Table 5.23. 

 

Table 5.23: Statistically significant drivers of natural gas field development costs 

Natural gas resource category Statistically significant drivers of natural 

gas supply costs 

Conventional non-associated onshore gas  Depth of gas bearing reservoir 

Presence of CO2 or H2S 

Field development risk 

Proved reserves of the field 

 

Conventional non-associated offshore gas Water depths 

Field development risk 

Production experience 

Proved reserves of the field 

Shale gas Depth of gas bearing formation  

Length of horizontal lateral drilled 

Thickness of the shale formation 

Tight gas Depth of the gas bearing formation  

Production experience 

 

Once these regression outputs were generated, some example cost-depletion curves were 

introduced by standardising resources and costs on a 0-100% scale. These cost-depletion 

curves will be discussed in more detail in Chapter 7, including their combination with 

probabilistic estimates of country level natural gas volumes, to construct supply cost curves. 

The overarching motivation for constructing this field-level database was three-fold: 

1. The field costs are a crucial input into the bottom-up global Gas Production, Trade 

and Annual Pricing Model (GAPTAP) (discussed in detail in Chapter 10).  



159 
 

2. The database allows a novel evaluation of the key drivers of field supply costs, 

particularly for undeveloped conventional and unconventional resources 

3. The new database facilitates soft-link consistency between GAPTAP and the energy 

system model TIAM-UCL, by using the field-level costs (and resource base) to 

construct cost depletion curves which could be aggregated into the regions of TIAM-

UCL.67 This is discussed more in Chapters 6-8. 

In addition to field-/play-level supply costs for upstream natural gas costs, this Chapter 

introduced databases for associated natural gas infrastructure capacity investments and 

operational costs and natural gas pipeline and LNG trade. These will be discussed in more 

detail in subsequent Chapters, with the associated gas cost inputs utilised to generate new 

production profiles of natural gas from oil using the energy system model TIAM-UCL 

(discussed in more detail in Chapter 8) and the trade infrastructure and LNG shipping 

databases used in both TIAM-UCL and the new field-level gas production, trade and pricing 

model (GAPTAP) model, which is discussed in detail in Chapter 10.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
67 TIAM-UCL represents costs in terms of million dollars per petajoule. A simple conversion assuming 1 British 

thermal unit is equal to 1055 joules is therefore assumed.  
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Chapter 6: Developing ranges of resource data for conventional and 

unconventional natural gas 
 

6.1 Introduction  
 

This Chapter aims to generate a range of volumetric estimates of natural gas across 

different resource and reporting categories (discussed in Chapter 2) for individual countries, 

utilising a bottom-up database of field-/play-level reserve and resource estimates where 

possible. These ranges (apart from for undiscovered conventional natural gas which is 

discussed in Section 6.3.3.) will be used as parameter inputs in Chapter 7 in order to generate 

probabilistically derived outputs of resource volumes given the range of uncertainty. 

Therefore, for the most part, this Chapter presents discrete data uncertainty range inputs, 

which will be used in continuous distributions in Chapter 7 (along with the corresponding 

outputs from the uncertainty analysis presented). This will also allow (from Chapter 9) for 

sensitivity analysis on the impact of resource uncertainty on natural gas supply and demand 

and more intricate details of gas markets (e.g. prices, trade, government revenue, etc.). An 

assessment of volumes of non-associated conventional natural gas is presented by isolating 

and categorising natural gas at a field-level.  

Section 6.2 discusses the collection of data at the most disaggregated level possible (generally 

field-/play-level depending on whether the accumulation is conventional or unconventional), 

as well as the importance of maintaining the definitions provided in Chapter 2 for proved 

reserves, reserve additions and technically recoverable resources (TRR), for developing 

volumetric estimates. The section also discusses how these bottom-up estimates can be 

reconciled with more widely available aggregated country-level estimates and any limitations 

in terms of the availability of data.  

Section 6.3 provides ranges of reserve and resource volumes across different categories of 

natural gas, for individual countries. This includes the development of, where possible, play-

level estimates of technically recoverable unconventional gas resources.  

Section 6.4 then concludes by identifying some key insights from the construction of a 

bottom-up resource database and introduces the combination of a range of discrete estimates 

into continuous probability distributions, which are discussed in Chapter 7.  

 

6.2 Developing a bottom-up database of volumetric estimates for natural gas 

 

The work undertaken as part of this thesis required significant amounts of data collection, 

calibration and validation. As with the development of the gas field and infrastructure cost 

databases discussed in Chapter 5, this Chapter discusses the methods utilised to transform 

limited public data on natural gas field reserves and resource volumes into an extensive 

database. This database includes both conventional and unconventional natural gas.  
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6.2.1 Conventional non-associated natural gas 
 

Chapter 2 discussed the different definitions of volumetric estimates of natural gas 

accumulations. For conventional non-associated natural gas, volumetric estimates are split 

into proved reserves, reserve additions and undiscovered natural gas resources.  

 

6.2.1.1 Proved natural gas reserves 
  

Much of the initial database construction is indebted to the publicly available database on 

giant oil and gas fields originally compiled for the AAPG by M. Horn (NETL, 2014). This 

database provided a starting point for the field-level gas production, trade and pricing model, 

GAPTAP, which was introduced at the end of Chapter 4 and discussed in detail in Chapter 

10, as well as improving the representation of conventional natural gas reserves in the energy 

system model TIAM-UCL (discussed in Chapter 7 and 8). For some fields in the database, 

field-level reserves were revised. For example, where field reserve volumes were 

significantly below those indicated across the literature, the numbers have been altered to 

reflect this. These fields include the North Field-South Pars complex, Troll, Bovanenkovo 

and Yurkharksoye.68 Additional extensions and modifications to the database included: 

 

• Associated natural gas has been isolated from non-associated fields 

• As mentioned above, a review of field reserve values in the database was conducted 

and modified if significantly above/below values available in the literature 

• Where natural gas fields were missing reservoir depths, these have been added 

• Sour gas fields have been identified. This was discussed in detail in the previous 

Chapter which showed concentrations of hydrogen sulphide (> 0.5%) or carbon 

dioxide (> 2%) were a statistically significant driver of field supply costs. 

• Water depths have been added for offshore fields 

• For fields in operation, production start years have been identified (commencement 

dates for post-FID fields coming into operation post-2015) 

• Production values for 2015 for fields in operation 

• The life-stage of each field in production (i.e. growth; peak; plateau; decline)69  

• Additional fields have been added to the database, some of which were missing due to 

not falling under the classification of “giant” (i.e. at least 500 mmboe initial 

recoverable resources) 

• Additional fields discovered post-2010 have been added. If the field has significant 

uncertainty in reserves (most notably for large-/super-giant fields), this was mitigated 

by using probability distributions across the resource range from available literature to 

 
68 Yurkharksoye is Novatek’s (Russia’s biggest independent gas producer) largest producing field and supplies 

gas to the Gazprom controlled Unified Gas Supply System (UGSS) transporting gas across Russia (Novatek, 

2017)  
69 This is discussed in more detail in Chapter 10, where a new bottom-up gas field production and trade model is 

introduced 
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account for the uncertainty (e.g. the Shah-Bab sour gas fields in the UAE (EIA, 

2017c; Sen, 2015)). 

 

The uncertainty surrounding reserve levels reported by sources at both country and field-level 

has been mitigated firstly by consistently using ‘international’ reporting standards, whereby 

reserves are quoted at a probabilistic level for both geological and economic feasibility. The 

field database used in this research generally reported much lower reserve figures for Russian 

gas fields as opposed to the Russian government estimates (Analytical Centre for 

Government of Russian Federation, 2016). This can be explained by the Russian reserve 

system using a solely geological characterisation of ‘reserves’ (as discussed in Chapter 2.2.2), 

which comes into conflict when using international standards which base probabilistic 

estimates of reserve volumes on both geological feasibility and current market prices 

(Gazprom, 2013, p. 7). The inclusion of the Shtokman gas field in Russian ‘reserve’ reporting 

is a key example of where the Society of Petroleum Engineers (SPE) international reporting 

standards and Russian reporting diverge (SPE, 2001; Analytical Centre for Government of 

Russian Federation, 2016). Table 6.1 reflects differences between the amended field-level 

NETL (2014) database and Russian reserve reporting for different fields.  

 

Table 6.1: Comparing Russian field-level reserves 

Field Field-level database 

(NETL, 2014) 

proved (1P) 

reserves, bcm 

Russian Government 

‘reserves’ (A + B + 

C1), bcm70 

% Difference, 

Russian 

Government – 

Field-level 

database 

Urengoy Valanginian 

71 

2024 4333 114 

Bovanenkovo 2001 4304 115 

Yamburg 1307 3109 138 

Astrakhan 1175 3087 163 

Zapolyarnoye 959 2353 145 

Medvezhye 230 564 145 

Kovyktinskoye and 

Chayanda (Power of 

Siberia fields) 

1535 1563 2 

Yamal LNG fields 51272 1003 96 

Orenburg 518 664 28 

  

 
70 Predominantly Gazprom  
71 Achimov deposits are considered separately (higher pressure, deeper reservoir and presence of kerosene 

compounds which complicate development (OGJ, 2015)) 
72 Initial proved reserves are sufficient to supply the Yamal LNG project at peak capacity for 22 years 
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For reference, the NETL database (2014) follows the SPE (2001) definition of reserves: 

“quantities of petroleum which are anticipated to be commercially recovered from known 

accumulations from a given date forward”. For an illustration of the difference between SPE 

and Russian reporting, the summation of the top 16 fields for ‘reserves’ using Russian 

reporting standards is ~ 32 tcm (Analytical Centre for Government of Russian Federation, 

2016), which is equal to BP’s estimate for all proved Russian reserves in 2015 (BP, 2017).  

 

 

6.2.1.2 Reserve additions and reserve growth 
 

Estimates of “potential additions to reserves” or “reserve growth” (Klett et. al, 2015) across 

the literature are relatively limited. Klett et. al (2015) utilised US analogues and applied these 

to discovered gas fields outside of the United States with in-place volumes ≥ 500 mmboe (~ 

78 bcm). The mean estimate of reserve growth in non-associated gas fields outside of the US 

was ~ 10.5 tcm. However, there is no regional disaggregation provided with this figure and 

therefore a process by which volumes of reserve growth can be assigned to individual 

countries is required. This is discussed in more detail in Section 6.3.2 and Chapter 7.2.2. 

The USGS estimated reserve growth as a subset of technically recoverable resources, either 

from already developed, technologically accessible formations or “extrapolated from 

geologically similar trends or plays” (Klett et. al, 2011, p. 1). Reserve growth has already 

been defined as potential additions to reserves in already discovered and proved 

accumulations, via techno-economic developments and improvements in recovery or 

additional exploratory activity. The USGS (Klett et. al, 2015) method focuses on the 

identification of individual accumulations most likely to contribute to reserve growth, with a 

bottom-up analysis of geological parameters analysed and statistical distributions attributed to 

the potential recovery factor of these formations. The USGS method utilises a range of 

recovery factors (to reflect uncertainty over recoverability given different geological 

characteristics under the assumption of current technological knowledge). Once the 

accumulations with the most likely prospect for reserve growth have been identified, 

Equation 6.1 shows the method employed for implementing Monte Carlo simulations from 

the distributions of in-place gas quantities (lognormal) and recovery factors (triangular), with 

multiple sampling of the product of gas-in-place and recovery factors yielding an aggregate 

distribution.   

 

    (6.1), 

   where, 

   RGGlobal = aggregated distribution for global reserve growth 
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i = the ith assessment unit, therefore  is the sum of all assessment 

units estimated globally  

GIPi,n = random sample of gas-in-place from relevant distribution, for 

assessment unit i and simulation number n 

RFi,n = random sample of recovery factor from relevant distribution,  

for assessment unit i and simulation number n 

n = number of simulations 

 

In addition to Klett et. al (2012, 2015), Attanasi and Freeman (2013) estimated volumes of 

stranded natural gas. As discussed in Chapter 2.2.2, stranded gas volumes are included in 

reserve additions.73 The estimates of Attanasi and Freeman (2013) were recalibrated, firstly to 

match the regions of the energy system model TIAM-UCL and secondly to limit the 

possibility of double counting estimates of stranded gas with fields included in estimates of 

proved reserves by: 

1. Subtracting gas field reserves developed post-2012 (last reporting year for Attanasi 

and Freeman (2013)) from stranded estimates because they have been included in 

proved reserves 

2. Subtracting reserves in undeveloped fields which have passed/are pending a final 

investment decision (FID) or active project appraisal from stranded gas estimates, i.e. 

reserves which Attanasi and Freeman (2013) considered ‘stranded’ but are now 

considered proved due to post-2013 investment movements. 

 

Additionally, Chapter 2.2.2 also defined abandoned but discovered gas fields as potential 

reserve additions. The field-level database built-up as part of this thesis allows a bottom-up 

assessment of the proportion of potential reserve additions which come from this source.  

 

6.2.1.3 Undiscovered non-associated gas  
 

The USGS (Schenk, 2012) assessed potential conventional undiscovered volumes of natural 

gas outside of the United States, using a probabilistic method and delineating petroleum 

provinces into numerous assessment units. As mentioned in Chapter 2, undiscovered natural 

gas refers to volumes of natural gas outside of well-defined accumulations, which through 

geological assessments are assumed present, above a minimum pre-defined volume. The 

USGS volumes for undiscovered gas were disaggregated in the following two ways, to ensure 

volumes of non-associated undiscovered natural gas were isolated and could be disaggregated 

to individual countries/regions: 

1. Non-associated natural gas was considered separately from associated gas 

 
73 With undeveloped (but post-FID) giant and super-giant field-level reserves subtracted from Attanasi and 

Freeman’s (2013) estimates of stranded volumes to limit potential of double counting  
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2. Disaggregating the figures for the USGS regions (into individual countries/other 

regional groupings) was conducted by utilising basin level estimates of undiscovered 

non-associated gas resources and consolidating these with the aggregated USGS 

estimates.74 

 

For undiscovered resources, the USGS estimated low (P95), central (P50) and high (P5) 

volumes. The percentile outputs for undiscovered gas were deemed robust and are therefore 

used directly in this work and input into the energy system model, TIAM-UCL, which is 

discussed in more detail in Chapter 7 and 8: 

1. The percentile outputs provide a significant range of uncertainty which will be 

explored subsequently in this work 

2. The lack of other (disaggregated) estimates of undiscovered conventional non-

associated gas in different regions means the USGS estimates in their original form 

are considered sufficient given the large range of estimated uncertainty. 

 

 

6.2.1.4 Arctic natural gas 
 

Arctic natural gas is conventional gas in terms of its geological characteristics but has 

significantly different operating conditions. In the energy system model TIAM-UCL 

(discussed in detail in Chapter 8), volumes of Artic natural gas are accounted for separately 

from other conventional categories, due to these operating requirements (generally being 

more cost intensive). The classification of Arctic natural gas in TIAM-UCL is therefore for 

undeveloped and undiscovered accumulations, with producing fields in the Arctic region 

considered proved reserves.  

Very few studies have estimated undiscovered recoverable natural gas resources in the 

Arctic. Of these only the USGS (Gautier et. al, 2009) and a 2006 Wood Mackenzie study 

(reported in Lindholt and Glomsrød (2011)) provided supranational resource estimates, with 

more studies focusing on a specific assessment area within the Arctic (USGS, 2008; Gautier 

et. al, 2009; Houseknecht and Bird, 2005). In this work, the USGS study (Gautier et. al, 

2009) on Arctic gas resources is used as a starting point as it is more recent (compared to the 

Wood Mackenzie estimates reported in Lindholt and Glomsrød (2011)) and more information 

is available on the method used to determine resource estimates (Gautier et. al, 2009; USGS, 

2008). 

McGlade (2013) identified the largest degree of uncertainty in Arctic resource potential 

between the Wood Mackenzie and USGS study was in Russia. The difference between the 

two studies is almost exactly equal to the USGS (2008) mean estimates of undiscovered 

Arctic gas in the West Siberian Basin (~ 18 tcm). For this study, careful consideration was 

 
74 These came from a large range of USGS studies: Schenk et. al, 2012a (South America), Schenk et. al, 2012b 

(Mexico), Brownfield, 2016 (Mozambique), Schenk et. al, 2008 (West Siberian Basin), Pitman et. al, 2012 

(Arabian Peninsula and Zagros Fold Belt) 
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made to ensure that undiscovered Arctic resources were not also included in undiscovered 

conventional Russian resources (discussed in Section 6.2.1.3) and therefore double counted.  

Each basin assessed by the USGS was either assigned wholly to a country, or split between 

countries if the basin overlapped; generally, this was done based on existing, discovered 

resource endowments between the respective countries. Whilst this is undoubtedly a 

simplification, the estimates taken from the USGS already include probabilistic methods, 

with each assessment unit analysed at the 95th, 50th and 5th percentiles, as well as the overall 

distribution mean. Figure 6.1 shows the assignment of the mean recoverable resource 

estimate generated by the USGS CARA (2008) study to individual countries/regions.  
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Figure 6. 1: Disaggregating USGS CARA estimates for Arctic natural gas 

 

Source: USGS, 2008; Gautier et. al, 2009 

Note: the combined Norway and Denmark column includes assessment units in Greenland 

and are combined to generate a ‘European’ estimate. Additionally, Russian estimates in this 

work are ~ 6 tcm lower than McGlade (2013) due to partial reclassification and recalibration 

between conventional ‘Arctic undiscovered’ and ‘undiscovered’.  

 

6.2.2 Unconventional natural gas – identifying sources of reserves and 

resources 
 

Through a combination of more complicated geology, including for reservoir simulation and 

exploratory modelling (Wang et. al, 2018) and less development, particularly outside of 

North America, the uncertainty surrounding recoverable volumes of unconventional natural 

gas is significant. This section provides insights into the collection of bottom-up resource 

estimates of unconventional natural gas. Due to the above-mentioned lack of development 

history, the classification of unconventional gas mainly focuses on technically recoverable 

(TRR) or ultimately recoverable resources (URR), as outside of North America, proved 

reserves are limited and/or have limited available volumetric data. Where possible, estimates 

of proved reserves of different categories of unconventional gas are provided in this Chapter. 
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6.2.3.1 Shale gas  
 

Since the rapid production increases in shale gas seen in North America and the United States 

in particular, there has been growing interest in quantifying recoverable volumes of shale gas. 

In practice, without extensive test (and production) drilling, the numerous uncertainties 

surrounding the recoverable volumes of shale gas remain. In fact, even the most stringent 

reporting classifications, proved reserves, has seen extreme revisions in the United States, 

increasing from ~ 4.8 tcm in 2015 to 9.3 tcm in 2018 (EIA, 2020).75  

McGlade et. al (2013) collected a range of estimates and discussed the strengths and 

limitations of different methods for estimating recoverable volumes of shale gas and the 

implications of utilising such approaches. McGlade et. al (2013) and McGlade (2013) suggest 

the uncertainties associated with estimating recoverable volumes of shale gas should be 

assessed using statistical processes, which whilst not necessarily limiting the uncertainty, 

allows it to be quantified. Since McGlade (2013), where the EIA-ARI (EIA, 2013) report on 

technically recoverable volumes of shale gas was one of the only and therefore most 

prevalent, sources reporting at a sub-country level, there has been a number of additional 

studies estimating technically recoverable volumes within individual plays.76 For example, 

multiple estimates for technically recoverable shale gas resources in the Sichuan Basin in 

China were collected (EIA, 2013; USGS, 2015; Potter, 2018; Liu et. al, 2015; Medlock, 

2013; Dong et. al, 2018; Wang et. al, 2016), giving a broad range of uncertainty which could 

then be assessed using probability distributions. The ranges of technically recoverable 

resources (TRR) collected from across the literature for individual shale plays in different 

countries is discussed in more detail in Section 6.3.4.1. 

 
75 The United States is considered in this work the only country with proved reserves of shale gas 
76 The 2013 EIA-ARI study on technically recoverable volumes of shale gas outside of North America appears 

to be the most used/often quoted across the literature (Gomes and Brandt, 2016; Boyer et. al, 2011; Zijp et. al, 

2017; Energy Institute, 2015; UNCTAD, 2018).  
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6.2.3.2 Tight gas 
 

McGlade (2013) identified that estimates of technically recoverable tight natural gas 

resources are relatively limited, which is in part due to some reporting sources combining 

tight gas with conventional natural gas. However, this work includes a range of tight gas 

resource estimates, for the main producing/resource holding countries. Table 6.2 includes 

volumetric estimates of natural gas for some major fields which were initially found in the 

AAPG database of conventional natural gas fields but have been identified as tight.  

 

Table 6.2: Examples of proved reserves in tight natural gas fields 

Country Field/play Reserves, bcm 

USA Carthage 189 

Jonah 217  

Pinedale (GRB) 370 

Wattenberg 65 

Canada Elmworth 217 

Algeria Timimoun 26 

Oman Khazzan-Barik Block 236 

China Sulige 352 

Daniudi 101 

Zizhou 115 

Source: NETL, 2014 

 

Tight gas production was historically centred in the United States, with some trap structures 

in the Carthage and Jonah formations in production since the 1930s. However, and as 

mentioned in 5.3.2.2, large-scale tight gas projects have emerged in China, Oman and 

Canada. For reference, the analysis from this work suggests proved reserves of tight natural 

gas in China of 1.13 tcm (or ~ 41% of the total proved reserves figure from Cedigaz).  

In addition to the field-level estimates collected in this work, a range of publicly available 

sources of country-level technically recoverable tight gas resources have also been identified. 

Therefore whilst a sub-country assessment of technically recoverable tight gas resources was 

not feasible in this study, the above evaluation of field-level, currently producing proved 

reserves did allow a novel assessment of tight gas cost depletion dynamics (see Section 

5.4.2.2), which could be applied to these country-level uncertainty ranges. The range of 

uncertainty for country-level tight gas recoverable resources are shown in Section 6.3.4.2. 
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6.2.3.3 Coal bed methane 
 

There is limited available data on technically recoverable resources of coal bed methane, due 

in part to its relative lack of development and due to complications of estimating recoverable 

volumes of methane in coal seams. The BGR (2014) provide country-level reserve estimates 

of CBM for the following countries: Russia (44 bcm), China (71 bcm), USA (385 bcm), 

Canada (52 bcm), Australia (979 bcm). Additionally, Section 6.3.4.3 provides ranges of 

technically recoverable CBM resources at a country-level (as with tight natural gas, estimates 

of CBM disaggregated below a country-level were limited). Additionally, given that the 

majority of coal bed methane resources are generally in countries with large coal resources, 

the analysis of CBM uncertainty can be concentrated on a handful of countries: Russia, 

China, USA, Canada, Australia, South Africa, Indonesia and India. 

 

 

 

6.3 Generating a range of volumetric estimates for different categories of 

natural gas 
 

The next step before combining single-point estimates into probability distributions in 

Chapter 7 is to generate a range of possible reserve/resource levels using other publicly 

available data. With the exception of undiscovered volumes of non-associated conventional 

natural gas, which are already the outputs of probabilistic estimates generated by the USGS 

(discussed in detail in Section 6.3.3), low, central and high volumetric estimates were 

generated from a wide literature review across different resource categories and countries. 

The ranges were developed to account for the inherent uncertainty in volumes of recoverable 

natural gas. These low, central and high estimates are then used as inputs into probability 

distributions in Chapter 7 which will allow a probabilistic quantification of the range of 

uncertainty, as well as provide outputs which will allow novel insights into the implications 

of varying resource availabilities on gas supply, demand and market mechanisms (from 

Chapter 9 onwards).  

Table 6.3 shows the approach taken to generate uncertainty ranges of each category of natural 

gas. The approach taken was heavily dependent on the availability of data. Where both top-

down and bottom-up estimation methods have been used (e.g. proved reserves) to generate 

uncertainty ranges, the probabilistic combination of these ranges into uncertainty 

distributions includes assumptions around the correlation of distribution inputs in the event 

one method inherently provides estimates at a certain end of the uncertainty range (as 

discussed in Chapter 7). 

Table 6.3: Estimation method for generating uncertainty ranges for categories of natural gas 
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Natural gas category Estimation method 

for uncertainty 

ranges  

Data uncertainty 

ranges used as input 

or output 

Rationale 

Non-associated 

proved reserves 

Bottom-up and top-

down 

Input Combination of 

bottom-up (field-

level) and top-down 

(country-level) 

allows strength of 

both estimation 

methods (including 

consistent 

application of 

definition of proved 

reserves provided in 

Chapter 2.2.2.4). 

Reserve additions Bottom-up and top-

down 

Input Combination of 

bottom-up and top-

down allows 

strength of both 

estimation methods 

New discoveries Bottom-up Output Single source of 

estimates of 

undiscovered natural 

gas resources is the 

USGS. 

Undiscovered gas 

resource estimate 

ranges are taken 

directly from the 

USGS given 

probabilistic 

uncertainty analysis 

has already been 

conducted and a 

single estimation 

method is used.   

Shale gas Bottom-up Input Bottom-up (play-

level) estimates of 

technically 

recoverable 

resources  

Tight gas Top-down country 

level estimates  

Input Whilst data is 

available to estimate 

proved reserves for 

some tight gas fields 

(NETL, 2014), the 

bulk of exhaustive 

(i.e. capturing all 



172 
 

resources within 

each country) 

technically 

recoverable tight gas 

resource estimates 

are at a country-level 

Coalbed methane Top-down country 

level estimates 

Input As with tight gas, 

the bulk of 

technically 

recoverable CBM 

resource estimates 

are at a country-level 

 

 

6.3.1 Conventional non-associated natural gas reserves 
 

There are several sources that provide natural gas reserve estimates, with many providing 

broadly similar figures across 1P values (BP, IEA, EIA, OGJ, Cedigaz). In fact, for the most 

part these reported reserves differ only marginally, with a few exceptions generally focused 

on countries with relatively recent large natural gas discoveries, including Australia and 

particularly Mozambique, as well as countries where conventional and unconventional gas 

are often poorly defined or fields incorporate techno-economic aspects of both, such as 

China. For the purpose of this work, Cedigaz, as used by the IEA (IEA, 2017), was deemed 

the most suitable 1P reserve figures to use in country level distributions to take into account 

the inherent uncertainty surrounding reserve availability. This was for two main reasons: 

1. The 1P reserve levels generated by Cedigaz are used (for the most part) by both the 

EIA and BP in their reserve reporting; BP, EIA and BGR rely on information from 

third parties (including Cedigaz) to generate their own 1P reserve estimates, 

suggesting Cedigaz uses sufficiently robust methods to yield these figures (BP, 2017 

Statistical Review of World Energy; EIA, 2017 International Energy Statistics) 

2. IEA data was used to calibrate the TIAM-UCL energy system model to its base year 

of 2005 and subsequently to 2010, therefore the IEA’s use of Cedigaz natural gas 

reporting statistics means consistency could be generated between the models 

 

However, one key exception, introduced in Section 6.2.1.1, is Russia. For 2015, Cedigaz 

reports a proved reserve (1P) figure of ~ 50.5 tcm, which appears to correspond to the 

estimate from the Russian Government using Russian reporting standards (Analytical Centre 

for Government of Russian Federation, 2016). Therefore, the value indicated by Cedigaz 

potentially contradicts the definition of proved (1P) reserves in this work. As mentioned in 

Section 6.2.1.1, BP’s 2015 estimate for Russian proved reserves is significantly lower than 

other reporting sources at 32.3 tcm (BP, 2017). In order to generate a single-point estimate of 

Russian proved reserves from the aggregated country-level information (to use as an input 

into the probability distributions which are used to account for the uncertainty in reserve 

volumes), a compromise was considered the best option in order to maintain the SPE (2001) 

definition of proved reserves, but taking into account the range of uncertainty and the fact 
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that at least some of the residual difference between BP’s 2015 estimate and Cedigaz/other 

reporting sources (IEA, 2017) may be commercially producible.77 Therefore, for Russia, a 

simple average across the aggregated country-level reporting estimates was taken and used as 

the maximum input into Russia’s proved non-associated reserve distribution.78 

 

Reported reserve and resource estimates from a range of sources – discussed subsequently – 

often merge associated and non-associated gas into a single figure; these include BP, 

Cedigaz, the Oil and Gas Journal (OGJ), OPEC and the EIA. Whilst this does not necessarily 

provide an issue as far as resource availability is concerned, it does however provide a 

significant challenge when modelling resource economics. Thus, the use of the amended 

field-level resource and reserve database in this work (including both oil and gas fields) 

(NETL, 2014), along with the construction of a field-level cost database, which both 

explicitly distinguish between associated and non-associated resources, allowed this research 

to overcome the limitation of lumping together natural gas reserve estimates.  

The 1P reserve volumes reported by Cedigaz (unless explicitly stated, as with Russia) (IEA, 

2017) were modified before being used as an input parameter into the proved reserve range 

for each country, by subtracting from this total value an assumed level of associated gas in 

major oil producing nations. Some of the assumed ratios of associated to non-associated 

natural gas are shown in Table 6.4, which as mentioned were subtracted from the aggregated 

(Cedigaz) country-level estimate.  

 

Table 6.4: Country-level assumptions for the share of proved conventional gas reserves 

which are found in oil fields (associated natural gas) 

Country % of proved conventional 

gas reserves within oil 

fields 

Source 

Algeria 40 EIA, 2013 

Nigeria 52 DNVGL, 2017 

Libya 30 Norton Rose Fulbright, 2004 

Canada 24 ERCB, 2010 

Brazil 70 Institute of the Americas, 2014 

Venezuela 90 WEC, 2013 

Kazakhstan 90 WEC, 2013 

Russia 12.5  Analytical Centre for 

Government of Russian 

Federation, 2016 

 
77 1P reserves estimate of 48-50 tcm from a range of other sources (OGJ, BGR, EIA, OPEC) also appear to 

correspond more closely to Russian reporting standards (IEA, 2017; BGR, 2014; EIA International Energy 

Statistics, 2020; OPEC, 2018).  
78 The average across the aggregated country level estimates listed above along with BP (2017) was 45 tcm. 

This input was then amended to account for associated gas (see Table 6.4) 
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Iran 20 Hydrocarbon Technology, 

2013 

Iraq 75 EIA, 2016b 

Saudi Arabia 57 EIA, 2013  

Mexico 60 WEC, 2013 

Pakistan 2 WEC, 2013 

Malaysia 18 Ministry of Energy, Green 

Technology and Water, 2009 

Indonesia 15 WEC, 2013 

USA 18 McGlade, 2013 

Norway 41  

 

Additionally, countries with proved reserves of unconventional natural gas had the 

aggregated 1P figure from Cedigaz reduced by an additional percentage before being used as 

a distribution input.79 Table 6.5 shows the proportion of proved reserves for Canada, China 

and the United States which were assumed unconventional. 

 

Table 6.5: Assumptions for proportion of Cedigaz reported proved (1P) reserves categorised 

as unconventional 

Country % of proved reserves 

categorised as 

unconventional 

Remaining proved (1P) non-

associated conventional gas 

reserves, tcm 

Canada 45 1.2 

China  41 1.35 

USA 58 2.4 

 

The summation of field-level non-associated gas reserves (generally) as the lower bound of 

remaining reserves of non-associated natural gas at a country level thus minimised the 

potential to overstate reserves due to large amounts of associated natural gas.  

 

The input parameters into the uncertainty distributions for proved non-associated reserves 

were generally, although not exclusively, assumed to be: 

1. Aggregated remaining field reserves in the extended AAPG database providing the 

minimum input 

2. Altered country-level reserve estimate providing the maximum input.  

 

 
79 E.g. for the USA, EIA estimates of proved shale gas reserves were subtracted from Cedigaz’s 1P overall 

country estimate to limit the potential for inputting overly optimistic estimates of conventional proved reserves. 
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McGlade (2013, p. 37) identified that aggregating proved reserves (P90) across fields 

(Equation 6.1) would lead to systematic underestimation of proved reserves as the sample 

size increases, as taking the lower end of the distribution for all elements would lead to the 

sample average consistently shifting to the left (lower bound) and away from the population 

mean. 

      (6.1) 

 

   where, 

P90 = 90th percentile country-level reserves, interpreted as a 90% 

probability the actual reserve figure will be greater than the P90 output 

c = country c 

n = total number of gas fields in country c 

 

However, this has been mitigated to the greatest possible extent, with the following points 

suggesting why this method, if it is incorporated as an input parameter to a probability 

distribution, can provide valuable insights: 

• Firstly, the summed field value is, in most cases, input at the lowest end of the 

distribution providing the minimum parameter (i.e. P100). 

• Secondly, if the estimates of proved reserves for each field are the P90 value and the 

same method (i.e. source) was used to generate these estimates, then it can be 

assumed volumes in each country are perfectly correlated depending on their 

geological characteristics and therefore the summation of fields in the NETL (2014) 

database can be used to generate a country-level estimate.80 

• Thirdly, the limitation of underestimating reserves by field-level aggregation was 

deemed to be partially offset by the benefit of being able to isolate: 

o Associated from non-associated natural gas reserves 

o Unconventional from conventional reserves 

o Undeveloped gas fields, with no final investment decision for development are 

included in reserve additions rather than proved reserves 

o The distribution of natural gas costs can be far more robustly assessed, 

including the identification of sour gas fields and the costs of reserve 

additions. 

• Finally, some individual fields were assigned new reserve figures, from their own 

reserve distribution, if there were large discrepancies in the literature. 

 

 
80 For most conventional non-associated gas fields this was the case, with the amended database introduced in 

6.2.1.1 predominantly used.  
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Table 6.6: Range of proved conventional non-associated gas reserves for a selection of 

countries 

Country Low, tcm Central, tcm High, tcm Percentage 

spread, % 

Algeria 1.6 2.3 2.7 65 

Nigeria 0.5 1.8 2.5 448 

Egypt 1 1.3 2.1 113 

Mozambique 0.08 0.2 0.3 332 

Australia 1.6 1.7 2 27 

Canada 0.3 0.6 1.2 286 

China 1.2 1.4 1.7 40 

Argentina 0.26 0.29 0.34 31 

Bolivia 0.3 0.4 0.5 51 

Poland 0.09 0.11 0.16 81 

Russia 13.6 33.3 39.1 188 

Turkmenistan 4.1 9.8 15.8 281 

India 0.43 0.54 0.76 77 

Israel 0.2 0.3 0.5 206 

Iran 13.681 22.4 26.8 98 

Qatar 17.382 19.6 24.3 40 

Mexico 0.07 0.08 0.1 49 

Indonesia 0.8 1.8 2.3 202 

Malaysia 0.7 1.8 2.3 237 

Pakistan 0.3 0.4 0.7 173 

United Kingdom 0.21 0.23 0.28 35 

United States 0.5 1.05 2.4 334 

Netherlands 0.3 0.5 0.8 130 

 
81 This figure is significantly lower than other estimates across the literature, however it can be explained from 

the robust field-level assessment of proved natural gas reserves. For example, the lower bound estimate of 

Iranian non-associated proved reserves does not include some giant fields which have not received investment 

decisions including Farzad B (~ 0.7 tcm, Kish fields (~ 1.2 tcm), North Pars complex (~ 0.7 tcm). 
82 The lower end of the distribution for both Iran and Qatar are due to lower proved reserves in the North Field-

South Pars complex. Whilst the reserves for the North Field are at the lower end of the literature, they are still 

huge: enough for 84 years production at current levels of domestic consumption and all LNG under the Barzan 

expansion (> 200 bcm/a).  
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Norway 1.33 1.41 1.45 9 

Note: the percentage spread column is simply calculated by the difference between the high 

and low estimates 

These low, central and high parameter values are then used as inputs into probability 

distributions and combined with the cost depletion curves discussed in Chapter 5 to form 

regional supply cost curves.83 This is discussed in detail in Chapter 7.  

 

6.3.2 Reserve additions 
 

Due to the dynamic nature of natural gas volumes moving between categories of the 

McKelvey box (see Chapter 2.2.2), reserve additions are heavily linked to proven reserves, in 

the sense that any change in techno-economic circumstances can lead to re-classification 

between the two categories (i.e. reserve additions can become proved reserves and vice 

versa). The work conducted by Klett et. al (2015) provided an aggregated global (non-US) 

range of reserve growth estimates ranging from 16-48 tcm (median estimate of 26 tcm) for 

associated natural gas and -13-48 tcm (median estimate of 6 tcm) for non-associated gas.84  

At the lower end of the non-associated reserve growth range, the negative coefficient 

essentially signifies that reserves decrease in size, i.e. declines are not offset and therefore the 

overall reserve base decreases. To split the global estimates of reserve growth provided by 

Klett et. al (2015) a new technique was employed by disaggregating global reserve growth 

based on the regional distribution of low (P95), central (P50) and high (P5) percentile outputs 

of proved reserves. This is discussed in detail in Chapter 7.2.2.  

Due to this fact and that estimates of reserve growth/additions tend to be highly aggregated 

(e.g. USGS example above), this thesis provides new estimates which react dynamically to 

probabilistic estimates of proved reserves. In addition to this, the field-level database 

(undeveloped and abandoned fields) and Attanasi and Freeman’s (2013) estimates of stranded 

gas volumes provide new regional estimates of potential reserve additions.  

In order to estimate potential reserve additions for some natural gas fields which have been 

discovered but have had no investment decision for development and which have a large 

range of uncertainty, this thesis assigned individual probability distributions with the input 

parameters determined by relevant literature. For example, the Mamba gas complex in 

Mozambique is considered potential reserve additions in this work and triangular probability 

distributions were applied to recoverable volumes in the North and South areas of the Mamba 

complex. The derived potential reserve additions for the Mamba complex in this work was 

between 673 (P95) and 864 (P5) bcm (EIA, 2013; 2b1st Consulting, 2012; ENI, 2011). These 

volumes were then subtracted from the estimates of stranded reserves from Attanasi and 

Freeman’s study (2013), in order to minimise the risk of double counting reserve additions. 

For reference, a more detailed description of the method employed for both field-level and 

aggregated country-level estimates of reserve additions is given in Chapter 7.2.2. As 

 
83 The aggregation of countries was required to generate supply cost curves for the regions of the TIMES 

Integrated Assessment Model at UCL, discussed subsequently in this thesis 
84 As a reminder reserve growth is defined as “the increase in estimated volumes of oil and natural gas that 

might be recovered through time” (Klett et. al, 2015)  
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mentioned in 6.2.1.1, often the collection of ‘reserve data’ by various reporting sources will 

absorb volumes into their estimate of proved natural gas reserves which should in fact belong 

to reserve additions and where possible these are identified (the example of Russian proven 

reserve estimates was discussed in Section 6.2.1.1 and 6.3.1).  Additionally, Chapter 7.2.2 

discusses in detail a new method by which the uncertainty between proved reserves and 

reserve additions can be quantified.  

 

6.3.3 Undiscovered conventional non-associated natural gas resources 
 

Due to the lack of widespread disaggregated (i.e. country-level) data on undiscovered natural 

gas volumes, all data is taken from USGS estimates (as discussed in 6.2.1.3), with the 

percentile outputs of individual basins summed under the assumption of perfect correlation to 

yield country/regional-level volumes. The assumption of perfect correlation for undiscovered 

conventional resources is based on the fact that all data is provided by the USGS, using the 

same estimation method for undiscovered resources. Therefore it would be reasonable to 

assume that each estimate (P95, P50 and P5) representing low, central and high percentile 

outputs (of estimated volumes of undiscovered natural gas) are perfectly correlated with other 

low, central and high estimates from other assessment areas and therefore summed into 

country/region estimates. In short, a ‘high’ estimate from one assessment unit would likely be 

highly correlated with a ‘high’ estimate from another assessment unit, and therefore all ‘high’ 

estimates can be simply summed to give a regional estimate.  

 

Table 6.7 shows the calculated ranges for undiscovered natural gas for a selection of 

countries/regions. Unlike Table 6.6 where the low, central and high estimates are used as data 

inputs, the volumes of undiscovered natural gas are already the outputs of the probabilistic 

methods employed by the USGS to estimate undiscovered volumes of natural gas. Additional 

recalibration was conducted to account for fields which have moved across the McKelvey 

matrix since the range of USGS studies were conducted (i.e. fields which were ‘discovered’ 

after the USGS studies and have therefore become either proved reserves or potential reserve 

additions). 

 

Table 6.7: Summation of low, central and high figures for undiscovered natural gas for a 

range of countries/regions 

Country/Region Low (P95), tcm Central (P50), 

tcm 

High (P5), tcm Percentage 

spread, % 

Australia 3.1 6.1 11.1 263.3 

China 0.9 1.9 4.1 375 

Former Soviet 

Union85 

3.8 9.1 21 450 

 
85 Includes Russia, Turkmenistan, Azerbaijan, Kazakhstan 
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India 0.9 1.8 3.2 244.6 

Mexico 0.5 1.1 2.3 387 

Other Developing 

Asia86 

4.4 9.4 18.6 318.4 

Source: Schenk (2012); Schenk et. al, 2012b (Mexico); Schenk et. al, 2008 (West Siberian 

Basin); Klett et. al, 2010 (Caspian Basin); Schenk et. al, 2010 (Indonesia, Thailand, 

Malaysia). All sources are USGS studies.  

 

 

 

6.3.4 Unconventional natural gas 
 

As with undiscovered conventional non-associated natural gas (Table 6.7), the range of 

uncertainty is higher for unconventional natural gas resources than it is for discovered 

conventional gas. This Section introduces the range of resource estimates which are used as 

inputs into probability distributions to account for the huge uncertainty in technically 

recoverable volumes of unconventional gas. For reference, proved reserves of unconventional 

gas (i.e. already producing formations) are implicitly included within these technically 

recoverable volumes and have been removed from country-level proved reserve estimates 

(Table 6.5 and Table 6.6). This is reflected in the cost depletion curves constructed from the 

bottom-up databases discussed in Chapter 5, with the lower end of the cost range generally 

derived from producing and profitable (at current prices) gas wells, with the higher end of the 

cost depletion curves from uneconomic wells.87 As will be discussed more in Chapter 7, 

estimates of technically recoverable natural gas are assumed to be independent, i.e. there is 

no correlation between inputs or outputs of the created distributions. Whilst this could be 

seen as a simplification/limitation, some mitigating factors are suggested: 

1. The range of methods utilised to estimate technically recoverable resources (TRR) 

vary widely. However, there appears to be no systematic rule that certain methods 

generate high/low technically recoverable resource estimates, with the assumptions 

surrounding key parameters (e.g. the recovery factor in bottom-up geological 

estimates of TRR) seemingly the biggest driver in the difference between play-level 

estimates (McGlade et. al, 2013); 

2. A wider range of literature was required to generate resource ranges for 

unconventional natural gas and therefore a degree of randomness/uncorrelated inputs 

was introduced into each distribution. 

Finally, a distinction in estimation approaches is made between shale and tight gas, based 

largely on the availability of data. Uncertainty ranges of technically recoverable shale gas are 

estimated from bottom-up play-level data, whilst technically recoverable tight gas is 

estimated at a top-down country-level. This is predominantly due to the availability of data, 

 
86 Includes Malaysia, Indonesia, Papua New Guinea, Pakistan 
87 See Section 5.4.2.1-2 
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with significant amounts of recent literature around technically recoverable shale gas at a 

play-level, but tight gas generally reported at a country-level.  

 

6.3.4.1 Shale gas 
 

Table 6.8 below shows a range of estimates for technically recoverable shale gas resources 

from some key shale plays.  As mentioned previously, where possible the low, central and 

high estimates are assigned on a play-/basin-level, in order to account for as much as possible 

of the inherent uncertainty within individual shale plays. These low, central and high values 

were then used as parameter inputs into probability distributions to quantify the range of 

uncertainty in shale gas plays, which is discussed in detail in Chapter 7. Welsby (2018) used 

an example of the Barnett (US) and Sichuan (China) shale plays to illustrate that uncertainty 

in technically recoverable shale resources can only really be minimised through extensive 

development. However, whether doing this is consistent with meeting more stringent 

decarbonisation pathways or is economically feasible is another issue entirely. Figure 6.2 

below shows the range of estimates for technically recoverable resources in the Sichuan shale 

play in China discussed briefly in Section 6.2.3.1.  

 

 

Figure 6.2: Technically recoverable shale gas resources in the Sichuan Basin from a range of 

sources 

 

Note: the bottom and top lines of the box refer to the 25th and 75th percentiles respectively, 

whilst the red line represents the median (50th percentile) estimate from the resource range.   

Figure 6.2 also helps to provide context to Table 6.8 below where a range of estimates (low, 

central and high) are presented for some major shale plays in different countries. Whilst the 

median from the range of volumetric estimates was chosen as the central value for the 
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Sichuan Basin, this is not necessarily the case for all of the shale plays assessed in this work, 

with a range of factors influencing the choice of a central input, including the method used by 

each study to generate their estimate, the level of development of the play and the overall 

distribution of the estimate range. 
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Table 6.8: Range of technically recoverable shale gas for selected basins 

Country Basin/Play Low, tcm Central, tcm High, tcm Percentage spread, 

% 

USA Marcellus 5.8 12.1  15.2 162 

Utica88 1.6 3.7 4.8 200 

Barnett 1.4 2  3.5 150 

Fayetteville 0.3 0.8 1 233 

Haynesville 3.4 5.7 6.8  100 

Eagle Ford 0.8 0.9 1.1 38 

Mexico Burgos  4.4 7.6 14 218 

Argentina Neuquen 8.589  11 15.8 86 

China  Sichuan 6.5 12.5  21  227 

Tarim 5.9  9.2 15.8 168 

Source: Medlock, 2013; IEA, 2019; EIA, 2020; EIA, 2017; EIA-Intek, 2011; EIA, 2013; Browning et. al, 2013a; Browning et. al, 2013b; 

Browning et. al, 2015; Piragine et. al, 2018; Rio Tinto, 2013; Qiao et. al, 2009; Dong et. al, 2012; Zou et. al, 2016; Jiang et. al, 2016; Liu et. al, 

2016; Chen et. al, 2017; Dong et. al, 2015; Ikonnikova et. al, 2018; IHS, 2019; USGS, 2015 

 

 
88 Much of the Utica play lies below Marcellus, therefore with greater reservoir depths and more expensive drilling costs; see Chapter 5.4.2.1 
89 Derived Vaca Muerta only, but assuming Vaca Muerta is the more likely prospect for shale gas extraction given lower depths; similar to the situation with the Marcellus 

and Utica plays in the US 



183 
 

The table above reflects some of the largest basins which are currently producing or have strong interest around development. For reference, 

low, high and central estimates in his work are applied to a total of 48 basins globally. In Chapter 7, these inputs are combined in probability 

distributions to form country-/regional-level estimates of technically recoverable shale gas resources and are compared to other aggregated 

estimates to provide context to the results. However, this Chapter is focused on the range of uncertainty in publicly available estimates of 

technically recoverable resources.   

 

6.3.4.2 Tight gas  
 

Table 6.9 shows a range of low, central and high estimates for technically recoverable tight natural gas resources at a country-level; it should be 

noted that these estimates will include proved reserves of tight natural gas, given that proved reserves are a narrower sub-set of the overall 

technically recoverable resource base. These volumes (low, central, and high) will be used as parameter inputs into probability distributions to 

account for the inherent resource uncertainty in Chapter 7. The rationale for using country-level estimates for tight gas is largely a data 

availability issue, with extensive play-/field-level estimates of technically recoverable tight gas resources lacking in comparison to shale gas, and 

therefore there was not enough data to reconcile field-/play-level data into country-level estimates. 

Table 6.9: Range of technically recoverable tight natural gas for selected countries 

Country Low, tcm Central, tcm High, tcm Percentage spread, % 

Algeria 2.3 3.4 5.5 105 

Argentina 3.7 7.5 15 311 

Australia  1.4 3.6 8 471 

Canada 6.1 8.6 13.6 123 

China 9.9 10.6 12.1 22 

Russia 1.8 5.4 10 100 

USA 8.5 10.8 12.7 49 

Source: BGR, 2015; BGR, 2009; Geoscience Australia, 2019; CSUG, 2010; CSUG, 2011; Chengzao et. al, 2012; McGlade et. al, 2013; IEA, 

2013; Wang et. al, 2016; McGlade et. al, 2012; Boczek and Nowak, 2015; IEA, 2019 
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6.3.4.3 Coal bed methane 
 

As mentioned in Section 6.2.3.3, coal bed methane resources are generally concentrated in large coal producing countries. Table 6.10 shows 

ranges of technically recoverable CBM resources for the major resource holders. As with shale and tight natural gas, these low, central and high 

values are used as parameter inputs into probability distributions in Chapter 7 in order to quantify the range of uncertainty and conduct 

sensitivity analysis on different resource availabilities. As with tight gas, there was a lack of play-level data allowing a bottom-up estimate of 

technically recoverable CBM resources for each country (i.e. there was insufficient bottom-up data to translate play-/basin-level uncertainty 

ranges into a country-level estimate.    

Table 6.10: Range of technically recoverable CBM for selected countries 

Country/Region Low, tcm Central, tcm High, tcm Percentage spread, % 

South Africa 0.04 0.5 0.8 1900 

Australia  2.3 4.5 7.1 105 

Canada 1 2.3 3.7 471 

China 3.5 8.1 10.9 123 

Former Soviet Union 11.4 14.4 20 75 

India 0.9 1.8 2.5 178 

Indonesia 1.2 3.2 3.8 217 

USA 2.7 4 4.5 67 

Source: BGR, 2014; SAOGA, 2014; EIA, 2015; Rigzone, 2016; Geoscience Australia, 2014; Wang and Lin, 2014; EIA, 2017; IPA, 2020; US 

Department of Energy, 2012; APEC, 2018; McGlade et. al, 2012; Thakur, 2017; IEA, 2019 
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6.4 Conclusions 
 

This Chapter has introduced the construction of databases which contain volumetric estimates 

of natural gas reserves and resources. The main aim of this Chapter was to generate a range 

of volumetric estimates for different categories of natural gas so they could be input into 

probability distributions to quantify the range of uncertainty. This involved using a bottom-up 

database of natural gas fields, plays and basins, as well as breaking apart aggregated country-

level estimates. In particular, the extension of an existing database of conventional gas fields 

was discussed, including the detailed assessment of field-level reserves and where fields sit in 

terms of development and therefore, which category (e.g. reserves, reserve additions, etc.) 

they should be included in. The importance of a robust assessment of where individual fields 

lie across resource classifications was identified in Chapter 2.3, with the example of Shell 

writing-off 20% of its reserve base (Herrmann et. al, 2013). This bottom-up assessment was 

used to assess the range of country-level reserves and whether the reserve levels provided 

were consistent with the definitions provided for this thesis in Chapter 2. The example of 

Russia was given, where it would appear the higher level quoted by Cedigaz and the OGJ, 

compared to BP, is due to the use of Russian, rather than SPE, reporting standards. This 

detailed field-level assessment was then combined with other country-level data to form low, 

central and high estimates of reserves for conventional non-associated gas.  

In Section 6.3, the analysis conducted by McGlade (2013) on the range of uncertainty for 

technically recoverable shale gas resources has been updated and disaggregated further, by 

focusing on shale gas at a basin level. This also allows for a systematic bottom-up method of 

applying play-level development costs (discussed in Chapter 5.4.2.1) to play-level 

uncertainty in technically recoverable volumes of shale gas. Additionally, proved reserves of 

unconventional natural gas (particularly tight and shale gas) have been identified and these 

volumes removed from the aggregated country-level estimates of proved conventional 

reserves used in this work. For unconventional natural gas, proved reserves are implicitly 

modelled using the cost depletion curves constructed in Chapter 5, with the underlying 

characteristic that production in unconventional basins focus (where possible) on ‘sweet spot’ 

drilling areas first (i.e. where flow rates and drilling costs are consistent with prevailing 

market prices, therefore making these resources proved reserves), before shifting out to more 

expensive and potentially less productive, drilling areas. 

Chapter 7 now inputs these reserve and resource range uncertainties into probability 

distributions and combines them with the novel cost depletion curves (generated from the 

field-level regression analysis) discussed in Chapter 5. This produced supply cost curves for 

different categories of natural gas in various regions/countries, based where possible on a 

bottom-up analysis of gas fields/plays.  
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Chapter 7: Constructing regional supply cost curves 
 

7.1 Introduction 
 

In order to quantify the large range of uncertainty surrounding volumetric estimates of natural 

gas, the discrete (i.e. single point) range of estimates discussed in Chapter 6.3 were input into 

probability distributions and combined to yield aggregated volumetric estimates across 

different country and resource category groupings. The probabilistic volumetric outputs were 

then combined with the cost depletion curves discussed in Chapter 5 to yield supply cost 

curves both at a country, regional and resource category level. This provided a new, bottom-

up analysis of the key drivers of gas field development costs and the availability of natural 

gas for each techno-economic category, which were input into the energy system model 

TIAM-UCL. Crucially, the combination of the field-level database outputs from Chapter 5 

and Chapter 6 and combination into aggregated countries/regions, provides a crucial and 

novel soft-link consistency of modelling parameters between TIAM-UCL and the new field-

level Global Gas Production, Trade and Annual Pricing model (GAPTAP), which was 

introduced in Chapter 4 and is discussed in detail in Chapter 10. 

The use of probability distributions to account for the inherent uncertainty in estimating 

hydrocarbon volumes and costs is well practised across both academic, governmental, and 

commercial organisations and studies. The USGS for example, has employed probabilistic 

methods across its volumetric estimates for decades, combining uncertain geological 

parameters to obtain a range of estimates for different categories of natural gas: reserve 

growth, undiscovered gas, etc. Additionally, a central aspect of McGlade (2013) was to 

quantify and limit uncertainties surrounding estimates of recoverable volumes of oil and gas. 

The methods used by McGlade (2013) to combine individual correlated probability 

distributions are also used in this work for proved non-associated conventional gas reserves. 

This Chapter provides an overview of constructing supply cost curves for natural gas in 

TIAM-UCL, using the outputs from Chapters 5 (cost depletion curves) and 6 (bottom-up 

resource estimates). The overarching aim is to generate a range of outputs for each 

country/region and gas resource category to explore the impact of resource availability 

uncertainty on regional supply and regional/sectoral demand (RQ3). The method employed in 

this thesis to construct supply cost curves for conventional and unconventional gas was used 

in Pye et. al (2020) and Welsby et. al (2021). This Chapter provides a range of different 

supply cost curves generated, using the novel cost database discussed in Chapter 5 and the 

robust assessment of volumetric estimates for different resource categories from a bottom-up 

database in Chapter 6. The combination of outputs from Chapters 5-6 also allows novel 

insights into field-level drivers of the supply cost dynamics presented in this Chapter.  

The Chapter concludes by providing new estimates of the range of uncertainty for 

disaggregated categories of natural gas reserves and technically recoverable resources. 
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7.2 Combining discrete volumetric estimates into continuous distributions 
 

Due to the relatively porous nature of natural gas resources across the McKelvey matrix, even 

with consistent definitions, quantifying uncertainty can be most effectively conducted 

through inputting ranges of volumetric estimates of natural gas into probability distributions. 

In order to do this, the low, central and high inputs discussed in Chapter 6 are assumed to be 

the three parameters of individual triangular distributions and used to generate distributions 

for reserves/resources of resource categories across different countries.  

 

The triangular distribution was chosen due to its relative simplicity and flexibility, 

particularly dealing with data which is skewed and for which there is limited information to 

interpret the actual shape of the underlying distribution (Garg et. al, 2009; Morgan and 

Henrion, 1990; McGlade, 2013). The probability distribution function for the triangular 

distribution is shown in Equation 7.1 below (Mathworks, 2019), with a brief interpretation of 

the parameters.  

 

    (7.1) 

 

   where, 

   a = minimum parameter  

b = modal parameter (can be the mode, mean, or median, if the above 

conditions in Equation 7.1 hold true) 

   c = maximum parameter 

x = population sample from the distribution (for Monte Carlo 

simulation this is repeated 106 times under random generation) 

 

It is important to comment briefly on why the triangular distribution was chosen in this work. 

The normal distribution was not used due to the distinctly non-normal parameter values 

which were input into triangular distributions (i.e. the majority of the constructed individual 

distributions were skewed positively or negatively). Additionally, the lognormal was also 

inappropriate: whilst the lognormal can be skewed and is always positive (as with 
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reserve/resource volumes), it is skewed positively (i.e. higher values have a lower probability 

of occurring). The lognormal distribution can be used for applications where values at the 

higher end of the distribution are less likely to occur and therefore its use would inherently 

incorporate a ‘lower resource’ bias into the distribution. For many of the parameter inputs 

and corresponding construction of triangular distributions, there is a negative skew (i.e. lower 

values have lower probability of occurring, with higher values more likely). 

   

7.2.1 Conventional non-associated gas reserves 
 

This section discusses the combination of country-level proved reserve distributions into the 

aggregated regions of the energy system model TIAM-UCL. For conventional non-associated 

proved natural gas reserves, the inputs into the triangular distributions were discussed in 

Chapter 6.3.1, including any alterations made to aggregated country-level data to take 

account of associated and unconventional natural gas included in these proved reserve 

numbers. 

This work combines the probability distributions of individual countries into the regions of 

the TIAM-UCL energy system model (discussed in detail in Chapter 8). McGlade (2013) 

identified that if the input distributions are correlated, then the aggregate distribution when 

combining x input distributions will be heavily influenced by the degree of correlation and 

therefore used Gaussian copulas, generally under the assumption that correlation between 

sample inputs was + 0.5. In combining individual countries into regional aggregates, some 

degree of correlation would be expected between country estimates for conventional non-

associated proved gas reserves. This is driven by the relative convergence between estimates 

amongst the literature, with BP and the EIA generally using Cedigaz estimates of proved 

reserves (Chapter 6.3.1) and the prominence of certain fields/cluster of fields in determining 

proved reserves in certain countries. An example of this is the North Field-South Pars 

complex shared between Qatar and Iran, which makes up the vast majority of Qatari proved 

gas reserves.  

In order to account for correlation between samples when combining the outputs from each 

distribution into aggregated regional distributions in this work, copulas were derived. 

Copulas map individual correlated cumulative distribution functions into an aggregated 

multi-variate distribution function. The construction of copulas in this work uses the 

processes laid out by Wilson and Ghahramani (2010), Hull (2006), Haugh (2016) and Iman 

(2017). The use of copulas is widespread in financial market modelling; the general theory 

being that there is significant interdependency (that is, correlation) between the asset values 

of firms involved in the trade of bundled loans/assets and therefore correlation in the risk 

distributions of potential losses. 

The process for generating copulas is shown in the following steps using Equations 7.2 (a-d): 

1. Each country is assigned its own distribution, Fn, in the form of a triangular 

distribution: 

 

,  
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          (7.2 (a))

   

where, 

 

n is the total number of countries within each region in TIAM-UCL 

 

2. Using Sklars theorem, let V be an n-dimensional continuous joint (multi-variate) 

distribution function, with n marginal continuous marginal distribution functions F 

(i.e. the country-level distribution functions). There exists an n-dimensional copula C 

such that for all (x1,….,xn) ε ,  

 

, 

          (7.2 (b))

  

3. An initial correlation matrix, R, is generated from the marginal distributions Fn for 

each regional grouping, e.g. if there are n countries in a regional grouping, R is an n x 

n matrix; 

4. In order to map the country-level distribution functions into a correlated multi-variate 

aggregate regional distribution, another n x n correlation matrix using the assumption 

of + 0.5 correlation is constructed, R* 

5. To compute the copula which map the marginal country-level distributions into the 

multi-variate regional distribution, an upper triangle Cholesky decomposition, A and 

A*, of the correlation matrix R and R*, where R = (AT A) 

6. The inverse of each marginal cumulative distribution function Fn is then passed 

through a ‘transformation matrix’, TM, using the process indicated by (Iman, 2021), 

 

           (7.2 (c))

     

   
  

           (7.2 (d)) 

Note i indicates the same of samples from each distribution function, with the process 

repeated 106 times.  

 

Taking into account correlation between individual country reserve distributions and 

combining these into a multi-variate regional distribution leads to differences if one were to 
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assume complete independence (i.e. no correlation). Table 7.1 highlights the largest regional 

differences (relative or absolute) for the low (P95), central (P50) and high (P5) outputs. 

Table 7.1: Difference between correlated and uncorrelated distributions for most impacted 

(relative or absolute) aggregate regions 

Region Correlated vs. 

independent P95 

outputs, % (bcm) 

Correlated vs. 

independent P50 

outputs, % (bcm) 

Correlated vs. 

independent P5 

outputs, % (bcm) 

Africa non-OPEC 
8 (132) 9 (186) 12 (300) 

Former Soviet Union 
4 (1080) 10 (4154) 11 (5410) 

Western Europe 8 (156) 5 (108) 2 (42) 

 

This process is shown graphically in Figure 7.1. The respective marginal triangular 

distribution functions for Qatar and Iran are shown in Figure 7.1 (a), is ~ 0.6. Repeating 

random Monte Carlo samples from country-level distributions generated an aggregate 

distribution for each region (Figure 7.1 (b)), which was then applied to the relevant regional 

cost depletion curve constructed from the regression analysis discussed in Chapter 5. This 

was repeated for all countries in each region until an aggregated supply cost curve could be 

interpreted for that region (Iran and Qatar are shown in Figure 7 (a), but non-associated 

reserves from other Middle East-OPEC countries were also combined to generate Figure 7.1 

(b)). Figure 7.1 (c) and (d) show the regional cost depletion curve for Middle Eastern (OPEC) 

non-associated proved gas reserves and the combination of this with different percentile 

outputs from the combined distribution shown in 7.1 (b) into a range of supply cost curves 

(d). As can be seen from Figure 7.1 (c) and (d), the Middle East has a large spread of costs, 

with an extremely high concentration of low cost reserves contained in the North Field-South 

Pars structure, but also with high cost sour projects which have been ongoing in the UAE and 

Saudi Arabia. For reference panels (a) and (b) show proved reserves in terms of exajoules 

(EJ) and trillion cubic meters (tcm). This is because reserve and resource volumes in TIAM-

UCL are represented on an energy equivalent basis (petajoules (PJ)) and were therefore 

converted into trillion cubic meters for consistency with volumetric reporting in this thesis, 

using a conversion factor (for Middle Eastern gas) of 1 tcm = 38.9 EJ (where 1 EJ = 1000 

PJ).  
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Figure 7.1: Process to assess uncertainty in proved non-associated conventional gas reserves 

in Middle East-OPEC countries 

 

Clockwise from top-left: a) Individual country-level triangular distributions using the proved 

reserve uncertainty ranges developed in Chapter 6.3.1 (see Table 6.6 in particular); b) 

correlated individual triangular distributions are mapped to joint distribution using Gaussian 

copulas; c) proved reserve sample outputs from the aggregated joint distribution for the 

Middle East-OPEC region are applied to a regional cost depletion curve constructed using the 

outputs from Chapter 5.4; d) combining panels (b) and (c) generate a range of supply cost 

curves for each region. Proved non-associated conventional gas reserves for the Middle East-

OPEC region ranged from 41(P95)-51(P5) tcm, with a central (P50) estimate of 46 tcm.  

The process shown in Figure 7.1 (a-d) was then repeated for all regions in TIAM-UCL, with 

the cost depletion curves described in Chapter 5 (constructed from field-level data in 

individual countries) applied to the aggregated percentile output from each region’s reserve 

distribution. Figure 7.2 (a-d) shows the low, central, and high supply cost curves for four 

regions in TIAM-UCL: Africa (OPEC), Former Soviet Union, Other Developing Asia and 

Western Europe. 
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Figure 7.2: Low (P95), central (P50) and high (P5) supply cost curves for proved non-

associated natural gas reserves for four regions in TIAM-UCL 

Clockwise from top-left: a) Africa (OPEC), b) Former Soviet Union, c) Other Developing 

Asia, d) Western Europe 

 

For Africa-OPEC countries, proved non-associated gas reserves see relatively rapid cost 

inflation as the reserve base is depleted. At the lower end of the supply cost curve are the 

super-giant mature natural gas fields of Algeria (i.e. Hassi R’Mel complex), which can 

produce at low cost, but according to the field-level insights developed in this work are 

declining at an average of 4% per year. At the higher end of the supply cost curve for African 

OPEC countries are producing fields in Libya which the field-level cost database discussed in 

Chapter 5 identified as operating at significant risk and deep offshore (water depths > 1200m) 

production from Nigeria. For the FSU region, the lower end of the cost range is, as with the 

African OPEC region, dominated by low cost, but declining, supergiant gas fields including 

Urengoy, Zapolyarnoye, Yamburg and Medvezh'ye. The higher end of the supply cost curve 

for FSU is due to a significant volume of sour and geologically complex, producing fields: 

the Astrakhan (Russia) and Karachaganak (Kazakhstan) gas fields are located at significant 

depths (4000 m plus), with complicated trap structures (Karachaganak) and high 

concentrations of hydrogen sulphide (Astrakhan). The bulk of the supply cost curve for the 

Other Developing Asia (ODA) region is derived from offshore assets in Indonesia and 

Malaysia, which also dominate the proved reserve distribution. The relatively gradual slope 
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of ODA’s supply cost curves are largely due to smaller and more marginal fields being 

developed, before the large increase in supply costs as proved reserves are nearly depleted 

indicating small marginal fields with high CO2 content. For Western Europe, the initial low 

cost reserve base is dominated by giant Norwegian offshore assets and in particular the Troll 

gas field. As with ODA, the large spike in the supply cost curves as proved reserves are near 

depleted in WEU reflects very small (< 1 bcm proved reserves) producing offshore fields.90  

Figure 7.3 shows the central (P50) supply cost curve for non-associated proved gas reserves 

for each region in TIAM-UCL. The FSU and Middle East-OPEC regions dominate proved 

non-associated conventional natural gas reserves, accounting for 79% of the global total in 

Figure 7.3. Figure 7.3 also shows the central (P50) global output of proved conventional non-

associated gas reserves from 2015 is ~ 111 tcm. For reference, aggregated global proved non-

associated conventional gas range from 88(P95)-130(P5) tcm. Additionally, Table 7.2 shows 

the proportion of cumulative proved reserves that can be produced against marker supply 

costs. The supply cost inputs into TIAM-UCL were derived from the regional supply cost 

curves with the cumulative reserve base split into 0-50%, 50-80% and 80-100% sections as 

conducted by McGlade (2013) and the weighted average cost of reserves in each section 

summed to yield an aggregated supply cost for that region and supply-cost step. This process 

is repeated for all natural gas categories, with the process of deriving cost inputs into TIAM-

UCL from the regional supply cost curves shown graphically in Chapter 8.3.1.  

 

 

Figure 7.3: Central (P50) supply cost curve for conventional non-associated proved reserves 

by region in TIAM-UCL 

Note: as per the definitions provided in Chapter 2.2.5.1 and Chapter 5.3, the supply costs 

shown in Figure 7.3 (and throughout this Chapter) do not include any costs associated with 

transportation or fiscal regimes (i.e. taxation on natural gas production). 

 

 
90 If these fields were not producing they would fall under the definition of ‘stranded gas’  
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Table 7.2 provides some additional insights by showing the proportion of cumulative proved 

non-associated reserves that can be produced at different supply costs.  

Table 7.2: Percentage of cumulative reserves produced at different supply costs 

Marker supply cost, $/MMBtu Percentage of cumulative proved reserves, 

% 

≤ 2 42 

≤ 3 62 

≤ 4 78 

≤ 5 90 

≤ 6 92 

≤ 7 100 

 

Limited publicly available information on global natural gas supply cost curves is available, 

however indications from MITEI (2011) suggest at least 100 tcm can be produced at ≤ 

$2/MMBtu, whilst Few et. al (2017) presented supply cost curve ranges (including McGlade 

(2013)) with natural gas volumes available at ≤ $2/MMBtu ranging from 0-280 tcm.  

 

7.2.2 Estimating reserve additions 
 

The movement between volumes of natural gas from reserve additions into proved reserves is 

fluid and as mentioned in Chapter 2, depends on a range of factors from changing market 

conditions (demand, prices) to changing techno-economics of natural gas extraction (e.g. cost 

reductions driven by R&D, drilling experience, etc.).  

This section provides a novel estimation of potential additions to proved reserves from 

discovered natural gas fields, using the dynamic range of uncertainty for proved reserves 

generated in Section 7.2.1. Firstly, the difference between the percentile outputs of the 

constructed proved non-associated gas reserve distributions are assumed to be the 

corresponding potential additions to reserves from reserve growth, from uncertainty in 

proved gas reserves. This uncertainty range of potential additions to reserves from additional 

recovery in fields currently producing are added to recalibrated USGS estimates of reserve 

growth (Klett et. al, 2015). For example, at the lower end of the proved reserve distributions 

(P95), it can be inferred that a large proportion of the natural gas not categorised as proved 

reserves from the overall distribution can therefore be classified as reserve additions. This 

differs from the USGS calculation which considers proved reserves and reserve additions 

independently and therefore if a low proved reserve figure is accurate, some of the 

uncertainty spread of proved reserves can be included in reserve growth. The process for 

disaggregating the global USGS reserve growth estimates (Klett et. al, 2012; Klett et. al, 

2015) into the individual regions of TIAM-UCL is shown in Equation 7.3 (a-c) and reflect the 

corresponding delineation of reserve growth based on low (P95), central (P50) and high (P5) 

estimates of proved reserves and reserve growth. 
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Equation 7.3 (a-c): Process for disaggregating low, central and high USGS reserve growth 

estimates into the regions of TIAM-UCL  

 

           (7.3 (a)) 

 

   

(7.3 (b)) 

 

 

(7.3 (c)) 

Where, 

i = region i in TIAM-UCL 

n = number of regions in TIAM-UCL 

P(x) = distribution output: P95 (95% probability of reported output volume being 

exceeded), P50 (50% probability of exceedance), P5 (5% probability of exceedance), 

P0 (maximum of the initial uncertainty input range) 

PRP(x),i = proved reserves for region i and distribution output P(x) 

RGP(x),Global = aggregated global reserve growth estimate from the USGS for 

distribution output P(x) 

RGP(x),i = reserve growth output for region i and distribution output P(x) 

 

However, reserve growth from currently producing fields is not the only source of potential 

reserve additions. Additional volumes of ‘stranded’ natural gas reserves which are currently 

sub-economic are defined as potential reserve additions in this work, as described in Chapter 

2.2.2.3. Equation 7.3 (a-c) shows how total reserve additions are estimated in this work, using 

the percentile outputs from the combined proved reserve distributions discussed in Section 

7.2.1, disaggregated USGS reserve growth volume ranges and estimates of stranded reserves. 

These volumes were recalibrated using the constructed field-level databases to limit the 

potential for double-counting. For reference, Equation 7.3 (a-c) refers to the corresponding 
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low (P95), central (P50) and high (P5) estimates of total reserve additions which form the 

uncertainty range analysed in this work. Therefore Equation 7.4 (a) uses the output from 

Equation 7.3 (a) and so on. 

 

 

  

           (7.4 (a)) 

 

           

 
             

           (7.4 (b)) 

 

 

           (7.4 (c)) 

  

Where,  

PRP(x),i = proved reserves for region i and distribution output P(x) 

RGP(x),i = reserve growth output for region i and distribution output P(x) 

SRi = stranded gas resources taken from Attanasi and Freeman (2013) for 

country/region i. Where necessary, these have been disaggregated into the TIAM-

UCL regions by dividing the USGS aggregation by the proportion of proved reserves 

from respective TIAM-UCL regions and assigning based on those shares.  

FRj,i = gas field j which was developed post-2010 (or undeveloped but has passed/ is 

processing a final investment decision post-2010) which has been included in proved 

reserves and therefore subtracted from region i’s estimate of potential reserve 

additions to minimise the potential of double counting (i.e. due to these volumes 

already being included in stranded reserves or reserve growth) 

m = total number of gas fields j included in proved reserves and netted from estimates 

of stranded gas and reserve growth to minimise double-counting 
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RAP(x),i = total potential reserve additions for region i and distribution output P(x) 

 

The above calculations minimise the potential to ‘double count’ a gas field by ensuring that 

any undeveloped fields post-2010 which were included in Attanasi and Freeman’s (2013) 

assessment of stranded gas or postulated to be included in Klett et. al (2015) reserve growth 

estimates, are subtracted from their assessment of regional/country-level reserve additions. 

These include (but are not limited to): 

• The Zohr gas field in the Levantine Basin (Egypt); 

• Achimov deposits of the Urengoy gas field in Russia; 

• Leviathan and Tamar gas fields offshore Israel; 

• Bovanenko gas field in Russia; 

• Yolotan gas field (also known as Galkynysh) in Turkmenistan; 

• Yamal LNG gas fields (Tambey fields) in Russia; 

• Power of Siberia gas fields (Chayanda and Kovykta) in Russia. 

 

When aggregated globally, the uncertainty for potential additions to conventional non-

associated natural gas proved reserves ranges from 62(P95)-128(P5) tcm, with a median 

(P50) estimate of 78 tcm. Table 7.3 provides more transparency of the individual components 

of calculating reserve additions, aggregated at a global level. 

 

Table 7.3: Breakdown of components of global non-associated reserve additions in this work 

Percentile Proved reserve 

percentile 

difference, tcm 

Reserve growth and 

stranded, net fields 

included in proved 

reserves, tcm 

Total reserve 

additions, tcm 

P95 23 39 62 

P50 19 59 78 

P5 19 111 130 

 

For reference, McGlade (2013) estimated potential reserve additions of natural gas to range 

between 70-120 tcm, with a median of 90 tcm. Additionally, using the functional form of 

Equation 7.3 (a-c), by adding the USGS estimate of stranded gas (Attanasi and Freeman, 

2013) and reserve growth (Klett et. al, 2012, 2015), total global reserve additions from those 

studies suggest a range of 63-127 tcm. The summation of the USGS studies includes a fixed 

71 tcm from stranded natural gas as Attanasi and Freeman (2013) did not provide a range of 

uncertainty in their analysis of stranded gas resources. Additionally, Figure 7.4 shows the 

central (P50) supply cost curve for reserve additions for each region in TIAM-UCL. 
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Figure 7.4: Central (P50) supply cost curve for conventional reserve additions by region in 

TIAM-UCL 

 

To provide some additional context to Figure 7.4, Table 7.4 shows the proportion of 

cumulative reserve additions that can be produced against marker supply costs. As with 

conventional non-associated proved reserves, the FSU and Middle East-OPEC regions 

dominate non-associated reserve additions globally, accounting for 55% of the non-

associated reserve additions shown in Figure 7.4. This includes several discovered but 

undeveloped large-giant and super-giant gas fields in Iran, East Siberia, Barents Sea and the 

South Kara sea.  

 

Table 7.4: Percentage of cumulative reserve additions produced at different supply costs 

Marker supply cost, $/MMBtu Percentage of cumulative reserve 

additions, % 

≤ 4 19 

≤ 5 49 

≤ 6 77 

≤ 7 95 

≤ 8 >99.9 

≤ 12 100 
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7.2.3 Undiscovered volumes of natural gas  
 

As mentioned in Chapter 6.3.3, the USGS has released numerous studies (generally at an 

individual basin level) for undiscovered volumes of conventional natural gas (both associated 

and non-associated). The USGS method for estimating undiscovered volumes includes the 

statistical representation of uncertainty by conducting Monte Carlo simulations from 

probability distributions of key parameters for each basin, including the size and number of 

discovered fields, reservoir trap structures and source rocks (i.e. probability of optimal 

geological “timing” for trap structures to contain hydrocarbons) (Charpentier and Klett, 2005; 

Schenk, 2012).  

Given that data for undiscovered volumes of natural gas are limited (the most robust and 

complete range of estimates, particularly from a bottom-up perspective, is provided by the 

USGS) and as mentioned in Chapter 6.3.3, USGS estimates were recalibrated into the regions 

of TIAM-UCL and used as direct inputs into the model to account for uncertainty in volumes 

of undiscovered conventional natural gas. For reference, the low, central and high inputs were 

taken from the 95th, 50th and 5th percentiles respectively.  

In order to combine these aggregated regional volumes of undiscovered conventional natural 

gas into supply cost curves, the cost depletion curves for conventional reserve additions (i.e. 

supply cost curves standardised on a 0-100% scale, discussed in Chapter 5) for each region 

were taken to be the representative cost-depletion relationship for undiscovered gas in that 

region. Additionally, the field-level supply costs derived for reserve additions were combined 

with exploration costs (see Chapter 5.4.1.3.2) to generate representative supply cost curves 

for undiscovered natural gas. Figure 7.5 below shows the central global supply cost curve for 

undiscovered conventional non-associated natural gas, split by region in TIAM-UCL and 

using the median (P50) percentile output derived from multiple USGS studies (see Table 

6.7).  
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Figure 7.5: Central (P50) supply cost curve for undiscovered conventional non-associated 

natural gas 

As with Table 7.3 and 7.4, Table 7.5 provides some context to Figure 7.5 by showing the 

proportion of cumulative new discoveries that can be produced against marker supply costs. 

 

Table 7.5: Percentage of cumulative new discoveries produced at different supply costs 

Marker supply cost, $/MMBtu Percentage of cumulative reserve 

additions, % 

≤ 5 5 

≤ 6 26 

≤ 7 55 

≤ 8 66 

≤ 9 89 

≤ 13 100 

 

 

7.2.4 Unconventional natural gas 
 

Due to both the geological formation of unconventional gas accumulations (which makes 

exploration efforts more challenging) and the relative lack of development in many countries, 

the range of uncertainty for estimates for unconventional natural gas is greater than that of 

conventional. The following sub-sections discusses the combination of bottom-up (where 
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possible) estimates of unconventional natural gas accumulations into regional probability 

distributions and as with conventional gas discussed previously, combined with the novel 

regression analysis conducted in Chapter 5 to generate supply cost curves.  

Unlike conventional proved reserves, distributions of unconventional natural gas at a country-

level are assumed to be independently and identically distributed. This is due to 2 key factors: 

1. Unlike conventional proved reserves which were generally estimated using 2-3 

consistent sources (bottom-up summation of field reserves and Cedigaz reported in 

the IEA’s Natural Gas Information), significantly more sources provided ranges of 

unconventional natural gas and therefore correlation in lower/higher estimates is less 

prevalent; 

2. The methods employed to estimate volumes of unconventional natural gas vary 

considerably across the literature (McGlade et. al, 2013). Across these methods, this 

study found that there was no discernible pattern (and therefore correlation) that a 

certain source or estimation method provided consistently high/low volumes. 

This section provides estimates of technically recoverable resources of unconventional 

natural gas. Whilst this is a more restrictive sub-set of the wider remaining ultimately 

recoverable resources in the sense it assumes recovery only from “current technologies” (see 

Chapter 2.2.2 and Figure 2.1 in particular), two caveats are put forward to suggest why 

technically recoverable resources, rather than remaining ultimately recoverable resources, are 

used in this work: 

1. Most sources reporting volumes of shale gas use technically recoverable resources 

(see Chapter 6.2.3.1 and 6.3.4.1); 

2. Hydraulic fracturing and subsequent improvements in unconventional drilling techno-

economics (multiple wells per drilling pad, multiple fractures per horizontal section, 

etc.) has brought huge volumes of unconventional gas under the definition of 

technically recoverable resources. 

 

The method for constructing supply cost curves for unconventional natural gas has been used 

in recent published work from TIAM-UCL including Pye et. al (2020) and Welsby et. al 

(2021). 

 

7.2.4.1 Shale gas 
 

Unlike conventional resources, it is assumed in this body of work that any aggregation of 

resource estimates for unconventional natural gas resources, from individual probability 

distributions, are independently and identically distributed and therefore the combination of 

various play-level triangular distributions aggregates towards a Gaussian due to the Central 

Limit Theorem. Whilst this is a simplification, the range of methods for estimating shale gas 

resources and therefore the range of estimates, is significantly more varied for 

unconventional natural gas than conventional gas (McGlade et. al, 2013). For example, in the 

three parameter inputs for individual US shale plays shown in Table 6.8, the EIA’s Annual 
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Energy Outlook (2017) estimates of technically recoverable shale gas were around the 

minimum distribution inputs for the Marcellus and Haynesville shale plays and the absolute 

maximum for the Utica play.91 Therefore it could not be determined that a parameter input 

from a certain source consistently provided a low (high) input into each shale plays 

distribution and therefore was correlated with a low (high) input in other plays, pushing the 

aggregate distribution towards a low (high) output. The uncertainty ranges of technically 

recoverable resources across individual shale plays (discussed in Chapter 6.3.4.1) also 

included estimates from different methods of estimating technically recoverable shale gas 

(e.g. literature review, bottom-up assessment of geological parameters, extrapolation of 

historical production). As suggested by McGlade et. al (2013), no estimation method 

necessarily results in low or high estimates of technically recoverable shale gas across 

individual plays/countries, but rather assumptions around key parameters such as the 

recovery factor are the primary reason for variations in estimates across different studies. 

As with the process to construct supply cost curves for conventional proved reserves, 

percentile outputs from the combined distributions of play-level technically recoverable shale 

resources are applied to the cost depletion curves constructed in Chapter 5.4.2.1, using North 

American production-cost depletion analogues. Figure 7.6 (a-c) shows the combined 

distribution for technically recoverable shale gas resources (TRR) for Central and South 

America (CSA), the cost depletion curve derived using techno-economic data from the US 

and geological information on specific plays in CSA and a range of output supply cost curves 

from low (P95) to high (P5) TRR. 

 

 

 

Figure 7.6: Construction of supply cost curve ranges for technically recoverable shale gas in 

Central and South America.  

 
91 Using a bottom-up estimate of TRR based on the estimated ultimate recovery of a shale well, using a range of 

geological parameters (well acreage, recovery factors, depth, thickness) 
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Clockwise from top-left: a) Aggregated distribution of samples from individual play level 

uncertainty in Central and South America; b) Cost depletion curve derived for Central and 

South America using the outputs from Chapter 5; c) Supply cost curves for technically 

recoverable shale gas resources evaluated at low (P95), central (P50) and high (P5) outputs 

from the distribution in 7.6 (a). 

 

The supply cost curves are aggregated into three cost steps, with the TRR of each region split 

into 50%, 30% and 20% sections (consistent with McGlade (2013) as described in Section 

7.2.1) and the average costs of the individual production-cost steps (derived from the 

production-cost depletion curves constructed in Chapter 5.4.2.1) contained within each 

tranche form the TIAM-UCL inputs. Table 7.6 shows the supply cost inputs into TIAM-UCL 

for the CSA region’s technically recoverable shale gas, derived from the supply cost curve 

constructed in Figure 7.6.   

 

Table 7.6: Supply cost inputs into TIAM-UCL for shale gas in Central and South America 

Supply cost step TRR (P95), tcm  TRR (P50), tcm  TRR (P5), tcm  Cost, $/MMBtu 

1 12.1 14.6 16.9 4.32 

2 7.3 8.8 10.1 6.17 

3 4.8 5.8 6.7 12.25 

 

When aggregated globally, low, central and high technically recoverable shale gas resources 

are 145, 177 and 213 tcm, respectively. These were derived by analysing play-level 

uncertainty in TRR in different countries. The IEA (2019) estimate remaining global 

technically recoverable shale resources to be significantly higher at 247 tcm. However, the 

IEA also suggest that the highest values were assumed for some plays, with TRR from the 

Haynesville in the US increased from 2.9 tcm in 2018 to 6.8 tcm in 2019. The IEA’s estimate 

was used as an upper bound estimate in the input distribution for Haynesville (see Table 6.8), 

which is double the estimate from Ikonnikova et. al (2018) at the Bureau of Economic 

Geology (forming the minimum distribution input). For reference, the IEA (2019) estimate 

there are 43 tcm (up 25% from 2018) of remaining technically recoverable shale gas 

resources in the US, whereas the central output from the uncertainty analysis in this work 

estimates 36 tcm. Therefore, the estimate of remaining technically recoverable shale gas 

resources in this work is 12% higher than the 2018 World Energy Outlook and 16% lower 

than the 2019 estimate. Figure 7.7 (a-d) shows supply cost curves for technically recoverable 

shale resources in four regions: Australia, Canada, China and the USA. 
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Figure 7.7: Supply cost curves for technically recoverable shale resources in four regions: 

Australia (a), Canada (b), China (c) and the USA (d). 

Clockwise from top-left: a) Australia; b) Canada; c) China; d) USA 

 

7.2.4.2 Tight natural gas 
 

This brief section provides some new insights into supply cost curves for technically 

recoverable resources of tight natural gas. Unlike shale gas, play-level assessments of 

technically recoverable tight natural gas are far less widespread, although field-level 

information on currently producing tight natural gas was presented in Chapter 5.4.2.2 and 

6.3.4.2. As with shale gas, individual distributions of country-level technically recoverable 

tight gas resources are aggregated using a repeated Monte Carlo sample. Figure 7.8 presents a 

range of supply cost curves for technically recoverable resources of tight natural gas, using 

low (P95), central (P50) and high (P5) outputs from the assessed distributions of tight gas 

TRR and the cost depletion relationships for tight gas derived in Chapter 5.4.2.2. These 

curves provide new insights into cost depletion dynamics for tight natural gas across some 

key producing/resource holding regions in TIAM-UCL (Australia, Canada, China, Central 

and South America and the United States), particularly given tight natural gas is often given 

less attention than shale gas, despite large scale production  (> 30 bcm/a) of tight natural gas 

in the US, Canada and China.   



205 
 

 

Figure 7.8: Supply cost curves for technically recoverable tight gas resources in Australia, 

Canada, China, Central and South America and the United States 

Note: AUS = Australia; CAN = Canada; CHI = China; CSA= Central and South America; 

USA = United States of America 

Globally, estimates of remaining technically recoverable tight natural gas resources range 

from 53-91 tcm, with a median estimate of 69 tcm. To put this number into context with other 

studies estimating tight gas TRR, McGlade et. al (2013) estimated a central estimate of 54.2 

tcm, the BGR (2016) estimate 63 tcm, whilst the IEA (2019) suggest 80 tcm. Therefore, the 

output range of tight gas TRR from this thesis appear to conform to the literature, albeit with 

a higher estimate from the P5 output of the distribution. This can perhaps be best explained 

looking at Central and South America which has the largest range of uncertainty from Figure 

7.8. McGlade et. al (2013) estimated 3.7 tcm of technically recoverable tight gas in Central 

and South America, whereas the IEA (2019) suggest a TRR of 15 tcm.  

 

7.2.4.3 Coalbed methane 
 

As mentioned in Chapter 5.4.2.3, information on CBM supply costs was limited and therefore 

generating a bottom-up assessment of cost depletion dynamics was more difficult. Whilst the 

uncertainty ranges of technically recoverable CBM resources have been updated where 

possible, the cost depletion analysis is largely taken from McGlade (2013), with a few 

exceptions based on cost data discussed in Chapter 5.4.2.3. Figure 7.9 shows the global 

central (P50) supply cost curve for CBM by region in TIAM-UCL.  
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Figure 7.9: Central (P50) supply cost curve for technically recoverable CBM resources by 

region in TIAM-UCL 

For reference, technically recoverable resources of CBM were calculated to range between 

42-49 tcm. As would be expected, CBM resources are heavily concentrated in the regions 

which hold large deposits of coal: the top 5 reserve holding regions of coal in TIAM-UCL 

(Australia, China, FSU, India and the United States) account for 83% of the technically 

recoverable resource base. 

 

7.3 Conclusion: supply cost curve ranges for different natural gas categories  
 

This Chapter aimed to combine all of the field-level data collection from Chapters 5-6 into a 

range of country-level and regional-level supply cost curves, thus generating a bottom-up 

estimate of a) how much natural gas is available in different regions and b) how much that 

gas will cost to extract. In particular, the robust assessment of non-associated, proved 

conventional natural gas reserves was particularly important for the medium-term field-level 

production and trade model introduced in Chapter 10. Additionally, the probabilistic range of 

outputs from each region’s distribution for various types of natural gas will be explored in 

more detail in Chapter 9, with sensitivities conducted to generate insights into regional and 

sectoral demand and regional supply, impacts of lower and higher availabilities of natural 

gas.     

An overarching conclusion of this Chapter is that as long as the summation of field-level 

reserves/resources are consistently applied, with the ability to isolate any confounding 

volumes (e.g. associated gas, or gas which belongs in a different resource 

category/classification), then any potential underestimation of natural gas volumes can be 
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minimised and secondly is outweighed by the ability to more robustly quantify the 

availability and cost drivers of different geological categories in different regions.92  

The creation of a bottom-up database in Chapters 5-6, allowed the construction of detailed 

country- and regional-level supply cost curves for different resource classifications in this 

Chapter, considering the range of uncertainty in volumetric estimates across the literature. 

For conventional non-associated gas fields, being able to isolate which fields can be 

considered proved reserves and which more closely align with the definition of reserve 

additions, allowed not only representative supply cost curves to be built from a robust field-

level assessment, but also novel insights into the potential cost-depletion/supply-cost 

dynamics of fields which are geologically proved, but are, at least currently, sub-economic. 

For reference, the central output of this work for proved reserves (including unconventional 

gas assigned as reserves) and reserve additions of ~ 247.8 tcm is only 8% higher than the IEA 

World Energy Outlook (2019) estimate of proved reserves alone. This reflects the detailed 

analysis of different economic categories of natural gas and the cost depletion characteristics 

associated with these. The range of supply cost curves presented in Section 7.2.1-2 provide 

new insights into the uncertainty of the availability and cost of both current (reserves) and 

future (reserves and potential reserve additions) non-associated gas for key producers, 

including indications to the future cost of production. These insights are used in Chapter 9 to 

determine natural gas production pathways under stringent decarbonisation scenarios: a novel 

finding is that shifting gas supply cost curves (i.e. altering availabilities and lowering costs) 

has an insignificant impact (i.e. < 1% ) on cumulative gas production if a below-2oC 

compatible energy system is to be achieved.  

To provide more transparency to the outputs for each category of natural gas, Table 7.7 

provides a global breakdown for each category of natural gas, with the low, central and high 

estimates from each distribution quoted. Volumes of associated gas are included in the 

estimates of conventional proved reserves, reserve additions and new discoveries for the first 

time here, to provide transparency of the whole natural gas resource base. The reason for not 

including associated gas previously is the very different cost depletion dynamics of producing 

natural gas from oil accumulations, which are not representative of the cost depletion curves 

constructed in Chapter 5.4.1 for non-associated gas. Chapter 5.5 discussed the dynamics of 

associated gas utilisation, including a database constructed to assess infrastructural and 

operating costs and Chapter 8 will provide more detail on how the co-production of gas and 

oil is modelled in this work.

 
92 The central gas remaining resource estimate from this work is 669 tcm with McGlade (2013) estimating 680 

tcm. 
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Table 7.7: Estimates of global gas reserves and resources 

Category Low (P95), tcm Central (P50), tcm High (P5), tcm % difference  

Proved conventional 

(non-associated) 

reserves 

88 111 130 48 

Proved conventional 

associated reserves 

27 32 32 19 

Reserve additions (non-

associated) 

62 78 128 106 

Reserve additions 

(associated) 

13 17 27 108 

Undiscovered natural 

gas 

68 113 187 175 

Arctic 15 28 37 147 

Shale 145 177 213 47 

Tight 53 69 91 72 

CBM 42 45 49 17 

Total 513 669 894 67 
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For reference, the method for producing regional supply cost curves for different categories 

of natural gas was used in Pye et. al (2020).  

Finally, the combination of the bottom-up (i.e. field-level where possible) insights in Chapter 

5 and 6 into supply cost curves for the regions of TIAM-UCL is of fundamental importance 

in the generation of consistency and a crucial soft-linkage, between TIAM-UCL and the 

field-level Gas Production, Trade and Annual Pricing model (GAPTAP) developed as part of 

this thesis (see Chapter 4.4.1). In short, the supply cost curves constructed and input into 

TIAM-UCL, are derived from individual field-level reserves/resources and costs which form 

the basis of the gas model. The consistency of cost and resource inputs between the models, 

including cost depletion dynamics for different geological categories of natural gas, therefore 

provides a new framework where longer term energy system developments (and the role of 

natural gas in that), can be analysed alongside gas market specific uncertainties at an 

individual field and country level.  
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Chapter 8: Improving the representation of natural gas in TIAM-UCL 
 

8.1: Introduction 
 

This Chapter discusses the global energy system model TIAM-UCL, which will provide 

several insights into long-term outlooks for natural gas, under various scenarios. TIAM-UCL 

was introduced in Chapter 4.3.1 as part of the review of whole energy system and integrated 

assessment models. In Section 8.2, TIAM-UCL is introduced, including how the model 

functions under the structure of the reference energy system (RES), as well as the 

geographical aggregation of some countries into regional blocs. Additionally, Section 8.2 

includes a detailed analysis of energy demand in TIAM-UCL. Section 8.3 includes some of 

the modifications made to TIAM-UCL in this work, which facilitates some novel insights 

into the outlook for natural gas supply and demand. The main focus of these modifications 

concern data inputs. Additionally, the extensive recalibration of energy service demands in 

the model is discussed. The last major changes to TIAM-UCL, including significant 

improvements to the representation of fossil fuels in the model were made by McGlade 

(2013). The data and model improvements discussed here further improve the work by 

McGlade. Section 8.4 then concludes by reviewing the key alterations made to TIAM-UCL 

and suggests why these changes facilitate the novel exploration of key uncertainties around 

longer-term natural gas resources and markets in Chapter 9.  

 

8.2 TIAM-UCL: Model structure 
 

The TIMES Integrated Assessment model at University College London (TIAM-UCL) is a 

global energy system model, developed from the architecture of the IEA-ETSAP TIMES 

modelling framework. As described in Chapter 4.3.1, TIAM-UCL is a linear programming 

model which uses a reference energy system approach: flows of energy commodities and 

emissions are tracked through technologies from primary resource production through to end-

use consumption. Given the level of technological detail in TIAM-UCL and that investments 

in energy system infrastructure tend to be over multiple years, the model runs on user-defined 

time-slices (generally 5-year slices from 2005-2070 and 10-year slices from 2070-2100).  

As mentioned in Chapter 4.3.1, TIAM-UCL finds the least cost energy mix to satisfy a set of 

exogenous energy service demands, using a scenario based approach. Therefore different 

technologies and energy commodities compete based on assumed costs, efficiencies and a 

range of constraints defined by the user (e.g. to control build-rates for new capacity etc.). For 

example, natural gas competes against primary renewable (solar, wind, hydro, geothermal, 

biomass) and non-renewable (coal, oil, nuclear) energy vectors. In some cases these can be 

consumed directly (e.g. gas combusted for heating) or be used as inputs into secondary 

transformation processes to produce electricity, hydrogen, etc.. The model, considering all 

constraints, will then choose the least cost energy supply mix. If a low carbon scenario (i.e. 

using a temperature target and/or carbon budget) is applied, the endogenous price of carbon 

(marginal cost of abatement) generated by the model will therefore reduce the 

competitiveness of fossil fuels. For reference, a detailed description of energy carriers and 
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technologies in TIAM-UCL can be seen in Pye et. al (2020) with additional detail in the 

Supplementary Information of Welsby et. al (2021).  

 

 

8.2.1 TIAM-UCL regional aggregation  

 

The regional aggregation in TIAM-UCL is an artefact of the original 15 region ETSAP-

TIAM model developed by the IEA Energy Technology Systems Analysis Program (ETSAP) 

(Loulou and Labriet, 2007). The UK was broken out from the Western Europe region as part 

of a UK Energy Research Centre (UKERC) funded project looking at the role of the UK in 

different energy system futures (Usher, 2010), resulting in the 16 region TIAM-UCL model.  

Table 8.1: TIAM-UCL regions and region code shown in Figure 8.1 

Region Code Region Name (Abbreviation) 

1 Africa (AFR) 

2 Australia (AUS) 

3 Canada (CAN) 

4 Central and South America (CSA) 

5 China (CHI) 

6 Eastern Europe (EEU) 

7 Former Soviet Union (FSU)  

8 India (IND) 

9 Japan (JAP) 

10 Mexico (MEX) 

11 Middle-East (MEA) 

12 Other Developing Asia (ODA) 

13 South Korea (SKO) 

14 United Kingdom (UK) 

15 USA (USA) 

16 Western Europe (WEU) 
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Figure 8.1: TIAM-UCL Regions with region code shown in Table 8.1 

For reference, the individual countries making up each region in TIAM-UCL are listed in Appendix 2.  
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8.2.2 Energy demand in TIAM-UCL 
 

TIAM-UCL is fully calibrated to IEA energy balances from 2005 and has been updated in 

successive internal releases of the model to reflect 2010 energy balances, as well as 2015-

2020 as part of this research. The energy service demands in TIAM-UCL are exogenously 

projected using socioeconomic drivers. For example, residential cooking demands are driven 

by the change in population between time t-1 and t whilst the energy service demand for 

private car travel (i.e. kilometre demand for car travel) is driven by changes in GDP per 

capita between t-1 and t. Equation 8.1 below, taken from Pye et. al (2020) shows this 

relationship. The supply of energy must then meet these energy service demands, with final 

energy consumption depending on conversion efficiencies etc. across the reference energy 

system. 

 

, 

  

  (8.1) 

where, 

ESDt = Energy service demand i in time period t 

Driveri,t = socioeconomic driver linked to energy service demand i in time 

period t  

αi,t = decoupling coefficient for the relationship between energy service 

demand i and its respective socioeconomic driver.   

 

In the elastic demand version of TIAM-UCL, an initial shadow price for energy service 

demands, in each region and time-step, is set in a user-defined ‘base’ run; the base price is 

where demand and supply meet. Any additional constraints in scenarios where elastic 

demand is turned on relative to a ‘base’ scenario which change the ‘price’ of the service 

demand will shift the demand curves from those generated in the ‘base’ run. In short, the 

elastic demand version reflects the proportional change in demand to a proportional change in 

the shadow price of each energy service demand. Equation 8.2 shows how the elasticity 

function works in TIAM-UCL using shadow prices from a ‘base’ scenario and the 

proportional change in a policy constrained (e.g. with a carbon budget) scenario. 

 

, 

           (8.2) 
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where, 

ESDPolicy = Energy service demand in the ‘policy’ scenario 

ESDBase = Energy service demand in the ‘base’ scenario  

PricePolicy = Shadow price of energy service demand in the policy scenario 

PriceBase = Shadow price of energy service demand in the base scenario 

αESD =  price elasticity of demand, where α < 0 

Therefore, if the shadow price of the demand increases in the elastic run, the demand 

decreases. Carbon prices and constraints which increase or decrease the cost of certain 

demands, will decrease the consumer surplus of that service demand (e.g. consumer surplus 

decreasing from an increase in the cost of oil as an input commodity).  

 

8.2.2.1 The Shared Socioeconomic pathways: incorporating demand uncertainty 

under climate change mitigation and adaptation 
 

The shared socioeconomic pathways are narratives developed by Van Vuuren et. al (2014) 

which integrate social change (including population etc), economics (including incomes) and 

the climate impacts of human activity (energy use, land-use). These are then implemented 

into five scenarios (SSP1-5) in a mitigation-adaptation matrix; i.e. varying challenges to 

mitigating the impacts of climate change and adapting to these impacts as they have 

happened, are happening and will happen. For example, SSP4 has low challenges to 

mitigation: due to significant inequality, the emission intensity of per capita energy and 

dietary consumption is relatively low. However, the ability of populations to adapt to the 

impact of climate change (e.g. ability to migrate away from land below sea level etc.) is low, 

due to a significant proportion of the global population (~ 69%) being in a low-income 

socioeconomic grouping (Calvin et. al, 2017) and poor institutional development in many 

parts of the world, meaning any policy responses are limited/non-existent (O’Neill et. al, 

2014). SSP4 and SSP5 are essentially the inverse of one another.   

The SSP pathways (with socioeconomic drivers such as population growth, urbanisation 

rates, GDP etc.) provide a framework under which any climate mitigation action must 

function within, to meet the levels of energy service demands generated. In short, the SSP 

pathways are independent of decarbonisation policies, but provide the socioeconomic 

architecture around which climate change mitigation must evolve (van Vuuren et. al, 2014; 

Carbon Brief, 2018).   

The utilisation of SSP pathways in TIAM-UCL has been conducted by Winning et. al (2018) 

and Price and Keppo (2017) with the latter describing how the SSP narratives are first applied 

to exogenous GDP and population drivers and then calibrated to “marker models” (e.g. 

MESSAGE) to apply these to energy service demands. These drivers are taken from the 

IIASA database (IIASA, 2018), with energy service demand multiplied (scaled) based on the 

change in the driver between time periods (Equation 8.1). As far as final energy service 
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demands are concerned, scaling factors are applied to an SSP2 ‘baseline’ demand scenario 

(i.e. ‘middle of the road’) to account for the narrative of each SSP pathway. For example, 

whilst SSP1 yields lower energy service demands across the board than the baseline SSP2 

scenario, the narrative of the pathway means that some energy services in SSP1 are less 

deflated vis-à-vis SSP2. For example, there is a smaller reduction between the two pathways 

when aggregating passenger train demand (i.e. pooled mobility) between 2015 and 2100, 

when compared to the difference in energy service demand for private road passenger 

vehicles. 

Some key features of the SSP pathways are shown in Table 8.2. 

 

 

Table 8.2: Key features of each of the shared socioeconomic pathways (1-5) 

SSP Pathway Population 

growth 

GDP Challenges Additional 

features Mitigation Adaptation 

1 L C L L Sustainable 

future 

2 C C C C ‘Middle of the 

road’ 

3 H L H H Breakdown of 

international 

trade and 

cooperation  

4 C L  

 

L H Significant 

regional 

differences in 

GDP/capita and 

high inequality  

5 L H H L High demand per 

capita, but more 

institutional 

ability to adapt 

to climate 

change 

*L = low; C = central; H = high  

Adapted from O’Neill et. al (2014), Calvin et. al (2017) 

 

Figure 8.2 shows a range of final energy consumption (the summation of total sectoral energy 

consumption) for three contrasting SSP pathways, reflecting the large range of uncertainty 

surrounding future developments in the drivers of energy demand (in this case, global 

population as a driver of demand for energy services is shown on the right-hand y-axis for the 

three SSP’s presented). For reference, the three SSP in Figure 8.2 (SSP1, 2 and 5) will be 

used in Chapter 9 to generate scenarios to explore regional variations in natural gas 

consumption, with SSP1 and SSP5 compared to a ‘central’ SSP2 demand scenario.  
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Figure 8.2: Final energy consumption from a range of shared socioeconomic pathways and 

global population for each pathway 

Source: Representative ‘NDC-Ref’93 model run in TIAM-UCL; IIASA, 2018 

 

8.3 Data and model changes made to TIAM-UCL 
 

This section includes some of the main data input and model changes to TIAM-UCL, both for 

natural gas specifically and other improvements across the reference energy system. The vast 

majority of changes are to the model data rather than the overarching structure of TIAM-

UCL. The implementation of new field-level databases for natural gas volumes and costs and 

the combination of these into supply cost curves which were then aggregated into the TIAM-

 
93 The ‘baseline’ scenario includes greenhouse gas budgets consistent with the nationally determined 

contributions (NDCs) agreed upon in the Conference of the Parties 21 (COP-21) in Paris in 2015. The 

construction of scenarios in TIAM-UCL is discussed in detail in Chapter 9.  
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UCL regions, has been discussed at length in Chapters 5-7. For reference, Appendix 3 

includes some of the other improvements in TIAM-UCL as part of this thesis. 

McGlade (2013) and Welsby (2018) have identified the key limitations of the representation 

of natural gas in longer-term energy system and integrated assessment models. However, one 

key strength of utilising TIAM-UCL and where some other bottom-up gas models (RWGTM, 

WGM, GECF) are limited in terms of their representation of demand, is that the whole 

energy system is considered. In short, pathways for natural gas demand are dependent on the 

techno-economic characteristics of other competing energy commodities, changes in overall 

demand for energy services and exogenous policy decisions which can shift the energy 

system towards a certain pathway.  

As part of this PhD, additional constraints on natural gas production and trade were either 

introduced if missing, or existing data in the model was updated. As with all of the 

constraints added to TIAM-UCL, there is a trade-off between allowing the model flexibility 

to cost-optimise, and reflecting real-world gas production and trade dynamics. For example, 

it is highly unlikely that a region would simply drop all of their gas production or have an 

completely unconstrained ramp-up in production in any given year. The inherent uncertainty 

in any choice of growth/decline rates was the main reason why sensitivities were conducted 

on some of these assumptions to explore the potential impacts on regional gas supply and 

demand, as discussed more in Chapter 9 and 11.94 These include: 

• Higher production growth rates from certain geological categories including 

associated gas and shale gas; 

• Varying resource availabilities in the model which impact the ‘seed value’ off which 

the growth coefficients are applied to, as discussed in Section 8.3.4. 

 

8.3.1 Natural gas supply cost curves in TIAM-UCL 
 

Chapter 5-7 set out the methodology for generating a database of field/play-level costs for 

natural gas accumulations and combining these with probabilistic distributions of different 

resource categories in order to quantify some of the inherent uncertainty in any volumetric 

estimate of recoverable natural gas. An example of how these are input into TIAM-UCL is 

shown in Figure 8.3 for the Middle East-OPEC region (the constructed supply cost curve and 

cost depletion curve of which are shown in Chapter 7), with the cumulative sub-section of the 

resource base split into three parts, as per McGlade (2013). The highest end of the supply cost 

curve displayed in Figure 8.3 reflects currently producing high cost sour natural gas fields in 

the UAE and Saudi Arabia. These high supply costs (~ $5.50-6/MMBtu for the Shah-Bab gas 

field) generated by the field-level regression analysis discussed in Chapter 5, are supported 

by other assessments of sour gas developments in the Middle East which range between 

$5.50-8/MMBtu (Krane and Wright, 2014; IHS, 2011; Munro, 2018; Oxford Business Group, 

 
94 A systematic analysis of the uncertainties around growth and decline constraints for gas trade would make an 

interesting extension to this thesis, particularly under different climate policy scenarios.  
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2014; IPA, 2015; Hart Energy, 2017).95 As mentioned in Chapter 7, the total reserve/resource 

base for each category of natural gas in each region is split into three sections to generate 

three different cost steps: 0-50%, 50-80% and 80-100% of the recoverable natural gas. As a 

reminder, the supply cost curve is for the CAPEX and OPEX of associated with extracting 

the natural gas and does not include any fiscal regimes or transportation costs. This ensures 

consistency of cost inputs (i.e. soft-linkage) between TIAM-UCL and the field-level global 

gas production, trade and pricing model (GAPTAP). 

 

Figure 8.3: Natural gas supply cost curve (P50 output from the proved reserve uncertainty 

distribution shown in Chapter 7, Figure 7.1) for proved non-associated conventional natural 

gas reserves in Middle East OPEC 

 

8.3.2 Associated natural gas  
  

As part of the improvements made to TIAM-UCL by McGlade (2013), cumulative resource 

potentials for associated natural gas were input into the model. Previously in TIAM-UCL, a 

dummy process allowed the model to decide whether to ‘produce’ associated gas in 

conjunction with oil production, or for associated gas to be treated as a ‘waste’ product and 

flared/vented. However, these shares were static and therefore the only mitigation option 

available to the model was to flare the natural gas rather than vent it directly into the 

atmosphere.  

Several improvements to TIAM-UCL have been made in this work and contribute new 

developments to an integrated assessment model architecture and data in terms of 

representing investment decisions around associated gas utilisation.  

Firstly, TIAM-UCL now has a technology option to either utilise or ‘re-inject’ natural gas 

rather than flare it, making the model more dynamic in terms of field-level decision making 

 
95 The highest costs in the Middle East generated by the field-level cost regression are for high sour content gas 

fields in the UAE and Saudi Arabia which occur at significant depths (> 4000m) and approach $8.00/MMBtu; 

Munro (2018) indicates Shell put a minimum supply cost of $6/MMBtu on these developments 
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and allowing a more detailed representation of efforts to achieve “zero routine flaring” 

(World Bank, 2020). In short, the share of gas destined to be flared or vented can now be 

utilised if a decision is made to invest in additional infrastructure. The endogenous decision 

of whether to utilise the associated gas is therefore a combination of: 

1. Stringency of climate constraints 

2. Level of demand for natural gas 

3. Existing infrastructure to gather and process the natural gas 

4. Opportunity cost of flaring natural gas as opposed to building capacity to utilise it. 

 

Secondly, regionalised investment and operational costs for associated gas gathering and 

separation (as discussed in Chapter 5.5.1) have been input into the model. Whilst associated 

gas does not have a ‘lifting cost’ per se, it must be separated from the oil stream in order to 

avoid huge pressure build-ups at the well head and ensure the oil can be processed. In many 

regions, infrastructure deficits have historically led to natural gas being flared or vented 

directly into the atmosphere. 

 

Thirdly, historical gathering and processing infrastructure has been input from the base year 

(2005) and associated gas processing facilities under construction (e.g. Sibur gas processing 

facilities across Russia (KPMG and WWF Russia, 2011) have been added to constrain the 

model in the near term. Finally, constraints on investments in new capacity beyond 2020 have 

been added based on historical growth patterns. In reality, associated gas production volumes 

would be expected to move with oil prices, however given the lack of an oil price signal in 

TIAM-UCL, constraints were added based on observed regional characteristics. For example, 

the expansion of associated gas production from the Permian Basin, Bakken and other tight 

oil formations now accounts for 12% of total US production, however takeaway pipeline 

(gathering) and processing capacity in some regions remains a significant issue (EIA, 2019). 

Therefore an exponential growth limit was placed on US associated gas production, taking 

the EIA’s Annual Energy Outlook (AEO) potential growth of associated gas between 2020 

and 2023, where production plateaus (EIA, 2019b), as shown in Equation 8.3 below. 

 

   

(8.3) 

  where, 

  APGr,t = associated gas production in region r and time-period t 

  APGr,t-1 = associated gas production in time-period t-1 

Growthts
r 

 = growth coefficient for region r and time-slice length ts. For the 

US, this was derived from the reference associated gas production pathway in 

the EIA’s Annual Energy Outlook (EIA, 2019b), with production increasing 

from ~ 5.5 bcf/d to 6.5 bcf/d (2020-2023) resulting in a coefficient of ~ 1.06 
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Seedr,t = seed value for region r and time-period t. This acts in two ways: if 

there is no historical production (i.e. in t-1), it provides a value for the growth 

coefficient to work off. If there is historical production, the seed value can act 

as a ‘slackness’ variable in case the growth coefficient constraint is binding.96  

 

The improvements and novel extensions of TIAM-UCL also helped in the calibration work 

discussed in Section 8.3.4 to ensure regional gas production was consistent with 2015 data, 

not just at an aggregated level, but from each category of natural gas. For example, associated 

gas production in the FSU region between 2013-2015 (Russia, Azerbaijan, Kazakhstan, 

Turkmenistan, Uzbekistan) was approximately 116 bcm/a, with the output from TIAM-UCL 

in 2015 now 111 bcm/a (EBRD, 2013; Analytical Centre for Government of Russian 

Federation, 2016; World Bank, 2013). Previously, a much higher level of associated gas was 

being produced from TIAM-UCL. Additionally, the IEA (2019b) estimate global CO2 

emissions from flaring in 2017 were 270 Mt CO2, with CO2 emissions from TIAM-UCL 262-

280 Mt CO2 between 2015 and 2020 due to the improved representation of the carbon 

intensity of flaring in different regions (see Appendix 4 for a more detailed description).  

 

8.3.3 Natural gas trade 
  

As mentioned in in Chapter 5.5.2, a database was constructed to explore regional variations 

in natural gas trade infrastructure costs. These were input into TIAM-UCL to: 

• Update and improve the representation of investment and variable costs in TIAM-

UCL for both pipeline and LNG (includes the construction of a large database of LNG 

shipping costs from distinct trade routes) trade 

• Reflect regional and project level variations in costs. 

 

Additional improvements have been made to TIAM-UCL to constrain the growth of natural 

gas pipeline and LNG trade (where possible using historical bilateral trade data). The 

motivation behind this was two-fold: 

1. Due to the fact that TIAM-UCL is an optimisation model, the formulation will output 

variables which minimise system costs, which in the case of natural gas production, 

could preclude indigenous production within a region if it is costly and cheaper 

imports are available. However, production in some regions goes ahead even if 

cheaper sources are available (e.g. the Shah-Bab gas development in the United Arab 

Emirates). Therefore, constraining the growth of natural gas trade allows a proxy for 

ensuring potentially ‘non-optimal’ domestic production makes its way into the energy 

mix.  

2. For pipeline gas, the growth in trade volumes is often dependent on expanding the 

capacity of an existing pipeline (i.e. to limit the geopolitical and economic difficulties 

of developing a new route); examples include the Nord Stream pipelines (Russia-

 
96 The seed values shown in subsequent equations have the same functionality 
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Germany) and the multi-stage development of the Central Asia-China pipeline 

(Turkmenistan-Kazakhstan-China).  

The following outputs from this thesis were used in the recent TIAM-UCL publication by 

Pye et. al (2020). For pipeline trade, it is assumed that the model can, at a maximum, double 

capacity across a ten-year period for any trade route (e.g. add a new pipeline parallel to an 

existing one with the same capacity). Therefore an exponential growth constraint is set in the 

following form shown in Equation 8.4: 

 

   (8.4) 

     

  where, 

 

 = pipeline capacity between exporter a and importer b, in time 

period t  

 =  pipeline capacity between exporter a and importer b, in time 

period t-1, i.e. the preceding time period 

 = pipeline growth coefficient, set at ~1.07 (i.e. allows a doubling of 

capacity over 10 years using the above formulation and working off the assumption 

that capacity additions for existing pipeline routes would involve adding another 

trunk-line to the route). 

 = seed value for region r and time-period t 

      

For regions where volumes of trade are already well established and there is significant 

pipeline capacity in place, the seed value has been set to zero from 2020 (e.g. between the 

UK and Western Europe and the USA and Canada). A seed value is included in these cases 

between 2006 and 2015 in case large increases in gas pipeline trade were in evidence, such as 

between the United States and Mexico after the expansion of shale gas production in the 

Barnett shale play. In short the seed value allows the model to expand trade up to the upper 

bounds which have been added for 2015 to calibrate gas trade to historical data. However, 

some trade links have a seed value from 2020 to allow the model to expand pipeline capacity 

over the growth coefficient alone. For example, the seed value for gas pipeline trade between 

the Former Soviet Union region and China is bounded (upper) by the growth coefficient (~ 

7%/a) and a seed value (slackness variable) from 2020 equivalent to the total operational and 

under-construction (i.e. Power of Siberia) pipeline capacity operating between a minimum 

(70%) and maximum (90%) contracted quantity (~ 20 bcm).  

User constraints for bilateral LNG trade have also been added in the same functional form, 

with the assumption that trade flows can double over the course of each time-slice. The seed 

value (and slackness variable) for LNG trade was either based on a database of contracted 
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volumes between each trade link, or historical trade data based on various IEA Natural Gas 

Information reports. For example, the slackness variable for Chinese LNG imports from the 

Middle East is assumed to be an assumed contracted volume of gas between Qatar and China 

(~ 7 bcm) (Highashi, 2009). This gives the model some additional flexibility in case the 

growth constraint alone is binding.  

 

8.3.4 Bottom-up analysis of natural gas decline characteristics 
 

Additional improvements were made in TIAM-UCL to existing data on decline rates of 

natural gas production from different regions and different geological categories. These 

improvements were used in recent publications using TIAM-UCL (Pye et. al (2020); Welsby 

et. al (2021)). For example, decline rates in the large-giant legacy gas fields of the Former 

Soviet Union (e.g. Urengoy) were analysed to derive a decline rate of 5% for proved non-

associated gas reserves in the FSU region. This assessment follows closely to the IEA’s 

average estimate of 5.5% decline for super-giant gas fields in the post-plateau stage of the 

field lifetime (IEA, 2009) and therefore provides strong empirical support for the decline 

analysis for the FSU region conducted in this work. 

Additionally, new decline rates for shale gas were analysed as part of this work, utilising 

well-level data from the US. The derived weighted decline rates from a sample of > 860 shale 

gas wells in the US over a period of 10 months was ~ 18% and was also used in the recent 

work by Pye et. al (2020). In practise, this means the aggregated shale gas production tiers in 

TIAM-UCL can yield production decline (at a maximum) of ~ 63% (i.e. (1-0.18)5) over a 

five-year time-slice. Whilst individual shale gas wells could exhibit faster (or slower) decline 

than this, the derivation of an aggregated decline rate was necessary for use as an input into 

TIAM-UCL. Additionally, the analysis of well-level data is a significant improvement on the 

representation of shale gas decline rates in TIAM and provides consistency with shale 

production dynamics in the bottom-up Gas Production, Trade and Annual Pricing model 

(GAPTAP).  

The functional form of the growth and decline constraints in TIAM-UCL for natural gas 

mining technologies is shown in Equation 8.5 (a-b). For reference, the growth and decline 

coefficients and seed values vary by region, as well as by geological category. For 

conventional sources of gas, the same growth coefficient is used across all regions, assuming 

production can, at a maximum, double every two years (McGlade, 2013). 

 

 

           8.5 (a) 

 

 

8.5 (b) 
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  where, 

  Productioni,t = production from geological category i in time period t 

Productioni,t-1 = production from geological category i in time period t 

Growthi = growth coefficient for geological category i, where Growth>1, i.e. 

Growth = 1+ annual growth rate  

Declinei = decline coefficient for geological category i, where Decline<1, i.e. 

Decline = 1- annual decline rate 

  ts = length of the time-slice 

Seedi,t = seed value for geological category i in time period t. For the growth 

constraints, this is generally assumed to be 0.05-1% of the reserve/resource 

category for each cost-step (McGlade, 2013). Therefore changing the 

availability of each resource will alter the seed value (discussed further in 

Chapter 9).  

 

8.3.5 Calibrating energy consumption and production in TIAM-UCL 
 

As part of this research, a significant effort was made to recalibrate energy consumption and 

production (for all energy carriers) consistent with historical IEA data to the greatest possible 

extent, not just at an aggregated global level, but at a regional level. The motivation behind 

this was to ensure that the starting period of the field-level gas model introduced in Chapter 

10, i.e. 2015, has consumption and production inputs from TIAM-UCL for each region which 

broadly match IEA regional consumption/production. Due to the time-slice formation in 

TIAM-UCL, the time-slice including 2015 covers the period 2013-2017 and therefore annual 

fluctuations in any supply or demand should be considered within the context of averaging 

over the five years within each time slice. The calibration involved inflating or deflating 

energy service demands in each region, incorporating additional user constraints within the 

modelling framework to simulate real policies/energy system developments and calibrating 

trade flows between regions for traded fossil fuel commodities (coal, oil and oil products, 

pipeline natural gas and LNG).9798  

 

Due to the detailed technological representation in TIAM-UCL and the fact it is a global 

energy system model running out to 2100, the spatial resolution of the model is 

unsurprisingly limited. Therefore, detailed modelling of smaller scale (e.g. residential, 

commercial) gas distribution networks is not possible. To mitigate for this, additional user 

constraints were added to ensure residential gas consumption is representative of observed 

consumption in developing regions (such as India and Africa), particularly where there is 

 
97 Where possible this was based on individual energy service demands; for example, in the Middle East, there 

has been significant growth in the residential, chemical and electricity generation sectors, which have driven 

increases in demand for natural gas (sometimes at heavily subsidised prices) (Rystad, 2018; IPAA, 2015).  
98 E.g. user constraints were placed on: electricity production from biomass to reflect the EU’s Renewable 

Energy Directive; recent production developments of shale gas and tight oil in the United States were updated. 
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abundant and relatively cheap feedstock gas (notably Africa). A representation of these user 

constraints is shown in Equation 8.6 below.  

 

     (8.6) 

 

  Where, 

ESDr,t  = rural residential energy service demand in region r, in time period t 

Xi = energy commodity input vectors which can meet ESDr, for i=1:n. The 

number of energy commodity options depends on the service demand in 

question but can include primary energy carriers (e.g. natural gas, crude oil) or 

carriers which have been through a transformation process (e.g. electricity, 

refined petroleum products, etc.). 

for α + β = 1, 

α = maximum share coefficient for energy commodity input X1 (i.e. natural 

gas) 

β = minimum share coefficient for vector of energy commodity inputs X2:Xn 

(i.e. all remaining possible energy commodity inputs) 

 

For example, if ESDr,t is the rural energy service demand for cooking in region r and time t 

and α = 0.1, then natural gas can, at a maximum, provide 10% of the commodity inputs which 

satisfy the total service demand for cooking.  

 

Whilst inflating and deflating energy service demands in some cases was a relatively crude 

approximation, the overall regional calibration of energy commodity consumption and 

production at a regional level, improved on TIAM-UCL’s post-2010 outlook.99 Figures 8.4-

8.6 shows some results from this recalibration, including 2015 regional consumption for 

natural gas, oil and coal from TIAM-UCL compared against IEA data. This recalibration of 

regional energy service demands has been incorporated into the central version of TIAM-

UCL and used in a range of recent research outputs (Winning et. al, 2018; Pye et. al, 2019; 

Pye et. al, 2020). When aggregated globally, gas, oil and coal in 2015 in TIAM-UCL shows 

differentials of 1.5%, 1.1% and 0.2% respectively, when compared to IEA data.  

 

 
99 In particular, because TIAM-UCL is an optimisation model (and cheaper sources of gas are available), it was 

picking up significantly less production in China, than was actually the case, whilst on the demand side, the US 

and Western Europe needed to reflect a degree of fuel switching away from coal 
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Figure 8.4: Calibration of energy commodity consumption: 2015 regional natural gas 

consumption 

Source: Author’s amendments to TIAM-UCL, IEA Natural Gas Information (2016, 2017) 
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Figure 8.5: Calibration of energy commodity consumption: 2015 regional oil consumption 

Source: Author’s amendments to TIAM-UCL, IEA Oil Information (2016, 2017) 

 

 

 

Figure 8.6: Calibration of energy commodity consumption: 2015 regional coal consumption 

Source: Author’s amendments to TIAM-UCL, IEA Coal Information (2016, 2017) 

 

In addition to inflating and deflating energy service demands, modifications to energy 

commodity trade were updated and improved: 
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• Trade flows (i.e. physical volumes) up to 2020 were re-calibrated, for oil, coal and 

gas. 

• New pipelines under construction were added to the model, with relevant capacity and 

activity bounds included; for example, the Power of Siberia pipeline (60 bcm/a) is 

assumed to be the only new capacity under construction between the FSU and China 

until 2025, bringing total inter-region pipeline capacity to ~ 120 bcm/a  

• Liquefaction capacities and regasification capacities were updated both for facilities 

that have come online-post 2010 and for under-construction projects.  

• Liquefaction costs have been regionalised out to 2025, with cost inflation experienced 

by some Australian LNG projects and lower conversion costs of US import facilities 

into liquefaction terminals, reflected in the model (Songhurst, 2014). 

 

 

8.3.4.1 Recalibrating reserves to take account of historical production 
 

Chapters 5-7 discussed the construction of supply cost curves to account for uncertainty in 

volumetric and cost estimates of producing natural gas, which largely relied on using ~ 2015 

estimates where possible. Therefore in order to ensure these new resource and reserve levels 

are those remaining in 2015 (i.e. to ensure the model is calibrated to 2015 to these 

resource/reserve levels), cumulative production between 2005 and 2015 was added to the 

outputs from each probability distribution for each region. Due to the fact that TIAM-UCL 

includes several categories of natural gas, as well as a differentiation on the supply side 

between OPEC and non-OPEC countries, several steps were required to ensure this re-

calibration was representative of gas production between 2005 and 2015: 

 

1. Those regions with OPEC countries (Africa, Central and South America, Middle 

East) have cumulative production 2005-2015 weighted between OPEC and non-

OPEC. 

2. The field-level database constructed as part of this work (and described in detail in 

Chapters 5 and 6) was used to generate a representative coefficient for the proportion 

of fields which come online post-2005 (i.e. which should be considered ‘reserve 

additions’ or new discoveries from a 2005 standpoint). 

3. Volumes of unconventional gas production are added to the corresponding resource 

category. 

4. Volumes of associated gas production are subtracted from cumulative conventional 

production.  
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8.4 Conclusions 
 

This Chapter has explored some of the key improvements made to TIAM-UCL and how 

these improvements can be implemented in scenario analysis to explore longer-term 

uncertainties in gas resources and markets: 

1. Natural gas supply cost curves have been soft-linked to the underlying supply cost 

curves for the new global Gas Production, Trade and Annual Pricing model 

(GAPTAP), as constructed in Chapters 5-7. This gives TIAM-UCL a robust and novel 

bottom-up assessment of field-level cost drivers, as well as supply cost uncertainties 

(RQ3). 

2. The representation of associated gas has been significantly improved in the model, 

including incorporating an endogenous decision to utilise rather than flare natural gas 

from oil fields. This allows new insights into the relationship between oil production 

in strong climate policy scenarios and associated gas production (RQ4). 

3. Regional growth constraints on traded volumes have been updated/added and are 

based on both current flows and contracted volumes.  

4. The construction of cost depletion characteristics in GAPTAP has allowed a much-

improved bottom-up representation of production growth and decline parameters in 

TIAM-UCL, based on field-level analysis where possible.  

 

TIAM-UCL is used to assess the impact of various climate policy (RQ1) and energy demand 

scenarios (RQ2) on natural gas demand (regional and sectoral) and supply (regional and by 

geological category) in the long-term, with key additional uncertainties explored in a range of 

sensitivities discussed in Chapter 9. 

Chapter 9 provides more information on the scenarios and sensitivities developed for this 

thesis and presents results which provide new insights into regional and sectoral gas supply 

and demand. Some of the outputs from the scenarios developed in TIAM-UCL are then used 

to provide nearer-term gas demand (out to 2035) which is fed into GAPTAP, to account for 

specific gas market uncertainties (discussed further in Chapter 10 and 11). 
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Chapter 9: Modelling long-term outlooks for natural gas supply and demand 

using TIAM-UCL 
 

 

9.1 Introduction 
 

Chapter 8 concluded by briefly introducing some scenarios which were constructed using the 

TIAM-UCL energy systems model, to generate novel insights into regional and sectoral 

natural gas supply and demand in the context of broader energy system developments. 

Section 9.2 first gives a brief introduction to modelling decarbonisation scenarios in TIAM-

UCL. Section 9.3 then provides more detail on each scenario, including some key 

information on the level of decarbonisation ambition. The scenarios were constructed to 

answer some of the research questions posed in Chapter 1, namely: uncertainty in gas supply 

and demand under different levels of energy system decarbonisation (RQ1) and under 

different socioeconomic drivers of energy service demand (RQ2).  

Section 9.4-9.7 explore each scenario along with a range of sensitivities. For gas 

consumption, particular focus was given to breaking apart regional demand into sectoral and 

sub-sectoral insights (i.e. where the gas is being consumed and how rapidly consumption 

grows/declines). To provide more granular insights, a range of sensitivities were also 

developed to address more specific uncertainties around the deployment of competing and 

complementary (to natural gas) technologies (RQ1), the impact of gas supply chain emissions 

(RQ1) and the sensitivity of production and consumption to different availabilities and costs 

of natural gas (RQ3). A focus of the analysis presented relates to redistribution of gas 

production and consumption and the speed of production/consumption growth and decline 

under different decarbonisation and energy demand scenarios.  

 

 

 

9.2 Modelling decarbonisation scenarios in TIAM-UCL 
 

TIAM-UCL endogenously generates various emissions (CO2, CH4, N2O), with technology 

processes and commodities across the reference energy system assigned emissions activity 

profiles associated with both the inputs and outputs of the individual processes. The model 

can be run with carbon budgets constraining the total amount of emissions, either for given 

years and/or regions, or by setting a cumulative global budget and allowing the model to 

endogenously allocate which regions emit and when. TIAM-UCL can also be run in 

conjunction with a climate module which is calibrated to the MAGICC climate model. If the 

climate module is run, the emissions from the energy system are translated into atmospheric 

concentrations (e.g. parts per million (ppm)) and then converted into radiative forcing 

parameters which determine the climate response (i.e. change in temperature) (Anandarajah 

et. al, 2011). These are then used to further constrain the model (e.g. via a maximum 
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temperature constraint) outputs in conjunction with (or separate from) a carbon budget. When 

running the climate module, representative concentration pathways (RCP’s) are used to 

reflect different trajectories for the concentration of emissions in the atmosphere.  

Carbon budgets can be applied in TIAM-UCL at a global and/or regional level. For the 

scenarios modelling the nationally determined contributions (NDC) agreed at COP21 and 

assuming a constant level of ambition after (i.e. no increase in decarbonisation ambition), 

regional budgets were taken from Winning et. al (2019), whereas for the more ambitious 

decarbonisation scenarios, global carbon budgets were taken from the IPCC (Rogelj et. al, 

2018). 

 

9.3 Scenario definitions 
 

The scenarios and sensitivities conducted in this Chapter aim to answer some of the research 

questions posed in Chapter 1. It is therefore worth revisiting them in detail. In particular, this 

Chapter focuses on RQ1-3 however there is an explicit link between all the research 

questions due to the fact that outputs from TIAM-UCL will be fed into a new field-level gas 

production and trade model discussed in Chapter 10 and 11. As mentioned in Section 9.1, 

RQ1 and RQ2 posed in Chapter 1.3 relate to uncertainty in gas supply and demand under 

different levels of energy system decarbonisation and under different narratives for future 

drivers of energy service demand. The sensitivity analysis explored in this Chapter covers 

some of the more granular uncertainties of future gas supply and demand within a whole 

energy system context: the shape of gas supply cost curves, the speed of CCS deployment, 

the role of incumbents and the impact of methane leakage from gas supply chains. A more 

detailed discussion of the different sensitivities explored for each scenario is provided in 

Section 9.4-9.7. 

The core scenarios explore variations in gas supply and demand depending on the level of 

energy system decarbonisation and different socioeconomic drivers of energy demand. The 

central energy service demand drivers used in this work assume a pathway consistent with 

SSP2. The SSP’s were discussed in Chapter 8.2.2 and a detailed definition of the RCP’s is 

provided in Appendix 5. For each of the energy service demand pathways assumed in this 

work, a recalibration of 2005-2020 demands was undertaken, so demands are (broadly) equal 

out to 2020 and then grow off the relevant socioeconomic drivers from 2020. This was to 

ensure pre-2020 demands were not significantly above/below observed historical values, 

given the base year of TIAM-UCL is 2005. Table 9.1 introduces each of the scenarios 

explored in this work. 
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Table 9.1: Core scenarios explored using TIAM-UCL and key metrics (peak gas production and cumulative gas production) 

 

Scenario 

name 

Demand 

 

 

CO2/GHG 

budget 

 

 

Emissions 

budget (region 

or global) 

 

Cumulative budget 

(2018-2100), Gt 

CO2 

 

 

RCP 

 

 

Maximum 

temperature by 

2100 (overshoot 

limit) 

 

Peak gas 

production, 

tcm (year100) 

Cumulative 

(2020-

2050) gas 

production, 

tcm 

NDC-Ref SSP2 GHG Region Regional GHG 

budgets for marker 

years based on 

Winning et. al 

(2019) 

6 N/A 5.3 (2050) 144 

NDC-

HIDEM 

SSP5 GHG Region Same as above 6 N/A 6.8 (2050) 163 

B2D 

 

SSP2 CO2 Global 800 2.6 1.75 (1.9) 4.4 (2030) 114 

T15 SSP2 CO2 Global 580 2.6 1.65 (1.8) 4 (2020) 96 

T15-LODEM SSP1 CO2 Global 580 2.6 1.65 (1.8) 4 (2020) 95 

 
100 The majority of results (apart from emissions data) are presented to 2050. However, gas consumption and production pathways out to 2100 are available in Appendix 7 
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9.4 ‘Reference’ scenario: modelling the Nationally Determined Contributions 

(NDC) and the role of gas 
 

Global gas production increases from ~ 4 tcm in 2020 to 5.3 tcm in 2050, suggesting annual 

production growth of around 1%. Global production in NDC-Ref is around 2% lower than the 

IEA’s Stated Policies Scenario in 2030 and ~ 7% lower in 2040. Shale gas output increases to 

802 bcm in 2040 and 946 bcm in 2050 in the NDC scenario, representing 62-73% of the 1290 

bcm suggested by the IEA’s Stated Policies Scenario in 2040. The lower shale gas volumes 

suggested in this work are partly due to fluctuating US shale production.  

From a regional perspective, Africa, China, Central and South America (CSA), and the 

Middle East exhibit the fastest rates of production growth. Increasing gas production in China 

is driven by strong demand growth: Chinese demand grows from ~ 280 bcm in 2020 to 604 

bcm by 2050. Chinese production grows to 377 bcm by 2040, with unconventional gas 

ramped up to account for 76% of the total output. Conversely, production from the Former 

Soviet Union (FSU) region remains relatively stable until 2025, before declining at an annual 

rate of 1% per year. This reflects decline at mature producing fields in Russia (the Urengoy 

gas field was given as an example in Chapter 8.3.4 where production decline rates were 

derived in this work at ~ 5% per year) and the increase in production from more recent large 

projects (e.g. Bovanenkovo) offsetting some of this decline. The Middle East becomes the 

largest regional producer by 2050, with a significant increase in domestic demand (Section 

9.3.1.2) and continued growth for exports. This includes new pipeline capacity to India and 

Pakistan totalling 30 bcm by 2050.  

The United States also sees strong production growth initially, reaching 983 bcm by 2035, 

before contracting to 765 bcm by 2050. Much of this growth is from tight oil formations, with 

associated gas production following similar growth to the IEA’s Stated Policies Scenario 

(IEA, 2019), reaching 290 bcm in 2025 and over 350 bcm by 2030. Shale gas production in 

the US fluctuates between 450-570 bcm between 2025 and 2040, before declining to 300 bcm 

in 2050. In short, the aggregated ‘sweet spot’ drilling areas in US shale plays decline more 

rapidly from 2030 and activity shifts to more costly resources. The growth in NDC-Ref out to 

2035 follows a similar trajectory to the Reference Scenario in the EIA Annual Energy 

Outlook (2019), where production reaches ~ 1 tcm by the mid-2030s. The growth and 

subsequent decline of US gas production in NDC-Ref (unlike the EIA AEO Reference 

Scenario (2019) where gas production grows consistently out to 2050) mirrors the US power 

generation mix transitioning away from coal to natural gas in the medium-term (to 2030-

2035) and then from natural gas to renewables towards 2050.  

Figure 9.1 shows the production of natural gas disaggregated by region (a) and by resource 

category (b) in NDC-Ref. 
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Figure 9.1: Natural gas production by region (a) and category (b) in NDC-Ref 

 

In Chapter 8, the improvements made to the representation of associated gas in TIAM-UCL 

as part of this thesis were discussed. Figure 9.2 shows regional cumulative investment in 

associated gas processing and gathering capacity (2020-2050). Around 700 bcm of new 

associated gas gathering and processing capacity is brought online between 2020 and 2050 in 

the NDC scenario, focused in 6 main regions (a distinction is made between OPEC and non-

OPEC investment). For reference, Africa, CSA, FSU, the Middle East, and the US accounted 

for at least 85% of global flaring in 2018. In terms of flaring emissions, these reduce from ~ 

266 million tons of CO2 (Mt CO2) in 2020 to ~ 200 Mt CO2 in 2050 (or a 25% reduction), 

whilst oil production increases ~ 6% in the same period. The FSU region sees a significant 

increase in associated gas utilisation, with flaring reduced by 57% between 2020 and 2030. 

This is reflected in the large cumulative investment in associated gas infrastructure in Figure 

9.2. The increase in associated gas production up to 2035 is then followed by a period of low 

infrastructure utilisation and a small increase in flaring emissions back to between 200-220 

Mt CO2 between 2040 and 2050, from a floor of 180 Mt CO2 in 2035. This result may seem 

counter-intuitive given associated gas is low cost and global gas demand increases in NDC-

Ref throughout the 2020-2050 period, however some caveats to this result includes: 

• US production and consumption in NDC-Ref peaks in 2035, when (as mentioned 

previously) gas consumption in the power generation sector in particular declines. The 

decline in production is largely met by associated gas (see point 4); 

• Many regions use up much of their lowest cost associated gas resources by the mid-

2030s/2040 in a ‘dash’ for associated gas (see Chapter 8.3.2) – these include the 

Former Soviet Union and the United States; 

• As described in Chapter 8.3.2, there is now an endogenous proxy option to ‘reinject’ 

gas, rather than produce it and send it downstream to market; 
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• The greenhouse gas budgets in NDC-Ref are not stringent enough, and the associated 

carbon prices not high enough, to warrant the wholesale eradication of flaring and 

venting; 

• The same asymmetric constraints used for non-associated gas (see Chapter 8.3.4) are 

not applied to associated gas because associated gas is driven by oil production and 

oil reservoir dynamics. Whilst there is a growth constraint on the construction of 

associated gas capacity (Chapter 8.3.4), of which sensitivities are conducted in 

Chapter 11, there is no such constraint on declining associated production.  

 

 

 

 

 

 

 

 

 

 

Figure 9.2: Cumulative regional investment in associated gas gathering and processing 

capacity between 2020 and 2050 in NDC-Ref 

 

Global gas consumption in NDC-Ref grows annually at 1% between 2020 and 2050, reaching 

4877 bcm in 2050. Gas consumption in the power sector peaks globally in 2030, before 

declining to 535 bcm by 2050; this is down to increasing demand until 2030-2035 in several 

regions including FSU, the Middle East, Other Developing Asia (ODA) and the US, followed 



236 
 

by a relatively rapid decline in demand as renewables increasingly crowd natural gas out of 

the generation mix. In contrast, the industrial and buildings sectors show strong growth 

between 2015 and 2050 of 76% and 72%, respectively. Additionally, the transport sector sees 

strong growth post-2035, with LNG gaining market share as an international bunker fuel. 

Figure 9.3 shows natural gas consumption out to 2050 in NDC-Ref, disaggregated by regions 

(a) and sectors (b), respectively. It should be noted that the discrepancy between Figure 9.3 

(consumption) and Figure 9.1 (production) is due to losses from production and distribution 

(i.e. leakage), as well as efficiency losses from transportation and processing to ensure gas is 

of pipeline quality (this is particularly the case for gathering and processing associated gas). 

Assuming all gas ‘consumed’ in transportation technologies were included, the numbers 

would increasingly converge to only reflect direct losses (i.e. supply chain leakage).   

 

 

 

 

 

 

 

 

 

Figure 9.3: Global gas consumption by region (a) and sector (b) in NDC-Ref 

N.B. ‘Other’ sector includes hydrogen, Fischer Tropsch fuels and upstream consumption.  
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The largest (gross) increases in regional demand between 2020 and 2050 in NDC-Ref are in 

China (+ 327 bcm) and ODA (+ 329 bcm), with the largest (gross) declines seen in FSU (- 73 

bcm) and the US (- 155 bcm).  

In China, gas consumption growth in industry grows rapidly, reaching 292 bcm (or 48% of 

total Chinese gas consumption) by 2050. For reference, in NDC-Ref Chinese consumption is 

~ 15% lower than the IEA’s World Energy Outlook projection in the Stated Policies Scenario 

by 2040; however the general pattern of sectoral consumption growth is similar between 

2020 and 2040 (the buildings and industrial sectors grow at annual rates of 3.6% and 2.1%, 

respectively, with gas consumption demand exhibiting strong growth in the same sectors in 

the IEA’s SPS).101  

In the Other Developing Asia (ODA) region, there is also strong demand growth in the 

industrial sector with total industrial consumption reaching 150 bcm in 2050 (or 26% of total 

consumption). As with China, the growth of natural gas demand in ODA is also due to fuel 

switching from coal to natural gas across different sectors, including industry and buildings. 

There is also significant growth in the transportation sector, driven by LNG consumption in 

international shipping, with ~ 73% of the fleet in ODA using LNG by 2050. However, in the 

more stringent decarbonisation scenarios discussed subsequently the model moves towards 

hydrogen-based shipping fuels over LNG.  

In the Middle East, the main drivers of gas consumption growth are the industrial, buildings 

and power generation sectors out to 2030. In the industrial sector there is significant gas 

demand growth from the chemical and petrochemical sectors with consumption increasing 

from 64 bcm in 2020 to 128 bcm in 2050 and peaking at 148 bcm in 2035. An example of 

this growth can be seen from Iran having the largest under construction capacity for the 

ammonia production (Hydrocarbon Technology, 2018). Increasing gas demand for 

petrochemical feedstocks in the Middle East is also undoubtedly driven by huge reserves of 

low cost natural gas (e.g. the North Field complex in Qatar). 

Offsetting some of the above growth is declining consumption in OECD regions/countries, 

particularly post-2030. Gas consumption in the United States grows to a peak of 862 bcm in 

2035, before contracting to 653 bcm by 2050. Consumption in the power sector peaks in 

2035 at 334 bcm before a rapid decline at a rate of 8.5% per year to 2050 as renewables (and 

wind in particular) capture the bulk of the market share. In gross generation terms, the US 

falls from a peak of around 2050 TWh in 2035, to around 468 TWh by 2050, with wind 

(onshore and offshore) generation increasing from 286 TWh in 2020 to 4583 TWh by 2050. 

The reduction in gas (and coal) consumption in power generation in the United States is part 

of a global pattern which sees the carbon intensity of electricity generation fall. 

 

 

As mentioned in Section 9.3.1, the carbon budgets in NDC-Ref, reflecting the initial 

nationally determined contributions and assuming this as a ‘minimum’ level of climate 

 
101 In the Stated Policies Scenario (IEA WEO, 2019), gas consumption in industry between 2018-2040 grows 

174% and in the buildings sector by 89% 
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ambition (i.e. a base scenario), leads to ~ 2.8oC temperature increase by 2100.102 Renewable 

sources of electricity dominate the generation mix in NDC-Ref, accounting for 79% of 

generation by 2050.103  The rapid diffusion of renewables into the power generation sector is 

down to two main factors: 

1. The unprecedented cost reductions of solar and wind energy, particularly in the last 10 

years (IRENA, 2016; IRENA, 2019a; IRENA, 2019b).104 

2. The power generation sector can be considered a ‘low hanging fruit’, as far as sectoral 

decarbonisation is concerned, due in large part to the fleet of low cost technologies 

(including wind and solar) which are available now to add to the generation mix. 

Therefore, whilst the power generation sector exhibits rapid decarbonisation in order to meet 

the carbon budgets and climate parameter constraints, final energy consumption in the 

industrial (77%) and transportation (> 90%) sectors remain heavily dependent on fossil fuels 

out to 2050. Figure 9.4 shows global electricity generation in NDC-Ref and the share of 

natural gas and variable renewables (solar and wind) in the power generation mix.   

 

 

Figure 9.4: Global electricity generation technology mix in NDC-Ref and the share of natural 

gas in total generation 

 

Figure 9.4 shows the falling share of natural gas in the global generation mix, however 

electricity generation from gas increases out to 2030, peaking at 6535 TWh in 2030, before 

declining as renewables are scaled up across most regions. In short, there is rapid growth of 

gas power generation in many regions, as coal is crowded out of the generation mix. The 

 
102 Above pre-industrial levels 
103 Includes wind, solar, hydro, biomass, geothermal 
104 For example, the global average levelised cost of electricity generation (LCOE) from solar PV installations 

fell 77% between 2010 and 2018 (IRENA, 2019a), whilst onshore and offshore wind fell 25% and 19%, 

respectively (IRENA, 2019b).  
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global weighted capacity utilisation rate of natural gas falls consistently to just 12% in 2050, 

as the developed economies and in particular the United States and Europe, increasingly 

move away from gas power generation.105  

As fossil fuels lose market share in the power sector, there is a corresponding reduction in the 

carbon intensity of electricity generation (calculated by dividing total CO2 emissions from the 

power generation sector by total generation): CO2 intensity of electricity production falls 

from 0.42 kg CO2/KWh in 2020 to 0.07 kg CO2/KWh by 2050. In short, even in the relatively 

low ambition NDC scenario, widespread decarbonisation of the power sector is required in 

order to meet the climate targets and GHG budgets (as mentioned previously resulting in ~ 

2.8oC temperature increase above pre-industrial levels).  

 

9.4.1 Sensitivities on the central NDC-Ref scenario 
 

Two main sensitivities are conducted on the reference NDC scenario, both of which relate to 

RQ3 posed in Chapter 1.3, around the shape of regional gas supply cost curves. These 

sensitivities explore the uncertain impact of shifting supply cost curves on different resource 

categories and demand in different regions and sectors. The results of these sensitivities are 

then compared to the central NDC-Ref scenario to assess the impact of supply cost curve 

uncertainty on regional supply and demand. 

Table 9.2 summarises the key sensitivity inputs and metrics from each sensitivity on the 

NDC-Ref scenario. 

Table 9.2: Key inputs and metrics from each sensitivity conducted on the NDC-Ref scenario 

Scenario Sensitivity on 

central 

scenario 

Sensitivity 

(Code) 

Shared 

socioeconomic 

driver 

projections 

Global 

peak 

production, 

tcm (year) 

Cumulative 

production 

(2020-

2050), tcm 

NDC None Ref 2 5.3 (2050) 144 

NDC Low (P95) 

regional gas 

reserve and 

resource 

availabilities  

GRA-L 2 4.9 (2050) 137 

NDC High (P5) 

regional gas 

reserve and 

resource 

availabilities  

GRA-H 2 5.7 (2050) 149 

NDC Lower 

unconventional 

gas costs 

LUC 2 5.5 (2050) 147 

 
105 The global weighted gas capacity utilisation rate is calculated by first dividing generation by total potential 

capacity and then weighting each region based on their installed capacity.   
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9.4.1.1 Gas resource availability (GRA) 
 

To explore the uncertainty of gas resource availability on regional supply and demand in the 

NDC scenario, two sensitivities are conducted: 

• Low gas resource availability, GRA-L, using the P95 outputs for each category of 

natural gas for each region discussed in Chapter 7  

• High gas resource availability, GRA-H, using the P5 outputs for each category of 

natural gas for reach region discussed in Chapter 7.  

This provides novel insights using an energy systems model into demand responses at a 

regional and region-sectoral level to the impact of resource availability on natural gas supply 

and demand. McGlade (2013) explored uncertainties around the availability and cost of oil 

and gas in TIAM-UCL, however the uncertainty analysis for gas only extended to broad 

categories (conventional and unconventional) and only in a ‘reference’ scenario. This thesis 

provides new insights, by breaking down uncertainty in supply and demand further into 

individual geological categories and sectors within each region and by exploring the impact 

of gas availability uncertainty in a low carbon energy system. Recent studies by Few et. al 

(2017) focused on shifting supply cost curves for conventional and shale gas, both in terms of 

costs and availabilities and provided insights into regional changes in gas supply and demand. 

This analysis was also conducted under more stringent decarbonisation scenarios. 

Additionally, Bauer et. al (2016) applied the SSP narratives to the potential availability and 

cost of fossil fuel resources, including economic and socio-political drivers. However, firstly 

the method for approaching resource uncertainty in these studies generally relied on a 

deterministic approach (e.g. reassigning fixed proportions of volumetric estimates of 

reserves/resources to a different category uniformly across all regions, using singular 

recovery factors and using nationally constructed datasets which are often lacking a robust 

probabilistic assessment of volumetric uncertainty (Bauer et. al, 2016)).106 Secondly, existing 

analysis does not extend to how sensitive regional gas consumption (including at a sectoral 

level), or regional gas supply from disaggregated categories of natural gas resources, is to 

uncertainty in resource availability. 

The following analysis provides three new insights by shifting supply cost curves in TIAM-

UCL (i.e. contracting and expanding the resource base). Firstly, more disaggregated 

categories of natural gas are included for conventional gas, some of which are highly 

dependent on one another (e.g. conventional proved reserves and reserve additions) and the 

responsiveness of producing and consuming regions to these changes in resource availability. 

Secondly, the analysis provides a new metric based on an ‘elasticity’ measure of the response 

of supply from individual geological categories in major producers to uncertainty in the 

resource base. Thirdly, sectoral insights in selected regions are presented, suggesting not just 

inter-regional supply-demand changes, but shifting demand between sectors in each region. 

 
106 Examples can be found in the supplementary material where a singular recovery factor is assigned to tight 

natural gas, CBM and gas in deep lying reservoirs and costs are multiplied by a relatively arbitrary factor in 

some cases relative to an SSP5 baseline, such as deep lying reservoir gas costs multiplied by a factor of 1.15 

(Bauer et. al, 2016b) 
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To model supply-side responses to uncertainty in different categories of natural gas, low 

(NDC-GRA-L ( P95)) and high (NDC-GRA-H (P5)) natural gas availabilities and the 

corresponding supply cost curve associated with those availabilities were therefore run in 

addition to NDC-Ref (some of the uncertainty ranges were shown in Chapter 7). When 

compared to the central NDC-Ref scenario, global cumulative (2020-2050) production is 4.9 

tcm (+ 3.4%) higher and 6.4 tcm lower (- 4.5%) in GRA-H and GRA-L, respectively.  

To provide more granular insights, an elasticity metric was calculated from the weighted 

percentage change in resource availability between the high and low sensitivities (vs. NDC-

Ref) and comparing this to the percentage change in production from each region. For 

example, if the low resource availability sensitivity is x % below the central (note the 

percentage change in this case is negative, therefore elasticities are considered in their 

absolute value terms), then a region’s production can be considered: 

• Elastic if the percentage change in production is greater than the percentage change in 

resources 

• Inelastic if the percentage change in consumption/production is less than the 

percentage change in resources  

• Unit elastic if the percentage change in consumption/production is (roughly) equal to 

the percentage change in resources 

 

The weighted percentage is calculated by the change in resource availability between the 

sensitivity case and the central resource availability, for each category of resources (shown in 

Figure 9.1 (b)) and multiplying this by the share of each category to the total resource base. 

The rationale for using a weighted assessment of resource availability sensitivities is to 

ensure that any changes in production, derived from changing resource availabilities from 

individual categories, are put into context given that all category availabilities are changing at 

the same time (i.e. just looking at a single category in isolation does not tell the full picture as 

the whole supply cost curve is shifting). Additionally, weighted resource and production 

changes allows a more accurate derivation of the actual responsiveness of producers to 

changing resource allocations across the whole resource base. This is shown in Equation 9.1 

(a) and (b). 

 

 

           9.1 (a) 

   
           9.1 (b) 

  Where, 

Resource(S)i,r = gas  resource availability for sensitivity (high (GRA-H) or low (GRA-

L)) for resource category i in region r 
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 where, 

  = share of each resource category i of the total 

resource base (∑ i) in each region r 

n = total number of resource categories i 

Resource(C)i,r =  resource availability for central NDC-Ref scenario (P50) for 

resource category i in region r 

ResourceElasticityi,r = weighted percentage difference between the sensitivity cases 

and the central resource availability, for resource category i in region r 

RegionResourceElasticityr = sum of weighted percentage difference across resource 

categories for each region r 

 

As with the assessment of the change in resource availability between the central case and 

high and low sensitivities, cumulative (2020-2050) regional production from each category 

can be summed and weighted based on its contribution to total production from that region. 

This is shown in Equation 9.2 (a) and (b). 

 

 

           (9.2 (a)) 

 

  (9.2 (b)) 

  

Where, 

Production(S)i,r = cumulative (2020-2050) gas production for resource sensitivity 

(high or low) from resource category i in region r 

 where, 

 

 = share of each production category i of total 

cumulative production (∑ i) in each region r 

n = total number of resource categories i 
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Production(C)i,r =  cumulative (2020-2050) production for central NDC-Ref scenario 

(P50) for resource category i in region r 

ProductionElasticityi,r = weighted percentage difference in production between the 

sensitivity cases and the central resource availability, for resource category i in region 

r 

RegionProductionElasticityr = sum of weighted percentage difference for gas 

production across resource categories for each region r 

 

Additionally, Table 9.3 shows a range of elasticities comparing the sensitivity of production 

from some key categories of natural gas in key producing regions to changes in the 

availability of different resource categories, for both the low (GRA-L) (a) and high (GRA-H) 

(b) categories. This uses the outputs ResourceElasticityi,r and ProductionElasticityi,r from 

Equation 9.1 (a) and 9.2 (a), where the resource availability sensitivities are compared to the 

central (P50) resource assumptions used in the reference NDC scenario. 

 

Table 9.3: Impact of resource availability uncertainty for selected regions and resource 

categories 

Table 9.3 (a): Low (GRA-L) resource availability elasticity at a regional and resource 

category level  

Low sensitivity: GRA-L (P95) 

Resource 

category 

Region ResourceElasticityi,r, 

% 

 

ProductionElasticityi,r, 

% 

Elastic/inelastic 

Proved 

non-

associated 

reserves 

FSU -9 -10 Elastic 

Middle 

East-

OPEC 

-6 -5 Inelastic 

Western 

Europe 

-0.4 -1 Elastic 

Reserve 

additions 

(non-

associated) 

Africa-

Non 

OPEC 

-3 23* Elastic 

Australia -1 12* Elastic 

ODA -5 2* Inelastic 

Shale gas China -7 6* Inelastic 

CSA-Non 

OPEC 

-9 1* Inelastic 

USA -8 -5 Inelastic 

Africa-

OPEC 

-3 1* Inelastic 
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Proved 

associated 

reserves 

Middle 

East-

OPEC 

-3 0 Inelastic  

USA -1 -2 Elastic 

*signifies production increases as resource availability decreases. This is due to lower 

availability of lower cost reserves/resources and therefore some higher cost categories (e.g. 

conventional non-associated reserve additions) have higher production in the lower resource 

availability sensitivity compared to the central NDC.  

 

Table 9.3 (b): High (GRA-H) resource availability elasticity at a regional and resource 

category level 

High sensitivity: GRA-H (P5) 

Resource 

category 

Region ResourceElasticityi,r, 

% 

 

ProductionElasticityi,r, 

% 

Elastic/inelastic 

Proved 

non-

associated 

reserves 

FSU 6 -2* Inelastic 

Middle 

East-

OPEC 

4 4 Unit 

Western 

Europe 

1 1 Unit 

Reserve 

additions 

(non-

associated) 

Africa-

Non-

OPEC 

3 -2 Inelastic 

Australia -0.1107 -1* Elastic 

ODA 16 13 Inelastic 

Shale gas China 5 -2* Inelastic 

CSA-

Non-

OPEC 

6 -2* Inelastic 

USA 7 3 Inelastic 

Proved 

associated 

reserves 

Africa-

OPEC 

1 0 Inelastic 

Middle 

East-

OPEC 

2 0 Inelastic 

USA 1 9 Elastic 

*as with Table 9.3 (a), this signifies where cumulative production in the resource sensitivity 

has moved in the opposite direction to the resource availability, compared to the central NDC 

scenario. This is due to a large range of factors including higher availability of cheaper 

 
107 Reserve additions are lower in the high availability scenario compared to the central scenario for Australia 

because of the dynamic calculation of reserve additions used in this work (see Chapter 7.2.2). In short, more gas 

is included in proved reserves in the high availability case, over the central assumptions for Australia, with the 

net result being marginally (~ 38 bcm) lower availability of reserve additions. 
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imports (reducing China and CSA unconventional production), or higher availability of 

associated gas in FSU (reducing cumulative production of non-associated reserves below the 

reference NDC scenario). 

 

Table 9.4 shows the changes in cumulative production for each region, across resource 

categories, for the low (a) and high (b) sensitivities relative to the central NDC scenario. 

 

Table 9.4: Regional production response to changing resource availability 

Table 9.4 (a): Cumulative production response for each region compared to elasticity of 

resources between low (GRA-L (P95)) and central availabilities 

Region RegionResourceElasticity, % % ∆ cumulative 

(2020:2050) regional 

production, NDC-GRA-

L(P95) vs. NDC 

AFR-Non-OPEC -23 -4 

AFR-OPEC -16 -5 

AUS -19 -4 

CAN -18 -3 

CHI -11 5 

CSA-Non-OPEC -25 -8 

CSA-OPEC -4 -1 

EEU -8 8 

FSU -20 -3 

IND -22 -13 

JPN 0 0 

MEA-Non-OPEC -35 -3 

MEA-OPEC -43 -5 

MEX -31 4 

ODA -21 -11 

SKO 0 0 

UK -11 -3 

USA -14 -7 

WEU -11 -2 
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Table 9.4 (a) shows most regions conform to reductions in cumulative production in the 

lower resource availability case. However, there are some interesting insights which require 

explanation. Firstly, Central and South America (non-OPEC), India and Other Developing 

Asia, show the largest reductions in production relative to the central NDC scenario. In CSA 

and Other Developing Asia, the influence of lower non-associated and associated gas 

reserves is the dominant driver of reduced cumulative production in GRA-L, whilst India sees 

lower production non-associated reserves, reserve additions and undiscovered/un-appraised 

fields in GRA-L. In contrasts, China and Eastern Europe have higher production in GRA-L 

than the central NDC scenario. Whilst this may seem counter-intuitive, it can be explained by 

the lower availability of (lower cost) gas available to import. For example, China increases 

production from its unconventional resource base in GRA-L, with the parameter 

ProductionElasticityi,r from Equation 9.2 (a) + 6% for shale gas (see Table 9.3 (a)) and + 4% 

for tight gas. 

 

Table 9.4 (b): Cumulative production response for each region compared to elasticity of 

resources between high (GRA-H (P5)) and central availabilities 

Region RegionResourceElasticity, % % ∆ cumulative 

(2020:2050) regional 

production, NDC-

GRA-H(P5) vs. NDC 

AFR-NonOPEC 206 2 

AFR-OPEC 77 4 

AUS 34 2 

CAN 156 4 

CHI 17 -3 

CSA-NonOPEC 74 -2 

CSA-OPEC 4 2 

EEU 21 0.1 

FSU 38 3 

IND 42 3 

JPN - - 

MEA-NonOPEC 52 3 

MEA-OPEC 70 5 

MEX 51 0.2 

ODA 59 9 

SKO - - 

UK 22 9 

USA 15 6 

WEU 27 1 

 

As with GRA-L, most regions follow a similar pattern in GRA-H: higher resource availability 

results in higher cumulative production over the central NDC scenario. This is particularly 
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the case in the Middle East, Other Developing Asia and the USA. For example, in the US, the 

parameter ProductionElasticityi,r (Equation 9.2 (a)) in the GRA-H sensitivity for associated 

gas is around ~ 9%, whilst the parameter ResourceElasticityi,r (from Equation 9.1 (a)) for 

associated gas reserves is ~ 1% (see Table 9.3 (b)). This suggests US production in GRA-H is 

highly sensitive to larger volumes of low cost associated gas. 

 

To put the gas availability sensitivities above into a volumetric context, Figure 9.5 shows the 

changes in cumulative production (a) and consumption (b) respectively for the individual 

regions of TIAM-UCL. The demand reactions to changing resource levels is a crucial 

contribution of these sensitivities, both for importers and exporters of gas. 

 

Figure 9.5(a): Regional change in cumulative (2020-2050) production between the NDC 

scenario and low (GRA-L) and high (GRA-H) sensitivities 

 

As mentioned previously, China is something of an anomaly in the sense that gas production 

in GRA-L is higher than in the central NDC scenario and lower in the GRA-H sensitivity, 

due to the availability of (cheaper) imports. Cumulatively, Chinese demand (+/- 140 bcm) 

does not vary as significantly as other regions and therefore the resource sensitivities have the 

impact of decreasing (increasing) import dependency for the low (high) resource availability 

sensitivity. For the Middle East, the significant variations in cumulative production across the 

sensitivities are partly driven by fluctuating volumes of traded gas: Middle East exports are 

442 bcm higher and 483 bcm lower relative to the central NDC, in the high and low resource 

availability sensitivities respectively. For the US, the difference in supply is predominantly 

driven by domestic demand changes across the resource availability sensitivities (Figure 9.5 

(b)).    
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Figure 9.5 (b): Regional change in cumulative (2020-2050) demand between the NDC 

scenario and low (GRA-L) and high (GRA-H) sensitivities 

 

Figure 9.5 (b) shows that gas demand follows the same path across all regions when 

analysing uncertainty in the availability of gas: in the low availability (GRA-L) scenario, gas 

demand is lower across all regions (compared to the NDC scenario), whilst in the high 

availability scenario, gas demand is higher across all regions. The US is the most sensitive to 

the resource availability sensitivities, with > 1 tcm (absolute) change in consumption in both 

the low and high sensitivities. The difference in consumption is largely driven by the speed at 

which natural gas is phased out of power generation and replaced largely with renewable 

generation technologies (particularly onshore wind). In the US, cumulative gas consumption 

in the power sector is 0.9 tcm higher in GRA-H and 0.8 tcm lower in GRA-L, compared to 

the central NDC-Ref scenario. Gas consumption in the power sector is also highly sensitive 

to the availability of gas in Other Developing Asia: cumulative (2020-2050) power sector 

consumption for ODA in the GRA-L sensitivity is 647 bcm lower than the central NDC 

scenario. For the Middle East, the variation in demand is largely driven using gas as a 

feedstock to produce Fischer Tropsch fuels. Given the relatively high process costs of ‘gas-

to-liquid’ (GTL) technologies, the availability of low cost feedstock drives the variation in 

demand across the resource sensitivities: gas consumption from GTL technologies is 414 bcm 
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lower in GRA-L compared to the central NDC scenario, whilst consumption in GRA-H is 

639 bcm higher.  

 

9.4.1.2 Unconventional cost uncertainty (LUC) 
 

An additional sensitivity on NDC-Ref was explored by allowing cost reductions in 

unconventional production technologies through time (NDC-LUC). As discussed previously 

(Chapter 5.3.2 and Chapter 5.4.4.1-2), significant cost reductions through the accumulation of 

drilling experience and research and development in horizontal drilling technologies 

(amongst others) for shale and tight gas in several countries (predominantly in the United 

States, but notably including China and Canada for tight gas). To represent these reductions, 

the costs derived for unconventional production technologies (shale, tight and CBM) in 

Chapter 5.4.2 and aggregated into three-step regional supply cost curves in Chapter 7.2.4 are 

altered to consider the potential for cost reductions. 

Cost reductions were derived using the EIA’s Annual Energy Outlook (EIA, 2017-2020), 

assuming 1% per year for shale and tight gas and 0.25% for CBM. Supply costs decrease at 

this annual rate for each region up to the minimum regional cost in 2020 for each cost step 

and resource category. In short, the assumption is cost reductions are possible up to the 

minimum derived cost step across regions for each category of unconventional gas. For shale 

gas (at least for the lowest cost resources) this has the effect of regions converging towards 

US costs. The rationale for not allowing additional reductions beyond the minimum initial 

cost inputs is twofold. Firstly, the aggregation of costs in TIAM-UCL into the three-step cost 

curve (as explained in Chapter 5.4.2) means that lower cost (and higher cost) production 

zones are implicitly included within that cost step. Secondly, recent experience in the US 

suggests that the depreciated gas prices (Henry Hub prices averaged $2.65/MMBtu between 

2015 and 2020) have been underpinned by heavy debt financing, with producers unable to 

maintain positive revenue streams when prices fell to new lows in 2020, leading to thousands 

of bankruptcies, including some of the largest shale producers (FT, 2020).  

Whilst cumulative (2020-2050) production shows a relatively modest increase between NDC-

LUC and NDC-Ref (NDC-LUC is 2.2% higher, or 3 tcm), the redistribution of production 

between conventional and unconventional gas is significant, particularly post-2030 as 

unconventional production ramps up, notably in Australia, Canada, Central and South 

America and China. By 2050, unconventional gas covers around half of global production. In 

NDC-LUC, cumulative (2020-2050) unconventional production is 16% higher than in NDC-

Ref, or alternatively an additional 6.3 tcm of production. Conversely, cumulative 

conventional production is 3.2 tcm lower in NDC-LUC than NDC-Ref. This redistribution 

sees production increase in regions with large technically recoverable unconventional 

resources: Australia (+ 0.6 tcm), China (+ 1.8 tcm), Central and South America (+ 0.7 tcm) 

and Mexico (+ 0.6 tcm). In contrast, production in the Middle East is 2.7 tcm lower, driven in 

large part by lower exports. Figure 9.6 shows the global production split between 

conventional and unconventional gas and the share of production from unconventional 

sources in the NDC-Ref scenario (a) to the NDC-LUC sensitivity (b). 
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Figure 9.6: Global production from conventional and unconventional gas and the share of 

unconventional production for NDC-Ref (a) and NDC-LUC (b) 

Note: the y-axis shows global production on the left y-axis and the share of unconventional 

production on the right y-axis  

On the demand side, the regional distribution is less dramatic largely because the increase in 

production of unconventional gas from the reduction in supply costs in China etc. has the 

impact of reducing import dependency, rather than gross changes in consumption demand. 

However, China (+ 0.8 tcm), Central and South America (+ 0.6 tcm), Middle East (+ 0.6 tcm) 

and Western Europe (+ 0.4 tcm) see the largest increases in consumption, with no region 

exhibiting significantly lower (i.e. > 1% decline) cumulative consumption from lower 

unconventional costs. In China, most of the increased demand is absorbed into the power and 

industrial sectors. The higher consumption in the Middle East is due to lower exports of gas 

and therefore higher availability for domestic consumption, particularly as an input into FT 

processes and for gas in the power sector.  

However, this shift to unconventional production from cost reductions is not seen to the same 

extent in the more stringent decarbonisation scenarios, where, regardless of cost reductions 

natural gas production remains dominated by proved conventional reserves, given the 

shrinking room for gas in the carbon budget and the incompatibility of widespread gas 

(whether conventional or unconventional) exploitation in a low carbon energy system. This is 

discussed in more detail in Section 9.6. 
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9.5 Regional gas supply and demand with the NDCs under a high energy 

service demand pathway: NDC-HIDEM 
 

As described in Chapter 8.2.3.1, the shared socioeconomic pathways are utilised in TIAM-

UCL to reflect differing narratives of future energy demand. This includes both variations in 

socioeconomic drivers of energy demand, including population growth, GDP/capita etc. and 

more bottom-up ‘behavioural’ aspects, such as diet and the rate at which energy consumption 

and income decouple (e.g. through more efficient use of energy, behavioural change, etc.).  

To explore the impact of rapid energy service demand growth on regional gas supply and 

demand, an SSP5 pathway is used in combination with the regional NDC GHG budgets. This 

explores RQ2 discussed in Chapter 1.3, i.e. the impact of different socioeconomic drivers on 

the supply of, and demand for, natural gas. An additional sensitivity is conducted using the 

higher resource availability for natural gas (GRA-H (P5)) to represent the narrative associated 

with SSP5 of widespread fossil fuel extraction and availability (Bauer et. al, 2016; Calvin et. 

al, 2017). This sensitivity briefly explores the impact of different socioeconomic drivers 

(RQ2) and shifting gas supply cost curves through higher resource availability (RQ3) on gas 

supply and demand.  

Due to the high consumption, fossil fuel driven narrative, only the NDC budgets were run in 

conjunction with SSP5, as no more ambitious climate mitigation pathways solve in TIAM-

UCL with SSP5 demands. 

Figure 9.7 shows production by region (a) and category (b) for the NDC-HIDEM scenario 

and compares it to the standard NDC scenario using an SSP2 demand pathway. Global gas 

production in the NDC-HIDEM scenario is around 1.5 tcm higher by 2050, when compared 

to NDC-Ref with SSP2 demand drivers (6.8 tcm vs. 5.3 tcm).  

From a resource category perspective, this is driven by significantly more cumulative (2020-

2050) production from reserve additions (+ 6 tcm), conventional new discoveries (+ 5.6 tcm), 

shale gas (+ 2.4 tcm) and tight gas (+3.7 tcm). This suggests gas production increasingly 

shifts to higher cost resources, incurring exploration costs and therefore increasingly risky 

investments. For example, cumulative production (2020-2050) in the central NDC scenario 

from new conventional discoveries is ~ 2.3 tcm (or 77 bcm on average per year), whereas 

with SSP5 demand drivers that number rises to 7.9 tcm (or 263 bcm on year per average).  
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Figure 9.7: Gas production by region (a) and category (b) in the NDC-HIDEM scenario 

 

On the demand side, the higher gas consumption in the SSP5 NDC-HIDEM compared to the 

SSP2 NDC scenario, is predominantly driven by the industrial and transportation sectors. By 

2050, gas consumption in industry in NDC-HIDEM is 2.7 tcm, compared with 2 tcm in the 

NDC scenario, whilst transportation demand for gas (almost exclusively as LNG for 

shipping) in NDC-HIDEM is 1.2 tcm by 2050, compared with 0.7 tcm in NDC.  

Finally, as mentioned by Bauer et. al (2016) and Calvin et. al (2017) the high fossil fuel, high 

consumption narrative of SSP5 can be considered in combination with a high availability of 

fossil fuels. Therefore, an additional sensitivity on NDC-HIDEM using the GRA-H (P5) 

resource availability was explored.  

In the GRA-H sensitivity, gas production in 2050 approaches 7.7 tcm. For reference, other 

integrated assessment models using SSP5 and RCP 6 as with the NDC-HIDEM scenario in 

this work suggest global gas production ranging from 5.1–10.7 tcm by 2050 (IIASA IAMC 

Explorer, 2019), therefore both NDC-HIDEM (6.8 tcm) and NDC-HIDEM (GRA-H) 

(7.7 tcm) fall comfortably within this range. The regions where production is most sensitive 

to the higher resource availability are the Middle East (+ 1.6 tcm cumulatively between 2020 

and 2050) and Other Developing Asia (+ 2.8 tcm cumulatively between 2020 and 2050), with 

conventional associated and non-associated proved reserves driving much of the production 

increases above the central NDC-HIDEM scenario (i.e. due to higher availability of lower 

cost gas).  

 

 

9.6 Natural gas supply and demand in a low carbon energy system 
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Moving towards more stringent decarbonisation targets and attempting to keep average 

global temperatures to 1.5oC, is critical to stabilising climate change to the greatest possible 

extent (IPCC, 2018).  

The first higher ambition scenario is consistent with keeping global temperatures below 2oC 

(B2D) and limits global temperature increase to 1.75oC by 2100, with a (cumulative) carbon 

budget of 800 Gt CO2 (2018-2100) (IPCC, 2018; Pye et. al, 2019). However, this carbon 

budget is significantly larger than those associated with meeting 1.5oC and therefore an 

additional towards-1.5oC scenario (T15) is explored, with a (cumulative) carbon budget of 

580 Gt CO2 (2018-2100).108 With SSP2 demands, this is the furthest TIAM-UCL can be 

pushed without the deployment of a ‘backstop’ technology. For all scenarios leading to 

below-2oC in this thesis, the elastic demand function in TIAM-UCL was used. A more 

detailed discussion of demand elasticities in TIAM-UCL is discussed in Appendix 6. 

For both B2D and T15, RCP2.6 is used which assumes peak emissions around 2020 (with the 

model fixed to the NDC baseline runs) and CO2 concentrations consistent with < 2oC, with 

corresponding exogenous assumptions surrounding land-use emissions for a ‘middle of the 

road’ SSP2 pathway taken from IIASA (Pye et. al, 2019).  

Due to the optimisation function in TIAM-UCL and the model running with perfect foresight, 

previous work has highlighted the precipitous drop in coal consumption when running 

ambitious decarbonisation scenarios, particularly in the first time-slices after the 

decarbonisation are activated, i.e. 2020-2030 (Winning et. al, 2018). To represent some 

degree on system inertia, decline constraints were added for coal in this thesis. For the central 

B2D and T15 scenarios coal decline pathways were derived from the IPCC SR1.5 (Rogelj et. 

al, 2018). An additional sensitivity is conducted in Section 9.6.5 which explores a slower 

annual phaseout of coal, and the impact on gas supply and demand. 

 

9.6.1 Regional gas supply and demand in B2D 
 

Unlike the NDC scenarios which saw gas production growth out to 2050, global production 

in B2D peaks in 2030 at 4.4 tcm (or 12% higher than production in 2018), before rapidly 

declining at a rate of 4% annually to below 1.9 tcm in 2050. Cumulative (2020-2050) gas 

production in B2D is 114 tcm, which is 32 tcm lower than NDC-Ref. Within the aggregated 

global picture are significant regional heterogeneities. For example, gas consumption in many 

of the OECD regions in TIAM-UCL (Australia, Canada, Japan, UK, USA and Western 

Europe) peak in 2020.109 In contrast, China (to 2035), India (to 2040) and Other Developing 

Asia (to 2040) see strong demand growth driven by significant fuel switching from coal to 

natural gas, particularly in the industrial sector. Figure 9.8 shows regional production (a) and 

consumption (b) in the central B2D scenario.  

 

 
108 This budget is consistent with a 50% probability of meeting keeping global mean temperatures by 2100 to 

1.5oC 
109 The time-slices in TIAM-UCL reflect 5 years, therefore the 2020 time-slice includes the years 2018-2022, 

inclusive. 
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Figure 9.8: Regional production (a) and consumption (b) in the B2D scenario 

 

Table 9.5 provides some crucial metrics for the five largest producing regions in B2D and 

compares cumulative production to the NDC-Ref scenario. Crucially, Table 9.5 also derives 

an annual decline rate post-peak production, as an indication of the phase-out required in the 

B2D scenario. These can be reconciled with the annual decline rates of producing assets to 

give insights into any additional investment in extending field lifetimes (e.g. through reserve 

additions) or new developments (although these will be limited in B2D).  

 

Table 9.5: Key metrics for the largest producing regions in the B2D scenario 



255 
 

Region Year of peak 

production 

Peak 

production, 

tcm 

Post-

peak 

annual 

decline 

rate to 

2050, % 

Cumulative 

production 

(2020-2050), 

tcm 

Difference in 

cumulative 

production vs. 

NDC-Ref, tcm 

(%) 

Africa 2035 0.36 3.8 9.1 -0.9 (-9) 

Former Soviet 

Union 

2025 0.95 4.1 22.8 -0.4 (-2) 

Middle East 2035 0.94 2.5 24.1 -7.6 (-24) 

Other 

Developing 

Asia 

2040 0.38 4.7 9.8 -1.5 (-13) 

USA 2020 0.89 5.7 18.4 -8.6 (-32) 

 

When the carbon budget and temperature constraints are tightened in B2D, the distribution of 

production between conventional and unconventional gas also changes, particularly post-

2030 as gas production (and consumption) begin to decline more rapidly. Table 9.6 shows 

cumulative production and the relative contribution to total production from different 

geological categories in the B2D vs. the NDC-Ref scenario. Cumulative (2020-2050) 

production of unconventional gas in B2D 13.9 tcm lower than NDC-Ref and the 

unconventional share of total production is 5% lower. From a regional perspective, China (-3 

tcm), CSA (- 2.9 tcm) and the US (- 6.8 tcm) see the largest regional differences in 

unconventional production between the two scenarios. For conventional non-associated gas, 

proved reserves (as would be expected given lower demand and the cost effectiveness of 

these resources) have a higher share of cumulative production in B2D, compared to the NDC-

Ref scenario. Whilst associated gas has the same share of cumulative production across both 

the B2D and NDC-Ref scenarios, the B2D scenario would suggest higher utilisation per unit 

of oil production: cumulative oil production is 29% lower in B2D than NDC-Ref, however 

associated gas production is only 20% lower. 

 

Table 9.6: Gas production by geological category in B2D, compared to the NDC-Ref 

scenario 

Cumulative (2020-2050) production, tcm 

Scenario Proved 

non-

associated 

reserves 

Non-

associated 

reserve 

additions 

Non-

associated 

new 

discovery 

Unconventional Associated Total 

NDC-Ref 51.1 12.3 2.3 41.5 35.6 145.7 

B2D 43.4 11.3 2.9 27.6 28.6 113.9 
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Cumulative production (2020-2050), % of total 

Scenario Proved 

non-

associated 

reserves 

Non-

associated 

reserve 

additions 

Non-

associated 

new 

discovery 

Unconventional Associated Total 

NDC-Ref 35 9 2 29 25 100 

B2D 38 10 3 24 25 100 

 

 

On the demand side, Figure 9.9 (a) shows global gas consumption by sector whilst 9.9 (b) 

shows cumulative consumption (2020-2050) by sector for each region in TIAM-UCL. Of 

note is the prevalence of the industrial sector out to 2035 and declining gas consumption in 

power (from 2020) and buildings (from 2025). In transport, natural gas consumption peaks in 

2040 at 446 bcm, before declining as hydrogen-based fuels gain increasing market share over 

LNG in shipping and CNG in heavy-/medium-duty road transport.  

 

Figure 9.9: Global gas consumption in B2D by sector (a) and cumulative (2020-2050) 

regional consumption by sector (b) 

 

Table 9.7 shows the five largest consuming regions, with the same additional details provided 

in Table 9.5.  

 

Table 9.7: Key metrics for the largest consuming regions in the B2D scenario 
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Region Year of peak 

consumption 

Peak 

consumption, 

tcm 

Post-

peak 

annual 

decline 

rate to 

2050, % 

Cumulative 

consumption 

(2020-2050), 

tcm 

Difference in 

cumulative 

consumption 

vs. NDC-Ref, 

tcm (%) 

China 2035 0.75 5.1 16.6 +1.9 (+13) 

Former 

Soviet Union 

2025 0.62 2.1 14.8 -3 (- 17) 

Middle East 2035 0.53 3.4 13.5 -5.3 (-28) 

Other 

Developing 

Asia 

2040 0.39 2.7 9.8 -2.1 (-18) 

USA 2020 0.81 5.9 14.8 -8.6 (-37) 

 

As can be seen from Table 9.7, cumulative gas consumption in China is higher in the B2D 

scenario than in NDC-Ref scenario. This is due to the rapid phase-out of coal, particularly in 

the industrial sector, with natural gas capturing some of the market share. However, two key 

caveats should be noted: 

1. The speed at which coal is phased-out of the energy system is uncertain. This work 

used an upper decline rate (i.e. constraining the speed at which coal can be phased out 

of different sectors) of 5.9% per year from 2020, derived from the IPCC (Rogelj et. al, 

2018). This is significantly faster than the IEA Sustainable Development Scenario 

which suggests an annual decline in industry of just 1.5% per year (2018-2040). 

Therefore, in the sensitivity analysis conducted in Section 9.6.1.1, the upper decline 

rate at which coal can be phased out from 2020 is explored further.  

2. Particularly post-2035, natural gas sees rapid decline (10% per year) in the industrial 

sector, as individual sub-sectors are electrified. Therefore, there is a significant 

transition risk unless commodity inputs can be easily substituted (e.g. fuel switching 

for process heat). In short, if the technical process in question for each industrial sub-

sector does not easily facilitate fuel switching, then the feasibility of gas as a 

transition fuel in the industrial sector in China becomes increasingly eroded. 

This section has provided regional and sectoral insights for gas supply and demand in the 

B2D scenario, however there are significant uncertainties surrounding these pathways for gas 

and the energy system. Therefore, the next section explores a range of sensitivities to quantify 

the uncertainty space for gas production and consumption in the B2D scenario. 

 

9.6.2 Regional gas supply and demand in T15 
 

When reducing the carbon budget to 580 Gt CO2 in the T15 scenario, global production peaks 

in 2020 at 4 tcm (i.e. current production). Between 2020 and 2030, gas production fluctuates 

between 3.8-4 tcm, before declining at a rate of 5.6% per year between 2030 and 2050. There 

is a significant redistribution of gas production, driven by shifts in regional demand: as with 
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the B2D scenario, consumption in OECD regions declines from 2020, whereas China, India 

and ODA see demand growth as coal is phased-out of the energy mix. The share of global gas 

production from OECD regions (Australia, Canada, Europe, Mexico and the US) declines 

from 37% in 2020 to 29% in 2030, whilst China’s share almost doubles from 4% to 7.5%. 

Figure 9.10 shows regional production (a) and consumption (b) in the T15 scenario. 

 

 

 

 

 

 

 

 

 

Figure 9.10: Regional production (a) and consumption (b) in the T15 scenario 

 

Three key differences between T15 and B2D which provide significant policy implications 

for natural gas, given T15 is the closest to a ‘1.5oC-aligned’ pathway explored in this thesis: 

1. Production and consumption in T15 peak in 2020. 

2. The decline in US production between 2020 and 2040 in T15 (5.2 % annually) is 

double the rate in B2D (2.5 % annually).  

3. The plateau of production between 2030 and 2035 is again due to regional 

redistributions of production and consumption. For example, Africa, China and ODA 

reach peak production in 2035, whilst US production has declined at a rate of 3.3% 

per year since 2020. The rapid production and consumption decline post-2035 in 
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China, ODA, the Middle East, etc., also has policy implications given the transition 

risk of stranded assets for both exporters and importers. 

4. Cumulative production (2020-2050) is 18 tcm lower in the T15 scenario compared to 

the B2D scenario. This provides a critical illustration of the difference between a 

‘below-2oC’ budget (800 Gt CO2) and a ‘towards 1.5oC’ (580 Gt CO2) consistent 

carbon budget (albeit at only 50% probability). Putting this number into context, that 

is equivalent to an additional 12% of global proved reserves (including 

unconventional reserves) estimated in this work (see Chapter 7.3) remaining in the 

ground above the B2D scenario. This has fundamental implications for the aim of the 

2015 Paris Agreement to limit global temperature rise to 1.5oC, and the role of natural 

gas in the required transition: in short, gas production and consumption needs to have 

already peaked. 

Table 9.8 shows key metrics for the five largest gas producers in the T15 scenario. As 

previously mentioned, cumulative production in T15 is 18 tcm lower than the B2D scenario 

and ~ 50 tcm lower than NDC-Ref (or alternatively 31% of global proved reserves estimated 

in this work staying in the ground above the NDC-Ref scenario). Additionally, Table 9.9 

shows the distribution of gas production by resource category in the T15 scenario. As with 

the B2D scenario, but to an even greater extent in T15, the combination of declining demand 

and the cost effectives of proved non-associated conventional gas reserves sees their share of 

cumulative total global production (2020-2050) reaching 43%, whilst associated gas 

maintains a similar share of production within the context of declining oil production.  

 

Table 9.8: Key metrics for the largest producing regions in the T15 scenario 

Region Year of peak 

production 

Peak 

production, tcm 

Post-

peak 

annual 

decline 

rate to 

2050, % 

Cumulative 

production 

(2020-2050), 

tcm 

Difference in 

cumulative 

production vs. 

NDC-Ref, tcm 

(%) 

Africa 2035 0.36 7 7.8 -2.2 (-22) 

Former Soviet 

Union 

2020 0.92 4.5 22.8 -4.2 (-18) 

Middle East 2035 0.83 3.3 20.1 -10.9 (-34) 

Other 

Developing 

Asia 

2035 0.41 9 9.0 -2.3 (-21) 

USA 2020 0.89 6.2 14.8 -12.2 (-45) 
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Table 9.9: Gas production by geological category in T15, compared to the NDC-Ref scenario 

Cumulative (2020-2050) production, tcm 

Scenario Proved 

non-

associated 

reserves 

Non-

associated 

reserve 

additions 

Non-

associated 

new 

discovery 

Unconventional Associated Total 

NDC-Ref 51.1 12.3 2.3 41.5 35.6 145.7 

T15 41.4 12.9 1.2 17.8 22.8 96.2 

Cumulative (2020-2050) production, % of total 

Scenario Proved 

non-

associated 

reserves 

Non-

associated 

reserve 

additions 

Non-

associated 

new 

discovery 

Unconventional Associated Total 
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NDC-Ref 35 9 2 29 25 100 

T15 43 13 1 19 24 100 

 

As mentioned previously, the T15 scenario exhibits significantly higher cumulative gas 

production reductions vis-à-vis the NDC-Ref scenario than B2D.  

The US is a case-in-point, with cumulative (2020-2050) production in T15 45% (or ~ 12 tcm) 

lower than NDC-Ref, in large part due to rapidly declining unconventional production (-9.9 

tcm, of which 7.2 tcm is shale gas) and lower associated production (-2.4 tcm). Given the 

decline characteristics of unconventional gas and shale in particular, the results from the T15 

scenario suggest a major shift in US gas production is required, which can be facilitated, 

rather than hindered, by the decline characteristics of shale gas wells. For example, the 

maximum decline rate for shale gas production derived from individual gas wells and 

described in Chapter 8.3.4 was ~ 18% annually and therefore, from a supply-side perspective, 

the aggregated annual production decline for the US of 6.2% per year is well within the 

bounds of technical feasibility and a ‘managed’ decline.  

The increasing production out to 2035 and rapid post-peak decline to 2050 in Africa and 

Other Developing Asia also requires discussion. In particular, the issue of stranding assets 

given the infrastructural requirements for natural gas transportation and end-use needs to be 

explored further, considering the rapid post-2035 decline production profile in T15 for both 

Africa and ODA.  

In Other Developing Asia, the growth of gas production is driven by a) declining coal 

consumption in both the power and industrial sectors and b) transport demand. As part of the 

wider decarbonisation of the transport sector in ODA, there is a shift in heavy duty road 

transportation away from oil and towards natural gas (e.g. compressed natural gas) and 

hydrogen. Gas consumption in road transport in T15 peaks in 2035 at 67 bcm. In the B2D 

scenario in contrast, no gas is consumed in road transport before 2040 and even then in very 

minor quantities, due in large part to more room for slower oil consumption decline in the 

carbon budget. Additionally, there is a transition away from heavy fuel/marine fuel oil in 

shipping, with LNG consumption in shipping rising to 72 bcm by 2040. However, it should 

also be noted that cumulative (2020-2050) gas consumption in shipping is 50% lower in T15 

when compared to NDC-Ref, because the required decarbonisation commitments in T15 push 

shipping to hydrogen-based fuels for marine bunkers. As with the NDC-Ref and B2D 

scenarios, ODA sees strong production growth in the T15 scenario from its extensive 

conventional non-associated reserve additions (cumulative (2020-2050) production is 3.9 

tcm in T15). However, many of these fields have significant technical, economic and 

geopolitical risk associated with their development. For example, the Natuna gas field in 

Indonesia has extensive gas resources, but is complicated by CO2 concentrations exceeding 

70%, which would need to be separated and either re-injected or utilised. Therefore, 
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uncertainty in the development of these resources should be noted as a significant caveat to 

the growth in ODA production out to 2035. 

For Africa, production growth follows increasing domestic demand in T15. The growth of 

exports out to 2035 also contributes to production growth in Africa, although this is relatively 

modest (1.3% per year to 2030, before declining to 2050) in comparison to domestic demand 

drivers (3.5% per year out to 2035, before declining at 5.3% per year to 2050). The increase 

in production to meet domestic demand growth is predominantly absorbed into the industry, 

power and transport sectors (which account for 80% of cumulative (2020-2050) consumption 

in Africa). In terms of production, OPEC countries dominate the production picture (68% of 

cumulative production to 2050) with limited development (beyond projects already passed 

final investment decision) of potential reserve additions in Sub-Saharan Africa. This can be 

reconciled with oil losing market share across different sectors, but particularly in industry, in 

OPEC countries and natural gas gaining some of that market share. 

On the demand side in T15 and as with the B2D scenario, consumption is dominated by the 

industrial sector. Globally, gas consumption in industry peaks in 2035 at 1.7 tcm (see Figure 

9.11 (a)). This peak in industrial consumption in 2035 also signals rapid annual consumption 

decline in many regions out to 2050 including Africa (5.3%), China (15.8%), India (8.9%) 

and Other Developing Asia (7%) (for more detailed metrics see Table 9.10). This raises 

fundamental questions about the transition risks of this rapid demand growth and subsequent 

decline, if, as mentioned in Section 9.6.1, commodity inputs cannot be easily substituted and 

investment in gas infrastructure has been undertaken. In short, the post-2035 decline rates 

seen in the regions mentioned above (Africa, China, India and ODA) are even more rapid in 

the T15 scenario compared to B2D and therefore the transition risks become even greater. 

However, the issue of stranded assets is outside the scope of this work and would 

undoubtedly make an interesting addition to the literature. 

As discussed above, unlike the NDC-Ref scenario, gas consumption in the power sector 

begins to decline immediately and does not exhibit the ‘hiatus’ afforded gas in electricity 

generation in NDC-Ref (and to a lesser extent B2D) between 2020 and 2030. Globally, gas 

demand in the power sector declines annually at 4.4% between 2020 and 2030 in T15, 

compared with 2% in the B2D scenario and 0.1% in NDC-Ref. As with the metrics provided 

in Section 9.6.1 for the B2D scenario, Figure 9.11 provides global consumption by sector (a) 

and a full regional breakdown of cumulative consumption by sector (b), whilst Table 9.10 

provides some key insights for the five largest consuming regions in T15. These provide 

more context to the above discussion.  
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Figure 9.11: Global gas consumption in T15 by sector (a) and cumulative (2020-2050) 

regional consumption by sector (b) 

 

 

 

Table 9.10: Key metrics for the largest consuming regions in the T15 scenario 

Region Year of peak 

consumption 

Peak 

consumption, 

tcm 

Post-

peak 

annual 

decline 

rate to 

2050, % 

Cumulative 

consumption 

(2020-2050), 

tcm 

Difference in 

cumulative 

consumption 

vs. NDC-Ref, 

tcm (%) 

China 2035 0.78 15.8 13.7 -1 (-7) 

Former 

Soviet Union 

2020 0.61 4.4 12.6 -5.1 (-29) 

Middle East 2020 0.48 2.3 10.3 -8.5 (-45) 

Other 

Developing 

Asia 

2035 0.38 7 8.7 -3.2 (-27) 

USA 2020 0.81 6.3 13.1 -10.3 (-44) 

 

 

9.6.3 CO2 emissions and carbon capture and storage in the below-2oC scenarios 
 

Given the different carbon budgets in B2D (800 Gt CO2) and T15 (580 Gt CO2), the emission 

trajectories differ in terms of the rate of decline, however both scenarios reach net zero CO2 



264 
 

emissions between 2055 and 2060 and rely on net negative emissions from 2060 in order to 

stay within the allotted carbon budgets. Figure 9.12 shows global energy and land-use change 

CO2 trajectories for the B2D and T15 scenarios. For reference, emissions are shown out to 

2100 as the post-2050 trajectory is of fundamental importance for the pre-2050 energy 

system (i.e. the level of negative emissions required). Additionally, Table 9.11 provides more 

context to Figure 9.12, with cumulative emissions and cumulative CO2 capture from CCS 

technologies in the two scenarios presented. In the T15 scenario, cumulative emissions 

between 2018 and 2050 marginally exceed the 2018-2100 budget, requiring negative 

emissions in the second half of the century.  

 

 

 

Figure 9.12: Global energy and land-use change CO2 emissions in the below-2oC scenarios 

 

Table 9.11: Cumulative CO2 emissions and capture in the below-2oC scenarios 

Scenario Cumulative net 

emissions, 2018-

2050 

Remaining 

budget, 2050-

2100 

Cumulative 

CO2 capture 

2030-2050, Gt 

CO2 

BECCS annual 

capture (2050), 

Gt CO2 

B2D 715 85 89 4 
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T15 586 -6110 105 4.6111 

 

In terms of the role of CCS complementing technologies consuming natural gas, these 

account for 8.3% of the cumulative sequestered CO2 in B2D and 7.9% of cumulative 

sequestered CO2 in the T15 scenario (2030-2050).  

Given the lower carbon budget, sectoral emissions across the board fall more rapidly in the 

T15 scenario compared to B2D. This can be seen from annual decline rates in the first decade 

after the carbon budget and temperature constraint comes into play (2020-2030), as shown in 

Table 9.12. In short, to meet the budget associated with T15, fossil fuel consumption must 

fall further and faster. Of note is the difference in decline rates of transport emissions 

between the B2D and T15 scenarios. Emissions reductions in the transport sector are 

significantly slower between 2020 and 2030 in B2D (although per unit of service demand 

emissions fall as demands increase), reflecting a) the higher budget than T15 and b) 

transportation and some subsectors in particular such as aviation, have limited low carbon 

options and are difficult (and costly) to decarbonise. It should also be noted that 

transportation emissions in B2D reduce at a much faster rate of 5% per year between 2030 

and 2050.  

Table 9.12: Annual CO2 emissions decline rates in the below-2oC scenarios, % 

Annual decline rate, 2020-2030 

Scenario Buildings Power Industry Transport Upstream 

B2D 1.1 5.8 2.4 0.8 1.8 

T15 2.4 6.9 3.8 3.3 3 

Annual decline rate, 2020-2050 

Scenario Buildings Power Industry Transport Upstream 

B2D 7.3 7.6 4 3.7 3.3 

T15 10.3 8.1 5.1 4.6 3.9 

 
110 The deployment of BECCS and direct air capture (DAC) are constrained in TIAM-UCL (at 5% and 2.5% 

upper annual growth, respectively), to minimise huge negative emissions, particularly post-2050. The 

deployment of BECCS and DAC in B2D and T15 is 4.8–6.1 Gt CO2 by 2100, compared with 8.3 Gt CO2 for 

BECCS in the Shell Sky Scenario (Shell, 2018) and 6.4-16.3 Gt CO2 across the IPCC SR1.5 scenarios (Rogelj 

et. al, 2018) 

111 For reference, the IPCC SR1.5 (Rogelj et. al, 2018) suggest BECCS capture in 2050 ranging from 1.8-4.6 Gt 

CO2 for a below-2oC scenario and 3.4-9.5 Gt CO2 across the 1.5oC scenarios. BECCS never exceeds 5 Gt CO2 

per year out to 2100 in the T15 scenario 
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9.6.3.1 Flaring emissions and associated gas investment in the below-2oC scenarios 

 

As discussed in Chapter 8.3.2, the representation of associated gas has been significantly 

improved by allowing an endogenous decision to build infrastructure to minimise flaring 

emissions. In the B2D and T15 scenarios, global CO2 emissions from flaring decline to 0.02-

0.03 Gt CO2 by 2050 (6.7-7.7% annual decline between 2020 and 2050), in comparison to 0.2 

Gt CO2 in the NDC-Ref scenario. The decline in flaring emissions in B2D and T15 is 

significantly faster than the corresponding decline in oil production, at 2.4% and 3%, 

respectively. Figure 9.13 shows global oil production (left-hand y-axis) and flaring emissions 

(right-hand y-axis) across the core SSP2 scenarios explored in this work: NDC-Ref, B2D and 

T15. 

 

 

 

Figure 9.13: Global oil production and flaring emissions in NDC-Ref, B2D and T15 

 

Cumulative (2020-2050) investment in new associated gas infrastructure capacity in B2D and 

T15 is 469 and 342 bcm, respectively. This is 33-51% lower than the cumulative investment 

in NDC-Ref. In terms of cumulative associated gas production, B2D and T15 are 20% and 

36% lower than NDC-Ref, respectively. However, and despite both decreasing associated gas 

and oil production, in some regions, associated gas utilisation (i.e. associated gas consumed 

downstream per unit of oil production) is higher in the B2D and T15 scenarios. These include 

Canada, CSA, FSU, ODA and the US.  
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9.6.4 Comparing below-2oC gas production pathways in this work to results 

from the IPCC Special report on 1.5oC 
 

Figure 9.14 below compares the B2D and T15 scenarios to a range of other gas pathways 

from the IPCC 1.5 database (IIASA, 2018). Whilst it is difficult to compare modelling 

outputs given the huge differentials in terms of key parameter inputs and assumptions, two 

things are abundantly clear: 

1. The B2D and T15 pathway suggested in this work comfortably falls within the ranges 

suggested for natural gas production from the database of modelling outputs used in 

the IPCC SR1.5 

2. Production pathways for natural gas are highly uncertain and will be influenced by a 

range of factors outside of ‘gas specific uncertainties’, such as the availability of 

biomass and the deployment of CCS and negative emissions technologies. However, 

this Chapter has aimed to quantify uncertainties specifically related to natural gas and 

suggests that within the 1.5oC carbon budget, gas production globally needs to peak 

now. Given the restrictions associated with the T15 carbon budget, uncertainties, 

which in the NDC-Ref scenario facilitated greater gas production (e.g. cost reductions 

of unconventional, higher production growth rates and higher resource availabilities), 

have negligible impacts on gas production, if the carbon budget and temperature 

constraint of the T15 scenario is to be met. 

 

 

Figure 9.14: Comparing TIAM-UCL below-2oC scenarios with a range of outputs from the 

IPCC 1.5 database (IIASA, 2019) 

N.B. results are presented out to 2100 in 10-year markers, to provide context to post-2050 

results (given the carbon budgets are from 2018-2100) and for consistency with outputs from 

the IPCC 1.5 database 
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9.6.5 Sensitivity analysis on below-2oC scenarios 
 

Several sensitivities have been conducted on the two below-2oC scenarios explored in this 

work. The rationale for these sensitivities was to explore uncertainties which impact gas 

supply and demand within the overarching context of a below-2oC energy system. The first 

two sensitivities relate to the deployment of carbon capture and storage and the speed at 

which coal can be phased-out of the energy system (note these relate to RQ1 in Chapter 1.3), 

whilst the rest of the sensitivities relate specifically to gas (three of which were introduced 

previously in Section 9.4.1). For reference, Appendix 8 provides more detail on the delayed 

CCS, coal incumbency, and methane leakage sensitivities constructed in this work.  

Table 9.13 introduces each sensitivity explored for the below-2oC scenarios (B2D and T15) 

and provides a brief explanation of each.  

 

Table 9.13: Sensitivities explored in the B2D and T15 scenarios 

Sensitivity Sensitivity code Brief description 

CCS delay CCSDelay Regionalised delay (see 

Table 9.14) in CCS 

deployment between 2030 

and 2040 based on the 

GCCSI ‘Readiness of CCS 

Index’ (GCCSI, 2018).  

Coal incumbency (slower 

coal phaseout)  

Coal Upper coal decline rate in 

industry (3.6% annually) 

and power (5.1%) to model 

a slower phaseout than the 

central B2D and T15 runs 

High gas resources GRA-H P5 outputs from resource 

distributions 

Low gas resources GRA-L P95 outputs from resource 

distributions 

High shale gas growth  HSG Annual growth rate for shale 

gas increased to the same 

exponential rate as derived 

from US historical 

production (~ 30% per year 

for 10 years from 2025), 

before returning to 2015-

2019 growth rate of ~ 14% 

per year (from 2040). 

Low unconventional costs LUC Annual cost reductions for 

unconventional costs as 

described in Section 9.4.1.2 
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High methane leakage CH4-H Higher methane leakage of 

3.8% and 4.2% for 

conventional and 

unconventional gas 

respectively (compared with 

1.7% and 2% for central 

runs) 

Low methane leakage  CH4-L Lower methane leakage 

rates of 0.6% and 1% for 

conventional and 

unconventional gas  

 

Table 9.14: Regional start-dates for investment in CCS technologies in the ‘CCSDelay’ 

sensitivity 

Start date Regions GCCSI readiness criteria  

2030 Australia, Canada, UK, 

USA 

Readiness > 60 

2035 China, Japan, Western 

Europe 

50 < Readiness < 60 

2040 Africa, Central and South 

America, Eastern Europe, 

Former Soviet Union, India, 

Middle East, Mexico, Other 

Developing Asia, South 

Korea 

Readiness < 50 

 

Figure 9.15 and 9.16 shows the range of global gas consumption outputs from the 

sensitivities described in Table 9.13 for the B2D and T15 scenarios, respectively. A key 

overarching observation is that none of the sensitivities conducted reverses declining gas 

consumption in the B2D scenario from 2030, and the T15 scenario from 2020.  
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Figure 9.15: Global gas consumption range for the central B2D scenario and each sensitivity 

listed in Table 9.13 

 

 

 

Figure 9.16: Global gas consumption range for the central T15 scenario and each sensitivity 

listed in Table 9.13 

 

The largest increases in cumulative (2020-2050) gas consumption and production above the 

central B2D and T15 scenarios were found to be in the sensitivity where the methane leakage 

rate is lowest (+ 1 tcm in B2D-CH4-L and + 1.1 tcm in T15-CH4-L). However, this still only 

represents an increase of 0.9-1.1% above the central B2D and T15 scenarios, respectively.  
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Conversely, delaying CCS deployment, coal incumbency and high methane leakage, were 

found to cause the largest reductions in gas production and consumption. B2D-CCSDelay 

sees larger cumulative reductions in gas demand compared to the same T15 sensitivity, due to 

more gas remaining in the system in the central B2D scenario compared to the central T15 

scenario (due to the higher carbon budget). However, for the T15-CCSDelay sensitivity, the 

backstop technology is required to remove 45 Gt CO2 between 2020 and 2100 (or 8% of the 

total T15 carbon budget).  

Across all sensitivities relating to gas availability and costs in the B2D and T15 scenarios 

(GRA-H, GRA-L, LUC, HSG), this leads to < 1% increase/decrease on cumulative global gas 

supply. In short, in the higher ambition decarbonisation scenarios, neither the availability of 

gas, the cost of unconventional gas, or the speed at which shale gas can grow, has a 

significant impact on the role of gas in a below 2oC world. For reference, in the NDC-LUC 

sensitivity, cumulative production was 3 tcm higher than NDC-Ref (or 2.2% higher). This 

provides novel insights to RQ3 in Chapter 1.3, as the analysis suggests that lower costs and 

higher availabilities/production potentials of gas cannot reverse  the overall picture of 

globally declining gas consumption and production.  

Table 9.15 provides more context to the changes in global cumulative (2020-2050) 

production across the sensitivities in this work for both the B2D and T15 scenarios. As 

mentioned previously, low fugitive methane leakage rates yield the largest cumulative 

increases in production over the central B2D and T15 scenarios. From a regional perspective, 

the United States (+ 0.55 tcm) and Canada (+ 0.4 tcm) see the largest cumulative (2020-2050) 

increase in the T15-CH-L sensitivity, above the central T15 scenario. Conversely, in the 

sensitivities where CCS is delayed and the phaseout of coal is slower, cumulative Chinese 

production is 0.9-1.4 tcm lower than the central T15 scenario. This is largely driven by 

consumption demand: in the large coal consuming regions in Asia (China, India, and ODA), 

cumulative gas consumption is nearly 2 tcm lower in the coal phaseout sensitivity compared 

to the central T15 scenario.  

 

Table 9.15: Cumulative (2020-2050) global gas production across the central B2D and T15 

scenario and the range of sensitivities 

Sensitivity Cumulative 

production, tcm 

Change in 

cumulative 

production vs. 

central scenario, tcm 

Change in 

cumulative 

production vs. 

central scenario, % 

 

B2D 

 

None 113.9 0 0 

CCSDelay 106.8 -7.1 -6.2 

Coal 109.8 -4.1 -3.6 

GRA-H 114.4 0.5 0.4 

GRA-L 113.4 -0.5 -0.4 

HSG 114.3 0.4 0.3 

LUC 114.6 0.7 0.6 



272 
 

CH4-H 109.9 -4.0 -3.5 

CH4-L 114.9 1.0 0.9 

 

T15 

 

None 96.2 0 0 

CCSDelay 93.5 -2.7 -2.8 

Coal 93.0 -3.2 -3.4 

GRA-H 97.2 0.9 1.0 

GRA-L 96.0 -0.3 -0.3 

HSG 96.2 -0.01 -0.01 

LUC 96.4 0.2 0.2 

CH4-H 93.5 -2.7 -2.8 

CH4-L 97.3 1.1 1.1 

N.B. the row in blue represents the largest (gross) increase in cumulative gas production, 

whilst the row in green represents the largest (gross) decrease in production for each core 

scenario and sensitivity 

 

9.7 Natural gas supply and demand in a low demand, ‘sustainability’ 

pathway: T15-LODEM 
 

The final scenario explored in this work uses the ‘sustainability’ narrative shared 

socioeconomic pathway 1 (SSP1) energy service demand drivers. SSP1 was briefly discussed 

in Chapter 8.2.2.1, with Figure 8.2 comparing population and final energy consumption 

pathways for the three SSP’s used in this work: SSP1, SSP2 and SSP5. This relatively brief 

discussion is intended to provide insights into the impact of reducing energy service demand 

and the concurrent redistribution of regional gas supply and demand. It was found that the 

lower demands free up more of the carbon budget and gas consumption decline in OECD 

regions is slower than in the central T15 scenario. In contrast, lower demand for industrial 

energy services and particularly energy-intensive industrial sub-sectors (e.g. iron and steel), 

results in lower gas consumption across developing regions compared to T15. Figure 9.17 

shows regional production (a) and consumption (b) in the T15-LODEM scenario and 

compares to the T15 scenario (i.e. with SSP2 demand drivers). 
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Figure 9.17: Regional production (a) and consumption (b) in the T15-LODEM scenario 

Note: the dashed line (--) is global production and consumption in the T15 scenario (i.e. with 

SSP2 demand drivers) 

 

The cumulative difference in production between the T15-LODEM scenario and the central 

T15 (i.e. with SSP2 drivers) is significantly smaller than the overall difference in primary 

energy supply between the two scenarios. Cumulative (2020-2050) gas supply in T15-

LODEM at 94.6 tcm is 1.7% (or 1.6 tcm) lower than T15, whereas global cumulative primary 

energy supply is 7% lower. There are several caveats which explain this more modest 

reduction in gas supply, compared to overall primary energy: 

1. The same carbon budget is used (i.e. 580 Gt CO2) and therefore lower energy service 

demands leave slightly more ‘room’ in terms of cumulative emissions, particularly 

post-2050. By 2050, fossil fuels account for 27% of global primary energy supply in 

the T15-LODEM scenario, compared with 24% in the T15 scenario. However, global 

fossil fuel supply is still lower in gross terms in the T15-LODEM scenario compared 

to T15 in 2050: 150 EJ vs. 160 EJ, respectively.  

2. A combination of the elastic demand function and a switch to higher efficiency 

energy vectors (e.g. electricity) reduces final energy consumption in the T15 and T15-

LODEM scenarios below the corresponding baseline (NDC) scenarios by 24% and 

21%, respectively.   

3. There are redistributions of regional production and regional/sectoral consumption 

between T15 and T15-LODEM, driven in large part by the additional ‘room’ in the 

carbon budget and lower demands in the industrial sector in key ‘gas growth’ regions 

(i.e. the regions seeing significant gas consumption growth in the T15 scenario out to 

their peak in 2035 (China, India and ODA)). In short, lower service demands allows 

OECD regions to phase out natural gas at a slightly slower rate (5.9% annually, 

compared to 6.6% in T15). In contrast, the lower industrial service demands see lower 

consumption growth in China, India and ODA at 4.6% annually from 2020 to 2035 
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(compared with 5.7% in the T15 scenario). This is particularly the case for India, 

where annual growth between 2020 and 2035 is 5.6% in T15-LODEM, compared 

with 8.2% in T15.  

In terms of individual regions, Figure 9.18 shows the change in cumulative (2020-2050) 

regional production and consumption between the T15 and T15-LODEM scenarios.  

 

 

Figure 9.18: Change in cumulative regional production and consumption between the lower 

demand, T15-LODEM scenario with SSP1 socioeconomic energy service drivers and the T15 

scenario with SSP2 drivers 

Note: any change > 0 means regional production/consumption is higher in T15-LODEM than 

the central T15 scenario, and conversely changes < 0 reflects lower production/consumption 

in T15-LODEM. 

As mentioned previously, the shifting production and consumption dynamics between 

regions are driven by significant sectoral shifts. For example, in India, cumulative (2020-

2050) gas consumption in industry is 830 bcm lower in T15-LODEM than in T15. 

Additionally, in Africa (- 800 bcm) and China (- 620 bcm), the lower cumulative 

consumption is largely driven by lower demand in the industrial sector. In contrast, in the 

T15 scenario, gas consumption in OECD countries fell rapidly from 2020, therefore freeing 

more of the carbon budget for developing regions and particularly the large coal consumers, 

with widespread coal to gas switching, particularly in industry. In the T15-LODEM scenario, 

gas consumption in OECD regions (including Australia, Canada, Japan, the UK, the US and 

Western Europe) still peaks in 2020, however the rate of decline of natural gas, given the 

lower demands frees up more of the carbon budget, is slower than in the central T15 scenario. 

For reference, annual gas consumption decline across OECD regions between 2020 and 2050 

is 5.9% in T15-LODEM and 6.6% in T15. Most of this slower decline in OECD regions is 

due to slower decline of gas in the industrial sector.  
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9.8 Conclusions 
 

This Chapter provided new insights into uncertainty surrounding gas supply and demand 

under various levels of energy system decarbonisation. In particular, the focus was on the 

research questions posed in Chapter 1 regarding a longer-term view of the uncertain role of 

natural gas in the future energy system, namely: 

1. Regional gas supply and demand pathways under different energy system futures; 

2. Uncertainty around socioeconomic drivers of the demands for energy services and the 

impact on regional gas supply and demand; 

3. Uncertainty around the cost and availability of natural gas and the impact on regional 

and sectoral demand and regional supply 

4. Uncertainty in oil demand and supply in various energy futures and the potential 

impact on natural gas markets? 

For the NDC scenarios, it was found that some producing regions were more sensitive to 

changes in the availability of certain resource categories than others. Using an ‘elasticity’ 

metric, the responsiveness of regional production from different gas categories to changes in 

the availability of the resource was quantified. Notable findings from the low (NDC-GRA-L) 

and high (NDC-GRA-H) resource availability sensitivities include: 

• Production from conventional non-associated reserve additions in non-OPEC Africa 

and Australia exhibited a strong (and inverse) elastic response to lower resource 

availability with significantly (12-23%) higher cumulative (2020-2050) production 

compared to the central NDC-Ref scenario. In short, to satisfy export requirements 

(Australia, and to a lesser extent non-OPEC Africa) and domestic demand, the lower 

availability (and therefore faster depletion) of proved reserves means production shifts 

to more expensive categories (i.e. reserve additions) 

• In the high resource availability sensitivity (NDC-GRA-H), the United States was 

particularly sensitive to higher quantities of associated gas (with a weighted resource 

availability change from the central NDC-Ref scenario of 1%, cumulative production 

of associated gas in GRA-H was 9% higher). 

• In terms of overall supply and demand, the higher gas availability sensitivity saw 

higher cumulative production and consumption of gas and the opposite was true for 

the low gas availability sensitivity. 

Section 9.4.1.1 also explored the implications for different consumption sectors of the 

resource availability sensitivities and found that the higher/lower gas consumption in several 

regions (including ODA and the US) was driven by the speed at which gas is phased-out of 

the power generation sector post-2030.  

The results from this Chapter provide novel insights when energy system decarbonisation is 

ramped up in the B2D and T15 scenarios. Gas consumption in 2050 in the B2D and T15 

scenarios is 56-73% below 2020 levels. These scenarios and the corresponding sensitivities 

suggested that the overarching carbon budget increasingly narrowed the scope for natural gas 

to act as a transition fuel (at least globally), with any delay in CCS deployment beyond 2030 

and high methane leakage reducing cumulative (2020-2050) gas consumption by 3.8-6.4 tcm 

and 2.8-3.8 tcm below the central B2D and T15 scenarios, respectively. For the T15 scenario, 
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the regionalised delay (between 2030 and 2040) of CCS pushed the model to infeasibility, 

with the demands unable to be met without the removal of 45 Gt CO2 (or 8% of the total 

budget) by the backstop technology. This provides two policy insights:  

1. The critical importance of deploying carbon capture (including BECCS) technologies 

without delay in meeting even a 50% probability 1.5oC carbon budget.  

2. The role of CCS as a complementary technology to residual gas consumption in the 

T15 scenario. The cumulative difference in gas consumption between T15 and T15-

CCSDelay is roughly equivalent to 10 years of current Chinese gas consumption 

(IEA, 2019).  

Additionally, sensitivities increasing the availability of natural gas (GRA-H), allowing faster 

ramp-up rates in shale gas production (HSG) and reducing the cost of unconventional gas 

technologies (LUC), had significantly smaller effects on cumulative production and 

consumption in the B2D (0.5-0.7 tcm higher than the central B2D) and T15 scenarios (0.2-0.7 

tcm higher than the central T15), when compared to the impact of these sensitivities in the 

lower ambition NDC scenario (1.2-4.1 tcm higher than the central NDC-Ref scenario). The 

crucial implication of this result is that lower costs or higher availabilities do not reverse, and 

only very marginally slow, gas production and consumption decline in a below-2oC energy 

system. 

From a regional perspective, there was also significant differences between the B2D and T15 

scenarios when compared to the NDC-Ref scenario. When constraining the carbon budget to 

580 Gt CO2 in the T15 scenario, cumulative (2020-2050) gas consumption in China is 1 tcm 

below the NDC-Ref scenario (unlike B2D, where it was 1.9 tcm higher). This has 

fundamental implications for the idea of gas as a longer-term ‘bridge’, in that moving to a 

1.5oC carbon budget (albeit only at 50% probability), sees cumulative gas consumption in 

T15 fall below the NDC-Ref scenario. In fact, only India sees higher cumulative gas 

consumption in both the B2D and T15 scenario compared to NDC-Ref. This again is due to 

the rapid phase-out of coal in both these scenarios. Additionally, peak gas consumption in 

India in the B2D (in 2040) and T15 (in 2035) scenarios is 250 and 231 bcm, respectively, 

which is 17-24% lower than the peak consumption of 303 bcm (in 2040) suggested by the 

IEA’s Sustainable Development Scenario (IEA, 2019). Finally, gas consumption in India is 

heavily influenced by demand in the industrial sector. In the T15-LODEM scenario, where 

lower socioeconomic drivers consistent with SSP1 were used, cumulative (2020-2050) 

consumption in India is 530 bcm lower than the NDC-Ref, compared to 530 bcm higher in 

the T15 scenario (i.e. with SSP2 socioeconomic drivers). The final, and critical insight into 

gas consumption demand provided in this work is the significant transition risk associated 

with the post-peak consumption decline in key consuming regions in Asia. For example, 

Chinese gas demand in peaks in 2035 in both the B2D and T15 scenario, when decline rates 

of 5.1-15.8% set in out to 2035. This raises critical questions about stranding assets, and the 

overall feasibility of switching from coal to gas for a relatively short (15 year) period, which 

were beyond the scope of this work, but would provide hugely important insights.  

Once the more ambitious decarbonisation scenarios were introduced, limiting fugitive 

emissions from the gas supply chain resulted in this highest cumulative consumption and 

production across the central B2D and T15 scenarios and sensitivities. Cumulative (2020-

2050) production in the CH4-L sensitivities (covering the upstream section of the supply 
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chain and including limiting leakage from unconventional gas to ~ 1% of total throughput) 

for both B2D and T15 is 1-1.1 tcm higher than the respective central B2D and T15 scenarios. 

This would require a systematic overhaul of current regulation of gas supply chains and 

policies which enforce compliance with this regulation. However, gas production by 2050 in 

T15-CH4-L is still just 0.05 tcm higher than the central T15 scenario and 2020 remains the 

peak production year. Therefore, even with the lower sensitivity methane leakage rates, 

natural gas production still declines globally at 3.5% per year between 2020 and 2050 (vs. 

3.8% annually in the central T15 scenario). 

Finally, the difference between gas supply and demand in the B2D and T15 scenarios is 

significant and provides new insights into narratives around gas as a transition fuel in the 

context of pushing the energy system towards 1.5oC. Cumulative global gas production 

between 2020 and 2050 is 18 tcm lower in the T15 scenario than in B2D; that is, an 

additional 18 tcm of natural gas is left unburned in the T15 scenario out to 2050, compared to 

B2D. In terms of saved carbon emissions from lower gas use in T15 compared to B2D, 18 

tcm of natural gas, if combusted, translates to 36 Gt CO2, or 6% of the T15 carbon budget. 

A key contribution of this thesis is to take some of the outputs from the longer-term scenarios 

constructed using TIAM-UCL and input these into a new global, gas field-level production 

and trade simulation model discussed in the next two Chapters. This allows the longer-term 

whole energy system insights into gas supply and demand pathways developed in Chapter 9 

to be combined with gas market specific uncertainties which TIAM-UCL cannot take into 

account: natural gas prices, the role of oil (and therefore associated gas) on gas prices (both 

domestic and traded), uncertainty in future volumes and duration of long-term contracts and 

the role of fiscal regimes and government interventions in gas markets. 
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Chapter 10: The global Gas Production, Trade and Annual Pricing 

model (GAPTAP) 
 

10.1 Introduction  
 

Whilst TIAM-UCL is effective at modelling longer-term energy system developments and 

future decarbonisation pathways, it cannot model many of the intricacies of gas markets. 

These include fiscal regimes, indexed and subsidised pricing, shorter-term demand 

elasticities, and more granular production dynamics (particularly at a play level for 

unconventional gas). To model these aspects of gas markets, a new field-level bottom-up gas 

model has been created as part of this PhD: the global Gas Production, Trade and Annual 

Pricing model (GAPTAP). As mentioned consistently throughout this thesis, the models are 

soft-linked, with the supply cost curves constructed in TIAM-UCL derived from the bottom-

up (field-level) databases which form the underlying foundations of GAPTAP (Chapter 5 and 

6 discussed these bottom-up database in detail). The rationale for using both models is laid 

out below: 

1. TIAM-UCL cannot consider many of the more granular aspects of gas 

markets, however it does provide pathways for natural gas demand under 

different decarbonisation and wider energy system scenarios. Having soft-

linked the models, GAPTAP can explore gas market uncertainties whilst 

maintaining input-output consistencies between the two. 

2. The supply cost parameters for natural gas in TIAM-UCL do not cover fiscal 

regimes and taxation. As mentioned, uncertainty around future tax rates and 

revenues is a key and novel contribution of this work.  

 

GAPTAP is a field-level simulation model which equilibrates natural gas supply and demand 

for each year of the modelling horizon (2015-2035). The demand for natural gas is taken 

from the TIAM-UCL energy systems model. There are three key modules which sequentially 

bring regional supply and demand into equilibrium using market clearing algorithms: a long-

term contract module, a domestic production module and a final trade module where spot 

suppliers compete against residual volumes of contracted gas and each other. 

Some key gas market uncertainties which will be investigated by GAPTAP include:  

• Price formation mechanisms and competition between spot supply and long-term 

contracts. 

• The impact on domestic and international gas prices of different levels of associated 

gas production. 

• Future field development costs and government revenue from gas production. 

 

This Chapter introduces GAPTAP in detail. Section 10.2 covers some overarching 

characteristics of GAPTAP including the representation of fiscal regimes, trade infrastructure 

and gas market structures. Section 10.3 introduces each of the modules introduced very 
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briefly above: long-term contracts, domestic (indigenous production) and competitive trade. 

Section 10.4 then sense-checks some results from the model which can be compared to 

historical data. Model validation therefore requires that outputs (e.g. prices, trade flows) from 

the initial years broadly follow historical data. Section 10.5 then concludes by reviewing 

some key features of the model and briefly identifies specific gas market uncertainties which 

are explored in Chapter 11.   

Figure 10.1 shows how GAPTAP works in conjunction with TIAM-UCL, using some of the 

outputs from the scenarios explored in Chapter 9. As described in Chapter 5-7, the field-level 

reserves and costs provide the inputs into the regional supply cost curves in TIAM-UCL 

ensuring soft-link consistency between the supply cost parameters in each model. Key initial 

inputs from TIAM-UCL into GAPTAP include regional gas production and consumption, 

associated gas production by region, oil prices and regional regasification capacities 

(including new investment which is exogenously added to importing regions in GAPTAP). 

Regional production inputs from TIAM-UCL are not absolutely binding but are used to 

determine the share of regional demand which must come from indigenous gas fields. For 

example, if there is residual production capacity in the United States, after domestic demand 

has been satisfied and US exports are competitive, the summation of US production from 

GAPTAP can be greater than US production from TIAM-UCL (and vice versa). The 

exogenous input of associated gas production into GAPTAP for each region, for each 

scenario taken from TIAM-UCL, is analogous to the process used by McGlade (2013) for 

accounting NGLs in an oil field model. As with associated gas in this thesis, the main factor 

in using exogenous regional inputs in McGlade (2013) was data and modelling scope 

limitations and maintaining consistency between the two models.  
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Figure 10.1: Relationship between TIAM-UCL and the global GAs Production, Trade and 

Annual Pricing model (GAPTAP) 
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10.2 Key features of GAPTAP 
 

GAPTAP is a field-level simulation model, with fields brought online sequentially to meet 

demand. For each conventional field/production zone in an unconventional play, individual 

reserve/resources and costs are assigned using the method described at length in Chapter 5 

and 6. The model is split into three main modules: long-term contracts, domestic and spot. 

Each gas field and/or project is assigned its own net present value (NPV) function, which is 

described in detail, along with other key constraints and parameters in Section 10.2.1-10.2.3. 

GAPTAP runs on annual time-slices between 2015 and 2035. In total, GAPTAP contains 

over 500 conventional non-associated natural gas fields and splits unconventional gas plays 

into ~ 400 individual production-cost zones. Whilst the number of conventional gas fields is 

small in comparison to the global total, this can be heavily mitigated by the fact that nearly 

80% of in-place gas resources are held in the largest 347 gas fields (Klett et. al, 2012). 

Each field/project is assigned a production profile, with fields currently in operation 

providing the ‘underlying production matrix’ (McGlade, 2013) (or baseline) production out to 

2035. Production profiles are assigned based on a range of geological and economic factors, 

with each field having its own unique supply cost generated from the linear regression model 

discussed in Chapter 5. Reserves and resources for each non-associated conventional gas 

field were taken from the extended NETL (2014) database discussed in Chapter 6 (i.e. with 

new fields, water depths, production start years, hydrogen sulphide/CO2 contents, added as 

part of this thesis). For unconventional gas, the production cost curves derived in this work 

from Chapters 5 and 6 were used, therefore breaking unconventional supply cost dynamics 

into multiple disaggregated production zones (generally ~ 21 per play). 

Individual natural gas fields exhibit different production profiles and levels of production in 

any given year, depending on a large range of parameters, including but not limited to: 

• Field/play geology  

• Field economics 

• Gas (and oil) prices 

• Field geography 

• Exogenous risk and disruption112 

• Production start year 

 

As mentioned in Chapter 6, part of the expansion of the databases on individual conventional 

non-associated gas fields included: 

• Identifying whether each individual conventional non-associated natural gas field was 

in production, abandoned, or undeveloped 

• If the field was producing in 2015, the production level was added to the database, 

along with an indication of where the field stood in terms of its life-cycle (i.e. peak, 

plateau, growth, or decline) 

 
112 Represented by the risk parameter in the cost regression analysis discussed in Chapter 5; includes political 

instability, natural disasters, conflict, etc.  
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• If the field was undeveloped in 2015, an indication (if applicable) of when the field is 

intended to come online and the productive capacity of the field 

• For the most part, IEA (2009) data on conventional natural gas production growth and 

decline rates were used to form production profiles for each field and indicate to 

GAPTAP if additional investment is required in each region (i.e. to offset the decline 

in producing fields). Some fields were assigned individual growth/decline parameters 

from historical production profiles and calculated as part of this work: 

o Urengoy and Yamburg (decline) 

o Bovanenko, North Field, South Pars (growth) 

 

An example production profile for the Urengoy field is shown in Figure 10.2. The Urengoy 

gas field has been in production since 1978 and as a super-giant field, has exhibited a 

significantly longer post-plateau decline phase than smaller fields would.113 Figure 10.2 

tracks Urengoy production from peak production in 1987, through to an assumed production 

level in 2035, using a derived decline rate of ~ 5%. This decline parameter was calculated 

using collected time-series production data for Urengoy through 2015. For reference, the IEA 

World Energy Outlook (2009, p. 423) indicates an annual decline rate of 5.5% for super-giant 

gas fields, therefore the figure derived as part of this work is closely aligned to IEA estimates 

of mature producing super-giant assets.  

 

 

 

 

 

 

 

 

 
113 It should be noted here that this profile does not include any extensions to deeper deposits of the Urengoy 

field (e.g. Achimov), which are modelled as a separate entity 
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Figure 10.2: Urengoy (Cenomanian and Valanginian deposits) gas field production profile 

from peak production through to 2035.  

Source: IEA, 2006; PFC, 2007; Analytical Centre for the Government of the Russian 

Federation, 2016; Yermakov, 2018; author’s own calculations 

 

 

Figure 10.3 shows the underlying production matrix for Africa (a) and Western Europe (b). 

The level of production in the end-year (2035) in Figure 10.3 (a) and (b) is assuming that no 

new capacity (post-2019) comes online. Of note in Figure 10.3 is the heavy concentration of 

production in certain fields. Whilst this is not the case across all countries and fields, it does 

provide more context to the point raised previously about the concentration of gas reserves in 

a relatively small number of fields.  
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Figure 10.3: Field supply profiles for producing non-associated gas fields in Africa (a) and 

Western Europe (b) 

 

Some additional insights/comments on Figure 10.3 (a) are: 

1. Production at Hassi R’Mel is allowed to remain relatively stable at 60-64 bcm/a until 

around 2021, when gradual decline sets in at an annual rate of 5.3% per year. 

2. Part of this decline is offset by the ramping up of production from fields which came 

online between 2015 and 2018. The most productive of these is the Zohr gas field 

(production profile identified in 10.3 (a)) in deep waters offshore Egypt. 

For Figure 10.3 (b), the following insights are provided: 

1. Western Europe is a mature producing region and many fields are already in (or will 

soon enter) their decline phase. Therefore the driving determinants of how much 

additional supply GAPTAP brings online from Western European fields will be 

determined by a) demand for gas in Western Europe, taken from the different 

scenarios explored in TIAM-UCL in Chapter 9 and b) the availability and price of 

imports. 

2. The Groningen gas field will be shut-down from 2024. The remaining production of 5 

bcm/a is left in case of supply shortages and/or requirements for low calorie gas from 

Groningen which the Dutch gas supply network relies on (Krümpelmann, 2020) 

3. The Troll gas field accounts for 31% of Norwegian gas production and 40% of 

Norway’s reserves (Equinor, 2021; Norsk Petroleum, 2021). The field production 

profile derived in this work therefore suggests Troll will gain increasing share of 

(existing) production in Western Europe, particularly as smaller, marginal fields are 

retired. 

 

Associated gas was not included in Figure 10.3 because a) production changes between 

scenarios, depending on oil production and climate constraints and b) the aim is to highlight 

growth/decline dynamics of producing fields in GAPTAP’s start-year without new 
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investments. A key contribution of this work to the current literature is to investigate the 

impact of variations in associated gas supply under different decarbonisation futures, on 

domestic and international natural gas prices. This will be discussed in detail in Chapter 11. 

 

Before introducing the core modules of GAPTAP, Section 10.2.1-3 covers the representation 

of fiscal regimes, trade infrastructure and different gas market structures, which are used in 

each of the three modules discussed in Section 10.3. 

 

10.2.1 Fiscal regimes in GAPTAP 
 

In addition to the underlying field-level production, another key feature of GAPTAP across 

all modules is the representation of fiscal regimes, which is discussed briefly here as 

additional sensitivities are conducted in Chapter 11. As discussed in Chapter 3.2.4, the 

revenue generated from oil and gas operations varies across a range of mechanisms and 

parameters including: 

• The country in which the gas operation is conducted and who owns the gas  

• The type of resource being exploited 

• The project specific contract signed between an international oil company and a 

national government (or a national oil company) 

• The cost of financing the development of the resource, including the cost of capital 

which is generally higher the more risk-intensive the project is 

• The productivity of the project. 

The representation of fiscal regimes and quantifying uncertainty in future tax revenues from 

natural gas for national governments is a key and novel feature of this thesis. For reference, 

Appendix 9 discusses different types of fiscal regimes and how they function in more detail.  

The main distinction made in the implementation of different fiscal regimes in GAPTAP is 

taxes on the revenue stream from production (e.g. a per unit royalty where either a percentage 

of the production or a percentage of the revenue from the production goes to the government) 

and taxes on the overall net profit stream of the project. GAPTAP uses data largely from EY 

(2017, 2019) to inform current tax regimes and tax rates within different gas producing 

countries and therefore each field has taxes applied depending on the regime in place. 

Additionally, distinctions are made for dynamic tax rates, where changes in the production 

level yield higher/lower taxes (e.g. in Algeria (EY, 2019)). To model tax regimes in this 

form, the exogenous production profiles of the fields are analysed and the tax rate for each 

production level is applied. When the simulation starts, a binary matrix is generated 

indicating whether the field is producing each year, therefore GAPTAP will recognise this 

and apply the corresponding tax level given the level of production. 

Having a field-level assessment of tax revenues allows for the application of tax breaks where 

they are applicable. For example, profit taxes may be delayed or imposed at a lower rate for a 

certain number of years after initial production. The other key element of tax regime 

modelling in GAPTAP was helped by the extension and improvement of the field database by 

including water depths etc. In many countries, profit tax rates and/or royalty rates shift 
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depending on the depth of water where drilling is taking place (or other 

geographical/geological characteristics). For example, Nigeria implements different royalty 

rates based on the water depths of oil and gas fields and the fiscal regime in place (EY, 2019), 

thus effectively providing tax breaks for riskier deep-water production.  

The sum of discounted revenues across all fields within a country therefore gives the country-

level tax-take.  

 

10.2.2 Trade infrastructure in GAPTAP 
 

Trade infrastructure in GAPTAP is constrained out to 2025, based on capacity which is 

already built and/or under construction, or has passed a final investment decision (FID). 

These infrastructural constraints apply to the long-term contract module and the spot module 

discussed in Section 10.2.3. Additionally, pipeline gas and LNG are modelled slightly 

differently, both in terms of project costs and any potential additions in the model (Equation 

10.1).  

 

10.2.2.1 LNG 
 

For LNG infrastructure (both import and export), the model is initially constrained by the 

underlying operational capacity in 2015. For any capacity which is under construction or has 

passed an FID, this is brought online given the indicated start date from the literature (annual 

IGU World LNG Reports provided the bulk of this information).  For example, the Yamal 

LNG project comes online in stages between 2017 and 2019 in GAPTAP. This process is the 

same for both export and import infrastructure. For example, any regasification plants in 

China which are not operational in the base year, but are under construction, have been given 

project specific start dates. This is shown in Figure 10.4 below, with the cumulative total 

capacity of Chinese regasification terminals due to come online after 2015 shown. 
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Figure 10.4: Exogenous installed regasification capacity in China from 2016-2022 

Source: IGU (2017, 2018, 2019) 

 

For new capacity (i.e. beyond what is under-construction), a differentiation is made between 

liquefaction and regasification terminals. New regasification capacity is exogenously added 

to each region based on investment in TIAM-UCL for each scenario. Due to regional demand 

being taken from TIAM, exogenously adding investment in regasification infrastructure to 

GAPTAP seemed a consistent approach to representing import investments. For liquefaction 

infrastructure, the model can make an endogenous decision to build new capacity. This 

decision is based on sufficient productive capacity in the exporting region, the pace of 

retirement and utilisation rate of existing LNG infrastructure, prevailing prices in import 

regions, and the competitiveness of exporters to supply LNG.114 

As discussed in Chapter 5.5.2.2, because LNG terminals can supply multiple markets, the 

investment costs for LNG facilities are transformed into unit investment costs and added to a 

variable shipping cost based on the distance between markets. The capital cost is divided by 

the nameplate capacity of the terminal multiplied by an assumed project lifetime, as shown in 

Equation 5.16 (d). This is a simplification given utilisation rates of each LNG terminal is 

likely to be below the nameplate capacity and therefore unit investment costs would likely be 

higher. However, this is partially mitigated by the fact that the assumed life-time for LNG 

terminals (20 years, i.e. the time horizon of GAPTAP) is relatively low (some LNG 

liquefaction plants have been in operation since the 1970s (IGU, 2019)), and therefore it is 

likely that production, despite below capacity, would continue beyond the 20 year lifetime, 

 
114 Existing and under-construction LNG liquefaction infrastructure form the basis for liquefaction capacity in 

GAPTAP between 2015 and 2035. Therefore, under-construction plants will come online, but existing plants are 

also retired once they have reached the end of their economic lifetime (assumed to be 50 years (Anandarajah et. 

al, 2011; Pye et. al, 2020)).  
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thus lowering unit investment costs. Additional scenarios exploring the under-utilisation of 

capacity would provide significant and important insights. 

 

10.2.2.2 Pipeline gas 
 

Bilateral pipeline trade is constrained in GAPTAP based on existing and under-construction 

pipelines. Due to uncertainty, proposed pipelines for which there are no final investment 

decisions were not explicitly included in GAPTAP (e.g. the TAPI pipeline (Table 5.17)).  

 

 

10.2.3  Market structure in GAPTAP 
 

Two main export market structures can be explicitly modelled in GAPTAP: vertically 

integrated projects and competitive supply chains. The competitive supply chain (i.e. 

purchase of feedstock gas from domestic markets with gas-on-gas price formation 

mechanisms) structure generally fits spot supply and will be discussed more in Section 

10.2.3.  

 

10.2.3.1  Vertically integrated projects 
 

For vertically integrated projects, the supply chain from extraction to the delivery of gas to a 

certain destination is controlled within a single project (i.e. supply chain integrated vertically 

under a single company/conglomerate of partners in the project). In vertically integrated 

projects, the cost of the feedstock gas is determined by the specific field(s) in the project. The 

integration of field development and export infrastructure is often characterised by the assets 

in question being remote and cut off from domestic markets and/or the presence of a 

domestic monopolistic/oligopolistic company in the project (on both the seller and buyers 

side). In addition to this, many integrated projects are associated with high CAPEX and 

therefore have sought long-term contracts to guarantee the off take of gas volumes and 

contractual price terms to protect against price shocks. Examples of this include the Yamal 

LNG project, the Power of Siberia pipeline project, Gorgon gas LNG and Ichthys LNG.  

 

10.2.3.2 Supply chain competition 
 

In contrast to the vertical integration of some LNG and pipeline export projects, GAPTAP 

also reflects gas market conditions where gas is sold from hubs, with prices determined by 

supply-demand fundamentals. A key example of how this is represented in GAPTAP is 

discussed briefly here and discussed in detail in Section 10.3.3. The weighted marginal output 

price of residual supply from the US domestic market is taken as the feedstock cost of natural 
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gas for US LNG liquefaction terminals (i.e. a proxy for a US gas liquefier purchasing their 

gas from a hub, rather than a specific field/collection of fields). Therefore, the price of US 

LNG to any potential buyer is influenced in part by the pressure on US gas prices from 

domestic demand.  

 

10.3 Modular approach to representing gas markets in GAPTAP 

 

As mentioned in Section 10.1, GAPTAP uses three modules to sequentially equilibrate 

supply with the regional demand generated by TIAM-UCL: 

1. A long-term contract module (LTC) 

2. A domestic production module (i.e. the assumed proportion of regional demand which 

must come from that regions indigenous gas fields) 

3. A spot supply and trade competition module, where spot suppliers compete against 

each other and residual volumes of contracted gas 

 

Section 10.3.1-3 introduces each module in detail, including the mathematical formulation of 

individual cash flow matrices for each field/contract/project and the derivation of gas prices 

from the net present value of these cash flows.  

 

10.3.1 Long-term contract module 
 

The long-term contract (LTC) module calculates the price and volume of gas for fixed, long-

term contracts, i.e. the minimum volume of gas committed to be taken (supplied) by an 

importer (exporter). In short, it models the flows of contracted natural gas between an 

exporting and importing country, using different price indexation coefficients and outputting 

individual contract prices, contracted trade flows and government revenues from natural gas 

trade contracts. On the supply-side the LTC module reduces the limitation of using 

aggregated regional consumption demand from TIAM: 

• Intra-regional bilateral trade flows which cannot be captured by TIAM-UCL, are 

included (e.g. Qatar-UAE pipeline gas) 

• Natural gas trade flows and prices into net importing countries, in net exporting 

regions, are represented (e.g. gas contracts from Russia to Turkey (Middle East 

region)) 

• Price formation mechanisms, including a dynamic oil-indexation formula, is used to 

ensure contracted prices are reflective of real-world conditions 

• Market structures, e.g. vertical project integration (Section 10.2.3), can be captured in 

GAPTAP  

• Gas price outputs for the contract module are generated based on project specific 

parameters. 
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Figure 10.5 below shows a schematic of the price iteration process used for each natural gas 

contract a and the subsequent output of a marginal price for each field. As stated above, it 

should be noted here that this iteration of long-term contracts for each time-period t is based 

on a minimum contracted quantity and therefore each importer must take that volume of 

natural gas. In Section 10.3.3.1, competition between residual contracted quantities and spot 

supply is discussed, within each time-period. The initial regional demand for gas taken from 

TIAM-UCL is input at the top of Figure 10.5. Figure 10.5 also provides some more context to 

Equation 10.1-5, which provide the mathematical formulation of individual and regional 

contract prices.    

 

 

 

Figure 10.5: Schematic of mechanism for price clearing algorithm for the LTC module
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Equation 10.1 shows the formula used to generate cash flows for each contract. This provides a matrix of cash flows for each time and price 

iteration, for each contract. 

 

 

(10.1) 

where, 

  r = region 

  t = time-period t running from 2015 to 2035 in annual time-slices (i.e. t=1:1:21 = 2015:1:2035) 

  a = contract a 

  FPa,t = field/contract volume in time t , for FPa,t  = (MaxLTCa  * MinACQa,t)  * BinaryLTCa,t 

   where, 

   MaxLTCa = maximum contracted quantity for contract a 

   MinACQa,t = minimum annual contracted quantity for contract a in timer period t, 0 < MinACQa ≤ 1 

BinaryLTCa,t = exogenous binary matrix with long-term contract duration (i.e. this tells the model when contracts start and 

end) 

  P(Contract)i = contract price input/iteration i, where i=1:1:21 

  TaxIncomec,t = tax-take on production income/revenue (e.g. royalties) from fiscal regime of country c in time t 

FieldCosta = field cost for field a115 

 
115 Output from field cost regression database constructed in Chapter 5 
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Indexc,t = additional indexation mark-up on contract price. This is discussed in detail in Section 10.3.1.1 

VAROMc→importer = cost of trade (transportation cost for pipeline, unit investment cost plus shipping for LNG)116 

INVCosta,t = investment cost for pipeline (altered with a cost of capital assumption), with a five-year time-lag (i.e. assume the 

pipeline is paid off over five years and investment costs start five years before gas flow begins) 

TaxProfitc,t = tax-take on profit stream from fiscal regime of country c in time t 

δa = discount rate for specific field/contract/project a  

CF (LTCr)t,P(Contract)i,a = output cash flow matrix (t x P(Contract)i) for each contract a in region r 

 

For reference, the minimum and maximum contracted quantities (MaxLTCa and MinACQa,t) in Equation 10.1 were derived on a contract level 

either through direct indications in the literature, such as 85% of total capacity for pipeline trade between Qatar and UAE or a minimum of 38 

bcm for the new Power of Siberia pipeline (Dargin, 2008; EC, 2017; Chen, 2012 (in Stern ed. (2012); Henderson, 2018), or by taking the 

maximum capacity of a pipeline/LNG link and dividing by the minimum trade flow across a five-year time period (2013-2017) using successive 

IEA Natural Gas Information reports (2014-2018). 

 
116 Outputs from trade databases described in Chapter 5.5.2.2 
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The net present value vector for each contract is calculated by summing cash flows across the 

contract lifetime, for each price iteration P(Contract)i, as shown in Equation 10.2. 

 

       

      (10.2) 

 

where, 

t = time-period 

end(at) = end period of contract 

start(at) = start period of contract (or start of CAPEX for pipeline 

infrastructure) 

CF(LTCr)t,P(Contract)i,a = cash flow in time t, price iteration P(Contract)i, for 

contract a in region r (output matrix from Equation 10.1)  

NPV(LTC)a = net present value for each contract a summed through the whole 

contract lifetime. Therefore, NPV(LTC)a is a 1 x P(Contract)i vector  

 

The sum of each contracts cash flow matrix which generates positive net present value across 

its lifetime yields the output price for that contract. For example, if NPV(LTC)a is a vector of 

summed cash flow matrices through a project lifetime and each column represents the price 

iteration P(Contract)i, then the column where NPV(LTC)a > 0 yields the output price (a 

scalar) for each contract. Equation 10.3 shows the calculation of each contract marginal 

output price. 

 

 

         (10.3) 

where,  

NPV(LTC)a = net present value of summed cash flows from Equation 10.2 

length(NPV(LTC)a < 0) = length of the vector NPV(LTC)a for which the NPV 

is negative, i.e. to the margin of turning positive. Therefore adding 1 to this 

vector length identifies the price at which NPV(LTC)a turns positive through 

its lifetime. 

P(Contract)a = scalar long-term contract price output for field/contract a, 

equal to the marginal price which brings the field online (i.e. generates a 

positive NPV when summed across the contract life-time) 
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Whilst the assumption of a singular contract price output is a simplification, it reflects the fact 

that contracts are often signed with an assumed break-even price across the contract duration. 

For example, a long-term contract project involving a pipeline may well yield negative cash 

flows in the first years when the CAPEX is being amortised, however across the lifetime of 

the project, the output contract price yields a positive NPV. Additionally, because the initial 

run of the LTC module is ‘fixed’, in the sense that there is an exogenous assumption of both 

the duration of contracts and that an importing country must take at least the minimum 

quantity in each year of the contract, allowing the entire module to run through the modelling 

period to output the marginal contract price first can be justified. 

The scalar price output (P(Contract)a) is then multiplied by a binary matrix depending on 

whether the contract is in place in each year. These marginal prices (i.e. the price at which 

NPV becomes positive) are then used to generate a regional price output. Additionally, 

P(Contract)a is used to estimate government revenue from each contract, as explained in 

Section 10.3.1.2. Equation 10.4 shows how each contract is weighted based on its share of 

total contracted volumes into each region in each time-period. 

 

 

(10.4) 

   

where,  

FPa,t = contract a volume in time period t 

n = total number of contracts in each region 

WPa,t = weighted share of contract a in time period t, where WPa,t < 1, (a x t 

matrix) 

 

Equation 10.5 then shows how an aggregated regional long-term contract price is derived, by 

summing the marginal price of each contract (P(Contract)a) multiplied by its share of total 

contracts into each region, in each year.  

 

(10.5) 

  where, 

P(Contract)a = scalar long-term marginal contract price output for 

field/contract a from Equation 10.3 

n = total number of contracts a in each region r 

WPa,t = weighted production share of regional total of contract a in time period 

t, where WPa,t < 1, (a x t matrix) 
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Price(LTCr)t = weighted contracted price output in time-period t for region r, 

(1 x t vector) 

 

 

As shown in Equation 10.5, the price output from the LTC module is therefore the weighted 

marginal price for each contract.117 Table 10.1 shows some of price outputs for some 

individual long-term contracts and compares these outputs from GAPTAP against indications 

from the literature, to validate the LTC module outputs. If both individual project costs and 

aggregated regional prices look sensible, this provides a solid defence for the validation of 

model inputs.  

 

Table 10.1: Selection of output contract prices from GAPTAP and across the literature 

Exporter (project/field) Importer GAPTAP price, 

$/MMBtu 

Indicated literature price, 

$/MMBtu 

Russia (Power of Siberia) China $9.50 $7-9.76 (Razlomalin et. 

al, 2018, Henderson, 

2018; Weitz, 2014; 

Bloomberg, 2019) 

Australia (Gorgon) China $9.50 $10-11 (Razlomalin et. 

al, 2018; Priestley, 2010) 

Qatar (Dolphin pipeline) UAE $3.17118 $1.61-4 (Rogers, 2017; 

Munro, 2018; EIU, 2016; 

Dargin, 2010) 

Algeria (Hassi R’Mel) Italy $6.33-7.39119 $6.40 (Aissaoui, 2016, p. 

18) 

 

Table 10.1 appears to validate the method and underlying data for deriving individual 

contract prices. In Section 10.4, aggregated regional prices also appear to closely follow 

historical data. For example, Japan has historically relied on long-term oil indexed LNG 

contracts and the aggregated regional price outputs for Japan closely follow historically 

observed volumes (Table 10.2 in Section 10.4). 

As was shown in Figure 10.5, before the model moves onto the domestic production module 

in each time-period t, the summed contracted volumes are subtracted from the underlying 

regional demand level given by TIAM-UCL (ResidualDemandr,t in the bottom-left hand 

 
117 GAPTAP can alternatively run on a pure marginal price basis, i.e. where the maximum price across all 

contracts going into a certain region sets the contract price for that region 
118 No subsidies/explicit price agreements are included in this figure, which is above general indications of ~ 

$2/MMBtu. However, Dargin (2008) suggested additional flows of gas via the Dolphin project (e.g. when the 

Oryx GTL plant was delayed), gas prices reached $4/MMBtu.  
119 Range reflects supply contracts between Algeria and Italy, some of which have already expired (2015-2019) 
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corner of Figure 10.5). Additionally, for LNG contracts, the summed volumes for exporters 

and importers are subtracted from initial trade infrastructure capacities in time t to yield spill-

over capacities for liquefaction and regasification terminals. As the initial run of the LTC 

module is a function of the minimum contracted quantity, there is no price elasticity function 

included which would reduce demand as the price iterated upwards. This was for two main 

reasons: 

1. Many long-term contracts have price floors/ceiling written into the negotiations, 

protecting buyers/sellers against significant price inflation/deflation 

2. The minimum contracted quantity is the quantity floor which an importer must take 

from the exporter, therefore in this circumstance the importer is a price-taker 

Before moving on to the domestic production module, where additional quantities of the 

residual demand in each region (ResidualDemandr,t in Figure 10.5) left over from long-term 

contracts are supplied, the representation of oil indexation and the derivation of government 

revenues from long-term contracts are discussed first. 

 

10.3.1.1 Oil indexation 
 

GAPTAP has a range of indexation options for contracts, linked to the price of oil or based 

on gas-on-gas competition. These additional indexation coefficients were introduced in 

Equation 10.1 as a premium on field development costs (with the notation Indexc,t). The 

indexation of long-term contracts is based on a relatively simplistic formula, derived from the 

‘S-curve’ relationship between the prevailing oil price and the indexation of gas contracts to 

this price. The general premise of an ‘S-curve’ is that it protects sellers (buyers) at very low 

(high) gas prices. Oil-indexed contracts therefore have a premium based on the following 

method: 

• Regional commodity prices for oil are taken from TIAM-UCL. Whilst TIAM-UCL 

does not represent fiscal regimes and other key determinants of a global oil prices it 

was decided that this was mitigated by generating more consistency and soft-linkage 

between GAPTAP and TIAM-UCL 

• The oil prices are then converted into natural gas price equivalents using a simplistic 

S-curve formula (Jensen, 2009; Ledesma, 2012; Flower and Liao, 2012); for gas 

importing regions outside Asia (e.g. Europe), the constant (C) was set at zero 

(Equation 10.6) 

 

Due to the crude commodity price outputs from TIAM-UCL being in five-year intervals, a 

simple linear interpolation between these time-slices generated annual oil prices. The price in 

time t was then divided by t-1 to yield an oil premium coefficient. Generally, the indicated 

price would be a weighted average over a 6-/9-month period, with a 6-month lag (Yafimava, 

2015; Gazprom, 2019), however for the purposes of an annual model, oil-price coefficients 

are determined by the price in t divided by t-1. 
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(10.6) 

         

where: 

  C = constant expressed in $/MMBtu (typically $0.80) 

S = slope of S-curve; typically kinked with tipping points at which value of S 

changes; standard = 0.1485 

P(Oil)r,t = price of oil in importing region r and time period t, taken from 

TIAM-UCL.  

P(Gas(Oil))r,t = oil-indexed gas price in importing region r and time period t 

 

The indexation coefficient (shown in Equation 10.1 as Indexc,t) for oil-indexed contracts was 

calculated based on a one-year lag (e.g. the coefficient premium for gas prices in 2018 is 

divided by the price from 2017). As was seen in Equation 10.1, this coefficient is multiplied 

by the field development cost (FieldCosta in Equation 10.1) in order to inflate (or deflate) the 

costs within an oil-indexed contract and therefore yield a higher (lower) natural gas marginal 

price for the contract. In the case of a significant oil price drop between t and t-1 (i.e. to turn 

Indexc,t < 1, even with the additional mark-up β), the coefficient Indexc,t would deflate the 

required output price. For example, in a scenario of significant demand destruction this 

eventuality could occur. In the standard runs of GAPTAP, if Indexc,t < 1, then the coefficient 

is simply set to 1. In short, long-term oil indexed contracts essentially resemble the netback 

cost of getting the gas to the importer. This is a proxy for protecting sellers at low oil prices.  

 

 

Equation 10.7 shows how the coefficient Indexc,t was calculated.  

 

 

(10.7) 

  where, 

P(Gas(Oil))r,t = oil-indexed gas price from Equation 10.6 

P(Gas(Oil))r,t-1 = oil-indexed gas price in time t-1 

βr = additional mark-up based on historical indexation in region r 

Indexc,t = oil-indexation coefficient 

 

 

Whilst this potentially limits the representation of oil price volatility, having input-output 

consistency between TIAM-UCL and GAPTAP is assumed to be best practice considering 

significant swings in the oil price can be down to a range of both short- and long-term events, 
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many of which are random and impossible to predict.120 TIAM-UCL is unable to capture 

these impacts and instead provides oil prices averaged over five-year time slices. Whilst a 

further investigation of oil price indexation uncertainty was not explored in this work, 

uncertainties around the link between oil and gas markets (RQ4 in Chapter 1.3) are explored 

in Chapter 11. The index coefficients (Indexc,t) in each time-slice were multiplied by the field 

costs to generate a cost premium which then pushes up the required price to yield a positive 

NPV (assuming that Indexc,t > 1), as shown in Equation 10.1.  

 

Additional mark-ups (βr) in Equation 10.7 were added onto the output coefficient from 

TIAM-UCL for certain regions including Europe, China, India, Japan, and Korea: 

• The European oil-index coefficient is the average premium of Brent oil prices above 

the West Texas Intermediate (WTI) over the period 2010-2015. 

• China and India have an additional mark-up based on the above premium of Brent oil 

over the WTI benchmark, reflecting recent LNG purchase agreements in India with 

indexation to Brent prices, rather than the Japan Crude Cocktail (JCC) (Times of 

India, 2018; Platts, 2018) 

• Japanese and Korean premium coefficients were calculated by the average inflation of 

the Japan-Korea marker price (JKM) over average European import prices (BP 

Statistical Review, 2018) 

 

10.3.1.2 Government tax revenue in the long-term contract module  
 

For each individual gas contract, governments are paid taxes on production revenue and 

overall profit streams, depending on the fiscal regime in place. As with the cash flow streams 

for producers, government revenues are discounted through the contract lifetime. Distinctions 

are made between tax revenues from the producers’ gross income stream and from the overall 

profit stream. Total government revenue from each contract is therefore the sum of any taxes 

on the production (income) stream including royalties, plus any taxes on the overall profit 

stream. The assumed tax revenue for each contract uses the marginal contract price 

(P(Contract)a) and the cash flow calculation used in Equation 10.1. Discounted government 

tax revenues are therefore calculated for both revenue and profit streams, which are combined 

to yield total government tax revenue; summing these across the project/contract lifetime 

therefore generates an estimate of government revenue for different contracts/projects across 

GAPTAP’s modelling horizon (i.e. out to 2035). 

 

 
120 (Geo)political instability, changes in OPEC strategy, random supply disruptions (e.g. unforseen field 

outages), natural disasters 
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Equation 10.8 shows the matrix output for government revenue from the production revenue (a) and profit (b) streams.  

 

 

                  (10.8 (a)) 

 

  

                  (10.8 (b)) 

where,                 

  P(Contract)a = marginal price output for contract a, taken from Equation 10.3 

  Tax(LTCIncomec)a = total government tax revenue for country c from income stream of contract a 

  Tax(LTCProfitc)a = total government tax revenue for country c from total profit stream of contract a 

Other parameter notations are the same as those in Equation 10.1. 

       

Some key features to note from Equation 10.8 (a) and (b) are: 

1. Government revenue is assumed to be generated on the marginal price output for each contract (P(Contract)a. 

2. For government tax revenue, the operators change from (1-TaxIncome) in Equation 10.1 to TaxIncome in Equation 10.8 (a)) and (1-

TaxProfit) in Equation 10.1 to TaxProfit in Equation 10.8 (b). 
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Equations 10.8 (a) and (b) generate a single column vector with a rows, therefore simply 

adding these together yields total government tax revenue from contract a through the 

contracts lifetime, start(at):end(at). By summing contracts to different importing regions, 

country-level public revenues from exporters (i.e. country c) can be derived.  Additionally, 

these can then be added to government tax revenues from the other modules in GAPTAP 

(domestic and spot) to provide insights into total country-level fiscal revenues from natural 

gas operations across different scenarios. This will be explored in more detail in Chapter 11. 

 

10.3.2  Domestic production module 
 

The domestic supply module of GAPTAP ensures that some consumption within each region 

comes from indigenous gas fields. This provides a crucial characteristic of all hydrocarbon 

extraction, in that some countries will produce more expensive indigenous resources at the 

expense of potentially cheaper imports, for reasons of energy security/localised stimulus to 

certain sectors. A recent example of this is the high cost Shah-Bab sour gas development in 

the United Arab Emirates. 

GAPTAP’s domestic module runs with a similar mathematical formula to the long-term 

contract (LTC) module, however there are some key differences: 

• The domestic module brings fields online and endogenously decides which fields 

produce depending on whether the indigenous production factor (IPF) is met (see 

Equation 10.9 below).   

• Whereas in the LTC module there is a degree of perfect information, in that the 

output price for each contract is that which generates a positive NPV throughout 

the whole project lifetime, cash flows in the domestic module are assessed in each 

year from the project start to time period t and therefore the marginal price for 

each field which generates a positive NPV could change from t to t+1.   

• Natural gas fields are assigned dynamic production profiles as described in 

Section 10.2.  

• A price elasticity of demand function is included in the market clearing algorithm, 

meaning that as the price iterates upwards in each year to bring new supply online, 

there is a reduction in demand.  

• Subsidies are included in the cash flow equation to reflect artificially low prices 

for some countries and therefore keep demand higher than it could potentially 

otherwise be (discussed in Section 10.3.2.1).  

 

As with Figure 10.5 for the LTC module, Figure 10.6 provides a schematic for the 

equilibration and pricing algorithm of the domestic module in GAPTAP. This provides 

context to the construction of a regional ‘domestic’ gas price, as well as mechanisms in 

GAPTAP to account for demand responses to price increases and government intervention in 

domestic gas markets (e.g. artificial deflation of prices), as shown in Equations 10.9-10.16 

below. 
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Figure 10.6: Schematic of mechanism for price clearing algorithm for the domestic module 

 

For reference, the additional ConsumptionDomesticr,t – ConsumptionElasticr,t in the bottom-

left corner of Figure 10.6 ensures that the demand reduction caused by the price iterating 

upwards is subtracted from any residual demand going into the spot module (i.e. to take into 

account demand reacting to price increases). This is shown in Equation 10.14. 

It can be argued that the incremental increase in the gas price of $1/MMBtu to bring supply 

and demand into equilibrium (as shown in Figure 10.6) is relatively crude. However, some 

caveats for this include: 

• Particularly in higher demand scenarios (e.g. NDC scenarios), there is rapid escalation 

through the supply cost curves in some regions; 

• The aggregation of the marginal price required to bring gas fields online into a 

weighted regional output marginal price across all modules in GAPTAP reduces some 

of the need for more granular price increments; 

• The increments keep the computational time to run the model more manageable 

(particularly when running large batch scenarios such as multiple sensitivities on 

different parameters). 

Equation 10.9 below shows the simplistic method for estimating the indigenous production 

factor (IPF) for each region. This is defined as the share of regional consumption (net long-

term contracts) which must come from gas fields within that region. The IPF acts as a lower 

bound on the share of a regions remaining demand, which must be supplied from that regions 

indigenous gas fields.   
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(10.9) 

  where,  

ResidualSupplyr,t = total production from TIAM-UCL for region r in time 

period t, net the sum of long-term contracts supplied to other countries 

ResidualDemandr,t = demand from TIAM-UCL for region r, net the sum of 

long-term contracts imported from other countries (i.e. output demand from 

Figure 10.5) 

IPFr,t = indigenous production factor (or proportion of remaining demand 

which must be met by production from indigenous fields) 

 

Equation 10.10 shows the proportion of remaining demand in each region which must be 

supplied by indigenous gas fields.   

 

            

           (10.10) 

  where, 

ResidualDemandr,t = regional demand left over once minimum contracted 

quantities have been subtracted from total regional demand (i.e. output 

demand from Figure 10.5) 

IPFr,t = indigenous production factor (or proportion of remaining demand 

which must be met by production from indigenous fields). Note if IPFr,t > 1, 

the region supplies all its residual demand from indigenous fields and excess 

production can be traded in a spot module.  

ConsumptionDomesticr,t = consumption in region r and time t which has to 

come from indigenous gas fields 

 

Intuitively from Equation 10.9 and 10.10, if IPFr,t > 1, region r is a net exporter and 

conversely if IPFr,t < 1, region r, is a net importer. This constraint is not completely binding 

on the model, in the sense that if a regions gas fields cannot meet the production set by the 

IPF, then any additional demand is met by imports.  

Once the IPF has been calculated, each gas field in the domestic production matrix is 

assigned an individual cash flow function, as with the LTC. The simulation generating cash 

flows and net present values for each field and derivation of marginal price outputs for each 

field are shown in Equations 10.11-13.  
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The cash flow equation assigned to each domestic gas field is shown in Equation 10.11, 

incorporating several parameters. This generates a matrix of cash flows in each year and for 

each price iteration, for individual gas fields. 

 

(10.11) 

  where, 

  r = region 

  t = time t 

  P(Domestic)i = input price iteration 

  a = field/project a 

  FPa,t = production from field a in time t, for FPa,t = FPa,t *BinaryDomestica,t 

   where,  

   FPa,t =production from field a in time t 

BinaryDomestica,t = endogenously generated binary matrix which 

determines whether the field is producing (1) or not producing (0)  

Therefore, taking the full a x t matrix of FPa,t and BinaryDomestica,t, 

the Hadamard Product (element-wise) can be used for the two matrices 

of the same size (Million, 2007; Caro-Lopera et. al, 2012), where the 

product of each element yields: 

   [FP ∙ BinaryDomestic]i,j  = FPi,j ∙BinaryDomestici,j, 

   for, 1 ≤ i ≤ a, 1 ≤ j ≤ t 

       

TaxIncomec,t = tax-take on production revenue (e.g. royalties) for country c in 

time t 

FieldCosta,t = field cost for field a in time t 

Subsidyc,t = subsidy for country c in time t 

TaxProfitc,t = tax-take on profit stream from fiscal regime of country c in time 

t 

δa = discount rate for specific field/contract/project a  

CF(Domesticr)t,P(Domestic)i,a = output cash flow matrix (t x P(Domestic)i) for 

each field/project a in region r 
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The net present value vector of each domestic field is calculated by summing cash flows from 

the year the field is brought online up to the iteration of t, for each price iteration 

P(Domestic)i, as shown in Equation 10.12. 

 

(10.12) 

 

  where, 

t = time-period 

start(at) = initial production start year  

CF(Domesticr)t,P(Domestic)i,a = cash flow in time t, price iteration P(Domestic)i, 

for field a in region r (output matrix from Equation 10.11)  

NPV(Domestic)a = net present value for each field a summed through the 

producing lifetime up to t=t.  

 

Unlike the LTC module where the NPV for each contract is assessed by iterating through all 

years, in the domestic module the iteration through time is only up to year t. For each field, 

the sum of cash flows which generates positive net present value from the initial production 

year up to the iteration of year t yields the marginal output price for that field in that year. For 

example, if t=6 (i.e. 2020), NPV(Domestic)a is a vector of summed cash flows from the year 

production started through to year t=6 (i.e. 2020). Therefore, the column of the vector 

NPV(Domestic)a where NPV(Domestic)a > 0 yields the output price (a scalar) for the field in 

2020, considering cash flows 2015 to 2020. This means that unlike the long-term contract 

calculation of prices, some degree of asymmetric information is assumed in the domestic 

module. This is particularly important for scenarios where subsidies are removed from the 

cash flow equation, or tax/cost sensitivities are conducted to quantify uncertainties in demand 

responses and overall price level changes. The marginal output price for each field, in each 

year, is shown in Equation 10.13 (a) and (b) 

 

 

         (10.13 (a)) 

 

         (10.13 (b)) 

where,  

NPV(Domestic)a = net present value of summed cash flows from Equation 

10.11 
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length(NPV(Domestic)a < 0) = length of the vector NPV(Domestic)a for which 

the NPV is negative, i.e. to the margin of turning positive. Therefore adding 1 

to this vector length identifies the price at which NPV(Domestic)a turns 

positive up to year t. Because each time-period t is assessed in turn (rather 

than looping through the model horizon as with the ‘fixed’ LTC module), the 

scalar parameter length(NPV(Domestic)a) can change between years. 

P(Domestic)a = scalar price output for field a, equal to the marginal price 

which brings the field online (i.e. generates a positive NPV when summing 

cash flows up to year t) 

BinaryDomestica,t = endogenously generated binary matrix which determines 

whether the field is producing (1) or not producing (0). 

P(Domestic)a,t = matrix of marginal output prices for field a in time period t, 

with P(Domestic)a the sum of cash flow up time period t 

 

Therefore P(Domestic)a,t is the matrix of marginal prices for each gas field a in time period t, 

with P(Domestic)a,t calculated from summed cash flows up to time t, rather than the whole 

project lifetime as with the LTC module. GAPTAP therefore incorporates imperfect 

information into the price clearing algorithm in the domestic module. This is particularly 

important when assessing future field cost and tax rate uncertainties in Chapter 11.  

 

Unlike the LTC module, where the importing country is assumed to be a price-taker and 

therefore each field runs through the pricing iteration loop independent of any demand 

response, in the domestic module, demand responds as the price iterates upwards, as shown 

in Equation 10.14. Whilst short-term (i.e. within year) price elasticity’s of demand (PED) for 

natural gas are small, with McGlade (2013) estimating median short-term oil PED to be – 

0.05, incorporating short-term price elasticity’s of demand is nevertheless important, 

particularly when trying to quantify demand responses in regions with significant subsidies. 

Additionally, given that the short-term PED is small, this also means that the level of demand 

taken from TIAM-UCL (which includes a long-term price elasticity of demand based on the 

changing shadow price of energy services), and the level of demand generated in GAPTAP, 

never diverge significantly (i.e. globally, the maximum divergence across all scenarios is 

4%). The additional short-term elasticity was also considered important because GAPTAP, 

unlike TIAM-UCL, generates a market price for natural gas (e.g. including tax regimes and 

other market mechanisms which TIAM-UCL does not consider). This work uses regional 

(where possible) estimates of short-term (intra-annual) PED for natural gas, which are 

applied as the price iterates upwards to bring all required fields online, as shown in Equation 

10.14 (Huntington et. al, 2017; DECC, 2016; Bernstein and Madlener, 2011; Arora, 2014).  

 

 

            

           (10.14) 
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  where, 

ConsumptionDomesticr,t = initial consumption demand from TIAM-UCL to be 

met by indigenous production in region r and time period t 

Elasticityr = short-term elasticity, expressed as a proportion where Elasticityr < 

0 

P(Domestic)a,t = marginal price which brings field a online form Equation 

10.13. Therefore, the maximum elastic response from Equation 10.14 will be 

the marginal price which brings all required fields online. 

ConsumptionElasticr,t = domestic consumption once elastic response has been 

calculated in each year as price iterates upwards to bring sufficient supply 

online, in region r and time period t 

 

Field-level production in time t is therefore summed, with additional supply brought online if 

necessary, until the condition in Equation 10.15 is met; that is the price iteration runs through 

the fields for each time t until: 

 

(10.15) 

  where, 

ConsumptionElasticr,t = altered domestic consumption taking into account 

demand response to price changes (output of Equation 10.14) 

  FPa,t = production from gas field a in time t 

n = number of fields required to satisfy the inequality (i.e. until supply is 

greater than or equal to ConsumptionElasticr,t 

 

Therefore, the nth field is that which, when summed with the outputs of fields 1:1:n-1, brings 

supply into equilibrium with ConsumptionElasticr,t (i.e. the adjusted domestic consumption 

figure generated in Equation 10.14). The following numerical example is intended to provide 

a simplistic indication of the above formula:  

  ConsumptionDomesticr,t = 1000 units 

Max(P(Domestic)a,t) = maximum domestic field marginal price output for 

fields 1:1:n = 10 

Short-run PED=-0.0017 (DECC, 2016) 

Elasticityr,t = -0.0017 
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ConsumptionElasticr,t = 1000*(1+-0.0017)10 = 983.13 units (i.e. using the 

elasticity and maximum price examples, the initial consumption demand 

(ConsumptionDomestic) is reduced by ~ 1.6% to ConsumptionElastic) 

 

Whilst GAPTAP sequentially brings gas fields online in the domestic module until the 

inequality in Equation 10.15 is satisfied, some key additional constraints/features are 

included: 

1. As GAPTAP iterates through the price required to bring fields online, an additional 

condition in the algorithm allows the model to ‘skip’ through the production matrix 

in each year and bring lower cost fields online, under the following conditions: 

o Production in time t-1 was zero. In short this is to stop GAPTAP ‘dropping’ 

field production as the price clearing algorithm iterates to bring supply and 

demand into equilibrium 

o If the marginal price to develop field a is greater than the prevailing regional 

marginal price in the previous time-period 

o There is sufficient supply from lower cost fields to meet 

ConsumptionElasticr,t (i.e. meet the condition in Equation 10.15) 

2. GAPTAP determines which fields are available for domestic markets and which are 

potentially isolated. Each gas field in the domestic production matrix is assigned a 

value (0, 1, 2): 

o If field a = 0, then that field can only contribute to domestic (indigenous) 

consumption. 

o If field a = 1, then the model decides whether the field supplies the domestic 

market (if there is still residual demand), or if the field can be used for export 

volumes. 

o If field a = 2, then the field can only supply export quantities and cannot be 

used for the domestic market. An example is the residual production capacity 

from the Yamal LNG fields (i.e. after long-term contracts have been satisfied), 

which are not connected to Russian domestic gas networks.   

Related to the points above and as mentioned previously, GAPTAP generates an endogenous 

binary matrix for each region indicating whether a field is supplying to the domestic market 

or not (parameter BinaryDomestica,t from Equation 10.11 and 10.13). An additional binary 

matrix is created to ‘shadow’ BinaryDomestica,t indicating which fields are available to 

supply the trade module discussed in Section 10.3.3, i.e. identify residual field supply. This 

parameter, which will be referred to as BinaryDomesticResidualSpota,t, in combination with 

BinaryDomestica,t, allows GAPTAP to track field production profiles, particularly if fields are 

switching between supplying the domestic market and spot supply in the trade module 

discussed in Section 10.3.3. Therefore, fields assigned a = 2 (in point 2 above), automatically 

have production volumes available in the trade module, whilst fields assigned a = 1 can 

supply the trade module assuming BinaryDomestica,t = 0. 

 

Combining Equation 10.13-10.15, Equation 10.16 (a) and (b) shows the construction of a 

weighted marginal price for the domestic module of each region in GAPTAP. As with the 
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construction of a weighted price in the long-term contract module, the contribution of 

individual fields to total regional supply is first weighted.  

 

 

(10.16 (a)) 

where,  

FPa,t = production from gas field a in time t  

n = number of fields required to satisfy the inequality in Equation 10.15 

WPa,t = weighted contribution of each field to summed field-level production 

which brings supply into equilibrium with ConsumptionElasticr,t 

The weighted contribution from each field to total domestic supply is then multiplied by the 

marginal output price derived in Equation 10.13 for each field a and time-period t. These are 

then summed to generate a weighted marginal output price for the domestic supply module 

for each region. 

 

(10.16 (b)) 

 

where, 

n = number of fields required to satisfy Equation 10.15, i.e. summed field- 

supply ≥ ConsumptionElasticr,t  

WPa,t = weighted contribution of each field to summed field-level production 

which brings supply into equilibrium with ConsumptionElasticr,t 

P(Domestic)a,t = matrix of marginal output prices for field a in time period t 

from Equation 10.12. 

P(Domestic)a,t  . * WPa,t = element-wise multiplication of matrices using 

Hadamard product 

Price(Domesticr)t = summed weighted marginal price across all fields 

contributing to the domestic supply module, for region r in time t  

 

Once the market has cleared for the domestic module in each region r and each time period t, 

any residual demand left over, i.e. for regions whose IPFr,t < 1, is met by an additional trade 

module. However, before this final module is introduced in 10.3.3, Section 10.3.2.1 briefly 
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discusses the inclusion of domestic subsidies for natural gas and Section 10.3.2.2 discusses 

the calculation of government revenues from the domestic module.  

 

10.3.2.1 Subsidies in the domestic module 
 

Both production (supply-side) and consumption (demand-side) subsidies are modelled in 

GAPTAP. 

On the supply-side, production subsidies include either direct per-unit transfers (e.g. direct 

production subsidy per unit of CBM production in China (ODI, 2015)) or tax and/or royalty 

exemptions/reductions (e.g. BOEM royalty relief for deep-offshore US gas extraction (EY, 

2019)). Therefore, for each field/project, a detailed analysis of any production subsidy (in 

either form) has been conducted, largely built on information from the ODI (2015) and EY 

(2017, 2019).  

Whilst the presence of demand-side subsidies in a supply-side model may appear 

contradictory, several caveats are put forward: 

1. In order to simulate regional prices, policies which artificially alter the price paid by 

consumers need to be taken into account, as the government will have to bear the cost 

of the differential between the cost to the producer and the price paid by the consumer 

2. Related to the above point, the detailed analysis of fiscal revenues generated by 

GAPTAP considers net revenue, i.e. fiscal revenues to the government of natural gas 

extraction net any expenditure on artificially lowering prices 

3. GAPTAP has a demand elasticity function, which was discussed in Section 10.3.2 

(Equation 10.14). The demand elasticity is therefore smaller with the presence of 

subsidies, as the price iteration is artificially ‘held back’. Therefore, GAPTAP can 

provide new insights into the removal of these subsidies and the concurrent demand 

response.    

For most countries in GAPTAP, consumption subsidies are modelled on a simplistic price-

gap approach, in that the level of subsidy relates to the individual costs to develop the field 

and an exogenously assumed maximum price level which consumers pay (IEA, 2021). In 

short, the subsidy is the differential between the marginal output price required to bring the 

field online and the maximum price paid by consumers. Therefore, for most countries, the 

generic formula for modelling natural gas subsidies is shown in Equation 10.17. 

 

 

(10.17) 

  where, 

  FieldCosta,t = supply cost for field a in time t 

  P(Domesticc)max = price-ceiling in country c in time t 

  Subsidyc = subsidy in country c in time t 
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For example, the price ceiling (P(Domesticc)max) in the United Arab Emirates is assumed to 

be $2.00/MMBtu (Sarraf et. al, 2016, p. 5) and the output field cost for the Shah sour gas 

from the field-level database discussed in Chapter 5 is $5.75/MMBtu, therefore the subsidy 

level for the Shah development is ~ $3.75/MMBtu. For Russia, Gazprom sales prices (2019) 

were used as an indication of the level of domestic subsidies. However, for undeveloped 

fields a higher supply price was assumed based on extrapolating sales prices out to 2035. In 

Chapter 11, scenarios where these subsidies are phased-out are explored in detail.  

The modelling of domestic price ceilings also provides some new insights into potential 

future government expenditures on gas subsidies in China. China recently undertook a path to 

price formation liberalisation, whereby gas prices would be indexed to a bundle of alternative 

competing commodities, namely oil and liquefied petroleum gas (LPG) (Chen, 2014). In the 

gas model, this mechanism is used as a price ceiling, with an endogenous determination of 

how far above or below the ceiling, prices will reach (and therefore the level of subsidy). A 

brief discussion of this is provided in the context of falling oil prices in the towards-1.5oC 

scenario from Chapter 9. This reduces the price ceiling, at the same time as China requires 

increasing imports to meet gas demand, therefore a significant question over the feasibility of 

maintaining these price constraints.  

 

10.3.2.2 Government tax revenue in the domestic production module 
 

The estimation of government revenue from the domestic supply module follows broadly the 

same method as with the LTC (Section 10.3.1.2). The key differences in estimating 

government revenue in the domestic module vis-à-vis the LTC module are:  

• Derived public revenue in the domestic module reflects net revenue after the cost of 

any subsidies has been subtracted (i.e. to reflect government subsidising the price 

gap).  

• Government revenue in the domestic module in any given year is calculated with the 

marginal price output from each field which generates a positive NPV up to that year 

(P(Domestic)a,t in Equation 10.13 (b)), rather than the marginal price output which 

generates a positive NPV across the whole project lifetime (as with the LTC module). 

Equation 10.18 (a) and (b) show total government tax revenue for each gas field, across the 

producing lifetime of each field in the domestic module. As with government revenue in the 

LTC module, a distinction is made between revenues on income and profit streams.  

 

 

           (10.18 (a)) 
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           (10.18 (b)) 

  where, 

P(Domestic)a,t = marginal price output for field a in time t, taken from 

Equation 10.13 (b) 

Tax(DomesticIncomec)a = total government tax revenue for country c from 

income stream of field a 

Tax(DomesticProfitc)a = total government tax revenue for country c from total 

profit stream of field a 

 

The addition of Equation 10.18 (a) and (b) provides country-level revenue for each gas field 

supplying the domestic module. 

 

10.3.3 Spot supply and trade competition module 
 

To meet any residual demand, the final module of GAPTAP firstly allows competition 

between residual contracted quantities and spot supply and then enters a pure spot market 

based on supply-demand fundamentals. It should be noted here that ‘spot’ supply here also 

implicitly includes shorter-term contracts/portfolios for which there is no publicly available 

data; in short, trade between an exporter and importer could happen one year, but not in the 

next.  

The first stage of the spot supply and trade competition module involves generating price 

signals for importing regions. An indicated feedstock price is derived for gas supplied to spot 

markets from exporting regions. As mentioned in Section 10.3.2, any fields from the 

domestic module can supply spot export volumes if: 

• Production from the field was not required for indigenous consumption. 

• The field is not connected to the domestic transmission network and therefore any 

residual volumes go directly into an export market. 

As with the domestic and LTC modules, a matrix of cash flows is generated for each field 

which could supply gas to a spot market. However, unlike the domestic module where the 

fields were developed until they met the required price adjusted demand (i.e. 

ConsumptionElasticr,t in Equation 10.14), fields can supply the spot module up to a maximum 

of the available export capacity in region r and time t.  

Figure 10.7 shows a schematic for the derivation of feedstock gas prices into the spot supply 

module for each exporting region. 
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Figure 10.7: Schematic of mechanism for price clearing algorithm for the spot supply module 

N.B. ResidualSupply(Spot)r,t at the top of Figure 10.7 are residual fields from the domestic 

production module which are assigned as potential supply to the spot module (i.e. the 

parameter BinaryDomestica,t = 0 from Equation 10.11 and the shadow 

BinaryDomesticResidualSpota,t > 0) 

 

The calculation for generating cash flows for each year and price iteration for fields providing 

feedstock gas into the spot supply module for each region is the same as that described for the 

domestic module in Section 10.3.2.  

As with the domestic module, the net present value of each field with production capacity to 

supply to spot markets is calculated by summing cash flows from the year the field is brought 

online up to the iteration of t, for each price iteration. Additionally, the same process used in 

the domestic production module for generating marginal prices for each field, in each year, is 

used in the spot module. There are some differences in the cash flow equation: for example 

there are no subsidies present in the spot module. 

Unlike the domestic production module where gas fields come online to meet the condition in 

Equation 10.15 (i.e. summed field production is at least equal to the elasticity altered demand 

from domestic fields), in the first iteration of the spot module where price indications are 

generated, Equation 10.19 constrains the volumes which each region can (initially) supply 

into the spot supply and trade competition module.  
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           (10.19) 

  where, 

CapacityExportr,t = remaining export capacity in region r and time t, net 

export volumes from the LTC module 

FPa,t = production from field a in time t 

n = nth field for which Equation 10.19 holds. If there is more surplus 

production capacity for the spot module than export infrastructure, n will be 

the last field for which Equation 10.19 holds. 

 

The next step of the process is to generate a regional feedstock gas price for spot supply from 

each exporting region with residual production capacity left over after domestic supply 

requirements have been met. The same process used in the domestic module of weighting the 

marginal output price of each field based on its contribution to the total modular supply is 

used in the spot module. Therefore, Equation 10.20 (a) and (b) shows the derivation of a 

regional price for feedstock gas into the spot supply and trade competition module. 

 

(10.20 (a)) 

where,  

FPa,t = production from gas field a in time t  

n = number of fields available to supply gas for export on a spot basis, 

ensuring the inequality in Equation 10.19 is maintained 

WPa,t = weighted contribution of each field to the potential regional supply of 

gas into spot markets, ensuring the inequality in Equation 10.19 is maintained 

 

 

           (10.20 (b)) 

  where, 

Price(Spotr)t = weighted output spot price (feedstock price for gas sold on spot 

market from exporting region r) 

It is helpful here to therefore recollect the point made in Section 10.2.3.2, that for the United 

States in particular, feedstock gas for LNG exports are taken directly from natural gas hubs 

and therefore the price of spot LNG exports from the US is strongly related to the prevailing 
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domestic price. However, in other regions, only certain fields can supply the spot module, 

reflecting a lack of infrastructure to get gas from transmission systems to isolated export 

projects.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

10.3.3.1 Competition between long-term contracts and spot supply 
 

Once feedstock prices for spot supply from exporting regions has been established, a price 

comparison algorithm allows the long-term contract prices developed in 10.3.1 to compete 

against an indicated spot price. The model can decide whether to increase long-term contracts 

in time t up to the maximum contracted quantity, or whether to import additional volumes on 

a spot basis, using information for the price of spot from suppliers in t-1 (the model therefore 

incorporates a degree of asymmetric information). Due to the pricing negotiations and 

mechanisms used for long-term contracts, the price at which they trade (at least between the 

two contracted parties) is normally relatively well-defined within a certain range (i.e. taking 

into account movements in the oil price along the s-curve). The rationale for using a lagged 

spot price is twofold: 

1. For exporters, the amount they will receive for spot volumes is uncertain and depends 

on the prevailing gas price in the importing region, the level of demand and the price 

at which other exporters in the spot market are able/willing to supply gas at. 
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2. For importers, the price at which spot suppliers are willing to sell is uncertain. For 

example, if an exporter can generate a positive NPV by selling gas to an importer 

below the prevailing domestic price of the importer, they may do so to undercut any 

potential competitors and defend a market share.  

This inclusion of imperfect information in a bottom-up model gas field model, allowing 

direct competition between residual contracted quantities and spot supply, is unique in terms 

of the representation of internationally traded price formations and provides novel additions 

to the gas market literature discussed in Chapter 4. In particular, the link between demand in 

the domestic market of exporting regions and the quantities and cost of natural gas available 

for spot supply markets, is a novel addition to the modelling literature in this thesis.  

To generate a matrix of potential spot prices into each importing region, the vector of 

feedstock spot prices from each exporting region derived in Equation 10.20 (b) is then 

combined with a trade cost, which vary depending on the individual trade route in question. 

The trade costs were taken from the database constructed in Chapter 5.5.2.2, with 170 

individual export routes between individual exporting facilities and representative 

regasification terminals for each importing region in TIAM-UCL. Figure 10.8 shows an 

example of available trade routes and trade costs for each corresponding route for Western 

Europe. 

 

 

 

 

Figure 10.8: Representative underlying trade route matrix showing feasible trade routes 

(upper panel) and costs (lower panel) in each year for imports into Western Europe from 

various exporters 

N.B. For each year, if the underlying matrix is ‘1’, trade flows are available whereas ‘0’ 

means flows are not available. Costs are in $/MMBtu and include unit investment costs for 

liquefaction capacity and shipping costs. 

Exporter Index 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 2033 2034 2035

Algeria 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Angola 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Equatorial Guinea 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Nigeria 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Mozambique 1 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1

Mozambique LNG 1 0 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1

Peru LNG 5 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Trinidad 5 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Yamal 7 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Oman 10 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Qatar_Existing 10 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Qatar_Expansion 10 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1

Sabine 15 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Cove Point 15 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Corpus 15 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Cameron 15 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Freeport 15 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Golden Pass 15 0 0 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1

Norway 16 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Exporter Index 2015 2016 2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027 2028 2029 2030 2031 2032 2033 2034 2035

Algeria 1 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65 1.65

Angola 1 3.82 3.82 3.82 3.82 3.82 3.82 3.82 3.82 3.82 3.82 3.82 3.82 3.82 3.82 3.82 3.82 3.82 3.82 3.82 3.82 3.82

Equatorial Guinea 1 1.28 1.28 1.28 1.28 1.28 1.28 1.28 1.28 1.28 1.28 1.28 1.28 1.28 1.28 1.28 1.28 1.28 1.28 1.28 1.28 1.28

Nigeria 1 2.94 2.94 2.94 2.94 2.94 2.94 2.94 2.94 2.94 2.94 2.94 2.94 2.94 2.94 2.94 2.94 2.94 2.94 2.94 2.94 2.94

Mozambique 1 2.64 2.64 2.64 2.64 2.64 2.64 2.64 2.64 2.64 2.64 2.64 2.64 2.64 2.64 2.64 2.64 2.64 2.64 2.64 2.64 2.64

Mozambique LNG 1 3.62 3.62 3.62 3.62 3.62 3.62 3.62 3.62 3.62 3.62 3.62 3.62 3.62 3.62 3.62 3.62 3.62 3.62 3.62 3.62 3.62

Peru LNG 5 2.52 2.52 2.52 2.52 2.52 2.52 2.52 2.52 2.52 2.52 2.52 2.52 2.52 2.52 2.52 2.52 2.52 2.52 2.52 2.52 2.52

Trinidad 5 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27

Yamal 7 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14 3.14

Oman 10 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58 1.58

Qatar_Existing 10 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27

Qatar_Expansion 10 1.85 1.85 1.85 1.85 1.85 1.85 1.85 1.85 1.85 1.85 1.85 1.85 1.85 1.85 1.85 1.85 1.85 1.85 1.85 1.85 1.85

Sabine 15 2.11 2.11 2.11 2.11 2.11 2.11 2.11 2.11 2.11 2.11 2.11 2.11 2.11 2.11 2.11 2.11 2.11 2.11 2.11 2.11 2.11

Cove Point 15 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26 2.26

Corpus 15 2.97 2.97 2.97 2.97 2.97 2.97 2.97 2.97 2.97 2.97 2.97 2.97 2.97 2.97 2.97 2.97 2.97 2.97 2.97 2.97 2.97

Cameron 15 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27

Freeport 15 2.20 2.20 2.20 2.20 2.20 2.20 2.20 2.20 2.20 2.20 2.20 2.20 2.20 2.20 2.20 2.20 2.20 2.20 2.20 2.20 2.20

Golden Pass 15 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27 2.27

Norway 16 2.20 2.20 2.20 2.20 2.20 2.20 2.20 2.20 2.20 2.20 2.20 2.20 2.20 2.20 2.20 2.20 2.20 2.20 2.20 2.20 2.20



316 
 

 

The column Index in Figure 10.18 (b) is crucial, as it calls the regional feedstock spot price 

for each exporter derived in Equation 10.20 (a) and (b). 

For each feasible trade route, the potential spot price which competes against residual 

quantities of long-term contracts is shown in Equation 10.21. These lagged prices begin in 

2016.  

 

 

           (10.21) 

   where, 

q = number of individual trade link options for importing region, I  

Price(SpotIndex(q))t-1 = feedstock spot price indexed to exporting region 

q (Equation 10.20 (b)), in time period t-1 

TradeCostq,t = LNG trade cost for trade link q in time t. Derived in 

Chapter 5.5.2.2, Equation 5.16 (e). As a reminder, this is the unit 

investment cost for the liquefaction terminal exporting gas, plus 

shipping costs for trade route q 

Price(SpotImportI)q,t = indicated spot import price from trade link q for 

importing region I, in time period, t 

Once the whole matrix of indicated spot prices (Price(SpotImportI)q,t) has been constructed 

for each importing region, the output contracted price shown in Equation 10.3 competes 

against each indicated spot price for each time-period t. If the contracted price competes 

favourably against the lagged spot prices, importing regions take the residual quantity of 

natural gas from long-term contracts, i.e. the maximum minus the minimum contracted 

quantities. In short, the module runs Equations 10.1-10.5 again and subtracts the summed 

contracted output from any remaining demand. Additionally, the model ensures any 

additional take-up of volumes from the long-term contracts recalibrate the available trade 

capacities for each importing region I and exporting region r, in time t. This ensures that any 

residual demand to be met by spot supply has the corresponding remaining availability of 

export and import infrastructure in time t. If long-term contracts are uncompetitive, then spot 

supply must meet all residual demand remaining after the domestic module. 

After the initial competition between residual contracted quantities and spot supply, any 

residual demand left in each importing region must now be met solely on the spot market.  

 

10.3.3.2 Meeting remaining demand with the spot module 
 

The process for developing feedstock prices for spot natural gas supply from each exporting 

region was discussed in Section 10.3.3. However, in the final part of the spot module, there is 
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no price lag and therefore the price of spot supply into any importing region I in time t is 

shown in Equation 10.22.  

 

 

            

           (10.22) 

 

Each importing region has an underlying trade route matrix, as shown for Western Europe in 

Figure 10.8 (a). Some regions have greater diversification of potential spot suppliers than 

others (e.g. China, Japan, India, and South Korea have over 30 individual potential trade 

routes from different exporters and liquefaction facilities). However, for Japan and Korea in 

particular, significant volumes of gas demand in these regions are still met by entrenched 

long-term contracts.  

In the first iteration of the spot module, exporters compete against each other to supply gas. 

Therefore, if the spot supply price for an exporter is less than the prevailing price in the 

import region, then spot suppliers can sell to the importing region assuming they will receive 

at least the spot supply price. The prevailing price in each importing region is assumed to be 

whichever is larger between the long-term contract price (Price(LTCr)t from Equation 10.5) 

and the domestic supply price (Price(Domesticr)t from Equation 10.16 (b)). Therefore, for 

regions with no/very limited indigenous production such as Japan and South Korea, the 

indicated price to exporters is the long-term contract price, Price (LTCr)t.  

If however, remaining regional demand for the importer cannot be met given the prevailing 

price signal (i.e. the prevailing price signal to exporters is too low to incentivise trade), then 

the importer becomes a pure price-taker and must pay above the prevailing regional price in 

order to ensure supply meets demand. If exporting regions have additional residual 

production capacity, assuming they reach the inequality shown in Equation 10.19 (i.e. 

summed residual production capacity for spot supply is greater than liquefaction export 

capacity), then exporters can choose to invest in new export facilities. However the costs are 

passed on in the spot module and therefore the spot supply matrix shown in Equation 10.21 

will be altered to represent additional unit investment costs. Additionally, it is assumed no 

new liquefaction capacity (endogenous) can be built before 2024, due to exogenous additions 

based on under construction capacity up until then.   

 

10.3.3.3 Government tax revenue in the spot module 
 

This Section provides a brief comment on tax revenues in the spot module, given the detailed 

analysis in preceding sections on the derivation of public revenues from natural gas. 

Government tax revenues are calculated for all fields providing feedstock gas to the spot 

module in GAPTAP. This uses the same process as the calculation of discounted government 

revenues in the domestic production module from both the revenue and profit streams of each 

field through the field lifetime (Section 10.3.2.2). As described in Section 10.3.2 and 10.3.3, 
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the price required to generate a positive NPV is updated annually in the domestic and spot 

modules, reflecting a degree of asymmetric information and facilitating a process for 

assessing the impact on price levels and government revenue streams of changes in key 

parameters (e.g. field costs and tax rates).  

 

10.3.4  Final regional gas prices 
 

The final output price for each region is the weighted price of each stage described in 10.3.1-

3. In short, the contribution of each module to total regional demand is weighted and 

multiplied by the relevant regional price output for each module. The modular approach also 

allows weighted prices of internationally traded gas to be assessed independently of prices 

generated in the domestic supply module, which is of particular importance to generating new 

insights into whether internationally traded gas prices converge or diverge in the future under 

different scenarios. This work provides new insights into the direction of traded gas prices 

and gas price formation mechanisms in different regions under different decarbonisation 

pathways.  

 

10.4 Initial model outputs – cross checking GAPTAP against historical data 
  

It is important to validate the data inputs into GAPTAP and sense-check the results against 

historical data. This should give an indication of whether the field-level supply costs for 

production, trade costs, annual contracted volumes, oil indexation formula, etc., are indicative 

of real-world conditions. Table 10.1 showed some results for individual gas contracts 

included in GAPTAP against indicated prices from the literature. Table 10.2 below, shows 

the outputs from the full run of GAPTAP compared against the latest IEA data for 2017 (IEA 

WEO, 2018).121  

 

 

 

 

 

Table 10.2: Regional gas prices using modular approach in GAPTAP and comparison with 

the IEA 

Region GAPTAP output price 2017-

2019 (output weighted price for 

trade modules (Japan, China, 

Indicated prices between 2017-

2019 from the IEA (IEA, 2017-

2020) and BP (2017-2020), 

$/MMBtu 

 
121 2017 chosen as it is the latest year with historical data and therefore the most years away from GAPTAP’s 

base for which the simulation can be assessed. 
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Europe) and domestic hub for 

US), $/MMBtu 

Japan 8.33-10.18 8.10-10.10  

China 6.88-8.35 6.50-8.20 

USA 2.90-3.31 2.53-3.20 

Europe122 6.10-6.71 5.25-7.60 

 

Table 10.2 would suggest the pricing outputs from GAPTAP conform closely to indicated 

historical prices from the IEA (2019) and BP (2020). US domestic hub prices in GAPTAP do 

not drop to the levels seen at the US Henry Hub, and instead hover around $3/MMBtu. This 

can be comfortably reconciled with the actual costs of production, as the low gas price seen 

in the US was driven by large increases in low cost associated gas production, but also 

widespread debt financing. This has manifested in huge numbers of bankruptcies once oil and 

gas prices collapsed in 2020 with the outbreak of Covid 19.  

Whilst the LTC module is essentially fixed, and therefore trade flows from that part of 

GAPTAP are also fixed, it is useful to provide some transparency to spot trade flows from 

GAPTAP in years with historical data, and see how well the simulation has reflected 

historical shifts/developments. Globally, traded LNG volumes in 2018 were 352 bcm (IEA, 

2019), with GAPTAP within 3% at 342 bcm. 

Figure 10.9 shows imported LNG flows into Europe (combining trade flows from Eastern 

Europe, UK, and Western Europe) in 2018 (a) and 2019 (b). A key thing to note is the large 

increase in volumes of US LNG imports, which GAPTAP picks up due the competitiveness 

of US LNG in the trade matrix shown in Figure 10.8 (b). With low US hub prices, and 

therefore highly competitive feedstock gas prices for spot supply (the parameter 

Price(SpotIndex(q)) in Equation 10.25), US LNG increases dramatically in Europe between 

2018 and 2019. This to some extent verifies both the domestic and international gas price 

formation mechanisms in GAPTAP, as well as the competition between spot suppliers and 

long-term contracts.  

 
122 Average European import prices are quoted from the IEA (European average import price) and BP (average 

German import price). For GAPTAP, this is the marginal weighted import price from all trade modules for the 

Western Europe and Eastern Europe region. IEA and BP quote 
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Figure 10.9: LNG trade in Europe in 2018 (a) and 2019 (b). LNG volumes from GAPTAP are 

compared to data from BP (2020) 

 

Some additional comments on Figure 10.9: 

• The discrepancy between Russian LNG volumes in 2019 is due to more residual 

supply from the Yamal LNG project due to the long-term contracts associated with 

the project being delayed (Henderson and Yermakov, 2019). Additionally, the 20 bcm 

of Russian LNG exports to Europe quoted by BP (2020) would suggest 86% of the 

Yamal LNG project nameplate capacity was shipped to Europe, significantly above 

the split in contracted volumes.  

• Algerian imports in 2018 are higher in GAPTAP; this is due to the minimum 

contracted quantity calculation in the long-term trade module being relatively static. 

Additionally, some of the LNG contracts between Algeria and Europe were due to 

expire between 2017-2019, and these dates may have shifted (Darbouche, 2012).  

• As with Algeria, marginally higher Qatari imports are 2018 are is due to the relatively 

static minimum contracted quantity (whereas contract negotiations are often far more 

nuanced). Despite this, Qatari LNG imports in GAPTAP are still only 1.5 bcm higher 

than actual data, and match almost exactly in 2019. 

 

Finally, Figure 10.10 compares field-level production from GAPTAP (summed to country 

level) to IEA data from 2015-2018 for the Central and South America region. Central and 

South America (CSA) was chosen for two reasons: 

1. It provides a wider regional context to the initial model validation. 

2. There are multiple countries within CSA, and therefore it provides a good validation 

of the underlying constraints in GAPTAP, such as ensuring producing fields continue 

to do so in the initial years of the model even if there are potentially lower cost 

alternatives as the simulation iterates through time. 
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Figure 10.10 shows GAPTAP follows country-level production very closely. The slightly 

lower production from Argentina in 2015 is resolved by 2018, largely due to increased output 

from tight gas projects in the Vaca Muerta shale and tight gas play.  

 

 

Figure 10.10: Comparing summed field-level production from GAPTAP (a) with historical 

IEA (2019) data (b) 

 

N.B. regional production is calibrated to TIAM-UCL, which in turn is calibrated to 2015 and 

2020 regional production data from the IEA. However, Figure 10.10 is intended to provide 

transparency at a country-level and ensure the underlying field-level production matrices can 

be validated.  

 

10.5 Conclusions and scenarios to be developed by GAPTAP 
 

This Chapter has introduced a new bottom-up global GAs Production, Trade and Annual 

Pricing model, GAPTAP. The model formulation has been explained in detail, with particular 

focus given to areas where GAPTAP can improve and/or provide new insights on current gas 

market modelling literature: 

• The underlying production matrices in the model representing field growth and 

decline characteristics. 

• The representation of fiscal regimes and derivation of government revenues across the 

different supply modules. 

• Modular approach to gas markets: 

o Long-term contract 

o Domestic supply 
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o Spot module (including endogenous competition between spot and residual 

quantities of contracted gas) 

• Representation of imperfect information in gas price formation mechanisms and 

different market structures 

• Bottom-up cash flow analysis to derive gas prices, including key elements of 

imperfect markets: 

o Oil-indexation in gas contracts, which change with oil prices through time 

o Subsidies in domestic markets 

o Tax-breaks/exemptions for certain projects 

• Linking the domestic demand in exporting regions to the price of internationally 

traded gas (i.e. changing availability and price for feedstock gas into spot markets) 

• Inclusion of demand response to price changes, particularly in regions with heavily 

subsidised gas prices 

• Inclusion of a price comparison algorithm which allows long-term contracts and spot 

supply to compete against each other in a dynamic process linking domestic and 

internationally traded price formation mechanisms. 

 

Using inputs from TIAM-UCL for the reference scenario discussed in Chapter 8 and 9 (NDC-

Ref), the model has been cross-checked against a range of historical data from the IEA to 

determine whether the outputs seem consistent with reality. From the results presented, the 

outputs from GAPTAP appear to follow similar patterns to price and volume indications from 

the literature, both for individual gas contracts (Table 10.1) and wider regional prices (Table 

10.2) and volumes (Figure 10.9). 

Chapter 11 introduces some novel extensions and insights from GAPTAP for various 

scenarios which explore key uncertainties in future gas market dynamics related to the 

research questions in Chapter 1.3, including: 

• Extending long-term contracts endogenously if they are competitive vs. spot supply 

(RQ6) 

• Phasing out natural gas subsidies to estimate the impact of on gas demand and 

government revenue (RQ5) 

• Volume of associated gas production consistent with different decarbonisation 

pathways, and the concurrent impact on domestic and international prices (RQ1, RQ3, 

RQ4, RQ6) 

• Uncertainty around the impact of different tax rates on government revenue, 

particularly under stringent decarbonisation pathways (RQ5) 

• Uncertainty around field development costs, and the competitiveness of large 

producers (RQ3) 
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Chapter 11: Exploring gas market uncertainties with GAPTAP 
 

11.1 Introduction 
 

This Chapter explores uncertainties in future gas markets using the global Gas Production, 

Trade and Annual Pricing model (GAPTAP) addressing more granular, gas market specific, 

elements of the broader research questions posed in Chapter 1. The identified gas market 

uncertainties are explored within the wider context of different energy system pathways. The 

following questions relating to the wider research questions in Chapter 1.3 (identified in 

brackets) are explored: 

• How could different levels of oil production, and therefore associated gas production, 

influence domestic and internationally traded price formation mechanisms, and 

investment patterns in new supply? (RQ4) 

• What impact could the removal of market distortions (i.e. subsidies, tax breaks, etc.) 

have on demand and public revenues from gas production? (RQ5) 

• How could changes to production tax levels and field development costs impact 

public revenues from gas and the competitiveness of large producers? (RQ3 and RQ5) 

• Will there be a convergence of price levels across different regions? (RQ6) 

To answer these questions a range of scenarios were developed in GAPTAP, which are 

discussed in Section 11.3. 

As mentioned in Chapter 10, regional demand inputs into GAPTAP are taken from TIAM-

UCL. The combination of both models allows the above uncertainties to be explored and 

quantified within the context of changing gas demand in different decarbonisation scenarios. 

To this end, two demand pathways from the scenarios constructed in Chapter 9 are taken 

from TIAM-UCL: 

1. The NDC-Ref scenario: regional greenhouse gas emission budgets consistent with the 

nationally determined contribution pledges (NDCs) from COP-21. 

2. The T15 scenario: carbon budget consistent with a 50% probability of meeting 1.5oC  

Section 11.2 provides production, trade, and pricing insights using the ‘central’ assumptions 

in GAPTAP: 

• Exogenously determined expiration of long-term contracts 

• Subsidies and tax rates stay at current levels out to 2035 

• Regional associated gas production is from the central NDC-Ref and T15 scenarios 

taken from TIAM-UCL and discussed in Chapter 9 

• Field costs remain static (apart from the categories where cost reductions through 

learning were derived from the regression analysis in Chapter 5, i.e. conventional 

non-associated offshore and tight gas).  

Section 11.3 then provides some key insights from each scenario explored in GAPTAP.  
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11.2 Results from central GAPTAP runs 
 

Before analysing different scenarios in GAPTAP, some results from a ‘central’ GAPTAP run 

described above are presented. These include a more detailed country-level perspective of 

production pathways, trade flows, and price levels. Consumption pathways are taken from the 

NDC-Ref and T15 scenarios run in TIAM-UCL to provide novel insights into the impact of 

decarbonisation on key, and uncertain, gas market metrics. 

Figure 11.1 shows production in GAPTAP for the Former Soviet Union region, broken down 

into individual countries for the NDC (a) and T15 (b) scenarios, respectively. For reference, 

the ‘associated’ block is the associated gas production from TIAM-UCL for the FSU region 

for each scenario. As was shown in Figure 10.1 and described in Chapter 10, GAPTAP takes 

regional associated production directly from TIAM-UCL and treats this as an individual 

‘field’. In the NDC scenario, there is strong production growth from associated gas, as well as 

increased Turkmen exports to China out to the 2030s. Russian gas production from non-

associated gas fields decline at ~ 1.7% out to 2035 from non-associated peak production 

around 2023. The faster decline at Urengoy, Yamburg, and other large producing Soviet-era 

fields is offset by production increases from the Yamal Peninsula and East Siberia (e.g. the 

Chayanda and Kovykta fields to feed the Power of Siberia pipeline). However, none of the 

gas fields in the Barents are developed (e.g. Shtokman). In the T15 scenario, as would be 

expected, new field investments are significantly lower. This is discussed, along with 

uncertainties around the level of associated gas production in the energy mix under different 

climate scenarios in Section 11.3.3. 

 

 

Figure 11.1: Country-level production outputs from GAPTAP for the Former Soviet Union 

region in the NDC-Ref and T15 scenarios 

One of the key insights developed in Chapter 9 was the regional variations in gas demand 

between the lower ambition NDC scenario and the towards-1.5oC scenario. In the T15 
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scenario, global gas supply and demand peak in 2020. However, significant regional 

variations were identified, including China and India seeing large demand growth out to 

2035, whilst the United States and Europe move away from gas to keep within the global 

carbon budget. The rapid increase in consumption in China, India and Other Developing Asia 

is largely driven by coal decline in the industrial sector and its replacement with gas, at least 

until the 2030’s. However, Chapter 9 identified significant transition risks with these 

pathways, not least the potential for widespread stranding of gas infrastructure: the large 

uptake of gas to 2035 in China and ODA is followed by rapid consumption decline to 2050. 

Figure 11.2 below shows global LNG trade using TIAM-UCL inputs from the NDC-Ref (a) 

and T15 (b) scenarios. Of fundamental importance is the redistribution of imports to Asian 

markets in the T15 scenario.  

 

Figure 11.2: Global LNG trade using inputs from the NDC-Ref (a) and T15 (b) scenarios 

 

For reference, 2030 marks peak LNG trade volumes in both the NDC-Ref and T15 scenarios, 

at 616 bcm and 655 bcm, respectively. This is 3-10% higher than the IEA’s Stated Policies 

Scenario (SPS) in 2030, however, LNG trade in the SPS grows to 729 bcm by 2040 (IEA, 

2019).  

To provide more context to the right-hand side axis of Figure 11.2 (i.e. growing share of 

global gas trade taken by China and India), Figure 11.3 shows Chinese imports by origin in 

2035. The diversification of supply in the model is driven by several factors including: 

• The volume of contracted gas (i.e. that each importing region has to absorb regardless 

of price) 

• The prevailing market price in the importing region and the spot supply price in the 

exporting region (i.e. spot suppliers compete based on a price signal from the 

importing region and whether they can supply at that price and generate a positive 

NPV given the cost of producing and exporting gas) 

• Production and trade capacity in the exporting country and import capacity in the 

importing region.   
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By 2035, Chinese imports from spot suppliers are 56% and 66% in the NDC and T15 

scenarios, respectively. China is one of the few regions (along with India and ODA) where 

gas consumption out to 2035 is higher in the T15 scenario compared to the NDC scenario. 

Therefore the prevalence of spot supply in the Chinese import mix is higher in the T15 

scenario becoming the dominant price formation mechanism in 2025 (compared with 2028 in 

the NDC scenario), led in large part by Australia, Qatar and the United States contributing 34 

bcm, 38 bcm and 42 bcm of supply on the spot market by 2035, respectively.   

     

  

a)      b) 

Figure 11.3: Chinese imports by origin in 2035 using consumption demand from the NDC-

Ref (a) and T15 (b) scenarios 

 

In terms of the impact on price levels from different internationally traded price formation 

mechanisms, under different demand pathways, Figure 11.4 shows prices for internationally 

traded gas to Chinese, European and Japanese markets. Figure 11.4 therefore provides novel 

insights into RQ6, posed in Chapter 1: Do regional price levels converge over time?  

From the analysis using GAPTAP in this thesis, the evidence would suggest that price levels 

in Asian markets converge, but European markets maintain price levels below those of Asia. 

Hence, the analysis from this thesis suggests a ‘global’ gas price is unlikely given the 

prevalence of residual high price contracts in Asia and divergent demand pathways.  

By 2035 in the T15 scenario, demand in Europe has contracted 36%, whereas demand in 

China increases 180%. Therefore, the conclusion derived in this work that these demand 

signals would cause price divergence, rather than price convergence, appear to be defensible. 

Whilst Japanese demand in the T15 scenario more than halves between 2020 and 2035, the 

continued strong presence of long-term contracts in the Japanese import mix, as well as rapid 

Chinese demand growth pushing up the price of spot supply, means import prices continue to 

be relatively high. In both the NDC and T15 scenarios, European imports are satisfied by a 

combination of remaining longer-term supply contracts with Russia, North Africa and the 
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Caspian, as well as varying levels of LNG imports from producers with lower costs (e.g. the 

Middle East) and in relatively close geographical proximity (Africa and the United States). 

Unlike the IEA (2019), where the price gap between European and Asian import markets in 

the Stated Policies and Sustainable Development Scenarios is $0.9-1.40/MMBtu by 2035, the 

analysis in this work suggests a much more significant price gap of $2-3.33/MMBtu. For 

reference, the IEA (2019) price pathways in the Stated Policies (closest to NDC scenario in 

this work) and Sustainable Development Scenarios for China, Europe and Japan are set out in 

Table 11.1 below as a reference point. 

Table 11.1: IEA weighted average import prices for China, Europe, and Japan 

Stated Policies Scenario 

Region 2025 2030 2035 2040 

China 9.10 9.00 9.30 9.80 

Europe 7.60 8.00 8.00 8.90 

Japan 10.00 9.70 9.80 10.20 

Sustainable Development Scenario 

China  8.60  8.70 

Europe  7.50  7.50 

Japan  8.80  8.70 

Source: IEA World Energy Outlook, 2019 

 

 

 

Figure 11.4: Weighted marginal price ($2015) of international gas imports for China, Europe, 

and Japan (including transportation costs) 

N.B. the solid lines show the pricing pathways from the NDC scenarios whilst the dashed 

lines represent the T15 pathways  
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An additional insight of this work is that Chinese import prices rise above that of Japan in the 

T15 scenario, given the large increases in gas demand to shift coal out of the energy system. 

Whilst the role of market power is outside the scope of GAPTAP, the rise in Chinese gas 

demand makes it an attractive market for exporters (contracted and spot gas), and China 

remains a ‘price-taker’ for some of its gas import requirements given the increase in demand. 

As discussed briefly in Chapter 10.3.2.1, this has significant implications if the Chinese 

government maintain the price ceiling formula taken from Chen (2014). If oil prices remain 

low as suggested by TIAM-UCL in the T15 scenario, this analysis suggests marginal 

weighted Chinese gas import prices will exceed the price ceiling by ~ $2/MMBtu by 2035. 

Therefore, to avoid the expenditure associated (~ $56bn/year assuming 2035 demand levels 

of 777 bcm) with subsidising this discrepancy between import prices and the price ceiling, it 

is likely more recent transitions to hub-based price formation mechanisms will accelerate 

given inflationary pressure as Chinese demand increases (O’Sullivan, 2018).  

 

11.3 Scenarios exploring key uncertainties in global gas markets 
 

The results above reflect running GAPTAP with ‘central’ assumptions. However, to explore 

uncertainty in gas markets further, and provide insights to the research questions which were 

revisited in Section 11.1, several scenarios were constructed which are discussed in the 

following sections. These include: 

• An endogenous decision to extend oil-indexed long-term contracts if competitive 

against available spot supply, given different market signals 

• Quantifying demand responses to phasing-out subsidies in domestic gas markets, and 

the knock-on effect on government revenues 

• Quantifying the impact of lower levels of associated gas production on price levels 

and investment in non-associated gas fields 

• Uncertainty around future tax levels and field development costs. 

 

11.3.1 Extending long-term contracts: ‘LTC-Extend’ 
 

Chapter 10 provided a detailed description of how GAPTAP allows competition between 

long-term contracts and spot supply under imperfect information. In the central run of 

GAPTAP, exogenous binary matrices inform the model of when each contract starts and ends 

(parameter BinaryLTCa,t in Equation 10.1). Chapter 4 identified that a novel addition to 

current gas market literature would be to explore whether current long-term contracts could 

be competitive against future spot supply, and if so to allow an endogenous decision to 

extend the lifetime of these contracts beyond their indicated start-date. This section therefore 

provides new insights to RQ4 (interlinkage of oil and gas markets) and RQ6 (uncertainty 

around gas price formation mechanisms). Therefore, a scenario is constructed in GAPTAP 

where gas contracts can continue (beyond their exogenously set end-date) on a rolling basis. 

The construction of this scenario involved: 
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1. The initial run of the long-term contract module (as described in Chapter 10.3.1) is the 

same in the LTC-Extend scenario as in the central model run, i.e. up to the 

exogenously assumed end contract date 

2. Once the model reaches the spot supply and contracted trade competition module the 

model provides the following extensions: 

a. If the contract is still in place in time t, then residual contracted quantities are 

the same as in the central GAPTAP run (i.e. the difference between the 

maximum and the minimum annual contracted quantity) 

b. If the contract has expired in time t, but the marginal price for that contract 

generated in the LTC module (P(Contract)a) is competitive vis-à-vis available 

spot supply, then the contract extends on a rolling basis up to the minimum 

quantity for that contract (i.e. the volume which would have been output by 

the LTC module had the contract still been in place). Therefore, some 

contracts from individual regions are competitive against spot supply whereas 

others are not.  

LTC-Extend therefore provides some novel insights into competition between different price 

formation mechanisms and contractual arrangements, under imperfect information (i.e. 

lagged spot price indicators between importers and exporters). Figure 11.5 shows the change 

in traded volumes for exporting regions in LTC-Extend compared to the central run of 

GAPTAP, for both the NDC-Ref and T15 scenarios. In both the NDC and T15 derivations of 

the LTC-Extend scenario, the additional contracts reduce spot volumes, and therefore reduce 

traded volumes of the large spot suppliers, including the US (by 3.9-4.3 bcm per year). 
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Figure 11.5: Change in traded volumes for exporting countries/regions between the central 

and LTC-Extend scenarios in GAPTAP, using NDC-Ref (a) and T15 (b) regional inputs from 

TIAM-UCL 

 

The increased exports from the ODA region, averaging 5-5.2 bcm higher per year in LTC-

Extend scenario above the central assumptions, are driven by a combination of factors, and 

require some caveats: 

• Indonesia and Malaysia benefit from their geographical location, in that they are near 

the main demand growth markets (i.e. China, India, and Other Developing Asia) 

• As discussed below, imports into China ramp up in the second half of the 2020’s, and 

therefore spot prices by that point are high enough that some contracted volumes can 

compete against spot supply 

• In the T15 scenario, falling oil prices pushes down the price of oil indexed contracts 

(i.e. the inflation coefficient for oil indexed contracts described in Chapter 10.3.1.1 

converges towards 1).  

In each scenario run with LTC-Extend, Western Europe does not renew any of its gas 

contracts, whereas Asian markets including China, Japan and South Korea do. Whilst Japan 

maintaining long-term contracts may seem counter-intuitive given current high marginal 

prices, some additional caveats are required: 

• By the time Japan comes to renew (or not) its large long-term contracts, spot prices 

have increased significantly in Asia, largely driven by Chinese demand  

• Whilst some potentially lower cost spot supply is available from the US, Qatari 

contracts with Japan in GAPTAP breakeven at ~ $7/MMBtu. By the time Qatari 

contracts expire in ~ 2030, $7-8/MMBtu is competitive against available spot supply 

(see weighted marginal cost in Figure 11.4) 

• Only in the NDC scenario does Japan require contract extension, as in the T15 

scenario, demand has reduced to 59% of 2020 levels.  

This section has attempted to quantify some uncertainties surrounding future competition 

between long-term contracts and spot supply, under different demand pathways (NDC and 

T15). The LTC-Extend scenario allowed GAPTAP to make an endogenous decision whether 

to extend existing contracts on a rolling basis using dynamic price signals from each year in 

the model horizon. Across the demand pathways, China (+59 bcm), Japan (+90 bcm) and 

South Korea (+99 bcm) were responsible for the largest cumulative take-up of additional 

contracted volumes, however several main caveats are noted here: 

• The competitiveness of oil indexed contracts in the T15 scenarios as oil prices reduce, 

is driven by the oil index coefficient discussed in Chapter 10.3.1.1 converging 

towards 1, and therefore essentially representing a similar cash flow dynamic to the 

spot module. Whether this transpires in actual contracts is highly uncertain. 

• In the T15 scenario, Japanese demand declines continuously from 2020, closing off a 

significant percentage of the LNG market in Asia. 

• These contracts are extended on a rolling basis, which given the collapse in Chinese 

and Other Developing Asia demand post-2035 in the T15 scenario, would appear 
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beneficial rather than the traditional long-term contracts durations, allowing buyers 

and sellers flexibility.  

• Much of the above analysis depends on the competitiveness of spot suppliers. For 

example, if the US could maintain very low gas prices into the late-2020’s, this could 

change the narrative above. However, much of this depends on future supply cost 

dynamics in the US and the role of associated gas production.  

 

11.3.2 Phasing out subsidies: ‘Subsidy Removal’ 
 

The second scenario constructed in this thesis analyses the role of government subsidies in 

domestic gas markets, and therefore provides new insights relating to RQ5 in Chapter 1.3. 

This was made possible by the modular construction of GAPTAP which specifically 

identifies indigenous gas fields which produce for domestic markets. GAPTAP generates 

estimates of net government revenue streams (i.e. revenue from taxation minus subsidy 

expenditure), with the subsidy reducing the marginal output price required to bring a field 

online to an assumed country-level price ceiling. Before a wider discussion on uncertainty in 

government revenue streams, it is crucial here to note GAPTAP discounts tax revenues to the 

base year of the model, 2015. Therefore, naturally, if the reported revenue numbers were not 

discounted, they would invariably be significantly larger. As an example, if the discount rate 

for a field is 10%, and the field is producing from 2015 to 2030, then tax revenues for each 

year will be discounted by 1.1 raised to the power of the number of years from the base (i.e. 

discounted to the base year of 2015). The sum of these discounted flows through the 

operating lifetime yields cumulative net government revenue for each field (as described in 

Chapter 10.3.2.2).  

The Subsidy Removal scenario isolates which fields are producing for domestic markets, and 

therefore (potentially) have field development costs artificially altered in the cash flow 

equation for the domestic module presented in Chapter 10.3.2 (Equation 10.11). Combining 

this with the price elasticity function in the domestic module, this work provides some novel 

insights into short-term demand reactions to price changes from the removal of subsidies in 

two key regions: the Former Soviet Union (FSU) and the Middle East (MEA). The subsidy 

phase-out scenario uses a straight-line depreciation from 2020 to 2030, with subsidies 

reduced in equal increments over 10 years. In short, by 2030, subsidies are removed 

completely via a ‘managed’ phase-out. This provides insights into changes in government 

revenue (and saved CO2 emissions). 

It should be noted that the elasticity function in GAPTAP reacts to aggregated regional price 

changes within each year. Given long-term elasticities of demand for fossil fuel prices are 

generally larger than short-term (McGlade, 2013), the actual demand reductions observed 

here would therefore be larger. Additionally, both short-term and long-term elasticities would 

ideally be analysed at a country and sectoral level. However, to effectively model this, an in-

depth analysis of individual energy demand sectors would be necessary which is outside the 

scope of this work. This would provide an interesting area of future research.  

The analysis in the Subsidy Removal scenario in this work is intended to show potential, 

short-term fluctuations in gas demand, caused by the removal of subsidies. To that end, the 
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scenario is compared to the central assumption in GAPTAP where subsidies are maintained 

throughout the modelling horizon. For reference, in the standard formulation of GATPTAP 

the elasticity function reduces global demand in the NDC scenario by 106 bcm per year by 

2035. 

GAPTAP simulates demand reactions to the subsidy phase-out, and provides novel insights 

into changes in: 

• Changing revenue from natural gas operations can be explored from the removal of 

subsidies, within the wider context of different demand levels depending on the 

scenario input from TIAM-UCL  

• Demand responses as natural gas subsidies are phased-out based on specific country-

level pricing mechanisms 

• Translating demand responses from higher gas prices into carbon budget savings from 

reduced consumption. 

 

Table 11.2-11.4 below show various metrics comparing the central runs of GAPTAP with the 

SubsidyRemoval scenario (using inputs from the NDC and T15 scenarios discussed in 

Chapter 9) including: cumulative government revenues123, average annual demand changes, 

and estimated annual saved CO2 emissions from the Subsidy Removal scenario. Two regional 

groupings from TIAM-UCL are compared due to their position as large gas producers, but 

with heavily regulated domestic prices: Former Soviet Union (FSU) and the Middle East 

(MEA). The regional demands taken from TIAM-UCL are at an aggregated regional level, 

hence the use of regions rather than countries here. However, because on the supply side, 

individual fields and country-level subsidies are represented, this to some extent mitigates the 

limitation of using a regional aggregate. 

Validating the government revenue outputs from GAPTAP is challenging due to extremely 

limited public data on government revenues from domestic-only gas operations. To provide 

an example, Gazprom (2020) indicated net revenues from domestic gas sales in Russia were 

~ $12.5bn in 2019. Taking non-discounted gross revenues (i.e. removing subsidy 

expenditures from the government revenue calculation in Chapter 10.3.2.2) for the Russian 

government from GAPTAP in 2019 amounts to ~ $3.3bn, or equating to roughly a 20% 

government tax take. This aligns with the ~ 20% profit tax and royalty rate suggested by EY 

(2019). Despite the limited availability of data to validate the outputs from GAPTAP, the 

overarching narratives suggested in the Subsidy Removal scenario still provide new and 

valuable insights.   

Table 11.2 shows cumulative discounted government revenue for the FSU and MEA regions 

using different scenario inputs from TIAM-UCL and comparing the impact of removing 

subsidies against the central run in GAPTAP with subsidies in place. It is important to 

reiterate that the calculated revenues are from ‘domestic’ gas production, i.e. gas production 

within each region which is consumed within that region. 

 
123 Cumulative (rather than annual average) government revenues are presented because of the discounting of 

revenue streams 
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Table 11.2: Cumulative (2020-2035) net government revenues from domestic gas production 

in the standard GAPTAP scenarios and in the Subsidy Removal scenario 

Scenario input from 

TIAM-UCL 

Scenario run in GAPTAP Cumulative (2020-2035) discounted 

government revenue, $bn 

Former Soviet Union (FSU) 

NDC 

 

Central 7.6 

SubsidyRemoval 18.6 

T15 Central 6 

SubsidyRemoval 14.7 

Middle East (MEA) 

NDC 

 

Central 6.8 

SubsidyRemoval 12.3 

T15 Central 5.8 

SubsidyRemoval 9.2 

Note: Government revenue is reported in billion US dollars ($ bn) discounted to $2015.  

Whilst the cumulative revenue numbers shown in Table 11.2 may appear low, some caveats 

are included: 

1. All revenues are discounted; 

2. The revenues presented are net revenues as explained in Chapter 10.3.2.2. In short 

they net-off government expenditure on subsidising natural gas and therefore the 

revenues are lower but arguably more representative; 

3. The revenues in Table 11.2 reflect revenues from ‘domestic’ production, i.e. fields 

supplying gas to indigenous markets. Therefore, prices are generally lower than 

would be expected in international markets; 

4. Individual field/project tax contributions are calculated based on the marginal price 

required to bring that field online, rather than a region-wide marginal price. The use 

of field specific marginal prices to calculate tax revenues, rather than the regional 

marginal price, was deemed more representative of country-level differences.124 

As an example of the impact of the above caveats, if GAPTAP were run without any 

discounting and without the presence of subsidies, cumulative revenues in FSU and MEA 

using the NDC scenario inputs from TIAM-UCL are $101bn and $72bn, respectively. Given 

the sensitivity of future revenues to discounting, additional research in this area would 

provide hugely valuable insights. 

Table 11.3 and 11.4 provide additional metrics related to the impact of removing subsidies 

including average annual changes in domestic demand and average annual emissions savings.    

 

 
124 GAPTAP could be easily retrofitted to use a regional marginal price 
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Table 11.3: Change in key metrics between the Subsidy Removal and central scenario in 

GAPTAP, using inputs from the NDC scenario from TIAM-UCL 

Region Average annual change 

in demand (2020-

2035), bcm 

Estimated emissions 

saved per year in 

Subsidy Removal, Mt 

CO2 

Emissions savings per 

year as a % of regional 

emissions in 2018125 

Former Soviet 

Union 

-18 36 1.5 

Middle East -18 35 1.3 

Note: Emissions are in million tons (Mt) CO2 per year  

 

Table 11.4: Change in key metrics between the Subsidy Removal and central scenario in 

GAPTAP, using inputs from the T15 scenario from TIAM-UCL 

Region Average annual change in 

demand (2020-2035), bcm 

Estimated emissions 

saved per year in 

Subsidy Removal, Mt 

CO2
126

 

Emissions savings per 

year as a % of regional 

emissions in 2018 

Former Soviet 

Union 

-15 30 1.2 

Middle East -11.5 23 0.8 

 

Note: Emissions are in million tons (Mt) CO2 per year  

 

The larger reductions in gas demand in the NDC scenario are due to: 

• Higher consumption in the NDC scenario compared to T15, and therefore the 

elasticity function is applied to a large number 

• Less investment in new fields is required in T15, and therefore the price iteration does 

not reach the same level, meaning the price elasticity of demand is lower. For 

example, in the Middle East, low cost associated gas production covers an 

increasingly large share of total supply, and therefore the price iteration does not 

reach as many high cost fields. 

From the analysis conducted, the following insights are provided from a stepwise phaseout of 

subsidies between 2020 and 2030: 

• Cumulative (2020-2035) discounted government revenues from fields supplying 

domestic markets increase by $8.7-11 billion (FSU) and $3.4-5.5 billion (Middle 

East), above the subsidised pricing cases. 

• Annual CO2 reductions between 2020 and 2035 are equal to 1.2-1.5% (FSU) and 0.8-

1.3% (Middle East) of respective regional emissions in 2018. In the T15 scenarios 

where annual emissions reductions are rapid (on average 6% and 5% per year 

 
125 Regional CO2 emissions data for the Former Soviet Union (2.4 Gt CO2) and Middle East (2.7 Gt CO2) are 

taken from Friedlingstein et. al (2020) and the Global Carbon Project (2020).  
126 Assuming a combustion emissions coefficient of 51 g CO2/MJ, taken from TIAM-UCL 
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between 2020 and 2050 for the FSU and MEA, respectively), these emissions savings 

would represent a larger share of annual emissions. 

The Subsidy Removal scenario provides a fundamentally important policy implication in the 

Former Soviet Union and the Middle East: public revenues from natural gas production 

supplying domestic markets can rise, even as supply falls in the face of consumers facing 

non-subsidised prices. Given the decline in production required to meet the carbon budgets in 

T15 (e.g. FSU production in the T15 scenario peaks in 2020), the insights into very short-

term elasticities in this work suggest the removal of subsidies can save CO2 emissions and 

increase public revenues simultaneously. Additionally, whilst the emissions savings appear 

small, this is only the short-term intra-annual price elasticity of demand, and therefore 

additional insights on the longer-term elasticity of demand from subsidy removal would 

provide interesting additional insights.  

Finally, subsidies provide a fundamentally important role in ensuring energy is affordable in 

some regions. Therefore, this analysis does not suggest the phasing out of fossil fuel subsidies 

should signal the end of government intervention to ensure affordable and accessible energy, 

but rather a shift to subsidising low carbon energy vectors.  

 

 

11.3.3 Role of associated gas in domestic and international price formation, and 

investment in non-associated gas fields: ‘AG-Low’ 
 

A core focus of this thesis is to provide new insights into the crucial link between oil and gas 

markets. Section 11.3.1 covered uncertainties in oil prices in relation to the competitiveness 

of long-term gas contracts, therefore this section explores how uncertainty in future levels of 

associated gas production could impact domestic and international price levels, as well as 

decisions to invest in non-associated gas fields. This provides new insights to the RQ4 and 

RQ6 posed in Chapter 1.3. 

As shown in Figure 10.1, GAPTAP takes regional associated gas production volumes from 

TIAM-UCL. In order to explore the impact of different levels of associated gas production on 

investment in new non-associated gas fields, and on domestic and international gas prices, the 

NDC-Ref and T15 scenarios were run again in TIAM-UCL with a lower associated gas 

production growth rate of 2.4% per year (rather than the 6% annual growth constraint 

introduced in Chapter 8.3.2). The lower growth rate was also derived from the EIA’s Annual 

Energy Outlook (2019). Therefore, in the discussion below, AG-Central refers to the central 

associated gas production outputs whilst AG-Low refers to the lower associated production 

growth scenario. 

The large increase in associated gas production in the United States, driven by rapid 

production growth in tight oil formations since 2010 (e.g. in the Permian Basin), has been a 

significant contributing factor to low US gas prices. The following discussion provides 

insights into future uncertainty around volumes of US associated gas production, and the 

impact on both US domestic hub prices and feedstock prices for US LNG spot supply. The 



336 
 

modular construction of GAPTAP enables novel insights into the price of residual supply for 

US LNG exports, once domestic demand has been met.  

Figure 11.6 shows the impact of varying levels of associated gas production on US hub 

prices, using the NDC-Ref scenario from TIAM-UCL. For reference, cumulative associated 

gas production in ‘AG-Low’ is 1.27 tcm lower than associated gas production in the central 

NDC-Ref scenario. By 2035, the differential in the domestic hub price is ~ $0.70/MMBtu 

 

 

Figure 11.6: US domestic hub price ($2015) taking the central (AG-Central) and low (AG-

Low) associated gas outputs for the US from the NDC-Ref scenario in TIAM-UCL 

 

As described in Section 10.3.2, the domestic module in GAPTAP has a degree of perfect 

information, in that it can (given certain conditions such as whether the field was producing 

in the previous time period) skip through fields to develop the lower cost supply for domestic 

markets. The fields remaining for export on the spot supply module generally (although not 

exclusively) require a higher marginal output price to bring supply online. In terms of a 

knock-on effect to the price of feedstock gas for US spot LNG exports in the NDC-Ref 

scenario, feedstock prices in AG-Low are $0.18-0.66/MMBtu higher until 2026, when the gap 

widens to $1.13-1.96/MMBtu until 2032, before converging back to the same feedstock price 

as the central pathway by 2035 (~ $4/MMBtu). In short, the impact of lower associated gas 

production sees a peak differential in the price of US feedstock gas into global spot LNG 

markets of nearly $2/MMBtu compared to the central scenario. The corresponding effect sees 

US LNG exports on average 6 bcm (12-13% of total 2019 exports) lower per year from 2020 

to 2035 in the AG-Low scenario compared to the AG-Central assumptions, both using the 

NDC scenario inputs from TIAM-UCL. 

For reference, the price trajectories in Figure 11.6 (fluctuating between ~ $2.75/MMbbtu and 

$3.70/MMBtu) is well within the ranges suggest by the IEA’s New Policies Scenario (IEA, 

2019) and the EIA’s reference gas price for the Annual Energy Outlook (EIA, 2020)  
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In the T15 scenario, US domestic hub prices in both the AG-Central and AG-Low production 

scenarios fall from a high of $3.10-3.20/MMBtu in 2021, to ~ $2.20-2.50 by 2035. These 

prices are only realised through wholesale demand destruction: US gas consumption in 2035 

is 45% lower than in 2018 in the T15 scenario. In short, despite oil production declining at a 

rate of 2.8% per year in T15, associated gas utilisation (i.e. gas output per unit of oil 

production) increases to 2025, whilst demand reduces at 3.7% per year. From 2020-2032, US 

gas prices in the AG-Low scenario are consistently higher, due to the lower volumes of 

cheaper associated gas in the supply mix, than those in AG-Central, with the peak differential 

around $0.40/MMBtu. However, from 2032, the trajectories cross over, and by 2035 gas 

prices in AG-Central are higher than AG-Low. This is essentially due to a significant drop in 

associated gas production in AG-Central, driven by rapid oil production decline. By 2035, 

associated gas production is lower in AG-Central than in AG-Low. This can be explained by 

the stringency of the carbon budget: whilst cumulative oil production is higher in AG-Central 

than in AG-Low between 2020 and 2035, production must decline more rapidly in AG-

Central between 2030 and 2035, leading to lower oil production and therefore lower 

associated gas production from ~2032 out to 2035 in AG-Central. This then leads to the 

cross-over in gas prices post-2032 between the AG-Central and AG-Low scenarios. 

Figure 11.7 shows US gas price development in the T15 scenario for the AG-Central and AG-

Low production pathways.  

 

 

Figure 11.7: US domestic hub price ($2015) taking the central (AG-Central) and low (AG-

Low) associated gas outputs for the US from the T15 scenario in TIAM-UCL 

 

Given these low prices, a sufficiently large price on carbon would be required to 

disincentivise demand. This is a crucial policy implication from the new insights generated in 

this work into US gas prices in a 1.5oC scenario. Low US hub gas prices ($2.20-2.50/MMBtu 

in 2035) in the T15 scenario are only possible because of demand destruction, and demand 

destruction cannot be achieved without complementary policies to shift consumption away 

from fossil consumption, including a price on carbon. The US domestic hub price of $2.20-



338 
 

2.50/MMBtu in 2035 is roughly equal to observed Henry Hub prices seen in 2019 (IEA, 

2020), but with demand 45% lower.  

The second area where this work provides new insights is the interlinkage between levels of 

associated gas production and required investment in new non-associated gas fields. Insights 

into uncertain levels of associated gas production are provided across different energy system 

futures (using outputs from the NDC-Ref and T15 scenarios) using two countries as reference 

points: Russia and Iran.  

Figure 11.8 (a-d) shows new supply from non-associated gas fields in Russia in the AG-

Central and AG-Low scenarios for the NDC and T15 scenario pathways from TIAM-UCL. 

For reference, new supply refers to fields brought online post-2019. 

 

 

 

Figure 11.8: New supply from investment in non-associated gas fields in Russia for NDC-

AG-Central (a), NDC-AG-Low (b), T15-AG-Central (c), and T15-AG-Low (d) 

 

Investments in Russia in non-associated gas fields are by far the largest in the NDC-AG-Low 

scenario, adding nearly 200 bcm of supply by 2035. As mentioned in Section 11.2, these new 

investments are focused around new production centres in Yamal and East Siberia including 

the large giant Kovykta field which will provide some feedstock gas to the Power of Siberia 

pipeline. In contrast in the T15 scenarios, far less additional supply is required, with 

production from new non-associated fields peaking in T15-AG-Low in 2032 at ~ 65 bcm.  

Figure 11.9 (a-b) shows the same associated gas production scenario pathways for Iran using 

the NDC-Ref inputs from TIAM-UCL. The South Pars field is not shown in Figure 11.9, 

however production growth from the various phases is expected to reach peak production of 

~ 280 bcm by 2022. 
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Figure 11. 9: New supply from investment in non-associated gas fields in Iran for NDC-AG-

Central (a), NDC-AG-Low (b) 

 

In both the T15 scenarios (i.e. regardless of associated gas production), no new non-

associated Iranian gas fields are required (assuming the ramp-up in production at the South 

Pars project goes ahead as scheduled). This means several giant fields, including Farzad are 

left undeveloped, with cumulative potential reserve additions of nearly 4 tcm left in the 

ground. 

From varying levels of associated gas outputs from TIAM-UCL, associated production in the 

Former Soviet Union is far more sensitive to the more restrictive growth constraints than the 

Middle East, partially due to Middle Eastern oil production being significantly higher (and 

therefore associated gas can grow off a higher base). This can be seen from the significantly 

higher investment in new non-associated gas fields in the Former Soviet Union in the AG-

Low scenario using the NDC scenario inputs from TIAM-UCL (Figure 11.8 (b)), compared to 

the same scenario combination for Iran. Additionally, whilst non-associated fields are able to 

compensate for lower associated production in both Russia and Iran in the NDC-AG-Low 

scenarios, the impact on weighted marginal gas prices is far more pronounced in Russia and 

the wider Former Soviet Union region. Whilst prices between NDC-AG-Central and NDC-

AG-Low remain similar in the Middle East, an increasing price premium opens up between 

NDC-AG-Central and NDC-AG-Low, reaching $0.50/MMBtu by 2027 and remaining out to 

2035, driven by lower production of cheap associated gas.  

Some new insights are therefore provided which relate to the research question posed on the 

role of associated gas in influencing price formation dynamics and determining new supply: 
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• US gas hub prices using NDC-Ref inputs from TIAM-UCL are sensitive to the 

quantity of associated gas production, particularly as feedstock to LNG spot markets, 

as cheaper gas is absorbed by domestic demand first.  

• In the T15 scenario, declining US domestic hub prices are driven by: 

o Higher associated gas utilisation than in the NDC scenarios out to 2035, even 

in the context of declining US oil production, meaning low cost associated gas 

gains more share of the shrinking US market 

o Declining demand at a rate of 3.7% annually out to 2035, from 2018 levels 

• New investments in non-associated gas capacity are significantly higher in Russia in 

the case of lower associated gas production than investment in Iran, where the South 

Pars dominates the production picture going forward. In the NDC scenarios, this leads 

to a higher price differential between the central and lower associated gas production 

pathways of ~ $0.50/MMBtu from 2027 for the FSU region as a whole.  

• In the T15 scenarios for both Russia and Iran, regardless of the level of associated gas 

production, investment in non-associated gas fields is lower than in the NDC-Ref 

pathways. 

 

11.3.4 Uncertainty in future government revenues and supply costs 
 

The final scenario explored with GAPTAP links to RQ3 and RQ5 from Chapter 1.3, namely: 

• The impact of supply cost uncertainty for producing regions 

• Evolution of government revenues from upstream gas production under different 

decarbonisation scenarios.  

This section focuses on uncertainty in future tax levels and field development costs impacting 

country-level production and government revenue streams. The rationale for varying tax 

levels was the inherent uncertainty in potential reactions of governments to changing gas 

market dynamics under different energy system decarbonisation pathways. For example, if 

demand for natural gas is falling in domestic or key import markets, two courses of action 

could feasibly be taken: 

1. Lower tax rates to incentivise investment and try to increase competitiveness (i.e. try 

to capture market share) 

2. If domestic demand is perceived to be relatively inelastic, tax levels could be 

increased to offset falling revenues from exports, and vice versa (i.e. if domestic 

demand is falling, and higher tax rates do not lose competitiveness in export markets, 

tax rates on gas destined for export markets could be increased). 

The method to quantify the impact of tax level and field cost uncertainties on producer 

competitiveness and government revenues was relatively simplistic, but nevertheless provides 

interesting insights: 

1. From 2021, tax levels and field supply costs were adjusted by coefficients ranging 

from 0.5-1.5, in 0.25 increments (i.e. 0.5, 0.75, 1, 1.25, 1.5). This provided a matrix of 

25 possible tax and field cost combinations.  
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2. The tax and cost coefficients were applied to one region/country at a time, with all 

others held constant (i.e. keeping tax levels and field costs the same as in the standard 

runs of GAPTAP) 

To assess the impact of tax rate and field cost uncertainties using the above sensitivity 

combinations, insights into two countries are provided: Qatar and the United States. It should 

be noted here that the tax level coefficients are applied to both the income (e.g. through 

production royalties) and profit streams of the cash flow and government revenue stream 

equations described in Chapter 10 (assuming the fiscal regime in place in each country taxes 

both income and profit). An additional key point is that the government revenues generated 

from gas which is sold in the spot supply module only accounts for the upstream production 

section of the supply chain (Chapter 10.3.3.3), rather than the total revenue received for the 

exported gas. An extension of GAPTAP to track these revenues, including export taxes, 

would therefore make a valuable addition to this work.  

Figure 11.10 shows the range of discounted cumulative government revenues for Qatar (a) 

and the United States (b), using NDC and T15 scenario inputs from TIAM-UCL, and the 

combination of field cost and tax level sensitivities described above.  

 

 

Figure 11.10: Range of discounted cumulative government revenues for Qatar (a) and the 

United States (b), using NDC and T15 scenario inputs from TIAM-UCL 

 

Note: the box-and-whisker plots are used to show the range of cumulative discounted tax 

takes across the 25 cost and tax rate sensitivities described above.  

Even with the application of the various tax-cost combinations, Figure 11.10 shows limited 

variation for Qatar between the NDC and T15 scenarios in terms of cumulative government 

revenue, and therefore some caveats to these results are noted here. Firstly, Qatari LNG 

exports remain strong in the T15 scenario, hence similar levels of discounted revenue 

between the NDC and T15 scenarios (i.e. most Qatari gas contracts in GAPTAP, particularly 

with Asia, extend into the 2030’s, whilst similar amounts of feedstock gas is required for 
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additional spot trade between the two scenarios). However, 2035 is a tipping point in demand 

in key Asian markets. In Chapter 9, the T15 scenario indicates that decline in gas 

consumption in India and China is extremely rapid (9-16%), post-2035, signalling a 

significant transition risk of stranded and under-utilised assets for both exporters and 

importers. Secondly, and as mentioned previously, the revenues from the spot module cover 

only taxes on the production of feedstock gas, rather than on total export revenues. Finally, 

the significant cost advantage that Qatar holds over competitors means that even with a high 

cost-high tax combination, Qatar is still relatively competitive in Asian markets (or at least 

can generally supply at, or below, the prevailing marginal domestic price).  

When the individual tax-cost combinations are applied to the US, median cumulative 

revenues across the T15 scenario are 24% lower than revenues using the NDC scenario from 

TIAM-UCL. For reference, validating GAPTAP’s government revenue outputs for the United 

States is possible, but requires some additional calculations. Assuming gas on federal lands 

accounted for 10% of total US production and government (state and Federal) revenues, and 

revenue on Federal lands in 2018-2019 from gas was $1.06-1.07bn (Congressional Research 

Service, 2020; US Department of the Interior), then by reverse accounting the gas revenue 

streams for the US (i.e. ‘un-discounting’), 2018-2019 revenues from GAPTAP are within 3-

6% of this value. 

In terms of the impact of different tax and cost levels on increasing/decreasing the 

competitiveness of US exports, volumes fluctuate across the tax-cost combination 

sensitivities, with cumulative (2021-2035) exports ranging between 136 bcm below, to + 86 

bcm above, the central (unaltered tax and cost levels) scenario for both the NDC and T15 

demand pathways. Relative to the central tax and cost assumptions, this suggests significant 

fluctuations and would mean a reduction of 9.7 bcm, or an increase of 6.1 bcm, annually. 

Additionally, the field cost sensitivities provide an interesting additional insight into potential 

short-term demand elasticities in the US market. This is particularly important given the 

inherent uncertainty in unconventional gas supply costs, once the most productive ‘sweet 

spot’ drilling areas have been exploited. Cumulative (2021-2035) production across the NDC 

tax-cost sensitivities is highest in the lowest tax-cost combination (i.e. where tax levels and 

costs are multiplied by 0.5), at 10,913 bcm, and lowest in the highest tax-cost combination at 

10,767 bcm (i.e. a difference of 171 bcm). As mentioned previously, incorporating longer-

term elasticities would significantly complement these insights further. 

 

 

11.4 Conclusions  
 

This Chapter has explored key uncertainties surrounding future gas market developments 

using the global Gas Production, Trade and Annual Pricing model (GAPTAP) and taking 

different scenarios outputs (e.g. regional demand, regional associated gas production) from 

the scenarios explored in TIAM-UCL in Chapter 9. The overarching aim of this Chapter was 

to answer some of the gas market specific research questions from Chapter 1, with the 

following headline outputs from GAPTAP: 
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• Price levels in Asian markets converge, particularly as Chinese gas demand increases, 

pushing up spot prices in the region. In contrast, the outputs from GAPTAP suggest 

gas price differentials between Europe and Asia will grow, rather than converge, 

particularly if regional demand patterns consistent with the T15 scenario (towards-

1.5oC) manifest 

• Long-term contracts are attractive to importing regions in Asia in the T15 scenario, as 

falling oil prices pushes the premiums essentially towards a netback parity (i.e. where 

the prices are determined by revenues net production costs, taxation, and 

transportation costs). However, the terms of individual contracts protecting sellers at 

low prices may counter this 

• In the scenario where GAPTAP has the option to endogenously extend long-term 

contracts based on price signals, some importing regions in Asia with high prevailing 

prices (e.g. Japan and Korea where the initial contracted gas is relatively high priced 

and therefore residual contracted volumes ‘see’ a high price signal) or high demand 

growth (China), choose to extend these from certain exporters, particularly post-2025 

with large demand increases in China pushing spot prices higher. In this scenario, 

Indonesian and Malaysian exports of contracted gas increased on average by 5-5.2 

bcm per year, due largely to their proximity to importing Asian markets, partially at 

the expense of large spot producers including the United States. 

• Removing domestic subsidies can begin to shift consumption demand away from 

natural gas, and free up significantly more revenue to invest elsewhere, particularly in 

the low carbon transition. Across the NDC and T15 scenarios for the Middle East and 

Former Soviet Union, cumulative discounted government revenues from gas fields 

supplying domestic markets increase by 89-209% when subsidies are removed. 

• Uncertainty in levels of associated gas production can have a significant impact on 

gas prices. Comparing central and low associated gas production pathways for the 

NDC scenario in the US, sees the maximum price differential for US exports reach 

nearly $2/MMBtu by 2030 (i.e. from the residual supply once the domestic demand 

has been satisfied). This has a knock-on effect for international markets with US LNG 

exports on average 6 bcm (12-13% of total 2019 exports) lower per year from 2020 to 

2035 with the lower associated gas production pathway. 

• In the T15 scenario, enough associated gas production remains in the system, in 

combination with declining demand, to keep gas prices low in the US (~ 

$2.50/MMBtu in 2035). These dynamics require a sufficient price on carbon (and 

methane equivalents), given demand in 2035 is 45% lower than 2018 levels in the 

T15 scenario, but with hub prices at similar levels to 2018 

• Qatar maintains its position as the leading LNG exporter globally, both in the NDC 

and T15 scenario, and its current cost advantage suggests that it has room to 

manoeuvre even if costs inflate periodically (e.g. higher costs related to the Barzan 

expansion). However, Qatar faces a huge transition risk post-2035, as the outputs 

from this thesis suggest that European demand for gas in the T15 scenario contracts 

from 2020, whilst Asian demand sees strong growth before a sharp reversal in 2035, 

into a rapid decline. 
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Chapter 12: Key insights, limitations, and areas of future work 
 

 

12.1 Research overview and key findings  
 

The aim of this thesis was to develop new insights into global gas resources and markets 

under different energy system futures. Earlier Chapters identified the recent growth of gas 

markets and the key drivers of this growth, including increased shale output in the US and 

gas demand growth in China. 

However, a large range of uncertainties were identified for global gas resources and markets. 

This thesis provides new quantitative insights into several key areas of gas resources and 

markets where previous uncertainty analysis has been lacking, including: 

• Future energy system decarbonisation and the potential redistribution of gas supply 

and demand between resource categories, regions and sectors 

• Response of gas supply and demand to different socioeconomic drivers of energy 

demand 

• Cost and availability of natural gas 

• Inherent link between oil markets and gas markets 

• Government expenditure and revenue under different energy system futures 

• Development of, and competition between, different price formation mechanisms 

 

To address these uncertainties, a new field-level global GAs Production, Trade and Annual 

Pricing model (GAPTAP) was built.  

The lack of publicly available data, particularly cost data, presented a fundamental challenge 

that was overcome by constructing an original and novel database of gas fields costs. This 

database was then extended to fields where no data was available using a linear regression 

model in Chapter 5 for a range of different field categories. The bottom-up database of 

volumetric estimates of both conventional and unconventional gas discussed in Chapter 6 is 

also a significant output from this thesis. The initial database of non-associated fields helped 

in identifying crucial field characteristics (NETL, 2014), with significant extensions 

developed over the course of this thesis by adding: new fields, water depths, the presence of 

CO2 or H2S, production start-years, and field life-stage. These extensions meant the outputs 

from the cost database (i.e. statistically significant field cost drivers) could then be applied to 

undeveloped conventional and unconventional gas which provides another new insight from 

this work. The outputs from Chapter 5 and Chapter 6 were combined to provide a novel input 

into the second model used in this thesis, TIAM-UCL, i.e. a field-level analysis of gas supply 

cost drivers in an energy system model. Additionally, this also means that GAPTAP and 

TIAM-UCL have a crucial soft-link consistency between cost and resource data.  

Having generated these new databases, this thesis then used TIAM-UCL and GAPTAP to 

explore and provide novel insights into the uncertainties listed above. To provide a review of 
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the key findings of this thesis, each research question from Chapter 1 is set out below in 

Section 12.1.1-12.1.6, with some of the novel insights from this thesis provided for each. 

   

12.1.1  RQ1: How will regional natural gas demand and supply respond 

under different energy system futures? 
 

To explore natural gas demand and supply under different energy system futures, this thesis 

used the energy system model TIAM-UCL. Three core climate scenarios were modelled with 

varying degrees of decarbonisation ambition: 

1. NDC scenario: regional GHG budgets based on the Nationally Determined 

Contributions agreed at COP21 out to 2030 and extended to 2100 based on “an 

assumption of constant GHG emissions per GDP/capita” (Winning et. al, 2019). 

Results in average global temperatures by 2100 roughly 2.8oC above pre-industrial 

levels.   

2. B2D scenario: average global temperature rise is limited to 1.75oC by 2100, with a 

cumulative (2018-2100) carbon budget of 800 Gt CO2.  

3. T15 scenario: average global temperatures rise is limited to 1.65oC by 2100, with a 

cumulative (2018-2100) carbon budget of 580 Gt CO2. Using SSP2 demand drivers, 

the carbon budget pushes TIAM-UCL to the brink of its feasibility given assumptions 

around the deployment of carbon capture, utilisation and storage (CCUS) and 

negative emissions technologies (BECCS and DAC).  

 

Before an in-depth analysis of RQ1, Table 12.1 shows the core scenarios explored in TIAM-

UCL, including some key metrics and a summary of the sensitivities undertaken to quantify 

key uncertainties. 

 

Table 12.1: Summary of the core scenarios run in TIAM-UCL to explore uncertainties in gas 

supply and demand under different energy futures 

Scenario Global peak 

production, tcm 

(year) 

Cumulative 

production (2020-

2050), tcm 

Sensitivities conducted to 

explore uncertainties 

NDC 5.3 (2050) 144 Gas availability (low and high) 

 

Unconventional reductions 

B2D 4.4 (2030) 114 Gas availability (low and high) 

 

Unconventional cost reductions 

 

CCS delay 
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Coal incumbency (slower coal 

phaseout) 

 

Higher shale gas growth 

 

High and low methane leakage 

T15 4 (2020) 96 Gas availability (low and high) 

 

Unconventional cost reductions 

 

CCS delay 

 

Coal incumbency (slower coal 

phaseout) 

 

Higher shale gas growth 

 

High and low methane leakage 

 

 

In the NDC scenario, demand grows out to 2050, reaching 5 tcm by 2050, or 28% higher than 

2018 levels. Some key insights from the NDC scenario were: 

• Gas demand growth is strong in Asia, driven largely by the industrial sector 

• US gas demand increases to around 2035, before declining as gas is rapidly phased 

out of the power sector and replaced with renewables. 

• Production growth in the US from associated gas is strong, with cumulative (2020-

2050) investment in associated gas gathering and processing capacity of around 160 

bcm 

• Unconventional gas production grows rapidly in the NDC scenario. For example, in 

China, gas production increases to 377 bcm by 2040 from 160 bcm in 2018, with 

unconventional sources accounting for 76% of total output.  

The inclusion of both the B2D and the T15 scenarios provided a crucial contribution of this 

thesis: the difference between the role of gas in the energy system in a ‘below-2oC’ world and 

a 1.5oC world. The results are stark with the following key insights produced from this work: 

• Global gas production peaks in the B2D in 2030 at 4.4 tcm (or 10% higher than 2018) 

before declining to 1.9 tcm, whereas in T15, gas production peaks now and declines 

to 1.3 tcm by 2050.  

• In terms of cumulative production, the results suggest an additional 18 tcm of natural 

gas needs to remain in the ground (out to 2050) to keep within the T15 scenario 

carbon budget compared to B2D. 

The B2D and T15 scenarios exhibited strong regional heterogeneity. The findings suggest 

that in Europe and North America, gas consumption needs to peak now. However, China, 

India and Other Developing Asia exhibit strong gas demand growth out to 2035/2040, almost 
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entirely driven by coal-to-gas switching in the industrial sector. A key insight from this work 

is the transition risk associated with these pathways post-2050. For example, in the T15 

scenario, gas consumption demand in China declines at over 15% per year from 2035 to 

2050. This would suggest widespread stranding of assets unless gas infrastructure can be 

retrofitted to take another energy carrier, e.g. hydrogen. Therefore, a key policy implication 

of this thesis is that a direct route to lower carbon energy vectors (e.g. electrification of heavy 

industry) should be seriously considered.  

On the supply side in the B2D and T15 scenarios, a key implication was the rapid decline of 

US production (5.7-6.2% annually) from 2020. Given the high prevalence of unconventional 

gas in the US production mix, a managed decline of US production at these rates is certainly 

achievable, with shale gas wells naturally exhibiting significantly faster decline rates.  

To assess uncertainties in gas supply and demand in the lower carbon scenarios, a range of 

sensitivities were explored to see how gas supply and demand might react, and under what 

circumstances redistributions could occur. These sensitivities included a regionalised delay in 

CCS deployment, slower phaseout of coal in power and industry, and sensitivities around 

methane leakage from the supply chain. These sensitivities provide crucial insights into the 

role of gas in a decarbonised energy system: 

• None of the sensitivities conducted reverse the overall global trend of declining gas 

production from 2020 in the T15 scenario, and 2030 in the B2D scenario 

• In the B2D scenario, the delayed deployment of CCS sensitivity reduces cumulative 

gas production by 7 tcm, or 6% of total cumulative production between 2020 and 

2050. In the T15 scenario, the regionalised delay of CCS sees the proxy backstop 

technology having to remove CO2 equivalent to 8% of the total carbon budget. In 

short, the model cannot solve given the regionalised delay in CCS deployment.  

• Limiting methane leakage to 1%, from the central assumption of 2.5%, for 

unconventional gas raises cumulative production by 1-1.1 tcm above the central B2D 

and T15 scenarios. However, this only represents 0.9-1.1% of cumulative production 

in these scenarios, and therefore this thesis suggests that simply controlling methane 

leakage from gas supply chains is not enough to reverse the necessary decline in gas 

consumption, and in fact only very marginally slows it.  

 

12.1.2  RQ2: What role will uncertainty in socioeconomic drivers of 

energy service demand have on natural gas supply and demand? 
 

To explore uncertainty in future drivers of energy demand, and the impact on different 

pathways for natural gas, this thesis used three shared socioeconomic pathways in TIAM-

UCL: SSP1, SSP2 and SSP5 (Van Vuuren et. al (2014)). SSP2 was used as a central demand 

pathway, with SSP5 and SSP1 providing high and low demand scenarios, respectively. The 

main rationale for exploring different drivers of overall energy service demands was to 

explore any regional or sectoral redistributions of gas from the central SSP2 scenario. For 

example, it was identified across the central NDC, B2D and T15 scenarios that the industrial 

sector was a crucial driver of consumption demand, particularly in China, India, and Other 
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Developing Asia. Therefore, additional scenarios were explored using population and GDP 

drivers consistent with SSP5 and SSP1 pathways: 

• The high fossil fuel, high energy consumption narrative of SSP5, was applied 

alongside the NDC regional GHG budgets in NDC-HIDEM 

• The sustainability narrative of SSP1, was applied alongside the T15 climate and 

carbon budget constraints in T15-LODEM. 

For the high energy demand scenario, the first key insight is that combining SSP5 

socioeconomic drivers with the regional NDC greenhouse gas budgets was the furthest the 

model could be pushed in terms of decarbonisation ambition without the need for any CO2 

removal from a backstop technology. NDC-HIDEM saw global gas production grow to 6.8 

tcm, or 1.5 tcm higher than the NDC scenario with SSP2 energy service demand drivers. In 

terms of gas supply, this saw increasing exploitation of more expensive resources, with 

cumulative production of conventional new discoveries almost 243% higher in NDC-HIDEM 

compared to the central NDC scenario. In short, gas supply increasingly shifts to more 

expensive, and riskier categories as reserves are rapidly depleted. A strong caveat to this high 

fossil extraction is that cumulative CO2 capture, even with the lower ambition NDC budgets, 

is 254 Gt CO2 between 2018 and 2100, or 60% of the levels seen in the T15 scenario.  

Applying the lower drivers of energy service demands with the T15 scenario in T15-LODEM 

has a significant impact on redistributing regional production/consumption, compared to the 

central T15 scenario with SSP2 drivers. This is particularly the case in China and India, 

where gas demand growth in the central T15 scenario is almost exclusively driven by the 

industrial sector. Therefore, lower energy service demand in industry significantly reduces 

cumulative gas consumption in China and India by a combined total of nearly 1.8 tcm, 

compared to the central T15 scenario. The lower energy service demands, particularly for 

harder to decarbonise sectors such as aviation and heavy industry, provides more ‘room’ in 

the T15 budget with SSP1 demands, meaning there is a slight regional redistribution of gas 

consumption between non-OECD and OECD countries. For example, in the central T15 

scenario, OECD gas consumption declined at 6.6% annually between 2020 and 2050, which 

slows slightly to 5.9% in the T15-LODEM scenario. 

 

12.1.3   RQ3: How will uncertainty around the cost and availability of 

natural gas impact regional and sectoral demand and regional supply? 
 

Chapters 5-7 provided a significant contribution to current literature on the uncertainties 

surrounding the availability and cost of different categories of natural gas, by examining 

these uncertainties through a comprehensive bottom-up analysis. As mentioned in Section 

12.1, this culminated in the creation of two databases of field costs and field/play resources. 

In Chapter 7, different cost depletion curves were combined with uncertainty ranges of 

reserves/resources in probability distributions to create a range of supply cost curves which 

were input into TIAM-UCL.  

To explore how uncertainty in the cost and availability of gas impact demand and supply, this 

thesis provided a new elasticity metric to determine how sensitive regions were to changes in 
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different resource categories. Low (P95) and high (P5) resource availability sensitivities were 

compared to the central (P50) assumption in each scenario. Additionally, a sensitivity was 

explored where the cost of unconventional gas drilling declines, as experience is 

accumulated, resulting in lower unconventional costs. 

Some key findings from these sensitivities on the NDC scenario were as follows: 

• The US is particularly sensitive to the availability of low cost associated natural gas. 

Using the weighted elasticity functions, a 1% increase in associated gas reserves, 

weighted on changes to the whole resource base, leads to a 9% increase in cumulative 

production from associated gas (2020-2050) in the high resource sensitivity 

• China is an interesting anomaly to the general pattern in the resource availability 

sensitivities in that domestic production increases in the lower availability sensitivity 

and decreases in the higher availability sensitivity. This is due to the availability of 

cheaper imports, i.e. in the lower resource availability sensitivity, there is lower 

availability of cheaper gas from the Middle East and Former Soviet Union, therefore 

China has to produce more of its (higher cost) indigenous resources. 

• In some regions, certain sectors are particularly sensitive to changes in the availability 

of natural gas. For example, in the US, gas consumption in the power sector declines 

from 2035 in the NDC scenario. The speed of this decline is particularly influenced 

by the availability of different categories of natural gas, and particularly associated 

gas. 

• Reducing the cost of unconventional gas in the NDC scenario leads to a significant 

redistribution of cumulative production between conventional (- 3.2 tcm) and 

unconventional (+ 6.4 tcm) resources 

 

However, when moving to the B2D and T15 scenarios, shifting supply cost curves or 

lowering unconventional gas costs had a significantly lower impact on changes to cumulative 

production compared to the central assumptions. For example, when running the higher and 

lower resource availabilities in the T15 scenario, cumulative changes in production are + 1 

tcm (+ 1%) and - 0.3 tcm (- 0.3%) compared to the central T15 scenario. This compares with 

+ 4.9 tcm (+ 3.4 %) and – 6.4 tcm (- 4.5 %) in the corresponding sensitivities on the NDC 

scenario. This is also the case for lower unconventional costs. In the LUC sensitivity using 

the NDC scenario, cumulative production increased by 3 tcm between 2020 and 2050. In 

contrast, in the T15 scenario, the difference is reduced to + 0.2 tcm. In short, the carbon 

budgets associated with keeping temperatures below-2oC, ‘crowd out’ any additional room 

for gas to take a larger share of the energy mix from shifting supply cost curves. 

 

12.1.4  RQ4: What impact will uncertainty in oil demand and supply in 

various energy futures have on natural gas markets? 
 

This thesis has consistently discussed the link between oil and gas markets. Chapter 4 

identified a gap in the current literature to develop insights into the role of associated gas in 

the development of domestic and international prices and price formation mechanisms.  
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Several contributions were developed in this thesis in relation to uncertainties in global oil 

outlooks and the impact on gas markets.  

The impact of oil demand decline in an ambitious decarbonisation scenario (T15) was 

explored alongside oil demand growth in the NDC scenario. The trajectories for global oil 

prices and regional associated gas production pathways from these scenarios were then fed 

into the global Gas Production, Trade and Annual Pricing model (GATPAP) in order to 

explore the impact on gas markets, including on price formation mechanisms and price 

levels. Some key insights from this include: 

• Varying associated gas production in the US in the NDC scenario leads to domestic 

hub prices of $3-3.70/MMBtu by 2035. The corresponding impact for residual supply 

left for export is even more significant, with the differential between US spot supply 

prices between the central and low associated gas production pathways reaching 

nearly $2/MMBtu by 2030.  

• In the T15 scenario, sufficient associated gas production remains in the system, in 

combination with declining demand (3.7% annually between 2020 and 2035), to keep 

gas prices low in the US (~ $2.50/MMBtu in 2035). A key policy implication 

therefore is that a price on carbon (and methane equivalents) must be large enough to 

shift demand away from gas, given demand is 45% lower than 2018 levels in the T15 

scenario by 2035, but with hub prices at similar levels to those seen in 2019 (IEA, 

2019). For example, the carbon price in TIAM-UCL in the T15 scenario is $500/t CO2 

in 2035. It should be noted here that a carbon price is the mechanism by which 

TIAM-UCL generates the marginal cost of abatement in carbon constrained scenarios. 

In reality, policy interventions such as the banning of petrol/diesel vehicles etc., could 

complement carbon pricing regimes, and therefore the level of $500/t CO2 is likely 

higher than in the presence of additional policy interventions. For example, in the IEA 

World Energy Outlook (2020), which includes a range of policy interventions 

(including internal combustion engine bans), CO2 prices are significantly lower, 

reaching $140/t CO2 in 2040 in developed economies.  

• There are significant differences between countries in terms of requirements for new 

capacity in non-associated gas fields, depending on the level of associated gas 

production (and by association oil production) 

• This study found that, regardless of the level of associated gas production, the 

investment required in new fields is systematically lower in the T15 scenario 

compared to the NDC scenario.  

• By quantifying uncertainty in associated gas production levels this work estimates 

that new investment (i.e. fields which were not producing or had not received an 

investment decision by 2019) in non-associated gas fields in Russia by 2035 ranged 

from 75-197 bcm in the NDC scenarios, to 50-65 bcm in the T15 scenarios 
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12.1.5  RQ5: How might government expenditure and revenues from gas 

production evolve under varying degrees of energy system decarbonisation? 
 

The modular construction of GAPTAP allowed some novel insights into gas market 

dynamics relating to government expenditure and revenue in different decarbonisation 

scenarios. For example, the formulation of the domestic module facilitated insights into the 

impact on government revenues and the short-term reaction of demand to the removal of 

subsidies in different regions. The impact of subsidy removal in the context of very short 

term (intra-annual) price elasticities of demand for two regions, the Former Soviet Union and 

the Middle East, was then explored. The analysis in GAPTAP found that revenues increased 

substantially (89-209%) in both the NDC and T15 scenarios (above the central runs where 

subsidies remain), whilst demand fell as prices iterated upwards. The scenario which 

explored removing subsidies provided a significant policy implication: public revenues from 

gas supplying domestic markets can rise, even as supply falls in the face of consumers facing 

non-subsidised prices. However, to ensure that energy is accessible and affordable, the 

removal of fossil fuel subsidies can be offset by subsidising other energy vectors, with 

additional government revenues if climate policies are enacted coming in the form of carbon 

pricing.   

This thesis also provided insights into the impact of varying tax levels on government 

revenue streams, in combination with field cost uncertainties (i.e. combining RQ3 and RQ5). 

As would be expected, rapidly declining production in the US in the T15 scenario leads to 

lower revenues from natural gas operations, which has particularly important implications for 

state governments where hydrocarbon rents form a significant proportion of revenue. It is 

also important to note that this revenue loss would be offset to varying degrees by revenues 

from a price on carbon. Some interesting insights were also provided into the competitiveness 

of US LNG exports under different tax rate and field cost sensitivity combinations. These 

suggested US LNG exports are prone to significant fluctuations depending on the 

competitiveness of export prices. Annual changes of 6.1-9.7 bcm (positive and negative) 

were observed, reflecting the prevalence of spot supply to drop in and out of certain markets 

given different price signals.  

The same tax level and cost uncertainty was also applied to Qatar. Given its position as the 

lowest cost exporter of LNG, raising taxation in Qatar has limited impact, in terms of its 

overall competitiveness. Finally, the significant cost advantage that Qatar holds over 

competitors means that even with a high cost-high tax combination, Qatar is still relatively 

competitive in Asian markets (or at least can generally supply at, or below, the prevailing 

marginal domestic price). 

 

12.1.6  RQ6: How will gas price formation mechanisms change and 

compete as longer-term oil indexed contracts run out and will this result in 

converging price levels across different regions? 
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The final key contribution of this thesis relates to the development of regional price levels 

and competition between different price formation mechanisms. Chapter 3 discussed recent 

developments in international gas markets, including the increasing share of gas-on-gas hub 

pricing mechanisms in some regions, at the expense of gas priced using oil indexation. In 

particular, the emergence of the US as a large exporter of LNG has raised significant 

questions about the prospect for a systematic shift to hub priced fundamentals in gas markets, 

and potentially even a global gas price.  

Using GAPTAP, new scenarios were developed to explore competition between oil-indexed 

long-term contracts and spot supply, as well as analyse price trajectories to see if there was 

evidence of a regional convergence of gas prices. The scenarios developed included allowing 

an endogenous extension of long-term contracts on a rolling basis if these were competitive 

against spot supply.  

The following key insights were developed in this thesis and provide new insights into 

uncertainties surrounding future price levels in different regions, and competition between 

different price formation mechanisms.  

Firstly, this thesis found that when inputs for both the NDC and T15 scenarios were fed into 

GAPTAP, there is a convergence of internationally traded gas prices in Asian markets 

(notably China and Japan). This is driven in large part by rapid consumption demand growth 

in China. However, European prices remain below Asian markets, and the price differential is 

significantly larger in this work ($2-3.33/MMBtu by 2035) than those suggested by the IEA 

($0.90-1.40/MMBtu) (IEA, 2019) largely because of demand: in the NDC scenario, European 

demand (bar a spike to 2025) is relatively stagnant with an annual decline of 0.3% per year 

(2020-2035), whilst in the T15 scenario, demand reduces by 5% per year between 2020 and 

2035. In contrast, Chinese demand in the NDC and T15 scenarios sees annual growth of 4% 

and 7%, respectively.   

Secondly, long-term contracts are attractive to importing regions in Asia in the T15 scenario, 

as falling oil prices pushes the premiums essentially towards a netback parity (i.e. where the 

prices are determined by revenues net production costs, taxation, and transportation costs). 

However, the terms of individual contracts protecting sellers at low prices may counter this. 

In the scenario where GAPTAP has the option to endogenously extend long-term contracts 

based on price signals, some importing regions in Asia with high prices or high demand 

growth (China), choose to extend these from certain exporters, particularly post-2025 with 

strong demand growth in Asia pushing spot prices higher. Finally, the extension of these 

contracts is highly influenced by the prevailing demand in each region. For example, in the 

NDC case, Japan takes an additional 90 bcm in cumulative (2020-2035) contracted volumes, 

whereas in the T15 scenario, it takes none. These changing dynamics between different price 

formation mechanisms under different energy system futures were therefore a key insight 

from this work.  

The above discussion reviewed the key findings and outputs of this work. Throughout this 

thesis, limitations and areas of future research which were outside the scope of this study 

were identified. These are discussed below.  
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12.2  Limitations and identified areas of further research  
 

This thesis has attempted to explore some of the main uncertainties surrounding gas resources 

and markets, both from a longer-term whole energy system perspective, and specific gas 

market uncertainties. However, there are several limitations which would provide additional, 

and highly useful, insights into the potential role of gas going forward. 

The databases constructed as part of this work allowed novel insights into key drivers of gas 

field supply costs, as well as a bottom-up analysis of which resource classification a field 

belongs to. However, given publicly available cost and bottom-up volumetric data is 

extremely limited, this thesis could be extended using a proprietary database, which would 

also provide interesting validation of a wide range of model inputs. Related to the lack of 

data, the use of a singular supply cost function in GAPTAP partially omits CAPEX 

amortisation, particularly under different fiscal regimes where capital allowances are 

sometimes granted. Therefore, using a proprietary database with individual field CAPEX and 

OPEX would allow a more accurate representation of these dynamics. Additionally, whilst 

sensitivities were conducted on field costs and tax rates to explore key uncertainties (Chapter 

11.3.4), not all individual field/project parameters were assessed in the same way given space 

limitations. Some of the foremost amongst these are individual project/field discount rates 

and the level of subsidies assumed, which as shown in Chapter 11.3.2, has a significant 

impact on future government tax revenues. 

The representation of associated gas in TIAM-UCL has been significantly improved, and new 

insights into the link between associated gas production and domestic and international price 

levels were provided. However, TIAM-UCL does not have an oil price signal which would 

significantly improve decisions of whether to invest in associated gas capacity or reinject the 

gas. Additionally, the aggregated regional associated gas production pathways that are fed 

into GAPTAP would ideally be from a bottom-up analysis of the gas content of individual 

fields, available infrastructure, and oil and gas price signals. This would provide a very 

important addition to the literature, particularly given oil and gas demand destruction 

requirements in a below-2oC compatible energy system.  

Using the regional demand pathways from TIAM-UCL as inputs into GAPTAP loses some of 

the heterogenous gas market structures contained within each region. An example of this is a 

single region for Africa, with gas market and consumption dynamics highly heterogenous, 

e.g. large markets in North Africa vs. very limited gas markets in many Sub-Saharan 

countries. This was partially offset by GAPTAP, as on the supply side, production is from a 

bottom-up individual field perspective. The limitation of using aggregated regional demand 

also applies to the price elasticity function, which reduces demand as the price iterates 

upwards in each year. Given that this is applied at a regional level, a worthwhile extension 

would be to explore these elasticities at a country-level. It was also noted in Chapter 11 that 

an extension of this work to assess demand elasticities at a sectoral level would provide 

valuable additional insights, but these were outside the scope of this work.  

TIAM-UCL also has some significant limitations, many of which were identified in Chapter 

4.3.1. Most notably, there is no hard-link between the energy system and the economy. This 

lack of a feedback mechanism was mentioned previously in the context of signals between oil 

production, associated gas production, and the oil price. As mentioned by McGlade (2013), 
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the fact TIAM-UCL has perfect foresight is also a significant limitation given 

asymmetric/imperfect information is particularly prevalent when it comes to investment 

decisions. This was identified in Chapter 9.6 with the precipitous drop in coal consumption in 

decarbonisation runs in previous iterations of TIAM-UCL. Incorporating some degree of 

policy ‘failure’ (e.g. delayed climate policy action) into the scenarios fed into GAPTAP could 

provide interesting additional insights. Additionally, whilst some sensitivities around growth 

and decline rates for gas production and trade were explored in this thesis (e.g. for associated 

gas, unconventional gas, etc.), a systematic exploration of uncertainties around these rates 

and how this impacts overall pathways for natural gas supply and demand in the energy 

system, particularly under different climate futures, would prove a useful exercise.  

One of the key insights identified in this work was that in a ‘towards-1.5oC’ (T15) compatible 

energy system, natural gas production peaks around the present day. However, significant 

regional variations were identified, particularly out to 2035. In both the low carbon scenarios 

(B2D and T15), gas consumption saw strong growth in China, India, and ODA, before 

rapidly declining post-2035. These results imply major transition risks in these regions, 

particularly post-2035. For example, the analysis suggests investments in gas infrastructure 

(both for exporters and importers) could be ‘stranded’ as demand declines rapidly from 2035 

to 2050, unless they can be converted to facilitate another energy carrier (e.g. hydrogen) or 

another feedstock fuel can be readily used in place of gas. Further research in this area would 

significantly help inform the policy debate around the use of natural gas. 
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Appendix 1: Publicly available sources of field-level cost data 
 

Due to the commercial sensitivity of cost data in the oil and gas industry, existing and extensive databases are for the most part held by 

energy consultancy firms, such as Wood Mackenzie, Rystad Energy, IHS Markit, and only available to purchase. For this PhD, it was therefore 

necessary to compile a range of cost data for gas fields from publicly available data sources, which were then applied to a linear regression 

model, discussed in Chapter 5.4 to: 

1. Identify statistically significant drivers of natural gas field development costs and in particular to quantify these drivers; 

2. Apply supply costs to gas fields which either: 

a. Have no publicly available literature indicating supply costs for operating gas fields; 

b. Have not come into production yet, and therefore require some indication of what parameters will most influence the cost 

of the field if/when it comes online. 

 

Table A.1 below lists some of the sources for which publicly available data on conventional gas field supply costs were available (it was noted in 

Chapter 5.3.1 that some of these sources provided one of the two components of supply cost, i.e. the investment cost or the operational (lifting) 

cost, but when combined maintained the consistency of the definition). Additionally, Table A.2 provides data sources for unconventional 

field/play development costs. 
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Table A.1: List of publicly available sources and the conventional fields/regions which the data cover 

Source Year Countries  Example fields Supply cost/CAPEX/OPEX 

World Bank127 2014 Mozambique, Nigeria, 

Namibia, Ghana, 

Mauritania 

Golfinho, Prosperidade, 

Mamba, Coral, offshore 

Niger Delta, Kudu, 

Sankofa, Banda 

Supply cost 

Gaffney Cline 2014 Mozambique  Mamba  CAPEX 

Shell 2011, 2015 Nigeria Gbaran-Ubie CAPEX 

Offshore Technology 2017 Egypt West Nile Delta 

Development (Taurus, 

Giza, Libra, Fayoum, 

Raven) 

CAPEX 

Konofagos 2016 Egypt Zohr Supply cost (taken CAPEX 

and OPEX values) 

Aissaoui 2016 Algeria Hassi R’Mel, In Salah, In 

Amenas, Rourde Nouss 

Supply cost 

Energy Quest 2014 Australia Cooper Supply cost 

Core Energy 2015 Australia Moomba, Marlin, Snapper, 

Gippsland-Sole, Otway 

Supply cost 

Australian Government Bureau 

of Resources and Energy 

Economics 

2014 Australia  Carnarvon Basin (Gorgon, 

Jansz-Io, Geryon), Browse 

Basin (Ichthys, Prelude, 

Scott Reef) 

Supply cost 

National Energy Board, Alberta 

Energy Regulator 

2010, 2017 Canada  Fort St. John, Elmworth, 

Colony 

Per well supply cost 

 
127 Using amended IHS and ICF data from 2005 and adjusted for cost inflation 
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Chen 2013 China Huangyan Phase II, 

Pingbei 

CAPEX 

CKH, Offshore Technology, 

Husky Energy 

 

 

2014, 2017 China Liwan (3-1-1) CAPEX, OPEX (minus 

taxation) 

Chen 2014 China Ordos Basin (Jingbian-

Hengshan), Daniudi 

Supply cost at the wellhead  

Tippee, Honore, Valencia and 

Ramirez 

2012, 2014, 2016 Venezuela Perla, Patao CAPEX, OPEX 

Petrobras 2003128 Brazil Marlim, Marlim South, 

Albacora, Espadarte, 

Jubarte, Roncador 

 

QGEP 2017 Brazil Manati CAPEX, OPEX 

Offshore Energy, USGS 2011, 2012 Bolivia Margarita CAPEX, OPEX 

Offshore Technology 2017 Trinidad and Tobago Serrette, Red Mango CAPEX 

Lochner and Bothe 2009 Russia, Qatar, Norway Chayvo, Odoptu, and 

Arkutun-Dagi, Yamburg, 

Urengoy, Shtokman, North 

Field, Snoehvit 

OPEX (lifting cost) 

Yermakov and Kirova 2017 Russia Urengoy, Medvezhye, 

Yamburg, Bovanenko, 

Yubileonoye, 

Komsomolskoye 

OPEX (lifting cost) 

BEG, PFC, Vavilov and 

Nicholls, Gazprom 

2007, 2008, 2016, 2020 Russia Bovanenko CAPEX, OPEX, Supply cost 

Gazprom 2013 Russia Orenburg field expansion CAPEX 

 
128 These figures were adjusted to 2015 values (base year of GAPTAP), and were used to provide an indication of lifting costs 
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Hydrocarbons Technology 

(Kable), CNPC 

2017 Turkmenistan Galkynysh CAPEX, OPEX 

Rzayeva 2015 Azerbaijan Shah Deniz Supply cost 

Hydrocarbon Technology 

(Kable) 

2016 Kazakhstan Karachaganak  CAPEX 

IEA, Bechtel 2008, 2017 India  KG-D6 CAPEX, OPEX 

Konofagos 2016 Israel Tamar, Leviathan  CAPEX, OPEX 

IEA 2008 Iran Ferdows, North Pars CAPEX 

Offshore, Total 2017, 2016 Iran  South Pars Phase 11 CAPEX 

NIOC 2013 Iran  Pazanan (Khami 

Reservoir) 

CAPEX 

Economic Times  2016 Iran Farzad B CAPEX 

Offshore Technology  2017 Iran Kish CAPEX 

IEA, Paraskova, Reed (IHS) 2008, 2016, 2015 Qatar North Field (Barzan) CAPEX, OPEX 

Krane and Wright 2014 Qatar North Field OPEX 

Krane and Wright 2014 UAE Shah-Bab Supply cost 

IEA, Offshore Technology  2008, 2017 Saudi Arabia Karan CAPEX 

IMCO 2014 Mexico Chicontepec, Burgos Basin OPEX 

IEA 2008 Indonesia  Natuna CAPEX 

Offshore Technology, 

Hydrocarbon Technology 

2017 Indonesia  Tangguh, Tangguh 

expansion 

CAPEX 

Chevron, Offshore Technology 2017 Myanmar  Yadana CAPEX 

IEA, Offshore 2008, 2016 Vietnam  Block B-VGD CAPEX 

Lantau Group and Parkinson, 

Tien Le 

2014, 2016 Vietnam Hai Su Den, Bach Ho CAPEX, OPEX 

Oil and Gas UK, McKinsey 2015, 2016 UK UKCS CAPEX, OPEX 



393 
 

Parkmead Group 2016 UK Platypus, Pharos OPEX 

IHS/EIA 2016 USA Chevron Jack/St. Malo, 

Kodiak Jurassic, Lucius, 

Big Foot  

CAPEX, OPEX 

USGS, PRA 2009, 2010 USA North Slope, Cook Inlet CAPEX, OPEX 

Lochner and Bothe 2009 US Gulf of Mexico OPEX 

Offshore Technology, Norsk 

Petroleum, Gerden 

2017 Norway Troll, Norway Continental 

Shelf, South Barents 

CAPEX, OPEX 

UIO 2011 Norway Ormen Lange CAPEX 

EBN 2015 Netherlands Groningen CAPEX, OPEX 

Parkmead 2016 Netherlands Geesbrug CAPEX, OPEX 

Danish Energy Agency 2013 Denmark Halfdan CAPEX 

 

 

Table A2: List of publicly available sources and the unconventional fields/regions which the data cover 

Source Year Countries  Example fields/plays Supply cost/CAPEX/OPEX 

Core Energy 2015 Australia Camden Gas Project 

(CBM), Surat (CBM), 

Napamerri (tight), Bowen 

(CBM), Gloucester 

(CBM), Bowen (CBM) 

Supply cost 

Aissaoui 2016 Algeria Timimoun (tight)  

National Energy Board, Alberta 

Energy Regulator 

2010, 2016 Canada  Montney (tight), Horn 

River (shale), Mannville 

Per well supply cost 
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(tight), Horseshoe Canyon 

(CBM), Duvernay (Shale) 

CNPC, IPTC, IHS, Ruilan et. al, 

IHS Markit, Yang et. al 

2009, 2014, 2017 China Sulige (tight) CAPEX, OPEX 

Hydrocarbons-Technology 2017 China  Changbei (tight) CAPEX 

Krane and Wright 2014 Oman Khazzan  CAPEX, OPEX 

Energia 2012 Mexico Burgos, (shale), Eagle Ford 

(shale) 

Supply cost 

EIA 2016 US Marcellus, Eagle Ford, 

Barnett, Fayetteville, 

Haynesville, Niobrara  

CAPEX, OPEX 

BP 2006 US San Juan Basin  OPEX 

Swindell 2007 US Powder River Basin OPEX 
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Appendix 2: TIAM-UCL regions and countries 
Region Code Region Name (Abbreviation) Countries 

1 Africa (AFR) 

Algeria, Angola, Benin, Cameroon, Republic of Congo, Egypt, Equatorial Guinea, Ethiopia, Gabon, 

Ghana, Ivory Coast, Kenya, Libya, Morocco, Mozambique, Nigeria, ‘Other Africa’, Senegal, South 

Africa, Sudan, Tanzania, Tunisia, Zambia, Zimbabwe 

2 Australia (AUS) Australia and New Zealand 

3 Canada (CAN) Canada 

4 Central and South America (CSA) 

Argentina, Bolivia, Brazil, Chile, Colombia, Costa Rica, Cuba, Dominican Republic, Ecuador, El 

Salvador, Guatemala, Haiti, Honduras, Jamaica, Netherlands, Antilles, Nicaragua, Other Latin 

America, Panama, Paraguay, Peru, Trinidad-Tobago, Uruguay, Venezuela 

5 China (CHI) China 

6 Eastern Europe (EEU) 
Albania, Bosnia-Herzegovina, Bulgaria, Croatia, Czech Republic, Hungary, Kosovo,  Macedonia, 

Montenegro, Poland, Romania, Serbia, Slovakia, Slovenia 

7 Commonwealth of Independent States (CIS)  
Armenia, Azerbaijan, Belarus, Estonia, Georgia, Kazakhstan, Kyrgyzstan, Latvia, Lithuania, 

Moldova, Russia, Tajikistan, Turkmenistan, Ukraine, Uzbekistan 

8 India (IND) India 

9 Japan (JAP) Japan 

10 Mexico (MEX) Mexico 

11 Middle-East (MEA) 
Bahrain, Cyprus, Iran, Iraq, Israel, Jordan, Kuwait, Lebabon, Oman, Qatar, Saudi Arabia, Syria, 

Turkey, UAE, Yemen 

12 Other Developing Asia (ODA) 
Bangladesh, Brunei, Chinese Taipei, Indonesia, North Korea, Malaysia, Myanmar, Nepal, Other 

Asia, Pakistan, Philippines, Singapore, Sri Lanka, Thailand, Vietnam 

13 South Korea (SKO) South Korea 

14 United Kingdom (UK) United Kingdom 

15 USA (USA) USA 

16 Western Europe (WEU) 
Austria, Belgium, Denmark, Finland, France, Germany, Gibraltar, Greece, Iceland, Ireland, Italy, 

Luxembourg, Malta, Netherlands, Norway, Portugal, Spain, Sweden, Switzerland 

N.B. Countries highlighted in blue are OPEC countries, which for some processes are assigned different cost inputs, activity bounds etc. to non-

OPEC countries in the same region129 

 
129 The differences between OPEC and non-OPEC in TIAM-UCL are on the supply side, with energy service demands aggregated across the whole region. For oil and gas, 

this means OPEC and non-OPEC countries have different availabilities, costs, and growth/depletion constraints for production. 
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Appendix 3: Additional changes to TIAM-UCL 
 

As well as the improvements to TIAM-UCL discussed in Chapter 8 and 9, several other 

alterations were made to TIAM-UCL as part of this thesis. These updated and improved the 

development of fossil fuels in TIAM-UCL by McGlade (2013). 

• Trade flows up to 2020 was re-calibrated, for oil, coal and natural gas. This was of 

particular importance to reflect the changing energy landscape. For example, US 

imports of crude oil and petroleum products fell by around 16% between 2010 and 

2018. In addition to this, the share of imports from Canada rose from 30% to 43% in 

the same time-period, with the share of imports from OPEC falling from 38% to 29% 

(EIA US Imports by Country of Origin, 2019) 

 

• New pipelines under construction were added to the model, with relevant capacity and 

activity bounds included; for example, the Power of Siberia pipeline (60 bcm/a) is 

assumed to be the only new capacity under construction between the FSU and China 

until 2025, bringing total inter-region pipeline capacity to ~ 120 bcm/a 

 

• Liquefaction capacities and regasification capacities were updated both for facilities 

that have come online-post 2010 and for under-construction projects. Lower bounds 

on capacity additions were included to ensure these are brought online in the model 

by 2020 or 2025 (depending on how far the project is off completion) 

 

• Liquefaction costs have been regionalised out to 2025, with cost inflation experienced 

by some Australian LNG projects, and lower brownfield conversion of US import 

facilities into liquefaction terminals, reflected in the model (Songhurst, 2014). 

 

• CAPEX has been added for natural gas gathering and processing facilities in TIAM-

UCL. Additionally, the variable and operating costs associated with these 

technologies has been updated. This makes the representation of the link between 

upstream production and downstream end-use consumption more realistic in terms of 

the costs required for natural gas infrastructure, particularly given the spatial 

resolution of TIAM does not allow for an explicit representation of the costs 

associated with gas distribution networks. 

 

• The availability and costs of technically recoverable tight oil resources for the US 

have been updated based on IEA (2019) and EIA (2020). Additionally, the availability 

of associated natural gas from US tight oil formations was updated in the model, 

significantly helping to realign US production with the recent surge in associated gas 

output from tight oil plays. 

 

• Generating capacities for fossil fuels, nuclear, and hydro have been recalibrated to 

ensure 2015/2020 values in the model are consistent with current capacity. 
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Additionally, new capacities under construction have been added where data was 

available (e.g. for nuclear), and are therefore used as bounds on new capacity. 

 

• A new shipping technology for heavy fuel oil was included to ensure the initial fleet 

in TIAM-UCL is retired. This new technology then competes against LNG and 

hydrogen shipping. The CAPEX for new-build ships was also updated as part of this 

work. 

 

• Oil production from both a regional and geological category perspective has been 

recalibrated in the model to 2020. 

 

• As well as user constraints ensuring calibrated consumption in the residential sector 

for developing countries (Chapter 8.3.4), additional user constraints for the 

commercial sector were implemented to set bounds based on current consumption of 

electricity. 

• Some additional gas pipeline trade routes were added including MEA-ODA and FSU-

IND (i.e. for the proposed Iran-Pakistan pipeline (MEA-ODA) and Turkmenistan-

Afghanistan-Pakistan-India (TAPI) pipeline (FSU-IND)). The growth of these 

volumes is constrained as per the growth constraints discussed in Chapter 8.3.3, and 

no capacity is allowed before 2030; 

 

• Added in trade link for coal between ODA and India. ODA trade flows of coal also 

recalibrated to match IEA data 

 

• Energy service demands for SSP1 and SSP5 have been recalibrated to 2020 to match 

the recalibration work where the central SSP2 demands were inflated/deflated to 

match current consumption levels: 

o This means that from 2020, the respective drivers of the SSP pathway grow 

off calibrated 2020 levels of energy service demand. 
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Appendix 4: Modelling emissions from the oil and gas supply chain in 

TIAM-UCL 
 

Significant volumes of both CO2 and CH4 are released into the atmosphere across oil and gas 

supply chains, and can generally be split into ‘accounted operational emissions’, namely 

flaring and venting, and ‘unaccounted operational emissions’, namely fugitive leakage from 

various parts of the supply chain.  

 

Accounted operational emissions: flaring of natural gas from the oil supply chain 

Accounted operational emissions along the natural gas supply chain include the burning of 

methane and therefore releasing carbon dioxide (flaring), and directly releasing methane into 

the atmosphere (venting). There are numerous reasons for flaring and venting, including but 

not limited to: 

• The oil and/or gas field in question is isolated (e.g. offshore or away from demand 

centres) and there is no financial incentive or financial penalty in place to dissuade 

natural gas being burned or directly released into the atmosphere; 

• Related to the above point, the monetisation of natural gas could be limited by 

limited infrastructure or demand further downstream (i.e. getting the gas to 

consumers). 

• Requirements to decrease pressure at the well-head and therefore release natural gas 

directly into the atmosphere if a flare stack is not present, or to release natural gas so 

oil stream can be processed and transported; 

• Lack of regulation which penalises flaring and venting, i.e. financial incentive to 

invest in mitigation capacity (e.g. detection equipment, replacing faulty equipment, 

switching from high-emitting pneumatic lifting equipment to lower emitting 

alternatives (e.g. releasing gas to downstream pipeline rather than into the 

atmosphere, and therefore ‘closing the loop’ (EPA, 2016b)).   

 

TIAM-UCL has recently been updated to include the variation in the carbon intensity of 

flaring between different regions. The carbon intensity of flaring (i.e. quantity of emissions 

per energy unit of oil) varies significantly between different regions and individual oil fields, 

and depends on a large range of parameters: 

• Chemical composition of different hydrocarbons and gases in the oil reservoir. Oil 

reservoirs have different concentrations of natural gas (i.e. the gas-to-oil ratio), carbon 

dioxide, sulphur and/or hydrogen sulphide, etc. Therefore, the carbon intensity of 

flaring varies between fields. 

• Location of the oil field and the presence of sufficient infrastructure to gather, 

separate, and process the natural gas. If this infrastructure is missing, it is more likely 

larger volumes of natural gas will be flared; 

• Environmental regulation in the country and the credible threat of sanctions for flaring 

above a certain volume (if in place); 
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• Sufficient demand to incentivise the utilisation of the associated gas. 

 

 

Global flaring emissions have been recalibrated along with the efforts to improve the 

representation of associated natural gas, discussed in Chapter 8.4.2, suggesting emissions of 

266 Mt CO2 (or ~ 3% below IEA (2019b) estimates).  

Figure A4.1 below shows a range of carbon intensities for some key oil producing regions in 

TIAM-UCL, which were derived from a widespread literature review across different 

countries and categories of oil.  

 

Figure A.4.1: Carbon intensity of conventional oil production in different regions/countries130 

 

 

Source: ICCT (2010), ICCT (2014), OCI (2019). The field-level analysis provided in the 

reporting sources was aggregated into the regions of TIAM-UCL, with uncertainty 

represented through percentile outputs from the ranges of field-level carbon intensity. For 

reference, the red line represents the 50th percentile (median) carbon intensity, whilst the top 

and bottom line of each box represent the 75th and 25th percentiles, respectively. 

 

 

‘Unaccounted operational emissions’: fugitive leakage from gas supply chains   

 
130 For conventional and light tight oil, variations in carbon intensity of production are driven largely by the 

intensity of flaring. Unlike unconventional oil (bitumen, ultra-heavy, kerogen), there is not the same energy 

input of production and upgrading requirements, and therefore higher carbon intensity of conventional oil 

production is largely driven by the scale of flaring. 
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‘Unaccounted’ emissions of methane in this case are assumed to be fugitive methane leakage 

along the supply chain, which are often not reported. TIAM-UCL can take into account 

fugitive emissions from the natural gas supply chain. Fugitive emissions are flows of methane 

and other GHG’s which escape from the well during the production phase, or from other 

operational equipment during gathering and processing stages. Given the large quantities of 

technically recoverable unconventional gas across regions, there has been increased research 

into these emissions from natural gas production, gathering and processing facilities. Several 

studies have attempted to quantify the level of fugitive emissions from unconventional gas 

production in the US, both at a localised (point source) and more high level (box plot) scale 

(EDF, 2016; Martin, 2016; Schwietzke et. al, 2014; IPCC, undated) EPA’s (2016) GHG 

inventory which suggested fugitive emissions from production equipment were driving the 

76% increase in petroleum system methane emissions between 1990 and 2014. The EDF’s 

16-study series re-enforced the idea of super-emitters, with Brandt et. al (2016) suggesting 

extreme distributions for methane emissions: more than half of total fugitive methane 

emissions from the top 5% of emitting wells. Additionally, Balcombe et. al (2017) suggests 

‘super emitters’ are responsible for between 65-87% of total emissions. The study by 

Balcombe et. al (2015), further identified liquid unloading from the well and gathering 

between the well and processing facilities as key areas of the supply chain with high potential 

leakage.  

Fugitive emissions were input into TIAM for the upstream-midstream stage of the supply 

chain (e.g. a singular leakage rate was input to account for fugitive emissions, from the gas 

field up to the processing plant), with a central leakage figure assumed to be 1.42% for 

conventional gas and 2.5% for unconventional gas, based on a range of literature sources. 

These numbers were then adjusted based on historical leakage rates already in TIAM-UCL. 

The full range of methane leakage rates gathered from the literature, and the derivation of 

ranges used in this work, is discussed in Appendix 8. Due to the uncertainty surrounding the 

rate of methane leakage, a range of sensitivities is conducted for the more stringent 

decarbonisation scenarios discussed subsequently. The analysis in this thesis around methane 

leakage uncertainty has significant policy implications, as fugitive emissions are a function of 

the geology of the producing asset, the age (and therefore depreciation) of infrastructure, and 

the level of environmental regulation. This includes requirements around the level of cement 

casing in wells (Ingraffea et. al, 2014), and frequent checks to ensure the integrity of 

pneumatic controllers etc. for liquids unloading, which was identified by Balcombe et. al 

(2015, 2018) as a significant source of fugitive methane emissions. For reference, in 2015, 

estimates of methane emissions from the fossil fuel (upstream) sectors ranged from 77-133 

MtCH4 (Le Fevre, 2017). With the fugitive methane emission central input of 2% into TIAM, 

the re-calibrated fixed run of TIAM shows methane emissions of ~ 81.3 Mt CH4 from the 

upstream sector in 2015(Le Fevre, 2017).
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Appendix 5: Modelling decarbonisation scenarios in TIAM-UCL - 

The representative concentration pathways 
 

The representative concentration pathways were conceived as potential climate futures 

depending on uncertainty over the level of greenhouse gas emissions in future years (van 

Vuuren et. al, 2011). The pathways are run by several integrated assessment models 

(MESSAGE-GLOBIOM, IMAGE, AIM, GCAM4, REMIND, and WITCH-GLOBIOM) and 

produce concentrations of greenhouse gases (in CO2 Eq.) in the atmosphere, with the four 

main concentration having the following characteristics (van Vuuren et. al, 2011): 

• RCP 8.5: emissions grow continuously out to 2100, with concentrations of 

greenhouse gases (in CO2 Eq.) growing to ~ 1250 ppm; 

• RCP 6: emissions grow out to ~ 2080, then decline, resulting in decelerating 

concentrations but still reaching ~ 750 ppm  

• RCP 4.4: emissions peak in ~ 2040 and then decline, resulting in relatively constant 

concentration of CO2 Eq. of ~ 550 ppm 

• RCP 2.6: emissions peak by 2020, with substantial reductions thereafter, resulting in 

falling CO2 eq. concentrations from ~ 2040, with < 450 ppm in 2100 (consistent with 

below 2oC maximum warming)  

These concentration pathways were then combined with the shared socioeconomic pathways 

(i.e. various socioeconomic challenges to mitigation and adaptation) by Rogelj et. al (2018) 

using the integrated assessment models listed above, to see which socioeconomic pathways 

were feasible with certain climate mitigation targets, up to RCP 1.9 (consistent with 1.5oC 

maximum temperature increase) (Hausfather, 2018). 

For land-use change (LUC) emissions, emissions are exogenously assumed based on the 

representative concentration pathway narrative for each scenario. Therefore, LUC emissions 

consistent with RCP 6 (NDC) and RCP 2.6 were taken from the IIASA SSP Public Database 

(IIASA, 2018) and reconfigured to match the regions of TIAM-UCL (Pye et. al. 2019). 

In the scenarios discussed in Section 9.3, one of two representative concentration pathways 

were run: 

• For the ‘NDC’ scenarios, RCP 6 was chosen as a medium-to-high pathway reflecting 

projected temperature increases of between 2.8-3.4oC131132: 

o Additionally, running RCP6 with the assumed NDC carbon budgets (to 2030) 

and extrapolating emissions to 2100 based on a constant emissions per unit of 

GDP/capita, leads to CO2 concentrations of ~ 645 ppm (i.e. centre point 

between concentrations for RCP 4.4 (550) and RCP 6 (750)). Additionally, the 

cumulative regional budgets used in the NDC scenarios peak in 2060, before 

 
131 OECD, 2017, p. 41; based on IPCC (2013) 
132 Output from TIAM-UCL NDC-Ref run (discussed more in Section 9.3), using RCP 6 and NDC carbon 

budgets resulted in 2.7oC temperature increase (above pre-industrial by 2100), with the IIASA databases, Riahi 

et. al (2017) and Rogelj et. al (2018) indicating warming of 3.2-3.3oC for RCP 6 (Hausfather, 2018) 
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plateauing to around 2070, before declining, and therefore again fit relatively 

in the centre point of RCP4.4 and RCP6. 

• For the ‘B2D’ and ‘T15’ scenarios, RCP 2.6 was chosen, with atmospheric GHG 

concentrations not allowed to exceed 450 ppm after 2050. Global temperatures in 

2100 were constrained to 1.75oC (B2D) and 1.65oC (T15) above pre-industrial levels. 
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Appendix 6: Elastic demand in TIAM-UCL 
 

The elastic demand function can be used in TIAM-UCL to reflect the sensitivity of demand 

to changes in the shadow prices of individual energy service demands. In short, additional 

constraints which contract consumer surplus (i.e. increase the shadow price of an energy 

service demand), such as carbon budgets and temperature limits in ambitious decarbonisation 

scenarios, will reduce demand for that service.  

It should be noted here that all below-2oC scenarios in this thesis involved running TIAM-

UCL in its elastic demand form. Therefore, for each decarbonisation scenario, the 

corresponding base prices for energy service commodities were generated from an 

unconstrained baseline scenario, using the same climate parameters and SSP demand 

pathways as the NDC scenarios, but without the regional GHG budgets. This baseline 

scenario results in temperature increases of 3.2oC by 2100.  

Figure A6.1 (left panel) shows the percentage change in demand between the NDC-Ref and 

T15 scenarios for two energy service demands: international aviation (TAI) and private car 

transport (TRT). Figure A6.1 (right panel) shows the price elasticity of demand between the 

baseline NDC-Ref and the T15 scenario (for reference this was calculated using Equation 8.2 

in Chapter 8.2.2). As explained above, the percentage change in demand for aviation is 

significantly higher between the two scenarios, than is private car transport, due to the higher 

carbon intensity of aviation, and the relative lack of (cost-optimal) non-fossil technology 

options in aviation as compared to road transport. In short, energy service demand for 

international aviation reduces at a much higher rate than passenger road transport given the 

fleet of alternative technologies available for the latter. The price elasticity of demand (i.e. 

the proportional change in demand given a 1% change in the price level) is also significantly 

higher (in absolute terms) for aviation (3-6% reduction in demand for a 1% change in price) 

compared to private road transport (0-1.7% reduction in demand for a 1% change in price), 

again largely driven the high carbon intensity and relative lack of alternative lower carbon 

technologies.  

Figure A6.1: Percentage change in energy service demands (left panel) and price elasticity of 

energy service demand (right panel) for international aviation and private car energy services 

between the NDC-Ref and T15 scenarios 
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N.B. The y-axes are negative, indicating a) percentage reductions in demand between the 

NDC-Ref and T15 scenarios and b) percentage reduction in demand for a 1% increase in 

price between the NDC-Ref and T15 scenarios 
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Appendix 7: Post 2050 regional gas supply and demand outputs from TIAM-UCL 

 

As mentioned, several times in Chapter 9, it is important to provide context to the post-2050 energy system - in this case, gas supply and 

demand. Particularly in the B2D and T15 scenarios, significant proportions of the carbon budget (and in the T15 case the whole carbon budget) 

have been used up by 2050, therefore requiring negative emissions post-2050. This Appendix provides gas production and consumption results 

out to 2100 for each region, in each core scenario: NDC-Ref, B2D, and T15. Additionally, the level of negative emissions for the B2D and T15 

scenarios are presented. 

Table A7.1 shows regional gas production (a) and consumption (b) for the NDC-Ref scenario 

Table A7.1 (a) Gas production in the NDC-Ref scenario, bcm 

Region 2015 2020 2025 2030 2035 2040 2045 2050 2060 2070 2080 2090 2100 

Africa 228 251 259 234 332 381 435 467 578 727 845 934 1206 

Australia 105 128 142 108 128 143 140 158 199 258 303 417 425 

Canada 173 196 176 151 150 141 154 167 210 256 309 362 352 

China 117 161 249 372 335 377 498 502 422 367 300 316 380 

CSA 178 183 175 242 305 372 431 472 566 676 726 705 762 

EEU 28 19 19 5 6 6 6 5 6 6 6 6 6 

FSU 852 930 913 816 763 689 665 669 645 523 413 345 264 

India 35 37 72 94 101 109 118 122 125 72 65 75 60 

Japan 0 3 0 0 0 0 0 0 0 0 0 0 0 

MEA 633 688 842 1014 1098 1204 1225 1230 1155 1131 1036 949 1025 

MEX 23 44 45 55 82 77 78 133 134 107 103 127 122 

ODA 296 278 349 379 374 386 423 435 392 375 384 389 385 

SKO 0 0 0 0 0 0 0 0 0 0 0 0 0 

UK 59 45 13 21 18 13 13 31 35 36 27 22 10 

USA 794 886 844 944 983 976 842 765 621 606 593 625 538 

WEU 198 181 222 182 195 186 191 173 143 123 159 215 162 
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Global 3719 4030 4319 4617 4870 5061 5220 5331 5229 5263 5268 5489 5699 

 

Table A7.1 (b) Gas consumption in the NDC-Ref scenario, bcm 

Region 2015 2020 2025 2030 2035 2040 2045 2050 2060 2070 2080 2090 2100 

Africa 119 146 173 169 234 262 285 311 371 412 522 661 807 

Australia 35 43 40 41 43 44 44 47 42 38 33 32 38 

Canada 126 137 141 136 135 138 141 139 134 144 173 204 222 

China 187 277 352 506 497 554 592 604 576 534 458 391 400 

CSA 162 188 179 219 275 329 371 390 405 419 424 392 369 

EEU 71 76 95 100 98 97 101 89 84 75 57 42 36 

FSU 589 609 654 616 594 568 546 536 509 497 415 335 286 

India 57 71 84 105 128 160 190 203 217 210 208 218 242 

Japan 129 110 94 78 79 88 95 101 94 86 83 85 82 

MEA 463 476 563 644 640 662 682 666 677 653 660 634 614 

MEX 69 72 58 65 78 79 91 102 92 85 62 58 67 

ODA 227 253 324 348 369 412 505 582 593 640 751 866 968 

SKO 59 50 61 52 61 71 73 76 75 74 67 59 54 

UK 83 85 78 77 71 63 62 56 46 42 47 47 40 

USA 739 808 758 823 862 823 690 653 610 538 496 454 461 

WEU 318 322 339 289 314 303 321 322 319 325 341 343 329 

Global 3435 3724 3991 4268 4479 4654 4790 4877 4845 4774 4796 4819 5015 

 

 

Table A7.2 shows regional gas production (a) and consumption (b) for the B2D scenario 

Table A7.2 (a) Gas production in the B2D scenario, bcm 
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Region 2015 2020 2025 2030 2035 2040 2045 2050 2060 2070 2080 2090 2100 

Africa 228 251 275 327 360 345 286 202 89 88 97 112 161 

Australia 105 128 127 130 141 146 131 46 6 11 12 13 23 

Canada 173 196 165 147 106 69 44 24 11 4 4 4 12 

China 117 161 277 356 361 279 129 63 19 7 3 1 3 

CSA 178 183 193 197 192 185 131 66 38 30 17 13 25 

EEU 28 19 20 9 5 5 5 5 5 5 5 5 6 

FSU 852 930 946 912 822 696 552 332 190 199 210 217 227 

India 35 37 79 120 151 193 152 74 22 26 29 33 37 

Japan 0 3 0 0 0 0 0 0 0 0 0 0 0 

MEA 633 688 721 828 943 895 763 648 362 192 129 81 74 

MEX 23 44 25 14 6 3 2 2 2 1 1 1 2 

ODA 296 278 299 336 379 385 337 185 63 31 39 30 88 

SKO 0 0 0 0 0 0 0 0 0 0 0 0 0 

UK 59 45 47 51 60 46 28 11 4 3 3 3 3 

USA 794 886 811 773 703 536 344 154 102 57 31 24 25 

WEU 198 181 194 190 131 130 90 44 16 12 10 4 10 

Global 3719 4030 4179 4390 4360 3911 2995 1857 929 666 591 542 698 

 

Table A7.2 (b) Gas consumption in the B2D scenario, bcm 

Region 2015 2020 2025 2030 2035 2040 2045 2050 2060 2070 2080 2090 2100 

Africa 119 146 170 199 231 238 178 143 52 35 37 37 99 

Australia 35 43 38 34 30 23 10 5 2 4 2 3 9 

Canada 126 137 129 117 79 50 26 24 11 4 1 4 4 

China 187 277 451 619 748 737 548 170 46 34 23 16 8 

CSA 162 188 191 190 184 165 125 71 48 40 27 22 23 

EEU 71 76 80 76 62 45 37 20 11 11 9 5 5 
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FSU 589 609 620 591 499 415 377 292 133 106 137 164 140 

India 57 71 124 178 219 250 191 90 28 23 26 29 32 

Japan 129 110 103 97 85 66 52 37 17 9 2 1 1 

MEA 463 476 466 504 534 485 351 259 181 121 32 22 48 

MEX 69 72 65 58 48 38 21 23 7 4 3 3 7 

ODA 227 253 271 307 363 390 351 285 124 88 76 58 132 

SKO 59 50 56 57 54 46 42 33 16 6 4 10 13 

UK 83 85 83 78 64 48 28 12 5 4 4 3 3 

USA 739 808 698 638 556 381 217 131 102 60 35 27 20 

WEU 318 322 313 302 230 166 137 62 47 23 19 13 32 

Global 3435 3724 3858 4045 3986 3543 2692 1656 829 571 435 418 575 

 

 

 

Table A7.3 shows regional gas production (a) and consumption (b) for the T15 scenario 

Table A7.3 (a) Gas production in the T15 scenario, bcm 

Region 2015 2020 2025 2030 2035 2040 2045 2050 2060 2070 2080 2090 2100 

Africa 228 251 242 291 356 307 178 119 83 95 121 119 135 

Australia 105 128 102 92 99 115 42 16 1 1 2 2 0 

Canada 173 196 141 118 77 40 16 9 4 4 4 3 3 

China 117 161 243 310 390 173 78 40 15 8 6 3 0 

CSA 178 183 170 191 187 119 59 18 18 15 13 14 9 

EEU 28 19 14 5 4 4 4 5 5 5 5 5 5 

FSU 852 930 861 795 716 548 306 234 184 199 210 217 223 

India 35 37 93 125 160 186 77 58 24 24 27 30 34 

Japan 0 3 0 0 0 0 0 0 0 0 0 0 0 
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MEA 633 688 657 779 827 719 596 498 253 158 105 72 47 

MEX 23 44 16 4 2 0 4 0 0 0 0 0 0 

ODA 296 278 285 354 408 396 170 99 32 41 58 41 15 

SKO 0 0 0 0 0 0 0 0 0 0 0 0 0 

UK 59 45 47 67 56 33 16 7 4 2 1 1 1 

USA 794 886 717 697 535 306 199 132 80 55 41 33 23 

WEU 198 181 204 191 135 94 50 29 14 14 10 8 6 

Global 3719 4030 3792 4021 3952 3038 1794 1265 717 622 604 548 501 

 

Table A7.3 (b) Gas consumption in the T15 scenario, bcm 

Region 2015 2020 2025 2030 2035 2040 2045 2050 2060 2070 2080 2090 2100 

Africa 119 146 150 171 244 217 165 108 31 32 35 35 33 

Australia 35 43 33 28 19 12 4 3 1 1 1 0 0 

Canada 126 137 96 82 51 26 17 10 5 1 1 1 1 

China 187 277 421 582 777 664 128 58 46 32 23 15 9 

CSA 162 188 167 186 177 107 70 31 31 26 23 21 22 

EEU 71 76 80 71 61 32 10 9 5 5 5 5 5 

FSU 589 609 547 512 457 357 271 156 183 209 215 207 213 

India 57 71 124 169 231 229 92 57 24 21 24 27 30 

Japan 129 110 82 66 45 27 22 15 9 5 3 1 0 

MEA 463 476 395 424 386 297 198 237 58 37 30 24 19 

MEX 69 72 55 52 39 24 16 12 6 3 2 1 3 

ODA 227 253 258 323 381 364 216 129 93 81 74 64 51 

SKO 59 50 51 52 42 29 19 14 8 5 4 3 2 

UK 83 85 75 73 57 32 17 9 5 3 2 2 2 

USA 739 808 650 612 458 244 192 115 81 58 44 35 25 

WEU 318 322 313 297 192 89 65 41 30 23 18 14 10 
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Global 3435 3724 3499 3699 3617 2752 1502 1003 616 543 504 457 426 

 

Table A7.4 shows CO2 removals from BECCS and DAC out to 2100 in the B2D and T15 scenarios. As mentioned in Chapter 9, carbon dioxide 

removals from BECCS never exceeds 5 Gt CO2 per annum 

Scenario 2030 2035 2040 2045 2050 2060 2070 2080 2090 2100 

B2D 0.9 1.9 3.0 3.7 4.3 5.0 5.3 5.5 5.7 4.8 

T15 1.5 3.0 3.9 4.5 4.8 5.0 5.3 5.5 5.8 6.2 
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Appendix 8: Rationale and derivation of the sensitivities explored in 

TIAM-UCL 

 

A range of sensitivities were introduced in Chapter 9 for assessing some significant 

uncertainties surrounding future gas production and consumption pathways. Some of the 

sensitivities (e.g. gas resource availability, lower unconventional costs, and higher shale gas 

growth rates) were relatively easy to discuss in concise terms. However, the two wider energy 

system sensitivities and the methane leakage sensitivities conducted on the below-2oC 

scenarios require some additional context. The following discussion provides more detail on 

the construction of these sensitivities.  

 

Regional delay in CCS deployment 

Several studies, including McGlade (2013) and McGlade et. al (2014) using TIAM-UCL and 

Few et. al (2017) using TIAM-Grantham, explored sensitivities in 2oC scenarios where CCS 

technologies were not available. The budget used by Few et. al (2017) required the 

deployment of a proxy ‘backstop’ technology to remove CO2 from the atmosphere, i.e. the 

model could not solve for the required demand level without budget exceedance. The 

scenarios explored in this work have even more stringent temperature targets and carbon 

budgets, particularly for the T15 scenario (carbon budget consistent with 50% probability of 

keeping global temperatures to 1.5oC).133 Therefore, turning CCS options off completely has 

the effect of rendering the modelling solution infeasible (i.e. demand cannot be met within 

the modelling constraints, including the carbon budget), which shows the importance of these 

technologies. Instead, sensitivities are explored whereby there is a delay in the deployment of 

CCS technologies in certain regions based on the Global CCS Institutes Readiness of CCS 

Index’ (GCCSI, 2018). Table 9.14 shows the regional start dates for investments in CCS 

technologies. These start-dates were chosen as they are the next milestone year in each 

TIAM-UCL time-slice. The staggered delay of CCS at a regional level is seen as an 

intermediary between full CCS deployment from 2030 and no CCS deployment at all. 

Previous studies have shown the impact of no CCS deployment (Hughes et. al, 2017; 

McGlade, 2013), or delayed deployment across the board (Gambhir et. al, 2015), which tends 

to generate infeasibility in the scenario results in the form of backstop technologies having to 

remove carbon from the atmosphere (Hughes et. al, 2017).134 However, for the T15 scenario, 

the backstop is required to remove 45 Gt CO2 between 2020 and 2100 (or 8% of the total T15 

carbon budget). 

 

 
133 Assuming Few et. al (2017) used a carbon budget of 1340 Gt CO2 from 2000-2100, subtracting cumulative 

emissions 2000-2017 from this number yields roughly the same 2018-2100 budget (~ 800 GtCO2) used in the 

B2D scenario in this work. 
134 A backstop technology refers to a proxy technology which removes carbon dioxide (or potentially other 

GHG’s) from the system to allow the model to solve, i.e. without the backstop, the model would be infeasible. 

The backstop is available only at prohibitively high cost (e.g. $5000/t CO2 in TIAM-UCL) and therefore is only 

deployed when all other low carbon and carbon capture/carbon removal technologies, have been exhausted. 
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Slower coal phaseout  

As mentioned in Section 9.6, recent outputs from TIAM-UCL reporting fossil fuel production 

in below-2oC scenarios exhibited extremely rapid decline in coal consumption in the first 

time-period after temperature and carbon budgets are imposed on the model. For example, 

scenarios from Winning et. al (2018) suggested a 69-73% reduction between 2020 and 2030, 

and the authors suggested some degree of “consumption smoothing” was likely required. In 

the central B2D and T15 scenarios, an upper decline rate derived from the IPCC SR1.5 

(Rogelj et. al, 2018) scenarios of ~ 5.9% was placed on coal consuming technologies in the 

power and industrial sectors, meaning coal consumption can roughly half (globally) over 10 

years.  

In addition to this, an alternative sensitivity was formulated which slowed the rate at which 

coal can be phased out still further. These were derived from coal consumption decline in the 

IEA’s Sustainable Development Scenario, which exhibited significantly slower decline than 

the IPCC’s scenario ensemble for the Special Report on 1.5oC. This translated as an upper 

decline rate of 5% and 3.6% per year, for the power and industrial sectors, respectively.  

 

Methane leakage  

Table A8.1 shows the ranges of methane leakage gathered from across the literature. One key 

distinction between reporting sources is the global warming potential (GWP) used to estimate 

leakage, and the corresponding accumulation of methane in the atmosphere. Methane has a 

half-life of ~ 10 years, which is significantly shorter than the ~ 100-year half-life of CO2 

(EPA, 2020). However, the warming potential of methane (i.e. the amount of energy it 

absorbs) over the first 20 years it accumulates in the atmosphere is ~ 84 times greater than 

that of CO2, reducing to ~ 28 times greater over the course of 100 years (Myhre et. al, 2015; 

IPCC, 2014). Therefore, there has been significant disagreement over which GWP should be 

used when discussing the accumulation of methane in the atmosphere.  
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Table A8.1: Indicated methane leakage rates from the natural gas supply chain from literature 

Source Leakage range135, % Differentiate between conventional 

and unconventional, Y/N 

Additional notes 

Stephenson et. al (2011) 0.2-0.9 Y Differentiates between 

conventional and 

unconventional 

Jiang et. al (2011) 2 Y Shale gas production 

O’Sullivan and Paltsev (2012) 0.4-0.6 Y Shale only; US average 

based on average well EUR 

O’Sullivan and Paltsev (2012) 0.8-1 Y Haynesville play production 

(highest estimate) 

O’Sullivan and Paltsev (2012) 0.4-0.5 Y Fayetteville and Woodford 

play production (lowest 

estimate) 

Petron et. al (2012) 1.68-7.7 (1.68-4 central) Y Weld County Colorado tight 

formations; includes bottom-

up and top-down methods 

Schwietzke et. al (2014) 2-4 N Takes into account non-

natural gas atmospheric 

concentrations 

Howarth et. al (2011) 1.7-6 (conventional); 3.6-7.9 (shale) Y Natural gas supply chain 

Alvarez et. al (2012) 2.4 N Based on EPA 

Cathles et. al (2012) 0.9-2.2 N  

Miller et. al (2013), from Hope (2014) 3 Y  

CSIRO (2019) 0.5-1.4 Y CBM production only 

Balcombe et. al (2015)136 0.5-3 (mean = 2.2; median = 1.6) N Natural gas supply chain; 

outliers up to 10%. On a 

 
135 Some sources across the literature provide a single point estimate of leakage rates rather than a range 
136 Balcombe et. al (2015) conducted a literature review of 250 papers (Le Fevre, 2017) 
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carbon intensity basis this 

translates to 2.7-17 g CO2 

eq./MJ HHV (or 2.7-58 g 

CO2 eq./MJ HHV if 10% 

outlier is included) 

IEA WEO (2017) 1.7 N Supply chain leakage 

Peischl et. al (2015) 0.2-2.8 Y Leakage rates from 

individual shale plays 

Karion et. al (2013) 2.07-3.9 N Airborne methane 

measurement from Uintah 

county oil and gas field; 

converted from GWP 25 to 

GWP 100 for consistency 

with other sources and to 

ensure these values could be 

implemented in TIAM-UCL 

which uses a global warming 

potential (GWP) of 100 

years.137  Provides ranges for 

conventional and 

unconventional 

Hausfather (2015) 1.88-2.63 N  

Tollefson (2013) 9 N Based on NOAA follow up 

to Karion et. al (2013) 

Alvarez et. al (2018) 2-2.7  Y Central estimate of 2.3 

Abrahams et. al (2015) 3% Y US production and LNG 

export leakage rate 

Abrahams et. al (2015) 6% Y Russian production and 

pipeline transportation 

 
137 Converted using AR5 GWP estimates; i.e. translating to a GWP 100 for methane of 1 t CH4 = 28 t CO2 
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Zhang et. al (2020) 3.7 Y Satellite estimates of 

methane leakage from 

Permian Basin 
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Appendix 9: Types of fiscal regime and country-level fiscal regime 

data 
 

In Chapter 10 the implementation of different fiscal regimes in GAPTAP was discussed in 

detail, however it is important to define the different fiscal regimes currently in operation. 

Given the complexity of these regimes and the fact that they differ not just by country, but by 

resource category and even on a project-specific level, some degree of simplification was 

required with the fiscal regimes in GAPTAP. The definitions provided here in Table A9.1 

largely correspond to those given by Ernst and Young (2019), given that the tax rate data 

used in this thesis was almost solely provided by them.   

 

Table A9.1: Fiscal regime definitions 

Fiscal regime  Resource owner (producer or 

government) 

Taxes payable 

Concession  Producer Royalties, income/profit 

tax 

Production sharing 

contracts (PSC) 

Producer/government  Royalties, income/profit 

tax 

Service contracts (SC) Government  Royalties 

 

Source: amended by author from EY (2019) 

 

Additionally, Table A9.2 shows tax rates and fiscal regimes for all countries with gas fields 

represented in GAPTAP 

 

Table A9.2: Tax rates for gas producing countries represented in GAPTAP 

Region Country Fiscal regime Royalty, % Profit tax, % 

Africa Algeria PSC 9-19 38 

Africa Equatorial 

Guinea 

PSC 13 35 

Africa Libya Concession, 

PSC 

16.7 20 

Africa Nigeria Concession, 

PSC 

0-20 66-85 

Africa Egypt PSC 0 41 

Africa Ghana PSC 3-12.5 35 
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Africa Mozambique Concession, 

PSC 

6 32 

Africa Tanzania PSC 15 30 

Australia Australia Concession 0-12.5 30 

Canada Canada Concession 8-45 15 

China China PSC 0-12.5 25 

Central and 

South America 

Argentina Concession, 

PSC 

12 30 

Central and 

South America 

Bolivia PSC, SC 12 32 

Central and 

South America 

Brazil Concession, 

PSC 

5-15 34 

Central and 

South America 

Colombia Concession 7.2-12 30-33 

Central and 

South America 

Peru Concession, SC 12.5 31.5 

Central and 

South America 

Trinidad and 

Tobago 

Concession, 

PSC 

12.5 50 

Central and 

South America 

Venezuela Concession 25-33 34-50 

Commonwealth 

of Independent 

States (CIS) 

Azerbaijan PSC 0 20-32 

Commonwealth 

of Independent 

States (CIS) 

Kazakhstan Concession, 

PSC 

9-15 20 

Commonwealth 

of Independent 

States (CIS) 

Russia Concession, 

PSC 

2-9 20-30 

Commonwealth 

of Independent 

States (CIS) 

Turkmenistan PSC 3-15 35 

Commonwealth 

of Independent 

States (CIS) 

Uzbekistan Concession, 

PSC 

15 12-20 

India India Concession, 

PSC 

5-10 30-40 

Middle East Israel Concession 0 23 

Middle East Oman Concession, 

PSC, SC 

0 55 

Middle East Iran SC 0 25 

Middle East Iraq PSC, SC 0 35 

Middle East Qatar Concession, 

PSC 

9-12 35 

Middle East Saudi Arabia Concession 15 20 

Middle East UAE Concession 0 30 
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Mexico Mexico Concession, 

PSC, SC 

3-13 20-30 

Other 

Developing 

Asia 

Indonesia PSC 0 25 

Other 

Developing 

Asia 

Malaysia PSC, SC 10 24 

Other 

Developing 

Asia 

Myanmar PSC 12.5 25 

Other 

Developing 

Asia 

Pakistan Concession, 

PSC 

12.5 40 

Other 

Developing 

Asia 

Philippines SC 0 30 

Other 

Developing 

Asia 

Thailand Concession, 

PSC, SC 

5-15 20-50 

Other 

Developing 

Asia 

Vietnam PSC 12-19 32-50 

UK UK Concession 0 17-30 

United States United States Concession 0-21 21 

Western Europe Netherlands Concession 0-7 19-25 

Western Europe Norway Concession 0 22-78 

Source: EY, 2017; EY, 2019; Aresti, 2016; Agalliu, 2011 
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