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Abstract

Skull base surgery involves the management of tumours located on the underside

of the brain and the base of the skull. Skull base tumours are intricately associated

with several critical neurovascular structures making surgery challenging and high

risk.

Vestibular schwannoma (VS) is a benign nerve sheath tumour arising from one of

the vestibular nerves and is the commonest pathology encountered in skull base

surgery. The goal of modern VS surgery is maximal tumour removal whilst pre-

serving neurological function and maintaining quality of life but despite advanced

neurosurgical techniques, facial nerve paralysis remains a potentially devastating

complication of this surgery.

This thesis describes the development and integration of various advanced navi-

gation and visualisation techniques to increase the precision and accuracy of skull

base surgery.

A novel Diffusion Magnetic Resonance Imaging (dMRI) acquisition and process-

ing protocol for imaging the facial nerve in patients with VS was developed to

improve delineation of facial nerve preoperatively. An automated Artificial Intel-

ligence (AI)-based framework was developed to segment VS from MRI scans. A

user-friendly navigation system capable of integrating dMRI and tractography of

the facial nerve, 3D tumour segmentation and intraoperative 3D ultrasound was de-

veloped and validated using an anatomically-realistic acoustic phantom model of a

head including the skull, brain and VS. The optical properties of five types of human
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brain tumour (meningioma, pituitary adenoma, schwannoma, low- and high-grade

glioma) and nine different types of healthy brain tissue were examined across a

wavelength spectrum of 400 nm to 800 nm in order to inform the development of an

Intraoperative Hypserpectral Imaging (iHSI) system. Finally, functional and techni-

cal requirements of an iHSI were established and a prototype system was developed

and tested in a first-in-patient study.



Impact Statement

This work generated 10 first author publications in international peer-reviewed jour-

nals (Appendix A) and has the potential to significantly impact clinical practice in

skull base surgery and beyond. It enabled new collaborations within academia and

industry and laid the foundations for exciting future endeavours.

This work describes a novel dMRI acquisition and processing protocol for imaging

the cranial nerves in the posterior fossa and provides the first quantitative evidence

of accuracy of such techniques in patients with a posterior fossa tumours (Chap-

ter 2). The methods developed here have increased the robustness of using dMRI to

image the lower cranial nerves, bringing its routine clinical use a step closer.

This work developed the first automated AI framework to automate the measure-

ment and 3D representation of VS volume from MRI scans (Chapter 3). Automatic

segmentation of VS from MRI could significantly improve clinical workflow and

assist patient management with the potential to enhance and personalize the surveil-

lance management of patients. This thesis has laid the foundation for the future

development of AI-driven clinical support tools for various common neurosurgical

conditions including other benign brain tumours and vascular abnormalities.

Through this work, we have provided the first publicly-available annotated imaging

dataset of VS (https://doi.org/10.7937/TCIA.9YTJ-5Q73) and we

have released a code repository for automated segmentation of VS with deep learn-

ing (https://github.com/KCL-BMEIS/\acrshort{vs}_Seg). This

multi-modal imaging dataset will facilitate algorithmic research relating to both

https://doi.org/10.7937/TCIA.9YTJ-5Q73
https://github.com/KCL-BMEIS/\acrshort {vs}_Seg
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multi-modal and modality-specific segmentation networks and by including each

patient’s radiation treatment data this dataset will support work relating to the plan-

ning and delivery of radiation treatment including automated segmentation of or-

gans at risk and automated dose planning.

We manufactured an anatomically-realistic acoustic phantom model of a head in-

cluding the skull, brain and VS (Chapter 4). The phantom presented here was used

to validate an integrated navigation system prior to clinical but could also be used

for clinical training. This research sets the stage for further work including extend-

ing the phantom’s functionality to include ultrasound, CT and MRI. The method

may also be used to model other organs.

We created a user-friendly navigation system integrating dMRI data, tumour seg-

mentations, intraoperative neurostimulation recordings and intraoperative 3D ul-

trasound (Chapter 5). Competitive external industry and charity funding was ob-

tained to support this work and new academic collaborations were established with

UCL’s Research Software Development Group (RSDG). Future research will focus

on translating this software developed here to routine clinical use, extending beyond

lateral skull base surgery.

Finally, this work established the functional and technical requirements of an iHSI

system. The optical properties of ex vivo brain tissue were analysed and a pro-

totype system was developed and tested in a first-in-patient study (Chapter 6).

Such a system would significantly transform a surgeon’s ability to perform safe and

maximally-effective skull base surgery. Moreover, its impact on surgery in general

could be far-reaching and truly transformative.
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Chapter 1

Introduction

1.1 Clinical background and motivation
Skull base surgery is a highly specialised area of neurosurgery that involves the

management of benign and cancerous tumours located on the underside of the brain

and the base of the skull. Skull base surgery is extremely complex because most

tumours are intricately associated with several critical neurovascular structures in-

cluding the brainstem, cranial nerves and important blood vessels.

Vestibular schwannoma (VS) is a benign tumour arising from the nerve sheath of

one of the vestibular (balance) nerves and the commonest pathology encountered in

skull base surgery, accounting for approximately 5−6% of all intracranial tumours

(Hoffman et al., 2006). The incidence of VS has risen significantly in recent years

and is now estimated to be between 14 and 20 cases per million per year (Mof-

fat et al., 1995; Evans et al., 2005). At current rates 1 in a 1000 individuals will

be diagnosed with a VS in their lifetime (Evans et al., 2005). This equates to ap-

proximately 1600 new patients now being diagnosed with a VS every year in the

UK (Axon, 2019). For smaller tumours, expectant management with serial imaging

is often advised but surgery is the preferred treatment for larger symptomatic tu-

mours (Carlson et al., 2015; Shapey et al., 2018). The goal of modern VS surgery is

maximal tumour removal whilst preserving neurological function and maintaining
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quality of life (Samii et al., 2006) but facial nerve paralysis remains a potentially

devastating complication of surgery and is significantly increased in patients with

larger tumours (Nonaka et al., 2013; Samii et al., 2010; Huang et al., 2017; Zou

et al., 2014).

A recent meta-analysis quantified the risk of long-term facial nerve dysfunction

following VS surgery (House-Brackmann grades III-VI) (House and Brackmann,

1985)1 to be 34.7% for tumours > 3 cm in diameter (Zou et al., 2014) and even in

experienced hands the risk of long-term severe and disfiguring facial nerve function

(House-Brackman grades IV-VI) is reported to be as high as 25% in patients with

larger tumours > 4 cm diameter (Samii et al., 2010; Huang et al., 2017). Conse-

quently, surgeons often leave part of the tumour in an attempt to preserve neurolog-

ical function but this carries a risk of tumour regrowth and the potential need for

further treatment (Monfared et al., 2016). Residual tumour regrowth after near-total

and sub-total removal is reported to be 0− 21% and 18− 40% respectively (Mon-

fared et al., 2016; Martin et al., 2012; Schwartz et al., 2013; Chen et al., 2014).

Subsequent re-intervention with further surgery or radiation therapy is required in

2−3.6% of patients following near-total and 10−28% following sub-total tumour

removal (Monfared et al., 2016; Schwartz et al., 2013; Chen et al., 2014; Hahn et al.,

2013) although recent evidence now suggests that the control of growing remnants

with radiation therapy is likely to be suboptimal (Monfared et al., 2016).

There is, therefore, a compelling need for improved surgical navigation with visual-

ization of critical and target areas to increase the precision and accuracy of surgery.

This would facilitate improved maximal safe tumour resection with preserved neu-

rological function, less post-operative morbidity and potentially curative treatment

being offered to more individuals.

1The House-Brackmann is a six-point score used to grade the degree of nerve damage in a facial
nerve palsy and is : I: Normal, II: Slight weakness and asymmetry noticeable on close inspection,
III: Moderate dysfunction with an obvious but not disfiguring difference between sides (importantly,
complete eye closure with effort is possible), IV: Moderately severe dysfunction with incomplete
eye closure, V: Severe dysfunction with only barely perceptible motion and asymmetry at rest, VI:
Totally paralysis with no movement
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The issues addressed in this project not only apply to lateral skull base surgery

but also to the planning and surgery of all brain tumours. Each year, in the UK,

approximately 12,100 patients are diagnosed with a primary central nervous system

(CNS) tumour (CRUK, 2020) and many others are diagnosed with secondary brain

tumours. In 2018− 19, 4,610 brain tumour operations were performed in the UK

(NHS, 2019); all of whom could potentially benefit from this research.

1.2 Scientific background and rationale
Successful skull base neurosurgery depends on achieving maximal safe tumour re-

moval through avoiding damaging sensitive areas that undertake vital functions and

preserving crucial nerves and blood vessels. However, even with the most advanced

current techniques, it may still not be possible to reliably identify critical structures

during surgery and the identification of different tissues is currently still based on

surgeons’ subjective visual assessment (Figure 1.1). Intraoperative neuromonitor-

ing is currently the gold-standard method of identifying the facial nerve during VS

surgery but the goal of preserving the integrity and function of the facial nerve is

complicated by the fact that the nerve is usually only visualised towards the end

of the operation as illustrated in Figure 1.1. Consequently, the risk of injury re-

mains high without knowing the course of the facial nerve around the tumour and

an accurate knowledge of the amount of remaining tumour attached to the nerve.

Over the last decade there has been growing interest in using advanced Diffusion

Magnetic Resonance Imaging (dMRI) to generate fibre tractography of the facial

nerve to inform surgeons of its anatomical location preoperatively. Previous meth-

ods have yielded mixed results and it is still not possible to separate the facial nerve

from the larger facial-vestibulocochlear (CN VII/VIII) complex. A key aim of this

thesis, therefore, is to optimise the dMRI acquisition protocol, to improve its relia-

bility and to explore new techniques of delineating the facial nerve from the VII/VIII

complex (Chapter 2).

To enable surgeons to actively use tractography data intraoperatively, it is essen-
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Figure 1.1: a) Contrast-enhanced T1-weighted MRI scan (radiological display convention)
demonstrating a right sided vestibular schwannoma b) Intraoperative picture of
the facial nerve following tumour removal- visualised after tumour removal;
four-pointed star: normal (distal) facial nerve; five-pointed star: small tumour
remnant adherent to nerve; six-pointed star: very thin, splayed facial nerve
resulting from tumour compression. Image courtesy of Prof SR Saeed

tial that data is integrated into an easily interpretable intraoperative display system.

One recent study demonstrated the advantages of integrating facial nerve tractogra-

phy into a neuronavigation system but further work is required to incorporate cranial

nerve tractography into the routine intraoperative workflow. Building on previous

UCL experience in developing an integrated 3D multimodality imaging (3DMMI)

navigation system (EpiNavTM) for epilepsy surgery, (Nowell et al., 2015) this re-

search aims to develop a 3DMMI system with a user interface tailor-made for lateral

skull base surgery (Chapter 5).

Neuronavigation solutions can map preoperative information to the anatomy of

the patient on the surgical table but navigation does not account for intraopera-

tive changes such as brain shift (Gerard et al., 2017). In addition to the dMRI

and tractography data, this work aims to integrate intraoperative three-dimensional

ultrasound (i3DUS) into skull base and VS surgery. i3DUS is a portable system

offering real-time imaging and has become an increasingly popular tool within neu-

rosurgery due to its relatively low cost and real-time feedback (Moiyadi and Shetty,

2016; Camp et al., 2017). Unlike the acquisition of intraoperative MRI, the use

of intraoperative ultrasound is easily incorporated into the surgical workflow (Bon-

santo et al., 2001; Prada et al., 2015a) and it has been demonstrated that standard
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2D ultrasound images may be acquired during VS surgery but i3DUS has not been

used in VS surgery (Sun and Zhao, 2007; Huang et al., 2010). Enabling i3DUS to

be used effectively in skull base surgery will allow the surgeon to visualise tumour

intraoperatively, providing valuable information about the size and morphology of

residual tumour lying adjacent to critical cranial nerve structures (Chapter 5).

In order to use i3DUS effectively, the operator must have a certain level of com-

petence in acquiring ultrasound images and must have access to an advanced com-

putational navigation system. Neurosurgeons are not very familiar with using in-

traoperative ultrasound, in part due to its typical 2D image representation in unfa-

miliar planes. To address this issue, this research aims to develop novel technology

to automate the image processing and 3D segmentation of tumours with minimal

interaction, in order to create 3D representations of VS using MRI and US data

(Chapter 5). To validate the integrated navigation system prior to clinical use an

anatomically-realistic acoustic phantom model of a head including the skull, brain

and VS will be created (Chapter 4).

Automating the process of calculating tumour volume will also catalyse a step-

change in the conservative management of VS. Current guidelines use the maximal

extrameatal dimensions of a VS to guide management decisions as illustrated in

Figure 1.2 (Kanzaki et al., 2003; Shapey et al., 2018) despite the fact that changes in

tumour volume provide the best indicator to detect subtle growth (Varughese et al.,

2012; Schnurman et al., 2019). Existing volume-based methods are very labour-

intensive, with no dedicated software readily available within the clinical setting.

This has severely limited their adoption in routine clinical use. Furthermore, manual

volumetry procedures are prone to variability and subjectivity. The work contained

in this thesis will address this unmet clinical need by developing machine learning

algorithms and artificial intelligence (AI) frameworks to automate the measurement

of VS volume from MRI scans (Chapter 3).

Neuronavigation may be further enhanced by the use real-time intraoperative tis-

sue characterisation and visualisation. Interventional imaging and sensing, such as
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Figure 1.2: Intrameatal VS with extrameatal extension into the cerebellopontine angle il-
lustrating the current method of tumour measurement using the maximal diam-
eter of the extrameatal tumour component (solid line)

surgical fluorescence microscopy, point-based Raman spectroscopy, ultrasound and

intra-operative MRI may be used by the neurosurgeon, but partly due to stringent

operative constraints, tissue differentiation remains challenging. Our proposed nav-

igation system would enable the neurosurgeon to localise the facial nerve according

to its preoperative location and i3DUS would provide updated 3D real-time views

of the tumour volume intraoperatively. However, an ability to differentiate between

tumour and viable nerve, intraoperatively, in a quantitative manner, will improve

the success and accuracy of VS surgery even further.

Advanced optical imaging techniques provide a promising complementary solution

for intraoperative wide-field tissue characterisation, with the advantages of being

non-contact, non-ionising and non-invasive. Hyperspectral imaging (HSI) is a non-

contact camera-based optical imaging technique that exploits the ability to split

light into multiple narrow spectral bands beyond the conventional red/green/blue

channels. HSI enables the acquisition of much richer information than what can

be seen with the naked eye and it has been demonstrated that blood concentration,

oxygenation and other aspects of tissue structure can be investigated with a wide-

field of view in various pathologies and clinical contexts (Lu and Fei, 2014).
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Recent results from a collaborative EU project (Hyperspectral Imaging Cancer De-

tection [HELICoiD] project) demonstrated the potential that label-free hyperspec-

tral imaging holds for use in brain tumour surgery. (Ravì et al., 2017; Fabelo et al.,

2018b) However, the hardware set-up used in the HELICoiD HSI system was slow,

large and cumbersome, precluding its use in large numbers of patients and limiting

the amount of training data acquired. As a result, the time associated with image

acquisition and processing meant that HSI data could not be relayed to the surgeon

in real-time.

Compact sensors capable of acquiring HSI data in real-time were made commer-

cially available for the first time in 2018. In this thesis, HSI hardware will be down-

scaled and key design specifications for an optimal, yet practical, hyperspectral

imaging system for use in neurosurgery will be determined and a prototype system

tested in a first-in-patient study (Chapter 6). This will facilitate rapid clinical roll-

out. This work will also determine the optical properties of brain tissues (including

VS and cranial nerve) that may be used to train a new HSI system prior to clinical

use (Chapter 6).

1.3 Contributions
This thesis provided a framework to develop integrated advanced navigation and

visualisation techniques for use in skull base surgery.

The main contributions of this research include:

• A novel Diffusion Magnetic Resonance Imaging (dMRI) acquisition and pro-

cessing protocol for imaging the facial nerve in patients with VS (Chapter 2)

• An AI framework to automate the measurement and 3D representation of VS

volume from MRI scans (Chapter 3)

• An anatomically-realistic acoustic phantom model of a head including the

skull, brain and VS used to validate the integrated navigation system prior to

clinical use (Chapter 4)
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• A user-friendly navigation system integrating dMRI and tractography of the

facial nerve, tumour segmentation, intraoperative neurostimulation record-

ings and intraoperative 3D ultrasound (Chapter 5)

• A dual-beam integrating sphere spectrophotometer adapted for measuring the

optical properties of small brain tissue samples across a wavelength spectrum

of 400 nm to 1800 nm (Chapter 6, Section 6.4)

• The establishment of functional and technical requirements for an Intraoper-

ative Hypserpectral Imaging system were established and a prototype system

was developed and tested in a first-in-patient study (Chapter 6, Section 6.5)



Chapter 2

Diffusion MRI of the facial nerve

2.1 Abstract
Diffusion magnetic resonance imaging (dMRI) is a non-invasive magnetic reso-

nance imaging (MRI) technique that is able to provide a quantitative assessment

of a tissue’s microstructure. Given the potentially disastrous complication of facial

nerve palsy that too often occurs as a result of VS surgery (Zou et al., 2014) there

has been specific interest in using dMRI and tractography to delineate the facial

nerve in the context of VS in order to inform surgeons of its location preopera-

tively. This chapter contains: 1) an overview of the basic principals of dMRI and

tractography; 2) a systematic review of the clinical applications of dMRI of cranial

nerves within the posterior fossa; 3) a series of experiments detailing the optimi-

sation of dMRI targeted at imaging the facial-vestibulochochlear complex; and 4)

a prospective clinical study to assess the final method in healthy volunteers and

patients undergoing VS surgery.

Statement of Contribution

JS identified the clinical need to improve the identification of the facial nerve dur-

ing VS surgery. JS reviewed current state-of-the-art diffusion techniques in cranial

nerve imaging. SV, LM and JS optimised the scan sequences. JS recruited study

subjects and managed the experiments. JS performed pre-processing of the data
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using code written by SV and modified by JS. JS performed post-processing of the

data under SV’s supervision and guidance. Further technical advice was received

from DT, SB, JT, TY, TV and SO. Surgery was performed by JS, SSK, PG, NK, RO,

SRS and RB. JS confirmed the intraoperative neuromonitoring setup with MK and

BS and intraoperative neuromonitoring was performed by BS. Clinical oversight for

the surgical validation study was provided by SRS, NK, and RB. JS analysed the

data with guidance from SV, DT, SB, JT, TY, TV and SO.

A list of collaborators may be found in Appendix B.
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2.2 Principles of Diffusion Magnetic Resonance

Imaging and tractography
Diffusion Magnetic Resonance Imaging is sensitive to the displacement of water

molecules subject to thermally driven Brownian motion and can reveal a tissue’s

orientational organisation (Le Bihan et al., 2001; Jellison et al., 2004; Basser and

Jones, 2002). Fibre tractography is a three-dimensional reconstruction using the

dMRI data enabling visualisation of neural tracts and the brain’s connectivity (Mori

and van Zijl, 2002; Parker and Alexander, 2005; Gong et al., 2009). Diffusion ten-

sor imaging (DTI) was the initial model to describe the orientational information

in dMRI data; it has become a well-established method for imaging the brain’s

white matter tracts and is now an essential tool in neuroimaging analysis and diag-

nosis (Assaf and Pasternak, 2008; Ciccarelli et al., 2008). White matter fibre trac-

tography is routinely used in preoperative surgical planning (Nimsky et al., 2005;

Yogarajah et al., 2009; Duncan et al., 2016) and may also be incorporated into the

neuronavigation system to guide surgery intraoperatively (Nowell et al., 2015; Nim-

sky et al., 2005; Yogarajah et al., 2009; Duncan et al., 2016).

2.2.1 Diffusion Magnetic Resonance Imaging

Diffusion Magnetic Resonance Imaging creates image contrast based on the relative

diffusion of water molecules in tissue. In water, water molecules are able to diffuse

freely, and diffusion is equal in all directions (termed isotropic diffusion). However,

the diffusion of water molecules inside organic tissues is often anisotropic as a re-

sult of a tissue’s cellular microstructure (Tanner, 1979). In white matter tracts and

cranial nerves, diffusion is primarily restricted by axonal membranes and myelin

sheaths causing restricted diffusion perpendicular to the length of the axon with the

direction of maximum diffusivity being parallel to the axonal orientation (Mose-

ley et al., 1990). To sensitise the MRI signal to diffusion, a diffusion-weighting

magnetic gradient is applied along a certain axis. Acquiring multiple dMRI images

with different diffusion-weighting magnetic gradient orientations can then provide

information on the orientation of maximum diffusion. The b-value is a factor that
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reflects the strength and timing of the gradients used to generate diffusion-weighted

images. The higher the b-value, the stronger the diffusion effects.

Information concerning the tissue’s anisotropy was first described within the dif-

fusion tensor framework, which is an abstract mathematical model of diffusion in

three-dimensional space (Basser et al., 1994). The tensor model consists of a 3×3

matrix derived from diffusivity measurements in at least six non-collinear directions

(Figure 2.1). The diagonal elements (Dxx Dyy Dzz) of the tensor represent the diffu-

sion coefficients measured in a frame of reference along each of the principal (x−,

y− and z−) directions. The off-diagonal terms reflect correlation between each pair

of principal directions. Because diffusion cannot distinguish direction of diffusion,

meaning diffusion from -x to x is identical to diffusion from x to -x, the opposite

off-diagonal components are identical (i.e. Dxy == Dzy). This results in six unique

values in the tensor, needing the six non-collinear diffusivity measurements. Con-

ceptually, a diffusion tensor may be visualised as an ellipsoid where the principal

major axis is orientated in the direction of maximum diffusivity (Basser et al.,

1994). The diffusion tensor can be re-written (through an eigen-decomposition) as

a combination of three orthogonal eigenvectors (ε1,ε2,ε3) defining its orientation

and three eigenvalues (λ1,λ2,λ3) defining its shape - as illustrated in Figure 2.1.

The eigenvectors represent the major, medium and minor principal axes of the el-

lipsoid and the eigenvalues represent the diffusivities in these three directions, re-

spectively (Mori et al., 1999; Basser et al., 2000). Specific quantitative diffusivity

metrics may be calculated from the tensor including axial (AD), radial (RD), and

mean diffusivities (MD), as well as a composite metric, fractional anisotropy (FA).

These metrics can provide scalar measures of the microstructural properties of white

matter and may be expressed mathematically as detailed in Equation (2.1), Equa-

tion (2.2), Equation (2.3) and Equation (2.4) respectively.

AD = λ1 (2.1)
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Diffusion tensor components in the x-y-z frame of 
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Figure 2.1: Top: A cartoon illustrating the three-dimensional diffusion ellipsoid as a
frame of reference whereby the axes are parallel and tangent to the principal
directions of diffusion.

Bottom: The diffusion tensor model is a 3× 3 matrix derived from tensor
components in the laboratory frame of reference (x−,y−,z−). By measuring
diffusion coefficients in six unique directional combinations the diffusion
tensor D may be calculated.

The diffusion ellipsoid has three orientational unit vectors [the eigenvectors
(ε1−ε3] and three corresponding measurements of magnitude [the eigenvalues
(λ1−λ3].

ε1,λ1 describes the primary orientation of the diffusion ellipoid, ε2,λ2 is the
largest perpendicular component to ε1,λ1 and ε3,λ3 describes the remaining
orthogonal values.
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RD =
λ2 +λ3

2
(2.2)

MD =
λ1 +λ2 +λ3

3
(2.3)

FA =

√
3((λ1−MD)2 +(λ2−MD)2 +(λ3−MD)2)

2(λ 2
1 +λ 2

2 +λ 2
3 )

(2.4)

The local fibre orientation may also be visualised in a directionally-encoded colour

(DEC) map of the diffusion tensor that is based on the orientation of the diffusion

tensor’s first eigenvector (λ1). These maps are generated by mapping the major

eigenvector’s directional components in the x−, y− and z− planes into RGB colour

channels and weighting the colour brightness by FA (Figure 2.2).

Fractional anisotropy is a measure of the coherence of the underlying microstruc-

ture and has been shown to correlate both with axonal counts (Gouw et al., 2008;

Schmierer et al., 2007) and myelin content (Schmierer et al., 2007). Mean diffusiv-

ity detects the overall diffusion coefficient and is an index proportional to free water

and a sensitive marker of inflammation (Werring et al., 1999; Beaulieu, 2002). An-

other measure of average diffusion is the Apparent Diffusion Coefficient (ADC); the

difference being that the ADC is usually derived from the DWI data directly while

MD is derived from the tensor fitting on the DWI data. However, as evidenced by

the studies included in the following systematic review (Section 2.3), this terminol-

ogy is not always strictly followed. Axial diffusivity indicates diffusion along the

main axis of the ellipsoid and radial diffusivity is a measure of diffusion along the

other two orthogonal directions. Animal studies have shown that the AD and RD are
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Figure 2.2: Directionally-encoded colour (DEC) map of the brain (Coronal view) Four-
pointed star: Corticospinal tract (superior-inferior fibres)
Five-pointed star: Corpus callosum (left-right fibres)
Six-pointed star: Inferior fronto-occipital fasciulus (anterior-posterior fibres)

good predictors of axonal loss and demyelination, respectively (Song et al., 2002,

2003; Budde et al., 2007) and these have been used as surrogate in vivo markers to

illustrate axonal integrity (AD) and myelin damage (RD) (Kraus et al., 2007; Nai-

smith et al., 2009; Concha et al., 2006). Despite a high sensitivity to microstructural

changes, these quantitative metrics are also affected by factors not incorporated in

the diffusion tensor model such as crossing fibres, other complex fibre architectures

or partial voluming; all of which reduce the specificity of diffusion metrics (Vos

et al., 2011; Alexander et al., 2001; Vos et al., 2012).

More complex diffusion techniques have been developed to address some of the

limitations of the diffusion tensor model. Methods based on q-space imaging pro-

vide the empirical distribution of diffusion by estimating the spin propagator (i.e.

the probability of water displacement in a given direction within a specific voxel)

and exploit the Fourier relationship of the diffusion signal and q-space. Examples
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of q-space approaches include Diffusion Spectrum Imaging (DSI) and Q-Ball Imag-

ing (QBI). For instance, DSI requires many more gradient directions along multiple

b-values and a higher maximum b-value to generate the desired orientation infor-

mation (Yeh et al., 2013) and as such is challenging to do in a clinical setting.

Neurite orientation dispersion and density imaging (NODDI) is another dMRI tech-

nique for estimating the microstructural complexity of dendrites and axons in vivo.

NODDI relies on a three-compartment tissue model (intra-neurite, extra-neurite and

cerebrospinal fluid) (Zhang et al., 2012). The acquisition consists of a two-shell

high-angular-resolution diffusion imaging (HARDI) protocol and provides two key

parameters: a neurite density index (NDI) that relates to the intra-neurite volume

fraction, and an orientation dispersion index (ODI) that characterises the orienta-

tion dispersion of neurite projections. Constrained Spherical Deconvolution (CSD)

is another advanced diffusion technique that relies on an assumption of a diffusion

profile for a well-aligned fibre population (Tournier et al., 2007; Behan et al., 2017).

In its simplest form, multi-fibre CSD tractography may be viewed as an extension

of DTI tractography but with multiple orientations that are chosen based on the

“incoming” orientation.

2.2.2 Tractography

The brain’s white matter tracts are composed of bundles of axons that share a sim-

ilar destination and may be delineated using tractography or fibre-tracking algo-

rithms (Parker and Alexander, 2005; Gong et al., 2009; Assaf and Pasternak, 2008;

Ciccarelli et al., 2008). Similarly, peripheral nerves are comprised of axons that

connect the central nervous system to an end organ. As diffusion imaging and trac-

tography methods have advanced, this technique has been applied to reconstruct

ever smaller white matter structures including the cranial nerves.

Tractography uses the voxel-wise information provided by dMRI to infer connec-

tions between adjacent voxels that may belong to the same tract to reconstruct the

white matter architecture in 3D (Mori and van Zijl, 2002; Lazar et al., 2003). The

commonest type of tractography algorithm, deterministic tractography, delineates
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white matter pathways by using an in-line propagation technique whereby data

within each voxel directs the tract’s subsequent extension. Deterministic tractog-

raphy is reliant upon three elements: the identification of a suitable starting posi-

tion to initiate the algorithm (the seed point); continued propagation of the track

along the estimated fibre orientation; and the termination of the track when appro-

priate criteria are met (Mori and van Zijl, 2002; Tournier et al., 2011). Selecting

an appropriate seed point is typically performed by the operator but other methods

such as selecting the seed point based on functional MR data exist (Tournier et al.,

2011). Deterministic DTI tracking uses the first eigenvector of the diffusion tensor

to provide a suitable estimate of the fibre orientation within each voxel and then

propagates the track according to a fixed user-specified step-size. The most com-

mon way of terminating a track is to set a threshold based on a measure of diffusion

anisotropy (typically FA) such that if the anisotropy falls below a certain value (e.g.

FA < 0.2), the track is not allowed to propagate any further.

Probabilistic tractography aims to address the problem of uncertainty of directional

information by creating multiple streamlines from a selected distribution of possi-

ble fibre orientations with the results presented in the form of a probability distri-

bution, rather than a single “best fit” (Tournier et al., 2011; Behrens et al., 2007).

Most probabilistic methods are based on the same underlying model as their deter-

ministic counterparts and so are affected by the same limitations however they are

able to provide an estimate of the “precision” with which a tract has been recon-

structed (Tournier et al., 2011). Several studies examining large matter tracts have

demonstrated advantages of using probabilistic tracking over standard deterministic

tracking (Mandelli et al., 2014; Farquharson et al., 2013; Li et al., 2013; Lilja et al.,

2014) and Rueckriegel et al. recently described the benefits of probabilistic track-

ing to depict the auditory pathway in cases of vestibular schwannoma (Rueckriegel

et al., 2016).

As previously described, the diffusion tensor model is not always adequate, partic-

ularly in voxels containing contributions from differently orientated fibres. Using
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some of the abovementioned q-space models it is possible to calculate the direct

mathematical relationship between the measured diffusion signal and the estimated

diffusion orientation distribution function (dODF) [Q-ball imaging] or the diffusion

propagator [DSI] (Vos et al., 2013). CSD is another advanced multi-fibre tractogra-

phy method whereby multiple orientations that are chosen based on the “incoming”

orientation (Tournier et al., 2007; Behan et al., 2017).
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2.3 Clinical applications for Diffusion MRI and trac-

tography of cranial nerves within the posterior

fossa: a systematic review
This section is adapted from:

1. Shapey et al., 2019. Clinical applications for diffusion MRI and tractography

of cranial nerves within the posterior fossa: a systematic review. Frontiers in

Neuroscience, 13, p.23

2.3.1 Introduction

In recent years, there has been growing clinical interest in utilising tractography

of the cranial nerves to assist the clinical diagnosis of various neurological condi-

tions and to inform the surgical planning of neurosurgical procedures such as brain

tumour surgery. There are twelve sets of paired cranial nerves (CN I-XII) that typi-

cally relay information between the brain and regions of the head and neck and they

are numbered according to their rostral-caudal position when viewing the brain. The

first two cranial nerves - the olfactory [CN I] and optic nerves [CN II] - are both

sensory nerves, composed of afferent fibres relaying smell and vision respectively,

entering the brain within the anterior and middle cranial fossae. The remaining

ten cranial nerves (the oculomotor [CN III], trochlear [CN IV], trigeminal [CN V],

abducens [CN VI], facial [CN VII], vestibulocochlear [CN VIII], glossopharyn-

geal [CN IX], vagus [CN X], spinal accessory [CN XI] and hypoglossal [CN XII])

emerge from the brainstem and course through the posterior fossa and fluid cisterns

before exiting the skull (Matsuno et al., 1988). Diffusion MRI and tractography of

the cranial nerves in this region is technically challenging due to the nerves’ small

size (typically 1 mm to 5 mm in maximal diameter) and their anatomical location

within (CSF ) and close to tissue-air and tissue-bone interfaces (Figure 2.3). The

focus of this review, therefore, is to examine the effectiveness of utilising diffusion

MRI to image the cisternal segments of the cranial nerves within the posterior fossa.
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Figure 2.3: MRI and dMRI of the upper and lower pons including the trigeminal and
vestibulocochlear nerves
(a) and (e): High contrast T2-weighted images illustrating the trigeminal nerve
(white five-pointed star)and the facial and vestibulocochlear nerves (white six-
pointed star). [acquired with a ZOOMit sequence and a 0.5× 0.5× 0.5mm
voxel size]
(b) and (f): mean b0 diffusion weighted image
(c) and (g): mean b1000 diffusion weighted image
(d) and (h): Diffusion-encoded-colour [DEC] map. Note the green anterior
trigeminal projections from the brainstem in (d) and the red right-left projec-
tions of the CN VII/VIII complex in (h) [more pronounced on the subject’s
right-hand side]
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2.3.2 Methods

The Preferred Reporting Items for Systematic Reviews and Meta-Analyses

(PRISMA) Statement (Moher et al., 2009) was used to perform the systematic

review and the review was registered on PROSPERO: an international prospective

register of systematic reviews (CRD117068).

A structured search of the Pubmed, Web of Science and EMBASE databases was

undertaken over a 20 yr period. The last date of the search was December 11th,

2017. Two independent researchers applied the search criteria using the Boolean

search terms:

1. (diffusion tensor imaging OR diffusion MRI OR diffusion tensor tracking OR

tractography OR fibre tracking OR fiber tracking)

AND

2. (oculomotor nerve OR trochlear nerve OR trigeminal nerve OR abducens

nerve OR facial nerve OR vestibular nerve OR vestibulocochlear nerve OR

cochlear nerve OR vestibulocochlear complex OR facial-vestibulocochlear

complex OR glossopharyngeal nerve OR vagus nerve OR accessory nerve

OR hypoglossal nerve OR cranial nerve)

Reference lists of included articles were also reviewed, and expert opinion sought,

to identify further eligible publications.

Eligibility for inclusion in the systematic review included peer-reviewed publica-

tions in which English-language manuscripts were available through electronic in-

dexing comprising:

1. Clinical studies of patients with associated cranial nerve pathology

2. dMRI and/or fibre tractography of lower cranial nerve(s) has been performed

3. The diffusion imaging technique used has been described
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Figure 2.4: PRISMA flow diagram of article selection for systematic review of clinical
applications of dMRI and tractography of the cranial nerves within the posterior
fossa

4. The imaging success rate is reported

Full articles were obtained and further assessed for eligibility and any discrep-

ancy was resolved through mutual review and involvement of the senior au-

thor/supervisor.

In total, 805 articles were identified through the database searches and one addi-

tional record was identified through other sources. Following removal of dupli-

cate and non-English language studies, 534 manuscript titles and abstracts were

screened. After applying the eligibility criteria 48 full text articles were reviewed

and a further 7 articles were excluded. In all, 41 studies satisfied the inclusion

criteria and were included in further qualitative analysis (Figure 2.4).

Data extraction was performed using the following predefined criteria:

1. Study design

2. Study group characteristics, including the number of patients, duration of

symptoms (in cases of trigeminal neuralgia), tumour characteristics (where
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applicable) and treatment modality

3. Imaging acquisition details, including hardware, data specifics (including se-

quence(s), number of directions (number of signal averages), acquired voxel

size, b-value(s), scan time) and software

4. Diffusion processing methods, including region of interest, fibre tractography

method (type [deterministic or probabilistic], number of ROI(s), Fractional

anisotropy threshold

5. Effectiveness of dMRI analysis, including success rate in generating tractog-

raphy results and diffusivity measurements of the target cranial nerve(s). In

surgical cases, the method and results of any intraoperative validation was

also noted

6. Key findings

The methodological quality of the included studies was assessed by using the

Methodological Index for Non-Randomised Studies (MINORS) scoring system for

observational studies (Slim et al., 2003). Observational studies included compara-

tive studies such as case-control and cohort designs, and patient series which may

or may not have involved comparisons between groups.

All studies were scored on the following criteria:

1. A stated aim of the study

2. Inclusion of consecutive patients

3. Prospective collection of data

4. Endpoint appropriate to the study aim

5. Unbiased evaluation of endpoints

6. Follow-up period appropriate to the major endpoint
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7. Loss to follow-up not exceeding 5%

8. Prospective calculation of the study sample size

Comparative studies were also scored with respect to:

1. An adequate control group

2. Contemporary groups

3. Baseline equivalence of groups

4. Adequate statistical analyses

Rating scores out of 16 and 24 for non-comparative and comparative studies, respec-

tively, were generated. Studies of greater quality, i.e. those with a higher MINORS

score, were given greater weighting in the subsequent qualitative synthesis.

2.3.3 Results

Forty-one studies satisfied the inclusion criteria and underwent qualitative analysis,

including 20 case series, 15 non-randomised case-control studies, 4 cohort studies

and 2 case reports. A maximum of 959 participants were included across all studies

(ranging from 1 to 150 subjects per study), if multiple studies form a single insti-

tution did not include overlapping patient groups. Twenty-two studies focused on

imaging the cranial nerves in relation to a posterior fossa tumour (Taoka et al., 2006;

Chen et al., 2011; Gerganov et al., 2011; Roundy et al., 2012; Zhang et al., 2013;

Choi et al., 2014; Ulrich et al., 2014; Wei et al., 2015; Yoshino et al., 2015b,a;

Borkar et al., 2016; Hilly et al., 2016; Wei et al., 2016; Yoshino et al., 2016; Ma

et al., 2016; Song et al., 2016; D’Almeida et al., 2017; Zhang et al., 2017; Zolal

et al., 2017b,a; Li et al., 2017; Behan et al., 2017) (Table 2.1), 16 studies imaged

the trigeminal nerve in patients with trigeminal neuralgia (Herweh et al., 2007; Fu-

jiwara et al., 2011; Leal et al., 2011; Lutz et al., 2011; Hodaie et al., 2012; Liu et al.,

2013b; Wilcox et al., 2013; DeSouza et al., 2014, 2015; Lummel et al., 2015; Chen

et al., 2016a,b; Lin et al., 2016; Lutz et al., 2016; Neetu et al., 2016; Hung et al.,
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2017) (Table 2.2) and the remaining 3 studies evaluated DTI and tractography of the

cranial nerves in various other pathologies including the cochlear nerve in cases of

unilateral deafness (Vos et al., 2015), and the trigeminal nerve in patients with her-

petic keratouveitis (Rousseau et al., 2015) and short lasting unilateral neuralgiform

headache attacks with conjunctival injection and tearing (SUNCT) (Coskun et al.,

2017) (Table 2.3).
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Table 2.1: Diffusion imaging and tractography of cranial nerves in patients with posterior fossa tumours. VS: Vestibular schwannoma, BC: Brainstem
cavernoma, TS: Vestibular schwannoma, M: Meningioma, NS: Not specified

Study Study Design MINORS Participants
n Pathology Median size (range) [mm] Median volume [mm3]

Taoka et al. 2006 Case series 11/16 8 VS 25.5 (18.0−47.0) NS
Chen et al. 2011 Case series 4/16 3 VS NS (10.0−30.0) 8036.72
Gerganov et al. 2011 Case series 14/16 22 VS 26.0 (16.0−50.0) NS
Roundy et al. 2012 Cohort 17/24 5 VS (n = 2); NS (n = 3) 35.0 (25.0−52.0) NS
Zhang et al. 2013 Case series 12/16 8 VS 38.1 (30.0−55.0) NS
Choi et al. 2014 Case series 10/16 11 VS 22.0 (18.0−38.0) NS
Ulrich et al. 2014 Case series 6/16 7 BC NS NS
Wei et al. 2015 Case series 12/16 23 VS 34.0 (16.0−50.0) NS
Yoshino et al. 2015b Case series 7/16 11 VS 28.8 (20.0−40.0) NS
Yoshino et al. 2015a Cohort 16/24 22 VS 28.7 (9.0−52.0) NS
Borkar et al. 2016 Case series 8/16 20 VS 44.0 (30.0−61.0) NS
Hilly et al. 2016 Case series 7/16 21 VS 44.0 (30.0−61.0) NS
Wei et al. 2016 Case series 7/16 3 TS 43.0 (18.0−61.0) NS
Yoshino et al. 2016 Case report 10/16 1 M 30.0 NS
Ma et al. 2016 Case series 11/16 12 VS (n = 9); M (n = 3) 40.0 (31.0−46.0) NS
Song et al. 2016 Case series 10/16 15 VS 35.0 (15.0−45.0) NS
D’Almeida et al. 2017 Case report 4/16 1 M NS NS
Zhang et al. 2017 Case series 14/16 30 VS 33.3 (20.0−54.0) NS
Zolal et al. 2017b Cohort 16/24 3 VS (n = 2); M (n = 1) NS NS
Zolal et al. 2017a Case series 11/16 21 VS NS 3326.8
Li et al. 2017 Case series 14/16 19 VS 39.8 (25.0−53.0) NS
Behan et al. 2017 Cohort 14/24 10 VS (n = 6); M (n = 3); TS (n = 1) 39.8 (11.5−29.0) 1285.8
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Table 2.2: Diffusion imaging and tractography of the trigeminal nerve in trigeminal neuralgia. NVC-TN: Neurovascular compression associated
trigeminal neuralgia, MS-TN : Multiple Sclerosis associated trigeminal neuralgia, HC: Healthy control, N-NVC-TN: Non-neurovascular
compression associated trigeminal neuralgia, N/A: Not applicable, NS: Not specified, MVD : Microvascular Decompression, GKSRS :
Gamma Knife Stereotactic Radiosurgery

Study Study Design MINORS Participants
n Cohorts Symptom duration Treatment modality

Herweh et al. 2007 Case-control 14/24 13 NVC-TN (n = 6)
HC (n = 7)

8 yr (2 yr to 15 yr)
N/A

MVD (n = 6)

Fujiwara et al. 2011 Case-control 22/24 27 NVC-TN (n = 13)
HC (n = 14)

2 yr (0.25 yr to 7 yr)
N/A

MVD (n = 13), GKSRS (n = NS)

Leal et al. 2011 Case-control 22/24 16 NVC-TN (n = 10)
HC (n = 6)

5 yr (3.5 yr to 13 yr)
N/A

MVD (n = 10)

Lutz et al. 2011 Case series 22/24 20 NVC-TN (n = 20) 5 yr (1 yr to 10 yr) MVD (n = 20)
Hodaie et al. 2012 Case series 16/24 5 NVC-TN (n = 5) NS GKSRS (n = 5)
Liu et al. 2013b Case-control 18/24 22 NVC-TN (n = 16)

HC (n = 6)
5 yr (2 yr to 12 yr)
N/A

NS

Wilcox et al. 2013 Case-control 16/24 73 NVC-TN (n = 9)
Neuropathy (n = 18)
TMD (n = 20)
HC (n = 26)

7 yr (2 yr to 35 yr)
3.5 yr (1.3 yr to 11 yr)
5.25 yr (1.5 yr to 30 yr)
N/A

Meds only

DeSouza et al. 2014 Case-control 17/24 36 NVC-TN (n = 18)
HC (n = 18)

NS
N/A

NS

DeSouza et al. 2015 case-control 17/24 28 NVC-TN (n = 14)
HC (n = 14)

5.5 yr (1 yr to 30 yr)
N/A

MVD (n = 7), GKSRS (n = 7)

Lummel et al. 2015 Case-control 17/24 36 MS-TN (n = 12)
NVC-TN (n = 12)
HC (n = 12)

7 yr (0.5 yr to 11 yr)
5 yr (0.66 yr to 11 yr)
N/A

NS

Chen et al. 2016a Case-control 16/24 30 MS-TN (n = 10)
NVC-TN (n = 10)
HC (n = 10)

NS NS

Chen et al. 2016b Case series 19/24 43 NVC-TN (n = 43) 5 yr NS RFA
Lin et al. 2016 Case-control 15/24 15 NVC-TN (n = 50); N-NVC-TN

(n = 50); HC (n = 50)
NS

Lutz et al. 2016 Case series 20/24 81 NVC-TN (n = 81) 13 yr (0.42 yr to 21 yr) MVD (n = 81)
Neetu et al. 2016 Case-control 17/24 8 N-NVC-TN (n = 4)

HC (n = 4)
5 w
N/A

Meds only

Hung et al. 2017 Case-control 19/24 47 NVC-TN-R (n = 17)
NVC-TN-NR (n = 14)
HC (n = 16)

NS
NS
N/A

MVD (n = 10), GKSRS (n21)
MVD (n = 10), GKSRS (n21)
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Table 2.3: Diffusion imaging and tractography of cranial nerves in other pathologies. NHC:
Healthy control, SUNCT: Short-lasting unilateral neuralgiform headache with
conjunctival injection and tearing (SUNCT syndrome)

Study Study Design MINORS Participants
n Cohorts

Rousseau et al. 2015 Case-control 22/24 36 Herpetic Keratouveitis (n = 12)
HC (n = 24)

Vos et al. 2015 Case-control 20/24 10 Unilateral deafness (n = 5)
HC (n = 5)

Coskun et al. 2017 Case series 5/16 2 SUNCT Headache (n = 2)

2.3.3.1 Study quality

The quality of the included studies was variable (Table 2.1, Table 2.2, Table 2.3,

Table 2.4). In general, the prospective comparative studies evaluating DTI and trac-

tography in patients with trigeminal neuralgia were of high methodological qual-

ity. The most common type of comparative study encountered here were case-

control studies in which the non-affected side provided the control group to which

the affected side was compared. Very few studies involving patients with poste-

rior fossa tumours included consecutive patients or unbiased assessments of study

endpoints but there were notable high-quality papers involving patients with pos-

terior fossa tumours and these have been given higher weighting in the following

discussion (Taoka et al., 2006; Gerganov et al., 2011; Zhang et al., 2013; Yoshino

et al., 2015a; Zhang et al., 2017; Zolal et al., 2017a; Li et al., 2017). All four cohort

studies compared different methods of acquiring tractography data in patients with

posterior fossa tumours. One of the listed case reports illustrating the use of trac-

tography in a patient with a petroclival meningioma was contained within a larger

technical paper comparing DTI with a more advanced multi-fibre model (HDFT:

high definition fibre tractography) (Yoshino et al., 2016). However, this advanced

method was only used in one illustrative case that satisfied this study’s inclusion

criteria so the article was listed as a case report and assessed using the MINORS

scoring for non-comparative studies. None of the studies included in this review

documented a prospective calculation of study size.
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Table 2.4: Quality of iHSI studies using MINORS criteria. 1) A stated aim of the study; 2)
Inclusion of consecutive patients; 3) Prospective collection of data; 4) Endpoint
appropriate to the study aim; 5) Unbiased evaluation of endpoints; 6) Follow-up
period appropriate to the major endpoint; 7) Loss to follow-up not exceeding
5%; 8) Prospective calculation of the study sample size; 9) An adequate con-
trol group; 10) Contemporary groups; 11) Baseline equivalence of groups; 12)
Adequate statistical analyses

Study 1 2 3 4 5 6 7 8 9 10 11 12 Total

Posterior fossa tumours
Taoka et al. 2006 2 0 2 2 1 2 2 0 - - - - 11/16
Chen et al. 2011 2 0 2 0 0 0 0 0 - - - - 4/16
Gerganov et al. 2011 2 2 2 2 2 2 2 0 - - - - 14/16
Roundy et al. 2012 2 0 2 2 1 2 2 0 2 2 2 0 17/24
Zhang et al. 2013 2 2 1 2 1 2 2 0 - - - - 12/16
Choi et al. 2014 2 0 2 2 0 2 2 0 - - - - 10/16
Ulrich et al. 2014 2 2 2 2 0 2 2 0 - - - - 12/16
Wei et al. 2015 2 0 0 2 1 0 2 0 - - - - 7/16
Yoshino et al. 2015b 2 0 0 2 2 0 2 0 2 2 2 2 16/24
Yoshino et al. 2015a 2 0 0 2 2 0 2 0 - - - - 8/16
Borkar et al. 2016 2 0 0 2 1 0 2 0 - - - - 7/16
Hilly et al. 2016 2 0 0 2 0 1 2 0 - - - - 7/16
Wei et al. 2016 2 0 2 2 0 2 2 0 - - - - 10/16
Yoshino et al. 2016 2 0 2 2 1 2 2 0 - - - - 11/16
Ma et al. 2016 2 0 0 2 2 2 2 0 - - - - 10/16
Song et al. 2016 2 0 0 0 0 0 2 0 - - - - 4/16
D’Almeida et al. 2017 2 0 1 0 0 1 2 0 - - - - 6/16
Zhang et al. 2017 2 2 2 2 2 2 2 0 - - - - 14/16
Zolal et al. 2017b 2 0 0 2 0 2 2 0 2 2 2 2 16/24
Zolal et al. 2017a 2 0 2 2 1 2 2 0 - - - - 11/16
Li et al. 2017 2 2 2 2 2 2 2 0 - - - - 14/16
Behan et al. 2017 2 0 0 2 0 2 2 0 2 2 2 0 14/24

Trigeminal neuralgia
Herweh et al. 2007 2 0 0 2 0 2 1 0 2 2 2 1 14/24
Fujiwara et al. 2011 2 2 2 2 2 2 2 0 2 2 2 2 22/24
Leal et al. 2011 2 2 2 2 2 2 2 2 0 2 2 2 2 22/24
Lutz et al. 2011 2 2 2 2 2 2 2 0 2 2 2 2 22/24
Hodaie et al. 2012 2 1 1 2 0 1 2 0 2 2 2 1 16/24
Liu et al. 2013b 2 0 0 2 2 2 2 0 2 2 2 2 18/24
Wilcox et al. 2013 2 0 0 2 0 2 2 0 2 2 2 2 16/24
DeSouza et al. 2014 2 0 1 2 0 2 2 0 2 2 2 2 17/24
DeSouza et al. 2015 2 0 1 2 0 2 2 0 2 2 2 2 17/24
Chen et al. 2016a 2 0 0 2 0 2 2 0 2 2 2 2 16/24
Chen et al. 2016b 2 0 2 2 2 1 2 0 2 2 2 2 19/24
Lin et al. 2016 2 0 0 2 0 1 2 0 2 2 2 2 15/24
Lutz et al. 2016 2 0 2 2 2 2 2 0 2 2 2 2 20/24
Neetu et al. 2016 2 0 1 2 0 2 2 0 2 2 2 2 17/24
Hung et al. 2017 2 0 1 2 2 2 2 0 2 2 2 2 19/24

Other pathologies
Rousseau et al. 2015 2 2 2 2 2 2 2 0 2 2 2 2 22/24
Vos et al. 2015 2 0 0 2 2 2 2 0 2 2 2 2 20/24
Coskun et al. 2017 2 0 0 0 0 1 2 0 - - - - 5/16
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2.3.3.2 Image acquisition and processing

A variety of different MR scanners manufactured by Siemens, GE and Philips were

used in the acquisition of the diffusion data. Thirty-seven studies (90%) were per-

formed using 3T machines with the remaining 4 studies using 1.5T scanners. Most

acquisition protocols used single-shot echo planar imaging (88%) with a single b-

value of 1000 s/mm 2 (78%) but the number of gradient directions, in-plane res-

olution, and slice thickness varied considerably (Table 2.5 Table 2.6 Table 2.7).

The acquisition time was documented in a minority of studies (39%); scan time

varied greatly but was typically longer in studies that used multi-shot imaging ac-

quisition (Chen et al., 2016b; Lutz et al., 2016). Various software packages were

employed for the post-processing and tractography, including MatLab (The Math-

Works, Inc., Natick, MA), dTV (http://www.ut-radiology.umin.jp/

people/masutani/dTV.htm) (Masutani et al., 2003), 3D Slicer (https:

//www.slicer.org) (Norton et al., 2017), DTI- and DSI-Studio (http://

dsi-studio.labsolver.org) (Yeh et al., 2013), MedINRIA (https://

med.inria.fr) (Toussaint et al., 2007), SPM8 (https://www.fil.ion.

ucl.ac.uk/spm) (Friston, 2007), iPLAN (Brainlab iPlan, Heimstetten, Ger-

many), trackvis (http://www.trackvis.org) (Wang et al., 2007), StealthViz

(Medtronic Planning Station S7, Louisville, US), DynaSuite Neuro (In Vivo Corp.;

Gainesville, USA), FSL (http://www.fmrib.ox.ac.uk/fsl) (Jenkinson

et al., 2012), ExploreDTI (www.exploredti.com) (Qazi et al., 2009) and MR-

trix3 (http://www.mrtrix.org) (Tournier et al., 2012) in addition to the

hardware manufacturer’s own software suites including Leonardo syngo (Siemens),

FuncTool (GE), and FiberTrak (Philips) software. All studies selected regions of

interest manually and most did so by using fused anatomical and diffusion images

(ROIs selected using fused anatomical/diffusion imaging: 51%, diffusion imaging

alone: 17%, method not specified: 32%).

http://www.ut-radiology.umin.jp/people/masutani/dTV.htm
http://www.ut-radiology.umin.jp/people/masutani/dTV.htm
https://www.slicer.org
https://www.slicer.org
http://dsi-studio.labsolver.org
http://dsi-studio.labsolver.org
https://med.inria.fr
https://med.inria.fr
https://www.fil.ion.ucl.ac.uk/spm
https://www.fil.ion.ucl.ac.uk/spm
http://www.trackvis.org
http://www.fmrib.ox.ac.uk/fsl
www.exploredti.com
http://www.mrtrix.org
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Table 2.5: dMRI acquisition and processing of cranial nerves in patients with posterior fossa tumours. Seq.: Sequence, Dir.: Directions, NSA: Number
of signal averages, ST: Slice thickness, SS-EPI: Single-shot Echo planar imaging, MS-EPI: Multi-shot EPI, DTI: Diffusion Tensor Imaging,
NS: Not specified

Study Hardware dMRI data acquisition Software
Seq. Dir. (NSA) Acq’d voxel size [mm] b-value [s/mm2] Scan time (Model)

Taoka et al. 2006 1.5T Sonata, Siemens SS-EPI 6 (6) 1.8×1.8×3.0 1000 NS dTV-II (DTI)
Chen et al. 2011 3T SIGNA HDx, GE SS-EPI 25 (1) NS (ST: 3.0) 1000 NS 3D Slicer (DTI)
Gerganov et al. 2011 3T Allegra, Siemens SS-EPI 12 (1) NS (ST:1.6) 1000 NS iPLAN (DTI)
Roundy et al. 2012 3T Philips SS-EPI S-DTI: 6 (1)

HD-DTI: 32 (2)
1.8×1.8×4.0
1.6×1.6×1.2

1000
1000

42 s
9 min 39 s

Track Vis (DTI)
Philips Software (DTI)

Zhang et al. 2013 3T Verio, Siemens SS-EPI NS (1) 1.8×1.8×3.0 1000 NS NS
Choi et al. 2014 1.5T Gyroscan Intera, Philips SS-EPI 32 (1) 2.5×2.5×2.5 1000 NS DTI-studio (DTI)
Ulrich et al. 2014 3T Achieva, Philips SS-EPI 15 (2) 2.1×2.1×2.1 1000 5 min 0 s Philips Software (DTI)
Wei et al. 2015 3T Trio, Siemems SSS-EPI 30 (1) NS (ST: 2.0) NS NS iPlan(DTI)
Yoshino et al. 2015b 3T Signa, GE SS-EPI 30 (1) 2.0×2.0×2.5 1000 NS dTV-II SR (DTI)
Yoshino et al. 2015a 3T Signa, GE SS-EPI 30 (1) 2.0×2.0×2.5 1000 NS dTV-II SR (DTI)
Borkar et al. 2016 3T Achieva, Philips SS-EPI 15 (3) 0.78×0.78×1.5 800 NS Dyna-Suite Neuro 3.0 (DTI)
Hilly et al. 2016 3T Achieva, Philips SS-EPI 32 (1) 2.0×2.0×2.0 NS NS FiberTrak (DTI)
Wei et al. 2016 3T Trio, Siemens SS-EPI 30 (1) NS (ST: 2.0) NS NS iPLAN (DTI)
Yoshino et al. 2016 3T Trio, Siemens SS-EPI 101 (1) 2.4×2.4×2.4 ×12 (max 5000) 15 min 0 s DSI-studio (DSI)
Ma et al. 2016 3T GE SS-EPI 32 (1) 1.6×1.6×2.0 1000 NS 3D Slicer (DTI)
Song et al. 2016 3T Discovery 750, GE SS-EPI 30 (2) 1.6×1.6×1.2 1000 9 min 0 s 3D Slicer (DTI)
D’Almeida et al. 2017 1.5T Avanto, Siemens SS-EPI 6 (4) 1.8×1.8×5.0 1000 NS dTV-II (DTI)
Zhang et al. 2017 3T Discovery 750, GE SS-EPI 64 (1) NS (ST: 2.0) 1000 NS iPlan (DTI)
Zolal et al. 2017b 3T Verio, Siemens MS-EPI (NS) 20 (1) 2.0×2.0×2.0 800 12 min 0 s D: DSI-Studio (DSI)

P:FSL (DTI)
Zolal et al. 2017a 3T Verio, Siemens MS-EPI (NS) 20 (1) NS (ST: 2.0) 800 NS FSL (DTI)
Li et al. 2017 3T Trio, Siemens SS-EPI 32 (1) 1.8×1.8×1.0 1000 NS StealthViz(DTI)
Behan et al. 2017 3T Signa HDx, GE SS-EPI 60 (1) 1.9×1.9×3.0 1000 17 min 30 s 3D Slicer (DTI)

XST: TEEM (DTI)
MRtrix3 (CSD )
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Table 2.6: Diffusion MRI image acquisition and processing of the trigeminal nerve in trigeminal neuralgia. Seq.: Sequence, Dir.: Directions, NSA:
Number of signal averages, SS-EPI: Single-shot Echo planar imaging, MS-EPI: Multi-shot Echo planar imaging, F-EPI: Flair-Echo planar
imaging, DTI: Diffusion Tensor Imaging, NS: Not specified

Study Hardware dMRI data acquisition Software
Seq. Dir. (NSA) Acq’d voxel size [mm] b-value [s/mm2] Scan time (Model)

Herweh et al. 2007 1.5T Symphony, Siemens F-EPI 6 (1) 2.5×2.5×3.0 1000 2 min 41 s MatLab (DTI)
Fujiwara et al. 2011 3T Signa, GE SS-EPI 6 (8) 1.6×1.6×1.2 1000 8 min 30 s dTV (DTI)
Leal et al. 2011 3T Achieva, Philips SS-EPI 32 (1) 2.0×2.0×2.0 1000 6 min 2 s MedINRIA (DTI)
Lutz et al. 2011 3T Signa, GE SS-EPI 15 (10) 1.6×1.6×2.0. 1000 11 min 33 s FuncTool DTI)
Hodaie et al. 2012 3T Signa, GE SS-EPI 25 (1) NS (ST: 3.0) 1000 NS 3D Slicer (DTI)
Liu et al. 2013b 3T Trio, Siemens SS-EPI & F-EPI 12 (1) 1.9×1.9×3.0 1000 11 min 46 s Leonardo syngo 2003A (DTI)
Wilcox et al. 2013 3T Achieva, Philips SS-EPI 32 (4) 2.0×2.0×2.5 1000 NS SPM8 (DTI)
DeSouza et al. 2014 3T Philips (Model NS) SS-EPI 60 (1) 1.9×1.9×3.0 1000 NS FSL (DTI)
DeSouza et al. 2015 3T Signa, GE SS-EPI 60 (1) 0.94×0.94×3.0 1000 NS FSL (DTI)
Lummel et al. 2015 3T Signa, GE SS-EPI 15 (10) 1.7×1.7×2.0 1000 11 min 55 s FuncTool (DTI)
Chen et al. 2016a 3T Signa, GE SS-EPI 60 (1) 1.9×1.9×3.0 1000 NS 3D Slicer (DTI)
Chen et al. 2016b 3T Verio, Siemens MS-EPI (5) 30 (1) 2.0×2.0×2.0 1000 20 min 58 s DSI Studio (DTI)
Lin et al. 2016 3T Signa, GE SS-EPI 20 (1) 1.9×1.9×2.4 1000 5 min 12 s FuncTool (DTI)
Lutz et al. 2016 3T signa, GE SS-EPI NS (4) 1.7×1.7×2.0 NS 11 min 55 s FuncTool DTI)
Neetu et al. 2016 3T Signa, GE SS-EPI 15 (1) 1.09×1.09×1.6 1000 NS FuncTool (DTI)
Hung et al. 2017 3T Signa, GE SS-EPI 60 (1) 1.9×1.9×3.0 1000 NS 3D Slicer (DTI)

Table 2.7: Diffusion MRI image acquisition and processing of cranial nerves in other pathologies. Seq.: Sequence, Dir.: Directions, NSA: Number of
signal averages, SS-EPI: Single-shot Echo planar imaging, DTI: Diffusion Tensor Imaging, NS: Not specified

Study Hardware dMRI data acquisition Software
Seq. Dir. (NSA) Acq’d voxel size [mm] b-value [s/mm2] Scan time (Model)

Rousseau et al. 2015 1.5T Sonata, Siemens SS-EPI 25 (3) 1.9×1.9×2.0 500 7 min 30 s MedINRIA (DTI)
Vos et al. 2015 3T Achieva, Philips SS-EPI 22 (2) 1.8×1.8×1.8 1000 7 min 49 s ExploreDTI (DTI)
Coskun et al. 2017 3T Verio, Siemens SS-EPI 30 (1) 1.8×1.8×4.0 1000 NS NEURO 3D(DTI)
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Table 2.8: Diffusion MRI and tractography method: delineating cranial nerves in patients
with posterior fossa tumours ROI: Region of Interest VS: Vestibular schwan-
noma, NS: Not specified, DTI: Diffusion Tensor Imaging, DSI: Diffusion spec-
trum imaging, D: Deterministic, P: Probabilistic CSD : Constrained spherical
deconvolution, ROI: Region of Interest, Sel: Method of selecting ROI, Img: Im-
age used to select ROI, M: manual placement of ROI, A: automated placement
of ROI, An: ROI placed using anatomical image fused with diffusion data, Diff:
ROI placed using diffusion data only, IAM: Internal Auditory Meatus, Tum:
ROI drawn through mid-saggital plane through tumour in a midcisternal loca-
tion, MC: Meckel’s cave, REZ: Root entry zone, RG: retrogasserian ganglion,
IC: intracanalicular ROI, BS: Brainstem surface, BS-C: Brainstem surface cor-
responding to position of facial/cochlear nerve of the other side, FA-t: Fractional
anisotropy threshold, V: Variable

Study Cohorts Fibre tractography method
Type Seed Sel Img FA-t CNs

Taoka et al. 2006 VS (n = 8) D IAM M Diff 0.1 VII
Chen et al. 2011 VS (n = 3) D REZ, IC M NS 0.2 V, VII, VIII
Gerganov et al. 2011 VS (n = 22) D IAM, REZ M An 0.1 VII
Roundy et al. 2012 VS (n = 2)

NS (n = 3)
D Tum M An 0.15 VII

Zhang et al. 2013 VS (n = 8) D IAM, BS M NS 0.1 VII
Choi et al. 2014 VS (n = 11) D IAM, REZ M NS V VII
Ulrich et al. 2014 BC (n = 7) D NS NS NS NS V, VI, VII
Wei et al. 2015 VS (n = 23) D IAM, MC M An V V, VI, VII
Yoshino et al. 2015b VS (n = 11) D IAM M Diff V VII, VIII
Yoshino et al. 2015a VS (n = 22) D IAM M NS V VII, VIII
Borkar et al. 2016 VS (n = 20) D IAM, REZ M An 0.12 VII
Hilly et al. 2016 VS (n = 21) D NS NS NS 0.10 VII
Wei et al. 2016 TS (n = 3) D IAM, MC, BS M An NS V, VII, VIII
Yoshino et al. 2016 M (n = 1) D NS NS NS V III-VI
Ma et al. 2016 VS (n = 9)

M (n = 3)
D NS M An 0.18 IV-VIII

Song et al. 2016 VS (n = 15) D IAM, REZ M An 0.10 VII
D’Almeida et al. 2017 M (n = 1) D NS NS NS NS VII
Zhang et al. 2017 VS (n = 30) D IAM, REZ M An V VII
Zolal et al. 2017b VS (n = 2)

M (n = 1)
D /P RG, IAM, BS M An V V, VII, VIII

Zolal et al. 2017a VS (n = 21) P IAM, BS-C M An V VII, VIII
Li et al. 2017 VS (n = 19) D IAM, REZ M NS V VII
Behan et al. 2017 VS (n = 6)

M (n = 3)
TS (n = 1)

D RG, IC M An 0.15 V, VII, VIII
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Table 2.9: Diffusion MRI and tractography method: trigeminal nerve in trigeminal neural-
gia. Seq.: Sequence, Dir.: Directions, ROI: Region of Interest, Sel: Method
of selecting ROI, n-ROI: number of ROIs, Img: Image used to select ROI, FA-
t: Fractional anisotropy threshold, NVC-TN: Neurovascular compression asso-
ciated trigeminal neuralgia, MS-TN : Multiple Sclerosis associated trigeminal
neuralgia, HC: Healthy control, N-NVC-TN: Non-neurovascular compression
associated trigeminal neuralgia, N/A: Not applicable, NS: Not specified, DTI:
Diffusion Tensor Imaging, REZ: Root Entry Zone, CIS, Cisternal segment, M:
manual placement of ROI, A: automated placement of ROI, An-: ROI placed
using anatomical image fused with diffusion data, Diff: ROI placed using diffu-
sion data only, D: Deterministic.
*: Two distinct ROIs within the cisternal segment were analysed including the
radiosurgical target region and an ROI proximal to the root entry zone (but still
within the cisternal segment of the nerve)

Study Cohorts ROI(s) Fibre tractography method
Type Sel Img n-ROI FA-t

Herweh et al. 2007 NVC-TN (n = 6)
HC (n = 7)

REZ NS M NS NS NS

Fujiwara et al. 2011 NVC-TN (n = 13)
HC (n = 14)

CIS D M 1 Diff 0.1

Leal et al. 2011 NVC-TN (n = 10)
HC (n = 6)

REZ NS M Diff NS NS

Lutz et al. 2011 NVC-TN (n = 20) REZ NS M An NS NS
Hodaie et al. 2012 NVC-TN (n = 5) CIS* D M NS 2 0.2
Liu et al. 2013b NVC-TN (n = 16)

HC (n = 6)
REZ NS M Diff NS NS

Wilcox et al. 2013 NVC-TN (n = 9)
Neuropathy (n = 18)
TMD (n = 20)
HC (n = 26)

REZ NS M An NS NS

DeSouza et al. 2014 NVC-TN (n = 18)
HC (n = 18)

REZ D M An 1 0.2

DeSouza et al. 2015 NVC-TN (n = 14)
HC (n = 14)

REZ NS M An NS NS

Lummel et al. 2015 MS-TN (n = 12)
NVC-TN (n = 12)
HC (n = 12)

REZ NS M An NS NS

Chen et al. 2016a MS-TN (n = 10)
NVC-TN (n = 10)
HC (n = 10)

CIS, REZ, Pons D M An 1 0.2

Chen et al. 2016b NVC-TN (n = 43) CIS NS M An NS NS
Lin et al. 2016 NVC-TN (n = 50)

N-NVC-TN (n = 50)
HC (n = 50)

REZ NS M NS NS NS

Lutz et al. 2016 NVC-TN (n = 81) REZ NS M An NS NS
Neetu et al. 2016 N-NVC-TN (n = 4)

HC (n = 4)
REZ NS M An NS NS

Hung et al. 2017 NVC-TN-R (n = 17)
NVC-TN-NR (n = 14)
HC (n = 16)

CIS, REZ, Pons D M NS 1 0.2
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Table 2.10: Diffusion MRI and tractography method: cranial nerves in other pathologies
ROI: Region of Interest, HC: Healthy control, SUNCT: Short-lasting unilateral
neuralgiform headache with conjunctival injection and tearing (SUNCT syn-
drome), D: Deterministic, DTI: Diffusion Tensor Imaging, REZ: Root Entry
Zone, Sel: Method of selecting ROI, n-ROI: number of ROIs, Img: Image used
to select ROI, M: manual placement of ROI, A: automated placement of ROI,
An: ROI placed using anatomical image fused with diffusion data, Diff: ROI
placed using diffusion data only, FA-t: Fractional anisotropy threshold, CNs:
Cranial nerve, CIS- Cisternal segment, Coch- Cochlea- 10 voxels (18mm) to
left and right of mid-saggital plane.

Study Cohorts ROI(s) Fibre tractography method
Type Sel Img FA-t CN

Rousseau et al. 2015 Herpetic Keratouveitis (n= 12)
HC (n = 24)

CIS D M Diff 0.2 V

Vos et al. 2015 Unilateral deafness (n = 5)
HC (n = 5)

Coch D M An NS VIII

Coskun et al. 2017 SUNCT (n = 2) CIS D M Diff NS V
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Table 2.11: Diffusion MRI and tractography of cranial nerves in patients with posterior
fossa tumours: results ROI: Region of Interest VS: Vestibular schwannoma,
NS: Not specified, DTI: Diffusion Tensor Imaging, DSI: Diffusion spectrum
imaging, D: Deterministic, P: Probabilistic CSD : Constrained spherical de-
convolution, HD: High definition, S-DTI: Standard DTI, I: Intraoperative in-
spection by surgeon (no electrophysiology used), I-EP: Intraoperative inspec-
tion by surgeon and qualitative electrophysiological monitoring, Nav.: Neu-
ronavigation, Corr.: Intraoperative correlation, FN: Facial nerve, HB: House-
Brackmann facial nerve grading scale (I-VI), FU: Follow-up, n.d.s.: no date
specified
1 CN VII was not identified intraoperatively in one of the patients; 2 Discordant
results “re-evaluated” and revised agreement reported ; 3 Results for CN V and
CN VII/VIII for each method

Study Effectiveness and results
Tract. s-r Corr. Intraop accuracy Prevention of FN injury

Taoka et al. 2006 7/8 (88%) I-EP 5/7 (71%) NS
Chen et al. 2011 3/3 (100%) NS NS NS
Gerganov et al. 2011 22/22 (100%) I-EP 20/22 (91%) NS. Obs 2 w post-op:

HB I-II: 14/22 (64%);
HB III+: 8/22 (36%)

Roundy et al. 2012 S-DTI: 0/5 (0%)
HD-DTI: 5/5 (100%)

I-EP S-DTI: −
HD-DTI: 5/5 (100%)

NS

Zhang et al. 2013 7/8 (87.5%) I-EP 7/7 (100%) NS. Obs 9 to 12 m post-op:
HB I-II: 8/8 (100%)

Choi et al. 2014 11/11 (100%) I-EP 11/11 (100%) NS. Obs 12 m post-op:
HB I-II: 9/11 (82%)
HB III+: 2/11 (18%)

Ulrich et al. 2014 7/7 (100%) NS NS NS
Wei et al. 2015 23/23 (100%) I-EP 21/23 (91%) NS. Obs 6 m post-op:

HB I-II: 16/23 (70%)
HB III+: 7/23 (30%)

Yoshino et al. 2015b 10/11 (82%) I-EP 3/10 (30%) NS. Obs post-op (n.d.s.):
HB I-II: 11/11 (100%)

Yoshino et al. 2015a S-DTI: 18/22 (82%)
FIESTA: 21/22 (95%)

I-EP S-DTI: 3/18 (17%)
FIESTA: 14/21 (67%)

NS. Obs post-op (n.d.s.)
HB I-II: 21/22 (95%)
HB III+: 1/22 (5%)

Borkar et al. 2016 19/20 (95%) I 16/18 (89%)1 NS
Hilly et al. 2016 20/21 (95%) I 15/20 (75%)

19/20 (95%)2
NS

Wei et al. 2016 12/12 (100%) I-EP 11/12 (92%) NS. Obs post-op: "Normal"
Yoshino et al. 2016 1/1 (100%) I 1/1 (100%) NS
Ma et al. 2016 11/12 (92%) I-EP 11/11 (100%) NS
Song et al. 2016 14/15 (93%) I-EP 13/14 (93%) NS
D’Almeida et al. 2017 1/1 (100%) I-EP 1/1 (100%) NS
Zhang et al. 2017 30/30 (100%) I-EP 29/30 (97%) NS. Obs 2 w post-op:

HB I-II: 21/30 (70%),
HB III+: 9/30 (30%)

Zolal et al. 2017b D: 3/3 (100%)
P: 3/3 (100%)

I D: 1/3 (30%)
P: 3/3 (100%)

NS

Zolal et al. 2017a 21/21 (100%)
1 path: 7/21
2 paths: 14/21

I-EP 17/21 (81%) NS. Obs 8 days post-op:
HB I-II: 16/21 (76%)
HB III+: 5/21 (24%)

Li et al. 2017 18/19 (95%) I-EP,
Nav

17/18 (94%) NS. Obs 12 m post-op:
HB I-II: 18/19 (95%)
HB III+: 1/19 (5%)

Behan et al. 20173 3D Slicer:
- 4/4 (100%), 5/6 (83%)
XST TEEM:
- 4/4 (100%), 6/6 (100%)
MRTrix3:
- 4/4 (100%) 6/6 (100%)

NS NS NS
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Table 2.12: Diffusion MRI and tractography of the trigeminal nerve in trigeminal neuralgia: results. Tract. s-r: Tract success rate, dMRI s-r: dMRI
success rate, N/A: Not applicable, NS: Not specified, DTI: Diffusion Tensor Imaging, SDT: Single-tensor diffusion tractography, MTT:
Multi-tensor tractography, FA: Fractional anisotropy, ADC: Apparent Diffusion Coefficient, MD: Mean diffusivity, RD: Radial diffusivity,
AD: Axial diffusivity, U: "Unsuccessful", S: "Successful"

Study Effectiveness and results
Tract. s-r dMRI s-r Key findings

Herweh et al. 2007 N/A 13/13 (100%) FA lower in TN-affected nerves vs unaffected side in 3/6 (50%) of patients
Fujiwara et al. 2011 27/27 (100%) 27/27 (100%) No significant difference in FA or ADC values when TN-affected nerves compared with patients’ unaffected side or vs HC. Positive

correlation & reduction in FA following MVD (p < 0.01) [n = 3]
Leal et al. 2011 N/A 16/16 (100%) FA significantly lower in TN-affected nerves vs unaffected side & vs HC (p < 0.05). ADC significantly higher in TN-affected nerves

vs affected side & vs control group (p < 0.05)
Lutz et al. 2011 N/A 20/20 (100%) FA significantly lower in TN-affected nerves vs unaffected side (p = 0.004). ADC values nearly identical in both groups
Hodaie et al. 2012 5/5 (100%) 5/5 (100%) Treatment with GKRS resulted in significant changes in FA & RD at the "target" ROI [A 47% decrease in FA values (p = 0.027) & a

55.8% increase in RD values (p = 0.002). No change in AD]
Liu et al. 2013b N/A 22/22 (100%) FA significantly lower in TN-affected nerves vs unaffected side & vs HC. No significant changes in AD. Trend towards significantly

higher MD in TN-affected nerves vs unaffected side.
Wilcox et al. 2013 N/A 73/73 (100%) No significant difference in FA or MD values in TN-affected nerves vs unaffected side. No change in DTI values observed in other

pathologies.
DeSouza et al. 2014 36/36 (100%) 36/36 (100%) FA significantly lower in TN-affected nerves vs unaffected side & vs HC (p < 0.05). No significant difference in MD, RD or AD in

TN-affected nerves vs unaffected side. Higher MD, RD & AD found bilaterally in TN-patients vs HC (p < 0.05)
DeSouza et al. 2015 N/A 14/14 (100%) FA significantly lower & MD, RD & AD significantly higher in TN-affected nerves vs HC (p < 0.05). Effective treatment reversed

FA, MD, RD & AD abnormalities & correlated with pain relief after treatment.
Lummel et al. 2015 N/A 36/36 (100%) In NVC-TN, FA significantly lower in TN-affected nerves vs unaffected side (p = 0.002) & vs HC (p < 0.001). ADC significantly

higher on TN-affected side vs unaffected side (p = 0.007) & vs HC (p = 0.005). In MS-TN , DTI reveals microstructural changes on
both the TN-affected and unaffected sides.

Chen et al. 2016a SDT: U; MTT: S 30/30 (100%) Underlying TN-pathology alters the diffusivity pattern of different nerve segments. In NVC-TN, TN-affected nerves showed higher
FA in the cisternal segment of & lower FA in the REZ segment vs unaffected side & vs controls (p < 0.05). In MS-TN , FA was lower
in the peri-lesional segments of TN-affected nerves. No significant differences in MD, RD & AD noted.

Chen et al. 2016b N/A 43/43 (100%) FA significantly lower (p < 0.001), ADC higher (p = 0.006) & RD lower (p < 0.001) in TN-affected nerves vs unaffected side. No
difference in AD. Trend towards FA reduction in effective treatment responders (p = 0.072)

Lin et al. 2016 N/A 150/150 (100%) RD significantly higher in TN-affected nerves vs unaffected side (p = 0.00) & HC (p=0.00). No difference in AD.
Lutz et al. 2016 N/A 81/81 (100%) FA significantly lower in TN-affected nerves vs unaffected side (p = 0.005). No significant difference in ADC values (p = 0.092)
Neetu et al. 2016 N/A 8/8 (100%) FA significantly lower (p = 0.001) & ADC higher (p = 0.001) in TN-affected nerves vs unaffected side vs HC.
Hung et al. 2017 47/47 (100%) 47/47 (100%) Treatment outcomes may be predicted by pre-surgical diffusivity alterations: Long-term responders have lower cisternal segment AD

& MD values; Non-responders have abnormalities located more centrally with lower FA values in the REZ & higher AD values in the
pontine segment.
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Table 2.13: Diffusion MRI and tractography of cranial nerves in other pathologies: results ROI: Region of Interest, HC: Healthy control, SUNCT: Short-
lasting unilateral neuralgiform headache with conjunctival injection and tearing (SUNCT syndrome), D: Deterministic, DTI: Diffusion
Tensor Imaging, REZ: Root Entry Zone, M- manual placement of ROI, A- automated placement of ROI, An- ROI placed using anatomical
image fused with diffusion data, Diff- ROI placed using diffusion data only, FA-t: Fractional anisotropy threshold, CIS- Cisternal segment,
Coch- Cochlea- 10 voxels (18mm) to left and right of mid-saggital plane, FA: Fractional anisotropy, ADC: Apparent Diffusion Coefficient,
MD: Mean diffusivity

Study Effectiveness and results
Tract. s-r dMRI s-r Key findings

Rousseau et al. 2015 36/36 (100%) 36/36 (100%) FA significantly lower in REZ of trigeminal nerves on the ipsilateral side to the affected eye vs unaffected side (p = 0.03)
Vos et al. 2015 10/10 (100%) 10/10 (100%) Significantly lower FA in Cochlea n. of both deaf side (p = 0.030) & healthy side (p = 0.013) in patients vs HC. No statistical

difference in FA or MD between deaf and healthy sides in patient group
Coskun et al. 2017 2/2 (100%) 2/2 (100%) FA lower on affected side. ADC value higher on affected side 1 patient but no difference was observed in the other
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2.3.3.3 Analysis of diffusivity measurements

Analysis of diffusivity measurements focused on regions of the trigeminal nerve in

all but one study. In the remaining study, diffusion metrics of the cochlea nerve were

studied in patients with unilateral deafness and compared to the patient’s unaffected

side and values in the nerves of healthy control subjects (Vos et al., 2015).

2.3.3.3.1 Analysis of the trigeminal nerve in patients with trigeminal neural-

gia

Sixteen non-randomised comparative studies evaluated the diffusion metrics of the

trigeminal nerve in patients with trigeminal neuralgia (TN) (Table 2.9, Table 2.12).

Twelve studies included healthy volunteers as a control group (Herweh et al., 2007;

Fujiwara et al., 2011; Leal et al., 2011; Liu et al., 2013b; Wilcox et al., 2013;

DeSouza et al., 2014, 2015; Lummel et al., 2015; Chen et al., 2016a; Lin et al.,

2016; Neetu et al., 2016; Hung et al., 2017) and 4 studies compared the patient’s

own affected and unaffected sides (Lutz et al., 2011; Hodaie et al., 2012; Chen

et al., 2016b; Lutz et al., 2016). Two studies also included analysis of trigemi-

nal neuralgia in patients with Multiple Sclerosis (MS) (Lummel et al., 2015; Chen

et al., 2016a), two studies evaluated patients with non-neurovascular compression

TN (n-NVC-TN) (Lin et al., 2016; Neetu et al., 2016) and one study included pa-

tients with painful trigeminal neuropathy and painful temporomandibular disorders

(TMD) (Wilcox et al., 2013). Analysis of diffusivity measurements was possible in

all cases. Ten studies compared values in the root entry zone (REZ) (Herweh et al.,

2007; Leal et al., 2011; Lutz et al., 2011; Lin et al., 2016; Wilcox et al., 2013; DeS-

ouza et al., 2014; Lummel et al., 2015; Lin et al., 2016; Lutz et al., 2016; Neetu et al.,

2016), two studies focused on changes within the cisternal segment (Fujiwara et al.,

2011; Chen et al., 2016b) and one study evaluated changes at both locations (Chen

et al., 2016a).

Fractional Anisotropy in TN. In the 10 studies that measured the FA in the REZ

of patients with TN caused by neurovascular compression, 8 (80%) found signifi-

cantly lower FA values on the affected side compared to the unaffected side (Leal
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et al., 2011; Lutz et al., 2011; Liu et al., 2013b; DeSouza et al., 2014; Lummel et al.,

2015; Chen et al., 2016a; Lutz et al., 2016; Neetu et al., 2016). The other two stud-

ies failed to demonstrate a statistical difference between sides (Herweh et al., 2007;

Wilcox et al., 2013) but there was a trend towards lower FA values in TN-affected

nerves in one of the studies (Herweh et al., 2007). Only two studies examined diffu-

sivity values in the cisternal segment of affected and unaffected nerves; one found

no difference in FA values (Fujiwara et al., 2011) whereas the other found signif-

icantly higher FA values in the cisternal segment of affected nerves (Chen et al.,

2016a). Chen et al were also the only group to compare diffusivity values in the

REZ and cisternal segment and found that TN-affected nerves appeared to have

higher FA in the cisternal segment and lower FA in the REZ when compared to the

patient’s unaffected side (Chen et al., 2016a).

Apparent Diffusion Coefficient and Mean Diffusivity in TN. Seven studies

(44%) examined changes in ADC values within TN-affected nerves; four (57%)

found ADC to be significantly higher in the REZ of affected nerves (Leal et al.,

2011; Lummel et al., 2015; Chen et al., 2016b; Neetu et al., 2016) whereas the re-

maining three studies found no difference (Fujiwara et al., 2011; Lutz et al., 2011,

2016). Five studies (31%) examined changes in MD; four found significantly higher

MD values in the REZ of idiopathic TN-affected nerves (Liu et al., 2013b; DeS-

ouza et al., 2014, 2015; Chen et al., 2016a) and one found no statistical differ-

ence (Wilcox et al., 2013); however, two of the studies only demonstrated a statis-

tically higher MD value when the REZ of affected nerves was compared to healthy

controls with no statistical difference noted when compared to the unaffected side

of patients with TN (DeSouza et al., 2014, 2015).

Radial and Axial Diffusivity in TN. Six studies (75%) reported RD and AD

values in the affected and unaffected nerves of patients with idiopathic TN (Liu

et al., 2013b; DeSouza et al., 2014, 2015; Chen et al., 2016a,b; Lin et al., 2016)

and a further two studies studied changes in these diffusivity metrics in patients

following treatment (Hodaie et al., 2012; Hung et al., 2017). All five studies that
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examined changes in the REZ of TN-affected nerves reported significantly higher

RD values in the REZ compared to the nerves of healthy controls (Liu et al., 2013b;

DeSouza et al., 2014, 2015; Chen et al., 2016a; Lin et al., 2016) but significantly

lower RD values were observed in the cisternal segments of affected nerves (Chen

et al., 2016a,b). No significant differences were observed in the RD values of TN-

affected nerves when compared to the unaffected side in two studies (DeSouza et al.,

2014, 2015). Within the REZ it is likely that a change in RD is the main driver of a

reduced FA which most likely represents a decrease in axonal integrity rather than

a reduced alignment or coherence however further work is required to establish the

nature of changes seen within the cisternal segment.

Fewer studies observed a statistically significant difference in AD values: three

studies observed higher AD values in the REZ of TN-affected nerves when com-

pared to the nerves of healthy controls and two studies observed no difference in

AD values (Liu et al., 2013b; Lin et al., 2016). There were no significant changes

reported in AD when the REZ of affected nerves were compared to the unaffected

side in patients with idiopathic TN but two studies demonstrated significantly higher

AD values when TN-affected nerves were compared with the REZ of the nerves of

healthy controls (DeSouza et al., 2014, 2015). One study also analysed changes

in the cisternal segment of the nerve and demonstrated significantly lower AD val-

ues in the TN-affected nerves when compared to the unaffected side (Chen et al.,

2016a).

Diffusivity changes in patients with Multiple Sclerosis and TN. In patients

with MS-associated TN, Lummel et al. found that FA was significantly lower and

ADC higher in the REZ of both the TN-affected and unaffected sides when com-

pared to unaffected side of patients with idiopathic TN or healthy controls (Lummel

et al., 2015). Chen et al examined different diffusivity values in various nerve seg-

ments of patients with idiopathic and MS-associated TN (Chen et al., 2016a). They

demonstrated FA values were significantly lower in the peri-lesional segments of

TN-affected nerves compared to the unaffected side of MS-associated TN patients
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and significantly lower than the nerves of patients with idiopathic TN and healthy

controls. No significant differences were noted in other diffusivity values (MD, RD

or AD) within the peri-lesional segments of MS-associated TN nerves compared to

the nerves of patients with idiopathic TN or healthy controls but AD and RD were

shown to be significantly higher in the REZ of patients with both idiopathic and

MS-associated TN (Chen et al., 2016a).

Diffusivity changes in patients with TN following treatment. Five studies ex-

amined differences in the diffusion characteristics of patients’ affected trigem-

inal nerves before and after treatment including Microvascular Decompression

(MVD) (Fujiwara et al., 2011; DeSouza et al., 2015; Hung et al., 2017), Gamma

Knife Stereotactic Radiosurgery (GKSRS) (Hodaie et al., 2012; DeSouza et al.,

2015; Hung et al., 2017) and radiofrequency ablation (RFA) (Chen et al., 2016b).

All four studies with diffusivity data from the REZ demonstrated lower FA values in

the nerves of those patients who responded to treatment (Fujiwara et al., 2011; Ho-

daie et al., 2012; DeSouza et al., 2015; Hung et al., 2017) with a trend towards FA

reduction demonstrated in the cisternal segment following effective treatment (Chen

et al., 2016b). Effective treatment also appears to reduce other diffusivity changes

seen in TN-affected nerves (Hodaie et al., 2012; DeSouza et al., 2015). Most re-

cently, Hung et al demonstrated that treatment outcomes may be predicted by alter-

ations in pre-surgical diffusivity measurements with long-term treatment responders

having lower cisternal AD and MD values and non-responders having lower FA val-

ues in the REZ and higher AD values in the pontine segmen (Hung et al., 2017).

2.3.3.3.2 Analysis of the trigeminal nerve in other pathologies

Rousseau et al. examined the potential impact of recurrent HSV and VSV keratitis

on the axonal architecture of trigeminal nerves by assessing changes in the diffu-

sivity metrics of patients’ trigeminal nerves (Table 2.10, Table 2.13) (Rousseau

et al., 2015). They discovered FA to be significantly lower in the REZ of trigeminal

nerves on the ipsilateral side to the affected event and demonstrated that the asym-

metry was more than the intra-individual variability in controls (Rousseau et al.,
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2015). No such significant differences were observed in ADC values.

Coskun et al. reported diffusivity analysis in 2 patients with SUNCT, again demon-

strating FA to be lower on the affected side ( Table 2.13) (Coskun et al., 2017).

ADC values were higher in the affected side in one patient with no difference ob-

served in the other (Coskun et al., 2017).

2.3.3.3.3 Analysis of the cochlear nerve

Vos et al. assessed diffusivity changes in the cochlear nerves of patients with pro-

found unilateral sensorineural hearing loss ( Table 2.13) (Vos et al., 2015). Here, the

authors assumed any changes in DTI metrics of the vestibulocochlear nerve would

reflect changes in the cochlear nerve as it is the largest nerve and no changes are

expected in the facial or vestibular nerves in unilateral deafness. They reported no

significant difference in diffusivity values between patients’ deaf-sided and healthy-

sided cochlear nerves but there was a small but significant reduction in FA values in

both cochlear nerves in patients compared with normal-hearing controls (Vos et al.,

2015).

2.3.3.4 Fibre tractography

Fibre tractography of one or more cranial nerves was performed in 30 studies (73%)

(Table 2.9, Table 2.12, Table 2.10, Table 2.13, Table 2.8 and Table 2.11). All

22 studies involving patients with brain tumours focused on generating tractog-

raphy of the surrounding cranial nerves (Table 2.8, Table 2.11). Eighteen of those

(82%) involved patients with a VS( Figure 2.5) but cranial nerve tractography was

also assessed in patients with trigeminal schwannomas (Wei et al., 2016), menin-

giomas (Behan et al., 2017; Yoshino et al., 2016; Ma et al., 2016; D’Almeida et al.,

2017; Zolal et al., 2017b), brainstem cavernomas (Ulrich et al., 2014) and other

unspecified cerebellopontine angle tumours (Roundy et al., 2012). Given the func-

tional importance of preserving the facial nerve during surgery, almost all tumour

studies (21/22, 95%) included tractography of CN VII or the VII/VIII complex, but

tractography of other cranial nerves within the posterior fossa has also been demon-

strated including CN IV (Yoshino et al., 2015a; Ma et al., 2016), CN V (Chen et al.,
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2011; Ulrich et al., 2014; Wei et al., 2016; Yoshino et al., 2016; Zolal et al., 2017b;

Behan et al., 2017) and CN VI (Ulrich et al., 2014; Yoshino et al., 2016). Eight

non-tumour studies reported tractography results; seven studies detailed tractogra-

phy of the trigeminal nerve, (Fujiwara et al., 2011; Hodaie et al., 2012; DeSouza

et al., 2014; Chen et al., 2016b; Hung et al., 2017; Rousseau et al., 2015; Coskun

et al., 2017) five of which were in patients with TN (Fujiwara et al., 2011; Hodaie

et al., 2012; DeSouza et al., 2014; Chen et al., 2016b; Hung et al., 2017) with the

other study focusing on the cochlea nerve (Vos et al., 2015).

A deterministic method of generating fibre tractography was used in the majority

of studies (93%) and a tract was deemed to be successfully generated if a result

was produced. The reported success rate in generating fibre tracts of the cranial

nerves within the posterior fossa varied considerably (0− 100% success) but was

not lower in those studies imaging smaller nerves (100% success rate was reported

in all studies imaging trochlear (Yoshino et al., 2016; Ma et al., 2016), or abducens

nerve (Ulrich et al., 2014; Yoshino et al., 2016)). Zolal et al. recently published their

experience using probabilistic methods (Zolal et al., 2017b,a). One of their studies

provided a comparison of both techniques and appeared to suggest that probabilistic

tracking was more effective at depicting the cranial nerves (Zolal et al., 2017b).

In 15 studies (50%), a single region of interest (ROI) was used to seed the tractog-

raphy, whereas 12 studies (40%) used a two ROIs, one to seed and one to select

(methods not specified in 3 studies). Details of thresholding was available in 25 of

the 30 studies that performed tractography. A variety of fixed FA thresholds (range

0.02− 0.20) were chosen in 16/25 studies (64%) (Taoka et al., 2006; Chen et al.,

2011; Gerganov et al., 2011; Roundy et al., 2012; Borkar et al., 2016; Hilly et al.,

2016; Ma et al., 2016; Song et al., 2016; Behan et al., 2017; Fujiwara et al., 2011;

DeSouza et al., 2014; Chen et al., 2016a; Hung et al., 2017; Rousseau et al., 2015)

with a variable approach to selecting the FA threshold used in the other 9 studies

(36%) (Choi et al., 2014; Wei et al., 2015; Yoshino et al., 2015b,a, 2016; Zolal

et al., 2017b,a; Li et al., 2017), including the two studies that employed diffusion
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Figure 2.5: Comparison of cranial nerve fibre tractography methods in patients with poste-
rior fossa tumours
Streamlines are displayed overlaid on a T1 anatomical image. Colour triangles
indicate particular anatomical landmarks: blue: cranial nerves, green: superior
cerebellar fibres, yellow: brainstem nuclei
(a) - (e): Tractography of the trigeminal nerve (CN V) in a patient with a left-
sided petroclival meningioma
(d) and (f): Tractography of the facial-vestibulocochlear bundle (CN VII/VIII)
in a patient with a left sided vestibular schwannoma
(a) and (d): single diffusion tractography
(b) and (e): extended streamline tractography
(c) and (f): constrained spherical deconvolution
(Adapted from Behan et al, 2017 (Behan et al., 2017))

spectrum imaging (DSI) (Yoshino et al., 2016; Zolal et al., 2017b).

In studies that involved patients undergoing surgery, fibre tractography of the fa-

cial nerve was correlated with the surgeon’s intraoperative finding in 19 studies

(86%) but the reported accuracy of facial nerve tractography was extremely variable

(17−100%) (Table 2.11). The accuracy of the tractography was assessed by the op-

erating surgeon inspecting and documenting the location of the nerve in relation to

the tumour and was usually assisted by the use of qualitative electrophysiological

monitoring (79% of studies). Recently, Li et al also managed to quantitatively cor-
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relate electrophysiological results by registering the points of stimulation with the

patient’s tractography results using an intraoperative neuronavigation system (Li

et al., 2017). Several studies reported patients’ post-operative facial nerve status

but none of them evaluated the effectiveness of using fibre tractography to prevent

facial nerve injury.

2.3.4 Discussion

There is a clinical need to improve the visualisation of cranial nerves within the

posterior fossa, particularly in the context of pathology, and to enable detailed anal-

ysis of the affected nerves’ microstructure. In normal anatomy, the visualisation of

cranial nerves from the brainstem to the skull base is currently optimised on high

contrast T2 sequences ( Figure 2.3) but it is still extremely difficult to image the cra-

nial nerves as they traverse the skull, and in patients with associated compressive

tumour pathology, our experience is that anatomical T2 imaging cannot depict the

course of adjacent nerves. The prospect of obtaining 7T MR imaging in the rou-

tine clinical setting should improve the ability to reliably visualise the larger cranial

nerves such as the occulomotor (CN III), trigeminal (CN V) and vestibulocochlear

(CN VIII) through the brain’s cisterns but anatomical constraints are still likely to

impede the visualisation of smaller nerves beyond the skull base and in the context

of associated pathology such as compressive brain tumours. Consequently, the cur-

rent focus of this review is to examine the effectiveness of utilising diffusion MRI

to image the cisternal segments of the cranial nerves within the posterior fossa.

Forty-one studies met the study’s inclusion criteria and were qualitatively anal-

ysed. The methodological quality of the included studies varied considerably but

the available evidence demonstrated that it is possible to acquire diffusion MRI data

using a variety of clinical scanners and process this data with various software pack-

ages, none of which were shown to be more, or less, effective in this respect. Most

clinical studies examining the use of diffusion MRI in patients with cranial nerve

pathologies have either focused on performing DTI analyses of the trigeminal nerve

in patients with trigeminal neuralgia or generating DTI-based tractography of the
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cranial nerves in patients with posterior fossa tumours.

2.3.4.1 Trigeminal neuralgia

Sixteen studies evaluated diffusivity changes in the trigeminal nerve of patients suf-

fering from trigeminal neuralgia (Table 2.9, Table 2.12). The trigeminal nerve is the

largest cranial nerve within the posterior fossa and all studies successfully managed

to acquire diffusion MRI data of adequate quality for tractography and/or quanti-

tative DTI analysis. Ten studies examined changes in FA within the REZ of the

trigeminal nerve compared to the patient’s unaffected side; lower FA values were

demonstrated within the REZ of TN-affected nerves in all ten studies and a sta-

tistically significant decrease observed in 80% (Table 2.12). However, due to the

heterogeneous way data was presented in the various studies, it was not possible to

quantitatively calculate the expected difference in FA values between TN-affected

and unaffected nerves. A variety of other diffusivity metrics were also analysed by

different studies but no conclusive statements may be drawn from the current evi-

dence given the small number of studies involved and the varying formats in which

results were presented. It appears that RD values within the REZ of TN-affected

are significantly higher than the unaffected nerves of healthy control subjects (Liu

et al., 2013b; DeSouza et al., 2014, 2015; Chen et al., 2016a,b; Lin et al., 2016) but

De Souza et al. found no significant difference when comparing values with the pa-

tient’s unaffected side (DeSouza et al., 2014, 2015). Likewise, mixed results were

reported in the small number of studies that examined differences in AD values in

patients with trigeminal neuralgia.

Interesting observations were noted in the studies that compared diffusivity values

in different segments of the nerve (Fujiwara et al., 2011; Chen et al., 2016b; Hung

et al., 2017) and in the two studies that compared the diffusion metrics of affected

trigeminal nerves in patients with MS-associated TN and idiopathic trigeminal neu-

ralgia (Lummel et al., 2015; Chen et al., 2016a). In particular, further work is

needed to establish whether TN-affected nerves do indeed have a higher FA in the

cisternal segment and lower FA in the REZ compared to unaffected nerves (Chen
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et al., 2016a) and whether alterations in pre-surgical diffusivity measurements may

be used as a predictive tool to prognosticate surgical response (Hung et al., 2017).

In light of Hung et al.’s recent findings that treatment outcomes may be predicted

by alterations in pre-surgical diffusivity measurements it would also be worthwhile

evaluating if patients with different diffusion signatures respond differently to dif-

ferent treatment modalities. If so, diffusion metrics may also be used to guide treat-

ment choice as well as prognosticating an individual patient’s response.

2.3.4.2 Posterior fossa tumours

Taoka et al. were the first to demonstrate the feasibility of using preoperatively-

acquired DTI fibre tractography to delineate the course of the VII/VIII cranial nerve

complex around a vestibular schwannoma (Taoka et al., 2006). Since their initial

work a further twenty-one studies have assessed the effectiveness of generating cra-

nial nerve tractography in patients with posterior fossa tumours, the majority of

whom had a vestibular schwannoma (82%). Nearly all studies used a determin-

istic tractography approach. Varying numbers of ROIs were used to select the fi-

bre tracts and different methods of selecting an FA threshold were employed (Ta-

ble 2.11). Overall, the success rate in generating tractography was extremely vari-

able (0− 100% success rate) and correlation with the surgeon’s finding was also

inconsistent (17− 100% accuracy across all studies). However, it is important to

note that failure to generate any fibre tracts was only demonstrated in one study us-

ing standard DTI acquisition and when Roundy et al. performed higher resolution

diffusion imaging, tractography was successfully generated in all patients (Roundy

et al., 2012). Similarly, a 17% accuracy rate was reported by Yoshino et al. when

standard DTI was used but this increased to 67% when DTI was combined with

multifused CE-FIESTA images (Yoshino et al., 2015a). Excluding these results,

the success rate of generating cranial nerve tractography in patients with a poste-

rior fossa tumour rises to 82 % to 100 %, similar to that reported by Ung et al. in

their brief review of the literature (Ung et al., 2016). Nevertheless, intraoperative

accuracy remains inconsistent (30−100%).
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In recent years, several groups have attempted to improve the accuracy of cranial

nerve tractography by various means. Wei et al. described a method of “superse-

lective” tracking whereby optimal maps only containing bundles of axons with the

lowest density, originating from the brainstem were selected in order to better delin-

eate the anatomical relationship between the bundle and surrounding tissues (Wei

et al., 2015). Various FA values were also used to identify the maximal FA value

of each fibre. A similar method was replicated in two recent studies with good

results (Zhang et al., 2017; Li et al., 2017) although this technique is very time

consuming and still does not allow one to specifically distinguish the facial nerve

from within the facial-vestibular (CN VII/VIII) complex. Furthermore, manual fi-

bre selection and ad-hoc threshold manipulations are mainly based on investigator

expectation of the anatomical position of the nerve, and as Zolal et al. highlighted in

their recent article, such a method weakens the claims about reliable cranial nerve

detection (Zolal et al., 2017b).

Two studies used diffusion spectrum imaging to generate fibre tractography of the

cranial nerves (Yoshino et al., 2016; Zolal et al., 2017b), which is one of a num-

ber of more complex diffusion techniques that has been developed to address some

of the limitations of the diffusion tensor model. DSI requires many more gradient

directions along multiple b-values and a higher maximum b-value to generate the

desired orientation information and as such is challenging to do in a clinical set-

ting. Yoshino et al suggested that DSI may have the potential to distinguish the

facial nerve from the vestibulocochlear nerve and accurately detect cranial nerve

position (Yoshino et al., 2016) although this was not demonstrated in their study.

Zolal et al. subsequently compared the depiction of cranial nerves II, III, V and

the VII/VIII complex using both deterministic and probabilistic methods in a co-

hort of 30 healthy subjects obtained from the Kirby Repository (KR) and HCP

databases (Zolal et al., 2017b). In both instances, for tracking the VII/VIII com-

plex, ROIs were set at the brainstem and in the internal auditory meatus. This study

confirmed that using diffusion MRI data with higher angular resolution and overall

better quality led to better depictions of the nerves, confirming the finding previ-
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ously reported by Roundy et al (Roundy et al., 2012). Yoshino et al first described

this method of gradually increasing the FA threshold in 2015 in deterministic fibre

tracking (Yoshino et al., 2015a) and similar results were obtained in the studies util-

ising DSI. Probabilistic index of connectivity (PICo maps) were created for each

of the nerves, and to find the optimal probability threshold, the PICo maps were

filtered at threshold values of 0.05-0.95 in steps of 0.05. Zolal et al. concluded

that probabilistic tracking with a gradual PICo threshold increase is more effective

at depicting the cranial nerves than the previously described deterministic tracking

because it eliminates the erroneous fibres without manual intervention. A small

limitation of this method is the increased computational time required in using the

probabilistic method (30 minutes per nerve versus 15 minutes per nerve for deter-

ministic tracking) but in our opinion, such a difference is unlikely to impact clinical

use given that image processing and fibre tractography is rarely required in real-

time.

Behan et al compared three distinct reconstruction methods to generate tractogra-

phy of the cranial nerves in patients with associated posterior fossa tumours, includ-

ing conventional diffusion tensor tractography, a two-tensor reconstruction method

(eXtended streamline tractography, XST), and a fibre orientation distribution-based

method (CSD)( Figure 2.5) (Behan et al., 2017). They found that XST and CSD

-based reconstruction methods produced more detailed projections of CN V and

CN VII/VII compared to DTI tractography but CSD -based methods appeared to

generate more invalid streamlines. Consequently, the authors favoured using XST

to visualise the cranial nerves in patients with posterior fossa tumours however a

reliable and accurate method to separately depict the facial nerve in these patients

is still required.

In a separate article, Zolal et al. used probabilistic tracking to generate preopera-

tive tractography of the CN VII/VIII complex in 21 patients undergoing VS surgery

with the accuracy determined intraoperatively by surgical inspection and the use

of qualitative electrophysiological monitoring (Zolal et al., 2017a). Preoperative
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tractography was accurate in 81% of cases but many of the results also contained

false-positive pathways, typically dorsal to the tumour. Probabilistic tractography

is highly reliant on proper thresholding to achieve high-quality reconstruction of

biological pathways and, consequently, tend to generate more invalid fibre bundles

compared to deterministic tractography methods (Maier-Hein et al., 2017). In their

study, Zolal et al speculated that this was because probabilistic tracking preferen-

tially tracks large axonal bundles which in the case of patients with a VS includes

the larger vestibulocochlear nerve.

This systematic review was limited by various factors. Firstly, given the variety of

ways diffusion data was presented and the small numbers of available studies, it

was not possible to perform a meta-analysis and quantitatively analyse the data to

draw any firm conclusions concerning diffusivity changes observed in the trigeminal

nerve of patients with TN. Secondly, studies evaluating cranial nerve tractography

were of mixed methodological quality and used a variety of acquisitions, limiting

the discussion to a qualitative report of a small number of higher quality studies.

2.3.5 Conclusions

Current work suggests that fibre tractography has the ability to delineate the course

of individual nerves within the posterior fossa. Further work is required to incor-

porate cranial nerve tractography into the intraoperative workflow and new avenues

of using diffusion MRI should be explored to optimise and improve its reliability.

In particular, new techniques of delineating the facial nerve from the VII/VIII com-

plex should be examined and validated with the use of quantitative intraoperative

electrophysiological measurements. A method to address the problem of brain shift

is also required to ensure that the displayed dMRI information remains accurate

during surgery. Diffusion MRI has the potential to inform our understanding of the

microstructural changes that occur within the cranial nerves in various pathologies

and may eventually be able to assist clinicians to deliver individualised treatment

plans.



2.4. Diffusion MRI of the facial-vestibulocochlear complex 77

2.4 Diffusion MRI of the facial-vestibulocochlear

complex

2.4.1 Introduction

In recent years there has been growing interest in using advanced dMRI to generate

fibre tractography of the facial nerve, to inform surgeons who intend to operate on

an adjacent posterior fossa tumour of its anatomical location preoperatively (Sec-

tion 2.3). Nearly all previous studies used a deterministic tractography approach

to visualise the fibre tracts with extremely variable success rates and accuracy re-

ported. Furthermore, none of the studies attempted to visualise the facial nerve sep-

arately to the larger vestibulocochlear bundle. In this section we explore ways to op-

timise and improve the reliability of facial nerve dMRI and tractography and investi-

gate new techniques of delineating the facial nerve from the facial-vestibulocochlear

(CN VII/VIII) complex.

2.4.2 Methods

2.4.2.1 Subjects

A series of experiments were performed in healthy volunteers to optimise dif-

fusion imaging of the skull base region including the internal auditory meatus

(IAM) and its relevant cranial nerves. Appropriate ethical approval was obtained

(09/H0716/18).

2.4.2.2 Imaging

Magnetic resonance images were acquired using a Siemens 3T PRISMA Scanner

with a 64-channel head-coil. Sequences common to all experiments included a T1

MPRAGE anatomical scan of the whole brain with an acquired isotropic voxel size

of 1× 1× 1mm (TR (Repetition time) = 2000 ms, TE (Echo time) = 2.01 ms, TI

(Inversion time) = 880 ms, acquisition time: 4 min 53 s) and a T2 ZOOMit sequence

with an acquired isotropic voxel size of 0.5× 0.5× 0.5mm (TR = 1000 ms, TE =

127 ms, acquisition time: 3 min 35 s) through the region of the internal auditory

meatus.
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Diffusion imaging was obtained using two types of scan, with specific parameters

modified as detailed in each experiment’s methodology.

1. Conventional diffusion weighted imaging (DWI)

2. Readout-segmented diffusion weighted imaging (rs-DWI)

2.4.2.2.1 Conventional diffusion weighted imaging (DWI)

Conventional whole brain diffusion weighted MRI was performed using single-shot

echo planar imaging (EPI) with 152 directions and an acquired isotropic voxel size

of 2×2×2mm (TR = 3260 ms, TE = 58.6 ms, TI (inversion time) = 880 ms, acqui-

sition time: 8 min 58 s). Most published studies reporting facial nerve tractography

have been performed using single-shot EPIs (Section 2.3) so we considered data

acquired with this sequence as baseline.

2.4.2.2.2 Readout-segmented diffusion weighted imaging (rs-DWI)

Single-shot EPI provides reliable clinical images free from motion-induced artefact

however it is well documented that single-shot EPI is sensitive to susceptibility

artefacts at tissue interfaces causing image distortions, low signal-to-noise (SNR)

and spatial blurring, which are exacerbated at higher field strengths and at higher

spatial resolutions. This is especially relevant when attempting to image cranial

nerves in the skull base region given their small size (typically 1 mm to 5 mm in

maximal diameter) and their anatomical location within CSF and close to tissue-air

and tissue-bone interfaces.

Two seminal articles described the use of (Readout Segmented Diffusion Weighted

Imaging (rs-DWI)) methods to improve image quality (Holdsworth et al., 2008;

Porter and Heidemann, 2009). Digitized MR data is stored in k-space and the dis-

tortions present in EPI images are governed mainly by the slow traversal through

k-space along the phase encode direction. In rs-DWI, k-space sampling occurs in a

small number of multiple “shots”. Each shot has limited traversal of k-space in the

frequency-encoding readout direction but full resolution along the phase-encoding

direction (Figure 2.6). To mitigate motion artefacts between segments, a 2D navi-
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Phase-encoding 
direction (ky)

Frequency-encoding 
direction (kx)

Shot #1 Shot #2 Shot #3 Shot #4 Shot #5

Figure 2.6: Diagrammatic illustration of the k-space coverage for readout-segmented DWI
(rs-DWI)

Illustrative example of how rs-DWI traverses k-space (five-shots depicted in
this example)

gator readout is also obtained by sampling the central kx-segment during the second

echo in each shot. Because of the more limited coverage in the frequency-encoding

direction, the traversal along the phase-encoding direction is faster and thus reduces

the image distortions. We hypothesised that using a rs-DWI sequence would enable

us to acquire higher resolution images with higher SNR and lower distortions, albeit

at the expense of a longer scan time (Figure 2.7).

In this study we used a rs-DWI sequence marketed by Siemens, termed the

RESOLVE(Readout Segmentation Of Long Variable Echo trains) sequence. Spe-

cific parameters of the RESOLVE sequence used in each experiment are specified

in turn below (Porter and Heidemann, 2009).

2.4.2.3 Diffusion image processing

Images were analysed using MRtrix3 software (http://www.mrtrix.org)

(Tournier et al., 2012). Pre-processing steps involved denoising the diffusion

http://www.mrtrix.org
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Conventional DWI: 2 mm rs-DWI: 1.5 mm

SNR: 200%
Distortions: 0.5

Scan time: 4

SNR: 100%
Distortions: 1
Scan time: 1

Figure 2.7: Comparison of conventional DWI and readout-segmented DWI (rs-DWI)

Top: Diagrammatic representation of how k-space is traversed using conven-
tional and rs-DWI at different voxel sizes
Middle: Relative signal-to-noise ratio (SNR), distortion and scan time of rs-
DWI compared with conventional DWI
Bottom: Example images acquired with conventional DWI (2 mm isotropic
voxel size) and rs-DWI (1.5 mm isotropic voxel size)
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data and removing Gibbs ringing artefacts using the MRtrix3 ‘dwidenoise’ (Ver-

aart et al., 2016) and ‘mrdegibbs’ (Kellner et al., 2016) tools, respectively. Dif-

fusion images are also very sensitive to non-zero off-resonance fields. These

are caused by the susceptibility distribution of the subject’s head (known as a

susceptibility-induced off-resonance field) and by eddy currents from the rapid

switching of the diffusion weighting gradients. Geometric mismatch between the

structural images and the diffusion image and were estimated with FSL’s ‘topup’

tool (https://fsl.fmrib.ox.ac.uk) (Andersson et al., 2003) and all diffu-

sion sequences were corrected for eddy-current and motion distortions using FSL’s

‘eddy’ tool (Andersson and Sotiropoulos, 2016).

2.4.2.4 Seed placement

In line with previous published work, seeds were initially placed within the IAM

and along the brainstem border (Section 2.3). Our initial baseline post-processing

method (P1a) involved drawing the regions of interest (ROIs) directly onto the mean

b0 diffusion image but in P1b the ROIs were drawn on the hrT2 sequence and then

registered to the diffusion data using NiftyReg’s affine registration ‘reg aladin’ tool

(https://github.com/KCL-BMEIS/niftyreg/wiki) (Ourselin et al.,

2001). Subsequent experimental seed placements are detailed in turn below.

2.4.2.5 Diffusion analysis and tractography methods

Images were analysed using MRtrix3 software (Tournier et al., 2012). The “de-

fault” processing pipeline included the following steps. Any deviations, such as

that performed for multi-shell analysis, are explained per experiment below.

Briefly, the skull of the DWI dataset was removed and a brain mask was formed

using the MRtrix ‘dwi2tensor’ and ‘tensor2metric’ functions. The diffusion signal

for a single fibre was estimated using the ‘dwi2response’ function and then incor-

porated into a non-negativity Constrained Spherical Deconvolution analysis from

which Fibre Orientation Distributions were computed using the ‘dwi2fod’ function.

Finally, streamline tractography using the ‘tckgen’ function in MRtrix3 was per-

formed. Most previous studies employed a deterministic diffusion tensor method

https://fsl.fmrib.ox.ac.uk
https://github.com/KCL-BMEIS/niftyreg/wiki
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when generating tractography of the facial-vestibulocochlear complex (Section 2.3)

so we used the ‘SD_STREAM’ function as our baseline method (Tournier et al.,

2012). The SD_STREAM function is a deterministic algorithm that takes as input

an FOD image represented in the Spherical Harmonic (SH) basis1. At each stream-

line step, the local (trilinear-interpolated) FOD is sampled, and from the current

streamline tangent orientation, a Newton optimisation on the sphere is performed in

order to locate the orientation of the nearest FOD amplitude peak.

As discussed in Section 2.3, recent studies have begun using probabilistic methods

to generate tractography of the facial-vestibulocochlear complex. After establish-

ing our baseline tractography results using a deterministic approach with the addi-

tional ‘SD_STREAM’ function, subsequent experiments were performed using a

probabilistic approach (iFOD2) (Tournier et al., 2010). The iFOD2 tools takes as

input a FOD image represented in the spherical harmonic basis. Candidate stream-

line paths are based on short curved “arcs”. The underlying trilinear interpolated

FOD amplitudes along these arcs are sampled and streamlines follow a path where

the FOD amplitudes remain about the predetermined FOD-t. For all experiments,

unless otherwise stated, 1000 streamline tracts were selected and a variable FOD

cutoff between 0.05 and 0.1 was used. Additional parameters used in the ‘tckgen’

function are specified for each experiment. Experiments were aborted if no tracts

were detected from 100,000 streamlines.

All computations were performed on a MacBook Pro (2017) with a 3.1GHz Intel

Core i5 processor on a High Sierra macOS.

2.4.2.6 Tractography assessment criteria

We assessed the anatomical accuracy of the diffusion and tractography output by

analysing whether the generated white matter tracts resembled known anatomical

fibre organisation. We analysed this by displaying the diffusion data overlaid on the

subject’s anatomical high resolution T2 images and examined whether the diffusion

data and white matter cranial nerve tracts were accurately positioned. In particular,

1Spherical harmonics are a set of functions used to represent functions on the surface of a sphere
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we determined whether the diffusion and tractography methods used enabled the

facial and vestibular nerves to be identified separately in healthy volunteers, in the

absence of an associated posterior fossa tumour.

2.4.3 Results

2.4.3.1 Conventional SS-EPI DWI (Img1) and deterministic trac-

tography (P1)

2.4.3.1.1 Methods

Five healthy subjects (S1− 5) were imaged using a conventional single-shot EPI

diffusion sequence with 152 directions and an acquired isotropic voxel size of

2×2×2mm. In P1a, ROIs for seed placement were drawn directly onto the mean

b0 diffusion image and verified visually with the co-registered hrT2 whereas in

P1b, ROIs were drawn on the hrT2 image and co-registered to the diffusion data.

Baseline image processing was performed using MRtrix3 software utilising the de-

terministic ‘SD_STREAM’ function. Several previous studies have demonstrated

that a variable FOD/FA threshold provided optimal tractography results because of

the variation in partial voluming and SNR between subjects (Section 2.3). Fibre

tractography was therefore performed using a variable subject- and side-specific

FOD-t(Appendix C.1).

2.4.3.1.2 Results

Using a deterministic algorithm with a variable FOD-t, white matter tracts were

generated from a conventional diffusion SS-EPI sequence in 90% of cases when

the ROIs were drawn directly on the mean b0 image (Img1_P1a, Figure 2.8). This

dropped to 80% if ROIs were drawn on the hrT2 and co-registered to the diffusion

data (Img1_P1b, Figure C.1). It was not clear why it was not possible to generate

tractography on subject S2’s left side using this method because the source diffusion

data was unchanged from Img1_P1a and the image registration appeared accurate

upon visual inspection. In subject S3, no tracts were generated on the subject’s right

side, and upon inspection of the raw FOD data, it was not possible to visualise any

diffusion signal within the IAM or cistern.
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In method P1a, a FOD-tof 0.1 was successful in generating tractography in 40%

of cases and in 80% of cases when a FOD-tof 0.05 was used, compared to 30%

and 70%, respectively with method P1b. Optimal results using a varibale FOD-

tare presented in Table 2.14, Figure 2.8 and Figure C.1. In most cases, the tracts

appeared to align closest to the vestibular nerve but, in general, were quite non-

specific.

Table 2.14: Deterministic tractography of CN VII/VIII using conventional SS-EPI: Com-
parison of FOD-trequired for processing method P1a and P1b

Right Left
Subject P1a P1b P1a P1b

S1 0.04 0.03 0.1 0.1
S2 0.07 0.07 none 0.07
S3 none none 0.1 0.1
S4 0.08 0.08 0.1 0.09
S5 0.1 0.1 0.08 0.08

2.4.3.1.3 Conclusion

It was possible to place the ROI more accurately when using the hrT2 image and

it localised well to the diffusion imaging on the co-registered image. Changing the

method of ROI placement did not significantly alter the success rate of generating

cranial nerve white matter tracts.

2.4.3.2 Conventional SS-EPI DWI (Img1) and probabilistic tractog-

raphy (P2)

2.4.3.2.1 Methods

Five healthy subjects (S1−5) were imaged using the same conventional single-shot

EPI diffusion sequence (Img1) with 152 directions and an acquired isotropic voxel

size of 2× 2× 2mm. ROIs for seed placement were drawn directly on the hrT2

image and co-registered to the diffusion data. Image processing and probabilistic

tractography was performed using CSD on MRtrix3 software (Appendix C.2).
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Figure 2.8: Deterministic tractography of CN VII/VIII complex in healthy volunteers
using conventional SS-EPI Deterministic tractography using conventional
SS-EPI. Seed ROIs drawn directly on the diffusion mean b0 image (Img1_P1a)

Representative image of tractography acquired with a deterministic algorithm
(‘SD_STREAM’) displayed on the subject’s co-registered hrT2 image (axial
view through IAM). IAM and brainstem ROIs drawn directly on the diffusion
mean b0 image. S: Subject, FOD-t: Fibre Orientation Distribution threshold
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2.4.3.2.2 Results

Using a probabilistic algorithm with a variable FOD-t, white matter tracts were gen-

erated from a conventional diffusion SS-EPI sequence in 80% of cases (Img1_P2,

Figure 2.9), with 20% success at a fixed FOD-tof 0.1 and 70% success at FOD-tof

0.05. Although the thresholds used in method P2 were similar to those required in

P1b, thicker white matter tracts were generated in P2 however some aberrant fibres

were also traced, especially when a lower FOD-twas used (e.g. Figure 2.9; S1, left

side).

2.4.3.2.3 Conclusion

Probabilistic tractography methods produced more detailed projections compared

to a deterministic method but generated more invalid streamlines, particularly if a

lower FOD-twas used.
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Figure 2.9: Probabilistic tractography of CN VII/VIII complex in healthy volunteers using
conventional SS-EPI. Seed ROIs drawn on the hrT2 image and co-registered
with the diffusion data Img1_P2)

Representative image of tractography acquired with a probabilistic algorithm
displayed on the subject’s co-registered hrT2 image (axial view through IAM).
IAM and brainstem ROIs drawn on the hrT2 image and co-registered with the
diffusion data. S: Subject, FOD-t: Fibre Orientation Distribution threshold.
Note an aberrant tract in S1, left.
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2.4.3.3 rs-DWI (RESOLVE#1, Img2) and probabilistic tractography

(P2)

2.4.3.3.1 Methods

To improve image contrast and SNR, we imaged five healthy subjects (S1−5) were

imaged using a single-shell (b1000) RESOLVErs-DWI sequence (Img2). Previous

studies have used single-shell multi-shot EPI rs-DWI sequences with b values of

700 and 800 s/mm2 to image the VII/VIII complex (Naganawa et al., 2011; Zolal

et al., 2017b) and to delineate temporal bone tumours such as choleseatoma (Azuma

et al., 2015) more clearly. However, despite the improved image contrast and spatial

resolution obtained in these studies, the facial nerve could still not be visualised sep-

arately within the larger VII/VIII complex. Consequently, we experimented using a

rs-DWI sequence with a single b1000 shell, 7 shots, 20 directions and an acquired

isotropic voxel size of 1.5×1.5×1.5mm (TR = 4330 ms, TE = 56 ms, acquisition

time: 11 min 8 s). Image processing method P2 was performed using CSD on MR-

trix3 software (Appendix C.3). As detailed above, ROIs for seed placement were

drawn directly on the hrT2 image and co-registered to the diffusion data.

2.4.3.3.2 Results

Cranial nerve white matter tracts were generated in all subjects with a variable FOD-

tusing a probabilistic tractography algorithm. 70% of tracts were successfully gen-

erated with a fixed FOD-tof 0.1 and 100% at a fixed threshold of 0.05 (Figure 2.10).

The minimum FOD-trequired to generate a tract was also generally much higher

with the RESOLVE#1 diffusion data compared with the with conventional SS-EPI

data; the lowest FOD-twas 0.07 and 90% of tracts were generate with an FOD-tof

0.09 or higher. Using the RESOLVErs-DWI sequence also produced much thicker

tracts with better coverage of both the facial and vestibular nerves. However, in

cases where clear separation of the cranial nerves was seen on the hrT2 images the

overlying tracts still appeared to preferentially follow the larger vestibular nerve

(e.g. Figure 2.10; S1 left side, S4 left side, S5 left side).
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Figure 2.10: Probabilistic tractography of CN VII/VIII complex in healthy volunteers
using conventional SS-EPI . Seed ROIs drawn on the hrT2 image and
co-registered with the diffusion data (Img2_P2)

Representative images of tractography acquired with a probabilistic algorithm
overlaid on the subject’s co-registered hrT2 image (axial view through IAM).
IAM and brainstem ROIs drawn on the hrT2 image and co-registered with the
diffusion data. S: Subject, FOD-t: Fibre Orientation Distribution threshold.

Generally, good alignment of tracts with underlying cranial nerves on hrT2
but unable to delineate individual nerves within the CN VII/VIII complex.
Aberrant tracts seen in S3, right side.
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2.4.3.3.3 Conclusion

Applying probabilistic tractography to data acquired with the RESOLVErs-DWI se-

quence (Img2) produced better coverage of the cranial nerves within the IAM and

skull base region at higher FOD-t. There were also generally fewer invalid stream-

lines compared to Img1_P2 results (Figure 2.9). Nevertheless, method Img2_P2

still only depicted one large tract covering the facial-vestibulocochlear complex and

did not permit the individual facial nerve to be delineated separately.

2.4.3.4 rs-DWI (RESOLVE#1, Img2) and probabilistic tractography

(P3)

2.4.3.4.1 Methods

Five healthy subjects (S1− 5) were imaged using the same rs-DWI sequence

(RESOLVE#1, Img2). In order to try and depict the individual facial nerve from

within the CN VII/VIII complex we attempted to trace the diffusion signal from the

IAM to the facial nucleus or facial colliculus within the brainstem (Figure C.2).

To place an accurate ROI for the facial nucleus, we obtained a high-resolution 3D

diffusion tensor imaging atlas of the human brainstem imaged at 11.7 T through

personal communication with Professor Susumu Mori and Professor Manisha Ag-

garwal at the Russell H. Morgan Department of Radiology and Radiological Sci-

ence, Johns Hopkins University, Baltimore, USA (Aggarwal et al., 2013). The atlas

consisted of high resolution (125 µm to 255 µm isotropic) 3D diffusion images of

the formalin-fixed brainstem acquired at 11.7 T. The DTI data revealed microscopic

neuroanatomical details, allowing 3D visualization and reconstruction of fibre path-

ways including the facial nucleus and interdigitating fascicles of the corticospinal

and transverse pontine fibres (Figure C.3).

In P3, a probabilistic tractography algorithm was used to generate tracts in each

subject from the IAM to the facial nucleus (P3a), and facial colliculus (P3b), on

the same side. To obtain an ROI for the facial nucleus the 11.7 T ex vivo brain-

stem atlas data was registered to the subject’s anatomical T1 MPRAGE and sub-
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Figure 2.11: Facial nucleus ROI: ex vivo 11.7 T brainstem atlas data registered to healthy
volunteers in vivo 3 T data

T1, T2 and RESOLVEmean b0 image of caudal pons (subject S1) with ex vivo
facial nucleus ROI registered to in vivo data

sequently to the subject’s T2 and diffusion data using a combination of affine

(reg_aladin) (Ourselin et al., 2001) and non-rigid (reg_f3d) (Rueckert et al., 1999)

registration techniques (Figure 2.11). Image processing was performed using cCSD

on MRtrix3 software (Appendix C.4).

2.4.3.4.2 Results

Cranial nerve white matter tracts were generated in all subjects with a variable FOD

threshold using probabilistic method P3a and P3b but higher FOD thresholds were

possible when tracing tracts from the IAM to the facial nucleus (P3a, Figure 2.12)

compared to the facial colliculus (P3b, Figure 2.13) . An FOD-tof 0.1 was used in

60% of cases with method P3a and 30% with method P3b with all tracts traced using

a minimum FOD-tof 0.06. Despite repeated attempts, the tracts delineated in subject

S4 failed to stop at the facial nucleus ROI (Figure 2.12. The brainstem’s crossing

fibres are nicely displayed but is unclear why this occurred, especially given that

a similar path through the brainstem was delineated in the expected manner in the

same subject when using processing method P3b.

In method P3a the delineated tracts continued to preferentially follow the vestibular

nerve to the brainstem (Figure 2.12; S1, left; S2, left; S5, left). A tract passing

through the brainstem to the facial nucleus ROI was generated using this processing

method but it was not possible to verify its anatomical location using the current

resolution of the T2 weighted imaged. It was also very difficult to visually trace any
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kind of tract through the brainstem on the raw FOD data. Furthermore, the tracts

did not loop in the expected manner: their cranial-caudal direction is different to

what is expected and the tracts did not loop around the facial colliculus. Therefore,

if these brainstem tracts do indeed relate to one of the cranial nerves, they are most

likely to represent the vestibular nerve that is known to traverse the brainstem in a

more linear fashion.

Because of the difficulty in tracing looping tracts, tractography was also performed

using the facial colliculus as the tracts’ end point (P3b, Figure 2.13). This method

produced brainstem tracts more in keeping with the expected anatomical course of

the facial nerve (Figure C.2) with the nerves appearing to traverse the brainstem in

the expected cranial-caudal manner. However, method P3b still did not successfully

select out the facial nerve within the CSF cisterns (Figure 2.13).

2.4.3.4.3 Conclusion

It was not possible to select out the facial nerve apart from the CN VII/VIII complex

within the IAM or CSF cisterns using an ROI placed at the facial nucleus (P3a) or

facial colliculus (P3b). Placing ROIs at the facial colliculus produced tracts through

the brainstem in keeping with the expected anatomical course of the facial nerve but

further studies are required to verify these results.
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Figure 2.12: Probabilistic tractography of CN VII/VIII complex in healthy volunteers
using rs-DWI RESOLVE#1. Seed ROIs drawn on the hrT2 image with the
facial nucleus ROI obtained from 11.7 T diffusion brainstem atlas (Img2_P3a)

Representative images of tractography acquired with a probabilistic algorithm
overlaid on the subject’s co-registered hrT2 image (axial view through IAM).
IAM ROI drawn on the hrT2 image and co-registered with the diffusion data.
Facial nucleus ROI obtained from co-registering ROI data from an 11.7 T
diffusion brainstem atlas. S: Subject, FOD-t: Fibre Orientation Distribution
threshold.

Despite terminating the tracts in an ROI located at the patient’s facial nucleus,
tracts continue to preferentially follow the larger vestibular nerve (most evi-
dent in S1, left; S2, left; S5, left). Tracts failed to stop at facial nucleus in
subject S4. Small number of aberrant tracts also visible in subjects S1 and S2.
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Figure 2.13: Probabilistic tractography of CN VII/VIII complex in healthy volunteers
using rs-DWI RESOLVE#1. Seed ROIs drawn on the hrT2 image with the fa-
cial colliculus ROI obtained from 11.7 T diffusion brainstem atlas (Img2_P3b)

IAM and brainstem ROIs drawn on the hrT2 image and co-registered with the
diffusion data. FOD-t: Fibre Orientation Distribution threshold. Representa-
tive images of tractography acquired with a probabilistic algorithm overlaid on
the subject’s co-registered hrT2 image (axial view through IAM). S: Subject,
FOD-t: Fibre Orientation Distribution threshold.
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2.4.3.5 rs-DWI (RESOLVE#1, Img2) and probabilistic colour tissue

mapping (P4)

2.4.3.5.1 Methods

The same five healthy subjects (S1− 5) were imaged using the same single-shell

rs-DWI sequence (RESOLVE#1, Img2: single shell (b1000), 7 shots, 20 directions

and an acquired isotropic voxel size of 1.5×1.5×1.5mm). Processing method P4

used the ‘dhollander’ tool (Dhollander et al., 2016) in MRtrix3 to perform an un-

supervised estimation of white matter (WM), grey matter (GM) and cerebrospinal

fluid (CSF) tissue fractions from DWI using a multi-tissue CSD method. How-

ever, using a single-shell rs-DWI sequence such as RESOLVE#1 (Img2) prohibited

differentiation between WM and GM.

2.4.3.5.2 Results

PCTM clearly delineated the larger vestibular nerve traversing through the IAM and

CSF cisterns in all subjects (Figure 2.14) however a separate facial nerve structure

was only seen in part in one subject (Figure 2.14; S2, left).

2.4.3.5.3 Conclusion

PCTM was an effective way of visualising the general CN VII/VIII complex in the

skull base region however the spatial resolution and SNR of RESOLVE#1 (Img2)

was not sufficient to visualise the smaller facial nerve separately. By increasing the

spatial resolution and SNR, we hypothesised that it might be possible to improve the

visualisation within this region, thus improving final tractography results. Further-

more, due to their increased extracellular water content, solid vestibular schwanno-

mas display increased diffusion compared to brain parenchyma (Sener, 2003; Das

et al., 2016) so multi-shell PCTM might in itself provide a useful method of differ-

entiating the nerve from the adjacent tumour.
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Figure 2.14: Probabilistic colour tissue maps for healthy volunteers imaged with a single
shell rs-DWI RESOLVE#1 (Img2_P4)

Representative PCTM axial image through the IAM. S: Subject.
Red: Brain tissue; Blue: CSF.
The vestibular nerve is clearly visualised in all subjects. A small part of the
left facial nerve is seen on the left side in subject S2 (white arrow).
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2.4.3.6 rs-DWI RESOLVE#2, Img3; RESOLVE#3, Img4; RESOLVE#4,

Img5) and probabilistic colour tissue mapping (P4)

2.4.3.6.1 Methods

Three new healthy subjects were imaged using a series of multi-shell RESOLVErs-

DWI sequences. Increasing the b-value reduces signal to noise but enhances angular

contrast which can be beneficial for diffusion analysis and tractography. Better

angular contrast reduces the uncertainty on the estimates of fibre orientations and

increases the ability to distinguish fibres that cross at acute angles (Behrens et al.,

2007). Multi-shell acquisitions combine high b-values that provide good contrast

and low b-values associated with good signal so using this technique, we aimed to

find an optimal acquisition to image the skull base region and CN VII/VIII complex.

All scans (Img3, Img4, Img5) used a multi-shell sequence with b-values of b0, b700

and b2000 with the remaining parameters iteratively updated until the sequence was

optimised (Appendix C.5). For each image, processing method P4 was performed

to create PCTM of the IAMs and skull base region to optimise visualisation of the

CN VII/VIII complex. We also considered the scan’s acquisition time during its de-

velopment to ensure that a subject’s total scan time (including standard anatomical

and diffusion imaging) did not exceed a clinically-acceptable acquisition time 40

minutes.

2.4.3.6.2 Results

The image contrast obtained through the use of a multi-shell rs-DWI sequence was

significantly better that what was achieved with the best single shell parameters

(Figure 2.14 and Figure 2.15). RESOLVE#2 was acquired with an isotropic voxel

size of 1.4 mm but at this voxel size the spatial resolution of the cranial nerves within

the IAM and CSF cisterns was lost with only the larger vestibular nerve seen. In Img

4 the acquired voxel size of the multi-shell acquisition was reduced to 1.0 mm. Here,

the individual nerves were visualised but there was reduced SNR with significant

noise in in the temporal bone region and reduced image contrast compared to the
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Figure 2.15: Optimisation of RESOLVErs-DWI (RESOLVE#2 − 4) with PCTM
(Img3−5_P4)

Representative axial PCTM image through the skull base and IAM in healthy
volunteers. In Img5, note how both the facial and vestibular nerves white
arrows may be visualised separately with good image contrast. Img: Image.

1.4 mm multi-shell. Within the constraints of this experiment, Img5, acquired with

an isotropic voxel size of 1.2 mm provided the optimal combination of SNR, image

contrast and spatial resolution (Figure 2.15).

2.4.3.6.3 Conclusion

Of the sequences tested, a rs-DWI multi-shell image with b-values of b0, b700,

b2000 and an acquired isotropic voxel size of 1.2 mm provided the optimal image

for visualisation the CN VII/VIII complex through the IAM and skull base region.

However, the acquisition time of the RESOLVEsequence is at the limit of what

would be considered clinically-acceptable and further work should establish if this

could be shortened. Testing of the post-processing pipeline should determine if
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probabilistic tractography results may be improved by using this sequence and in

vivo testing should also be performed to evaluate if PCTM derived from this se-

quence (Img5) can reliably delineate the facial (and vestibular) nerves in patients

with posterior fossa tumours such as VS.

2.4.3.7 rs-DWI (RESOLVE#5, Img6) and probabilistic colour tissue

mapping (P4)

2.4.3.7.1 Methods

One new healthy subjects was imaged using the Siemens Work-in-Progress (WIP)

slice-accelerated RESOLVEwith blipped-CIAPIRINHA-based FOV shifting pack-

age (Siemens, 2018). The WIP package is based on the rs-DWI RESOLVEsequence

used in the abovementioned experiments but the modified version provided with this

WIP supported slice acceleration, allowing a substantial reduction in scan time or

an increase in the number of slices for a fixed scan time (Frost et al., 2015). Mul-

tiple slices are acquired simultaneously with the blipped-CAIPIRINHA technique

(Setsompop et al., 2012) and individual slices are reconstructed using the split Slice

GRAPPA reconstruction method (Cauley et al., 2014). By using the WIP package,

our aim was to use the slice-accelerated RESOLVEsequence to capture the same

image in a reduced scan time.

The slice-accelerated RESOLVEsequence had the following parameters: multi-

shell (b0, b700, b2000), 7 shots, 64 directions and an acquired isotropic voxel size

of 1.2×1.2×1.2mm (TR = 3000 ms, TE = 69 ms, acquisition time:18 min 35 s).

2.4.3.7.2 Results

The acquisition time for the slice-accelerated RESOLVEsequence (Img6) was 10

minutes shorter than the standard rs-DWI RESOLVEsequence (Img5) however the

SNR and image contrast was significantly less as evident in Figure 2.16. The PCTM

obtained using Img6 was very blurred and it was not possible to easily differentiate

tissue types within the IAM and CSF cistern (Figure 2.16d).
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Figure 2.16: Comparison of optimal rs-DWI RESOLVE#4 (Img5) and slice-accelerated
rs-DWI RESOLVE#5 (Img6): mean b0 and PCTM (P4) in a healthy volunteer

Top: Axial images through the IAM acquired using the optimal rs-DWI
RESOLVE#4 (Img5) sequence. (a) Mean b0; (b) PCTM

Bottom: Axial images through the IAM acquired using the slice-accelerated
rs-DWI RESOLVE#6 (Img6) sequence. (c) Mean b0; (d) PCTM

2.4.3.7.3 Conclusion

The available slice-accelerated RESOLVEsequence was not suitable for imaging the

cranial nerves through the skull base. Ongoing evaluation was therefore performed

using the standard rs-DWI RESOLVEsequence (Img5).

2.4.3.8 rs-DWI (RESOLVE#4, Img5), PCTM and probabilistic trac-

tography (P5)

2.4.3.8.1 Methods

Five further healthy subjects (S6−10) were imaged using the rs-DWI RESOLVE#4

sequence (Img5). PCTM were generated for each subject and probabilistic tractog-

raphy was performed using the white matter data as input. Seed ROIs drawn on

the hrT2 image and co-registered to the diffusion data were placed at the IAM and

brainstem surface and a variable, optimum FOD-twas used to generate probabilistic

tractography (Appendix C.6).
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2.4.3.8.2 Results

In four subjects (S6, S7, S8 and S10) the anatomical configuration of the CN

VII/VIII complex was such that the facial nerve could be viewed separately on

hrT2 imaging and on the subject’s corresponding PCTM (Figure 2.17, Figure C.4,

Figure C.5 and Figure C.7). Probabilistic tractography generated a smaller separate

tractography bundle associated to the larger tract that typically corresponded to the

location of the subject’s facial nerve hrT2 imaging. This was typically most visible

within the IAM (Figure 2.17, Figure C.4, Figure C.5 and Figure C.7). Applying a

variable FOD-twas helpful in ensuring optimal tractography results with minimal

aberrant fibre tracts. The anatomical configuration of the CN VII/VIII complex

in subject S9 precluded detailed analysis of the dMRI image processing pipeline

(Figure C.6).

2.4.4 Conclusions

In this study we optimised diffusion imaging of the IAM and skull base region by

adapting a multi-shell RESOLVErs-DWI sequence and post-processing pipeline.

Results suggested that a 7 shot, 52 direction multi-shell rs-DWI sequence acquired

with an acquired isotropic voxel size of 1.2 mm combined with PCTM allowed for

the reliable visualisation of both the facial and vestibular nerves within the IAM and

CSF cistern. It was not always possible to select out the individual facial nerve using

tractography alone but the method did demonstrated close conformity between the

tracts and the anatomy of the facial and vestibular nerves. Future work should focus

on reducing the image acquisition time without reducing image quality.
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Figure 2.17: PCTM and probabilistic tractography of CN VII/VIII complex in a healthy
volunteer using selected white matter tracts from rs-DWI (RESOLVE#4):
Subject S6 (Img5_P5_S6)

Probabilistic colour tissue map and tractography acquired with a probabilis-
tic algorithm using selected white matter tracts overlaid on the subject’s co-
registered hrT2 image. Seed ROIs drawn on the hrT2 image and co-registered
with the diffusion data. FOD-t: 0.05
a) representative axial PCTM image at level of IAM;
b) representative axial hrT2 with tractography at level of IAM; c) to f) saggital
views of the porus/IAM: c) hrT2 image of right IAM/porus, d) hrT2 of right
IAM/porus with tractography overlaid, e) hrT2 image of left IAM/porus, f)
hrT2 of left IAM/porus with tractography overlaid.
white arrow: facial nerve highlighted on PCTM or anatomical image (when
visible on representative image).
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2.5 Diffusion MRI of the facial-vestibulocochlear

nerve complex in healthy volunteers and patients

with a vestibular schwannoma: a prospective

clinical study

2.5.1 Study aim

This clinical study aimed to assess the accuracy and reproducibility of using a novel

rs-DWI sequence and processing pipeline for imaging the facial-vestibulocochlear

complex within the posterior fossa in healthy volunteers and in patients with a

vestibular schwannoma.

2.5.2 Methods

This study was approved by the NHS Health Research Authority and Research

Ethics Committee and by the institution’s local ethics committee (18/LO/0532 and

09/H0716/18).

2.5.2.1 Subjects

Ten subjects were enrolled in the study including 5 healthy volunteers and 5 patients

with a VS scheduled for surgery. Adult patients aged 18 years to 85 years, with a

unilateral VS scheduled for surgery either via a translabyrinthine or retrosigmoid

approach who were willing and able to provide written informed consent were el-

igible to participate in the study. The following patients were excluded from the

study: patients with Neurofibromatosis Type II, previous treatment or surgery for a

posterior fossa brain tumour, ipsilateral ear or facial surgery, any contraindication

to MR imaging or the administration of an MR contrast agent, pregnancy or breast

feeding.

2.5.2.2 Image acquisition

All subjects were imaged using a Siemens 3T PRISMA Scanner with a 64-channel

head-coil at the National Hospital for Neurology and Neurosurgery (NHNN). To test
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reproducibility, all subjects were scanned twice on different days and two subjects

were also scanned on an identical 3T PRISMA scanner at a separate institution

(Chenies Mews Imaging Centre [CMIC], London). Patients were typically imaged

2 – 4 weeks before surgery.

The following sequences were acquired in all subjects:

1. T1 MPRAGE anatomical scan of the whole brain with an acquired isotropic

voxel size of 1×1×1mm (TR = 2000 ms, TE = 2.01 ms, TI = 880 ms, acqui-

sition time: 4 min 53 s)

2. High resolution T2 (hrT2) ZOOMit sequence with an acquired isotropic voxel

size of 0.5× 0.5× 0.5mm (TR = 1000 ms, TE = 127 ms, acquisition time:

3 min 35 s) through the region of the IAM

3. RESOLVE#4 rs-DWI sequence (Img5) with the following parameters: 7

shots, an acquired isotropic voxel size of 1.2× 1.2× 1.2mm, using three b-

values (b0, b700, b2000), with x, x, and x directions per b-value, respectively

(TR = 4300 ms, TE = 60 ms, acquisition time:31 min 34 s)

All patients also had a contrast-enhanced volumetric T1 MPRAGE scan with an

acquired isotropic voxel size of 0.5× 0.5× 0.5mm (TR = 2020 ms, TE = 1.64 ms,

TI = 1100 ms acquisition time:5 min 19 s).

2.5.2.3 Image processing

All images were performed using method P5 as described above in Section 2.4.3.8.

All computations were performed on a MacBook Pro (2017) with a 3.1GHz Intel

Core i5 processor on a High Sierra macOS.

2.5.2.4 Healthy volunteer analysis

Two independent neuroradiologists analysed the processed imaging data. Both ra-

diologists underwent training prior to performing the formal assessment. Training

used results from two healthy volunteers not included in the final analysis. The neu-

roradiologists then independently analysed the 5 healthy volunteer datasets before
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arriving at a consensus. Scoring was performed using the following criteria:

• Visualisation of the VII/VIII complex within the CSF cistern and IAM on

hrT2 , noting the image planes used and whether the facial and vestibular

nerves could be visualized as anatomically distinct structures within the IAM

and CSF cistern.

• Visualisation of the VII/VIII complex within the CSF cistern and IAM on

PCTM , noting the image planes used and whether the facial and vestibular

nerve could be visualized as anatomically distinct structures within the IAM

and CSF cistern. Visibility of the nerves was scored using a 5-point scale:

1. Not at all visible

2. Visible on <25% of its course

3. Visible on 25−50% of its course

4. Visible on 50−75% of its course

5. Visible on 75−100% of its course

• Correlation of the PCTM and tractography results to the subject’s anatomical

(hrT2 ) imaging, using a 5-point scale:

1. completely different location and orientation to anatomical imaging

2. broadly similar location and orientation but poorly aligned with anatom-

ical imaging

3. correct location and orientation but mismatch in parts

4. correct location and orientation and very closely aligned

5. completely aligned with anatomical imaging
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2.5.2.5 Patient analysis

2.5.2.5.1 Assessment of dMRI interpretation

To replicate the current clinical workflow, an experienced Clinical Scientist and

Clinical Research Fellow (LM and JS) were trained to interpret the PCTM and seg-

ment the facial nerve in patients with a VS. Training was provided using cases

not included in the final data analysis. Segmentations were performed using

freely-available open source software ITK Snap (http://www.itksnap.org/

pmwiki/pmwiki.php) (Yushkevich et al., 2006). Only portions of the nerve that

could be confidently segmented were labelled as nerve. The assessors used a 5-point

scale to score:

• PCTM interpretation and ease of segmenting the nerve

1. Very difficult

2. Difficult

3. Neutral

4. Easy

5. Very easy

• Confidence that the segmentation was correct

1. Not at all confident

2. A little unsure

3. Neutral

4. Confident

5. Very confident

For quantitative analysis of the segmentations we used two surface metrics- the av-

http://www.itksnap.org/pmwiki/pmwiki.php
http://www.itksnap.org/pmwiki/pmwiki.php


2.5. dMRI of the CN VII/VIII complex: a clinical study 107

erage symmetric surface distance (ASSD) and Hausdorff distance (HD) to measure

the spatial discrepancy (in millimetres) between boundaries of each segmentation.

The ASSD is determined by the average spatial distance between the border voxels

of the automated segmentation results and the ground truth. Border voxels were

defined as those voxels in the nerve that have at least one neighbour that does not

belong to the nerve. A lower ASSD value indicates a better agreement, with ASSD

= 0 representing a perfect agreement in the segmentation boundary. The maximum

HD (Huttenlocher et al., 1993) is defined as the maximal distance from a point on a

boundary to a nearest point on the other boundary:

HD(Ω1,Ω2) = max
{

max
xεΩ1

min
yεΩ2

δ (x,y),max
yεΩ2

min
xεΩ1

δ (x,y)
}

(2.5)

where Ω1 and Ω2 are the boundaries of the two segmentations and δ denotes the

Euclidean distance, i.e. the spatial distance. A key limitation of the maximum HD is

the lack of robustness to outliers, i.e. to the presence of a small subset of abnormal

points. To tackle this issue, the 95% HD (95%−HD), defined as the 95th percentile

of the distances between boundary points in the two segmentations, is commonly

employed. Thus, 95% of the voxels of a segmentation boundary are within the

95%−HD distance of the other boundary.

Visibility of the facial nerve was scored using a 5-point scale (as above) by two

neuroradiologists, arriving at a consensus. The following imaging modalities were

used: a) hrT2 imaging alone; b) PCTM alone and c) hrT2 and PCTM together, not-

ing the image planes used for each review. The neuroradiologists then correlated

the subject’s PCTM , tractography and both nerve segmentations to the subject’s

anatomical (ceT1 and hrT2 ) imaging, using a 5-point scale (as above). After scor-

ing, a Neuroradiologist, Clinical Scientist and Clinical Research Fellow met and

agreed a consensus nerve segmentation prior to surgery.
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2.5.2.5.2 Intraoperative validation of dMRI method

The surgical treatment of patients enrolled in this study was not altered and the

operating surgeon was blinded to the dMRI results. Prior to surgery, the patient’s

contrast-enhanced volumetric T1 MPRAGE scan was uploaded onto a Medtronic

Stealth neuronavigation system (Medtronic Inc, Louisville, US). The dMRI results

were not uploaded onto the navigation system. In line with standard practice, con-

tinuous intraoperative recording of spontaneous electromyographic activity and ob-

served responses to electrical stimulation of the facial nerve was performed through-

out the procedure with recording electrodes placed in the patient’s orbicularis occuli

and oris muscles. The neurostimulation probe was fitted with a SureTrakTM instru-

ment marker to enable the location of all stimulation points to be recorded. A record

of the stimulation amplitude (mA) and distal output was also recorded. In addition

to the tracked electrophysiological recordings the operating surgeon recorded the

intraoperative location of the facial nerve, if seen under direct vision.

2.5.3 Results

2.5.3.1 Healthy volunteer results

The VII/VIII complex was visualised within the CSF cistern and IAM on both sides

in all healthy volunteer subjects when using hrT2 imaging (Figure 2.17, Figure C.4,

Figure C.5, Figure C.6, Figure C.7). Individual nerves were visible within every

subject’s IAM and the facial nerve was anatomically distinct from the vestibular

nerve within the CSF cistern and IAM (Table 2.15). The nerves of all 5 subjects

could be visualised using the axial plane only on both hrT2 and PCTM . Using

PCTM alone, the VII/VIII complex could be visualised in 9 out of 10 sides however

individual cranial nerves could only be visualised in 3 of the 10 sides. Addition-

ally, a longer segment of the individual vestibular nerve- typically 50−75%, could

be visualised using PCTM alone compared with 25− 50% of the facial nerve (Ta-

ble 2.15). Comparable results were obtained irrespective of the scanner used to

obtain the imaging.

In general, both PCTM and tractography results aligned well with the subject’s
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Table 2.15: dMRI of the facial-vestibulocochlear nerve complex in healthy volunteer
subjects
Consensus results from two neuroradiologists. hrT2 : high resolution T2-
weighted imaging, PCTM : Probabilistic Colour Tissue Mapping. Scan
location: A and B: NHNN; C: CMIC. WCO: Whole complex only

Subject Side Visualisation on hrT2 Visualisation on PCTM
VII/VIII VII VIII VII/VIII VII VIII

HV1 L 3 3 3 7 A
B
C

7
7
7

7
7
7

R 3 3 3 3 A
B
C

25−50%
25−50%
< 25%

50−75%
50−75%
< 25%

HV2 L 3 3 3 3 A
B
C

WCO
WCO
WCO

WCO
WCO
WCO

R 3 3 3 3 A
B
C

WCO
WCO
WCO

WCO
WCO
WCO

HV3 L 3 3 3 3 A
B

WCO
WCO

WCO
WCO

R 3 3 3 3 A
B

WCO
WCO

WCO
WCO

HV4 L 3 3 3 3 A
B

WCO
WCO

WCO
WCO

R 3 3 3 3 A
B

WCO
WCO

WCO
WCO

HV5 L 3 3 3 3 A
B

25−50%
25−50%

50−75%
50−75%

R 3 3 3 3 A
B

25−50%
25−50%

50−75%
50−75%

Total 100% 100% 100% 90% 29% 29%

hrT2 antomical imaging (Table 2.16, Figure 2.18). 83% of PCTM results (20/24

sides) and 88% of tractography results (21/24 sides) were graded as being in the

correct location with the correct orientation (score 3+) however tractography results

appeared to be slightly better aligned with the subject’s hrT2 imaging with fewer

areas of mismatch (score 4+) (Figure 2.18). The facial nerve could be distinguished

separately from within the CN VII/VIII complex in 79% of cases within the IAM but

distinguishing the individual facial nerve within the cisternal segment was achieved

in only 17% of cases (Table 2.16, Figure 2.18).

2.5.3.2 Patient results

All patients were successfully imaged using the study’s MRI protocol. PCTM was

generated in all patients but probabilistic tractography results were only obtained in

2 patients (P2 and P5) (Figure 2.19).

There was variability between assessors in their assessment of how difficult a task
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Table 2.16: Probabilistic colour tissue mapping and tractography of the facial-
vestibulocochlear nerve complex in healthy volunteers: correlation with
anatomical imaging.
hrT2 : high resolution T2-weighted imaging; PCTM : Probabilistic Colour
Tissue Mapping; Tract: Tractography; Tract VII CIS: Tractography of facial
nerve anatomically distinct from vestibular nerve within CSF cistern; Tract
VII IAM: Tractography of facial nerve anatomically distinct from vestibular
nerve within IAM Scan location: A and B: NHNN; C: CMIC. Five point cor-
relation scale: 1. completely different location and orientation to anatomical
imaging; 2. broadly similar location and orientation but poorly aligned with
anatomical imaging; 3. correct location and orientation but mismatch in parts;
4. correct location and orientation and very closely aligned; 5. completely
aligned with anatomical imaging

Subject Side PCTM vs hrT2 Tract vs hrT2 Tract VII CIS Tract VII IAM
HV1 L A

B
C

3
3
3

4
4
4

7
7
7

3
3
7

R A
B
C

3
3
2

3
3
3

7
7
7

3
3
3

HV2 L A
B
C

2
2
1

1
1
5

7
7
3

3
3
3

R A
B
C

3
3
3

4
4
4

7
7
7

3
3
3

HV3 L A
B

3
3

4
4

7
7

3
3

R A
B

3
3

3
3

7
7

3
3

HV3 L A
B

3
3

4
4

7
7

3
3

R A
B

3
3

3
3

7
7

3
3

HV4 L A
B

3
3

4
4

7
7

7
7

R A
B

3
3

4
4

7
7

3
3

HV5 L A
B

3
3

4
4

3
3

7
3

R A
B

3
3

4
4

3
7

7
3

x̄ score 3 4

Total 83% 88% 17% 79%
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Figure 2.18: Probabilistic colour tissue mapping and tractography of the facial-
vestibulocochlear nerve complex in healthy volunteers: correlation with
anatomical imaging

Five point correlation scale: 1. completely different location and orientation
to anatomical imaging; 2. broadly similar location and orientation but poorly
aligned with anatomical imaging; 3. correct location and orientation but mis-
match in parts; 4. correct location and orientation and very closely aligned; 5.
completely aligned with anatomical imaging

it was to interpret the PCTM and perform segmentation of the nerve (Table 2.17)

with a 2 to 3 point difference in PCTM interpretation and a 3 to 4 point difference in

confidence of segmentation. The mean ASSD between the annotators’ two segmen-

tations was 1.11 mm (SD 0.396) and the mean Hausdorff 95% distance of 4.62 mm

(SD 1.784) (Table 2.17).

Two independent consultant neuroradiologists working in consensus found that us-

ing PCTM in addition to using hrT2 alone improved their ability to determine the

location of the facial nerve in patients with a VS in 4 out of 5 cases. In the one case

(P5) where there was no improvement in visibility using PCTM , it was already

possible to determine the location of the facial nerve using hrT2 imaging. Using a

5 point score to describe the extent of nerve visibility, there was an average 2 point

improvement in facial nerve visibility scores when using PCTM and over 50% of
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Figure 2.19: Probabilistic colour tissue mapping and tractography of the facial nerve in
patients with a vestibular schwannoma (P1 - P5)
Left ceT1 MRI scan of VS. Tractography results overlaid on P2 and P5. P1-4:
axial ceT1 MRI, P5: coronal ce-T1 MRI
Right Corresponding PCTM image delineating the facial nerve (arrow)
Colour legend: red: WM; green: GM/tumour; blue: CSF
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Table 2.17: Interpretation of probabilistic colour tissue mapping and facial nerve seg-
mentation in patients with a VS: a qualitative assessment of task difficulty
between two assessors and a quantitative assessment of segmentations
PCTM interpretation 5 point score: 1. Very difficult, 2. Difficult, 3. Neutral,
4. Easy, 5. Very easy.
Confidence 5 point score: 1. Not at all confident, 2. A little unsure, 3. Neu-
tral, 4. Confident, 5. Very confident.
PCTM : probabilistic colour tissue mapping; Ann.: Annotator; seg.: segmen-
tation; ASSD: average asymmetric surface distance; HD-95: 95% Hausdorff
distance

Subject PCTM interpretation Confidence of seg. Quantitative assessment
Ann. 1 Ann. 2 Ann. 1 Ann. 2 ASSD (mm) HD-95 (mm)

P1 4 2 5 1 1.28 5.41
P2 3 1 4 1 0.99 5.96
P3 4 1 4 1 0.60 1.96
P4 3 1 4 1 1.67 6.12
P5 5 2 5 2 1.01 3.64

Table 2.18: Visualisation of CN VII in patients with VS using PCTM and hrT2 : an
independent assessment
hrT2 : high resolution T2-weighted imaging; PCTM : Probabilistic Colour
Tissue Mapping. Visibility 5 point scale: 1. Not at all visible, 2. Visible
on <25% of its course, 3. Visible on 25 − 50% of its course, 4. Visible on
50−75% of its course, 5. Visible on 75−100% of its course

Subject Side hrT2 only PCTM only hrT2 & PCTM Score change
P1 L 2 4 4 +2
P2 L 1 5 5 +4
P3 R 2 3 3 +1
P4 R 2 4 4 +2
P5 R 5 4 5 −

the course of the facial nerve could be visualised in 4 out of 5 patients (Table 2.18.

The remaining case (P3), in which the nerve was difficult to visualise even with

PCTM , was in a patient with a cystic VS.

2.5.3.2.1 Intraoperative validation of dMRI results

Navigated intraoperative neuromonitoring and neurostimulation was performed in

4 cases: P1, P2, P3 and P5 (Table 2.19). Due to clinical urgency, P4’s surgery had to

be expedited and it was not feasible to arrange the necessary personnel to perform

navigated intraoperative neuromonitoring. Consequently, standard non-navigated

continuous intraoperative neuromonitoring and neurostimulation of the facial nerve

was performed during P4’s surgery.
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Table 2.19: Intraoperative validation of dMRI facial nerve results
Ant.: Anterior; Mid.: Middle; Sup.: Superior; ST: Total number of navigated
neurostimulation points; SN: Number of negative navigated neurostimulation
points; SP: Number of positive navigated neurostimulation points; Tract.:
Generation of probabilistic tractography; FOD-t: Fibre Orientation Density
(FOD) threshold used to generate probabilistic tractography.

Subject Side Surg. obs. Stimulation points Dist. FN seg Tract.
sT sN (mA) sP (mA) (mm) (FOD-t)

P1 L Ant. Mid. 29 29 0.5 0 N/A N/A 7
P2 L Ant. Inf 15 1

4
7
1

0.02
0.50
0.52
1.00

1
1

0.02
0.12

16.08
1.15

3(0.05)

P3 R Ant. Inf 17 1
4
9
1

0.02
0.50
0.52
1.00

1
1

0.02
0.12

4.35
5.96

7

P4 R Ant. Mid. - - - - - - 7
P5 R Ant. Sup. 47 32 0.11 15 0.11 0 to 3.58 3(0.05)

In every case, a portion of the facial nerve was visualised intraoperatively by the

operating surgeon and this segment was found to be in the same location as de-

picted preoperatively using dMRI (Table 2.19, Figure 2.20). The final consensus

segmentation of the facial nerve was not depicted on any negative neurostimula-

tion point in any of the 4 patients for whom navigated neurostimulation data was

obtained (Table 2.19). The median distance from the nerve segmentation to a posi-

tive stimulation point was 1.21 mm (IQR 0.81 mm to 3.27 mm) and 2.03 mm (IQR

0.99 mm to 3.84 mm) for Annotator 1 and 2 respectively (Figure 2.21). Probabilistic

tractography was only generated in two patients using a FOD-tof 0.05.

2.5.4 Discussion

Current dMRI and tractography methods capable of delineating the facial nerve are

unreliable (Section 2.3). Previous methods do not allow the facial nerve to be vi-

sualised separately to the larger vestibulocochlear bundle and delineating the facial

nerve in the presence of posterior fossa tumours such as VS remains unreliable.

Furthermore, no study has objectively assessed the accuracy of dMRI or tractog-

raphy results. Here, we assessed the accuracy and reproducibility of using a novel

rs-DWI sequence and processing pipeline for imaging the VII/VIII complex in both

healthy volunteers and in patients with a VS.
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Figure 2.20: Example of navigated neurostimulation recordings in relation to preoperative
MRI and nerve segmentation
Top Contrast enhanced T1-weighted MRI of vestibular schwannoma (P2),
with nerve segmentation (Annotator 1) and navigated neurostimulation points
Bottom Neurostimulation recordings for point 7 (0.52 mA- negative) and point
19 (0.12 mA- positive). Point 19 was 1.15mm from the nerve segmentation

This study demonstrated that our novel rs-DWI sequence and processing pipeline

may be used to image the facial-vestibulocochlear complex in healthy volunteers

and patients. In healthy volunteers, results could be reproduced on different MRI

scanners and PCTM and tractography results aligned well with hrT2 anatomical

imaging (Table 2.15, Table 2.16). Using PCTM alone, the VII/VIII complex could

be visualised in nearly all cases (9 out of 10 sides) but the individual facial and

vestibulocochlear nerves could only be visualised independently in 3 of the 10 sides

(Table 2.15). PCTM and tractography of the VII/VIII complex aligned well with the

subjects’ anatomical imaging; independent review scored 83% of PCTM results and

88% of tractography results as being in the correct location with the correct orien-

tation (score 3+). However, it was only possible to visualise the individual facial

nerve within the cisternal segment on PCTM in 17% of cases (Table 2.16, Fig-

ure 2.18). Additionally, in those cases where individual nerves could be visualised,
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Figure 2.21: Distance of facial nerve from positive neurostimulation points. Box plot indi-
cating median with IQR.

longer segments of the vestibulocochlear nerve could be visualised compared with

the facial nerve (Table 2.15). These findings are probably due to a difference in

SNR given the size of the respective nerves and the fact that they are surrounded

by a higher volume of CSF within the cisternal segment compared to the IAM. As

such, where possible, we would recommend that multi-modality imaging including

co-registered hrT2 anatomical imaging is used to localise individual cranial nerves

within the CSF cistern prior to performing further analysis of the diffusion data

relating to a specific nerve.

Patient results demonstrated that using PCTM may be a more robust method of

visualising the facial nerve in the presence of a VS compared to tractography alone.

Probabilistic tractography results were generated in two patients (P2 and P5) but

failed in those patients with particularly large or cystic tumours (P1, P3 and P4)

(Figure 2.19). It is likely that probabilistic tractography failed in these cases because

the nerve was extremely thin in parts causing isolated areas of signal drop out and

thus a failure to generate a continuous streamline tract.
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There was good agreement in PCTM interpretation and segmentation between two

independent annotators with a mean ASSD of 1.11 mm (SD 0.396) and a mean

Hausdorff 95% distance of 4.62 mm (SD 1.784) (Table 2.17). However, qualitative

results demonstrated significant variation in the confidence of the annotators in their

interpretation of the PCTM results (Table 2.17) despite close quantitative agreement

between annotators. A longer period of training is likely to improve an annotator’s

confidence in interpreting the data and should be considered before introducing

this method into routine clinical practice. Intraoperative validation of the dMRI

results also confirmed a high level of accuracy (Figure 2.21). For annotator 1, the

nerve segmentation was within 1.21 mm from the actual position of the facial nerve

and for annotator 2 the segmentation was within 2.03 mm of the nerve. There was

one outlier in the results and was the same point for both annotators (Figure 2.21),

corresponding to Point 12 in Patient 2. In this case, surgery was performed via a

translabyrinthine approach and the facial nerve was identified laterally in the IAM.

Given that this area lies within the temporal bone it was not well-visualised on

dMRI and PCTM and thus undersegmented.

This proof-of-concept study successfully demonstrated that rs-DWI may be used to

acquire robust and reproducible dMRI data of the cranial nerves within the poste-

rior fossa. We demonstrated that PCTM could accurately delineate the location of

the facial nerve in patients with a VS and may be particularly advantageous when

tumour morphology prohibits probabilistic tractography from being generated. Fur-

ther work is needed to evaluate the effectiveness of using PCTM and tractography

results of the facial nerve intraoperatively to guide surgical resection.
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3.1 Abstract
Tumour size is one of the key determining factors guiding the management of pa-

tients with VS (Shapey et al., 2018). For smaller tumours, expectant management

with lifelong imaging is often advised (Carlson et al., 2015; Shapey et al., 2018)

but the method of measuring tumour size needs to be improved as it currently re-

lies on a manual procedure prone to variability and subjectivity. Current techniques

available for calculating tumour volumetry are labour-intensive and dedicated soft-

ware is not readily available within the clinical setting. Automatic segmentation

and volumetry from MRI could significantly improve clinical workflow and assist

patient management by identifying changing tumours requiring specialist input and

intervention. Three-dimensional representations of the tumour would assist surgical

planning and together with dMRI results of the facial nerve could be uploaded to

a neuronavigation system for intraoperative guidance. An automated segmentation

tool would also benefit the tumour contouring process that is key to the planning

and treatment of brain tumours with stereotactic radiosurgery.

This chapter contains: 1) clinical motivation for the work expanding on current

practice and state-of-the-art methods; 2) an overview of artificial intelligence frame-

works; and 3) a framework for automated VSsegmentation.

Statement of Contribution

JS identified the clinical need to automate vestibular schwannoma tumour volume-

try. JS obtained ethical approval to conduct the study and identified and collated the

clinical datasets under the supervision of SB, SRS and RB. Patients had previously

undergone Gamma Knife treatment under the care of RB or NK (Neurosurgeons)

and IP or AD (Physicists). GW, AK and RD designed the automated framework un-

der SO and TV’s supervision. JS and AD manually segmented the testing clinical

dataset. GW, RD and JS performed the inference testing. JS analysed the data with

guidance from GW, RD, SO and TV.

A list of collaborators may be found in Appendix B.
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3.2 Current practice and state-of-the-art
In 2003, it was agreed that a VSshould be defined as either purely intrameatal (in-

tracanalicular) or intrameatal with extrameatal extension (Kanzaki et al., 2003) and

this remains the commonest method of measuring VS (Figure 3.1) (Shapey et al.,

2018). The size of the intra- and extrameatal component should be measured sep-

arately with treatment decisions based on the tumour’s maximal extrameatal linear

dimension. The present criteria for growth of a purely intrameatal tumour is growth

to extrameatal extension.

Various centres have used this measurement to guide conservative management with

surveillance imaging (Martin et al., 2009; Stangerup et al., 2006; Varughese et al.,

2012; Shapey et al., 2018). For intrameateal tumours with an extrameatal extension

and all other extrameatal tumours, it has been suggested that absolute growth should

be defined as an increase of at least 3 mm in the largest extrameatal diameter to

rule out inter-individual measuring variability and error due to unaligned scanning

images. However, this is not the most sensitive method of measuring a tumour’s

size and detecting subtle growth. Several studies have demonstrated that volumetric

VSmeasurement is preferable to linear measurements (Varughese et al., 2012; Walz

et al., 2012; Tang et al., 2014; Roche et al., 2007; MacKeith et al., 2018) because

small increases in linear measurements in each plane can significantly increase a

tumour’s overall volume. Some authors have suggested that volumetric growth of

> 20% should be considered clinically significant as this roughly equates to linear

growth of >2 mm/yr (MacKeith et al., 2018) whereas Varughese et al concluded

that a tumour’s volume doubling time (VDT) provided the best value to detect subtle

growth when compared to standard measurements (Varughese et al., 2012). In their

study, Varughese et al defined growth as >1 mm/yr with the authors suggesting that

a comparable VDT cutoff value of 5.22 years should be used to distinguish between

growing and non-growing tumours (Varughese et al., 2012).

The principal reason such volumetric methods have not been widely implemented

is because the currently available tools make segmenting the tumour and calcu-
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Figure 3.1: Vestibular schwannoma: radiological classification and measurement criteria
a) Intracanalicular (intrameatal) tumour; b) Intrameatal VSwith extrameatal ex-
tension into the cerebellopontine angle; c) Current method of tumour measure-
ment (maximal diameter of the extrameatal tumour component)

lating volume a labor-intensive process, with no dedicated software seamlessly

implemented in the clinical scanners or reporting workstations and broadly avail-

able. MacKeith et al. recently described their experience of using a state-of-the-

art commercially available semiautomated method for segmenting VS, (MacKeith

et al., 2018) highlighting the speed of the technique compared with older semiauto-

mated (van de Langenberg et al., 2009; Harris et al., 2008) and manual segmentation

methods (Cross et al., 2006; Varughese et al., 2012). Nonetheless, the method re-

ported by MacKeith et al. required the operator to identify the tumour and initiate

the segmentation process (MacKeith et al., 2018) and thus potentially suffers from

interoperator variations.

An automated segmentation tool would also benefit the tumour contouring process

that is key to the planning and treatment of VS with Gamma Knife stereotactic

radiosurgery (GK SRS). Current GK SRS planning software uses an in-plane semi-

automated segmentation method enabling the user to manually segment each axial

slice in turn. This is a relatively time-consuming task that could be improved by the

availability of an automated segmentation tool. Finally, three-dimensional represen-

tations of the tumour would assist surgical planning and together with dMRI results

of the facial nerve could be uploaded to a neuronavigation system for intraoperative

guidance.
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3.3 Basic principals of artificial intelligence frame-

works

3.3.1 Machine Learning

Artificial Intelligence broadly refers to computing technologies that resemble pro-

cesses associated with human intelligence. Machine learning describes an AI sys-

tem’s capability to acquire its own knowledge by extracting patterns from training

data. Machine learning was first applied to medical image analysis in the 1970s

to 1990s by performing sequential low-level pixel processing (edge and line de-

tector filters and region growing) and mathematical modelling (fitting lines, circles

and ellipses) to construct compound rule-based systems with a series of if-then-else

statements (Litjens et al., 2017). This simple approach depends heavily on the repre-

sentation of the data computers are given and each piece of the information included

in the representation is known as a feature. One solution to this problem is to use

machine learning to learn from the representation itself in addition to discovering

the mapping from representation to output. This approach is termed representation

learning (Goodfellow et al., 2016). Deep learning methods enable the computer to

build complex representations or concepts out of simpler concepts while learning

increasingly higher-level features (Figure 3.2) (Goodfellow et al., 2016).

3.3.2 Deep learning

Deep learning typically refers to a neural network with at least two hidden neurons

and layers. With deep learning, the layer-by-layer output pipeline generates a more

expressive representation of the input space compared to what would have other-

wise been required using hand-crafted features and results in an effective high-level

abstraction of the raw data or images (Figure 3.3) (Ravi et al., 2017). However,

for many years, deep neural networks such as stacked autoencoders and deep be-

lief networks, were considered hard to train efficiently (Litjens et al., 2017). They

subsequently gained popularity after it was shown that training layer-by-layer in

an unsupervised manner (pre-training), followed by supervised fine-tuning of the
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Figure 3.2: Schematic overview of different AI systems
Flowcharts showing how different parts of an AI system relate to each other
within different AI disciplines (Goodfellow et al, 2016 p10 (Goodfellow et al.,
2016))
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a) b) c)

Figure 3.3: Deep learning and Convolutional Neural Network architecture
a) Convolutional neural network; b) Multi-stream convolutional neural net-
work; c) U-net with single down-sampling stage (Adapted from Litjens et al,
2017 (Litjens et al., 2017))

stacked non-linear network could result in good performance (Litjens et al., 2017;

Hinton and Salakhutdinov, 2006). In recent years, deep learning methods have been

boosted by the availability of big data, new network structures and higher-powered

computing devices with powerful graphical processing units (GPUs). Nowadays,

for tasks involving brain imaging analysis, including 3D brain reconstructions, Con-

volutional Neural Networks (CNNs) are the most commonly used network architec-

ture (Nie et al., 2016; Kleesiek et al., 2016; Wang et al., 2018a; Kamnitsas et al.,

2016) with the U-Net the current state-of-the-art (Ronneberger et al., 2015; Menze

et al., 2021).

3.3.3 Convolutional Neural Networks

Convolution is a specialised type of linear mathematical operation performed on

two functions to produce a third function that expresses how the shape of one is

modified by the other. It refers to both the result function and to the process of

computing it. Convolutional Neural Networks) are networks that use convolution

in place of general matrix multiplication in at least one of their layers (Krizhevsky
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et al., 2012) and were inspired by the neurobiological model of the visual cortex

(Figure 3.3 (Ravi et al., 2017). This specialised type of neural network is used for

processing data that has a known grid-like topology- for example, imaging data.

The first real-world application of a CNN was designed by LeCun et al to read

hand-written digits on bank cheques (Lecun et al., 1998) but it was Krizhevsky et

al’s AlexNet (Krizhevsky et al., 2012), designed for the ImageNet challenge in 2012,

that truly accelerated interest in this type of deep learning architecture.

In CNN terminology, the first argument is termed the input and the second argument

as the kernel. The output of an intermediate layer is referred to as the feature map.

In machine learning applications, the input is typically a multidimensional array of

data and the kernel is a multidimensional array of parameters. After some early

experimentation with shallow CNN architectures and larger kernels, there is now

a preference for stacking smaller kernels within a deeper network (Figure 3.3a-c).

Deeper architectures have the advantage of demanding a lower memory footprint

during inference so more complex building blocks can then be introduced to im-

prove the efficiency of the training procedure, again reducing the amount of param-

eters required (Litjens et al., 2017).

Most brain tumour segmentation CNNs have employed generative or discrimina-

tive approaches (Menze et al., 2015). Generative approaches model the proba-

bilistic distributions or anatomy and appearance by incorporating domain-specific

prior knowledge. Discriminative approaches directly learn the relationship between

image intensities and their tissue class and require a set of annotated training im-

ages for learning. Multi-stream or dual pathway CNN architectures enable differ-

ent channels to be merged at any point in the network (Figure 3.3b) and there is

growing interest about using these multi-stream framework structures for multi-

scale image analysis and 2.5D image enhancement (Litjens et al., 2017). For ex-

ample, DeepMedic uses a dual pathway 3D CNN with 11 layers for brain tumour

segmentation (Kamnitsas et al., 2016). The network processes the input image at

multiple scales and the result is post-processed by a fully connected Conditional
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Random Field (CRF) to remove false positive results. However, DeepMedic, like

other ‘sliding-window’ approaches, works on local input image patches so has a low

inference efficiency. This is because neighbouring pixels have huge overlap and the

same convolutions are computed many times.

Fully Convolutional Neural Networks aim to address this efficiency issue by taking

input images larger than they were trained on and produce a likelihood map, rather

than an output for a single pixel. fCNNs can then be applied to an entire input image

or volume in a more efficient fashion. Taking fCNNs one step further, Ronneberger

et al proposed a 3D U-Net architecture that allows end-to-end training and testing

for volumetric image segmentation (Ronneberger et al., 2015). It comprises a ‘reg-

ular’ fCNN followed by an up-sampling part where ‘up’ convolutions are used to

increase the image size (Figure 3.3c) (Ronneberger et al., 2015).

Most recently, Wang et al proposed a cascade of CNNs to segment brain tumour

sub-regions sequentially (Wang et al., 2018a). The cascaded CNN separates the

complex problem of multiple class segmentation into three simpler binary problems

and takes advantage of the hierarchical structure of tumour sub-regions to reduce

false positives. By fusing the output of the CNNs in three orthogonal views, a

more robust segmentation of the tumour was also achieved (Wang et al., 2018a).

In separate work, Wang et al also proposed a framework for 2D and 3D medical

image segmentation incorporating two separate CNN networks: one to get an initial

automatic segmentation (P-Net) which is then refined by another CNN (R-Net) that

takes as input the initial segmentation and user interaction (Wang et al., 2019b).
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3.4 An artificial intelligence framework for auto-

matic segmentation and volumetry of vestibu-

lar schwannomas from contrast-enhanced T1-

weighted and high-resolution T2-weighted MRI

3.4.1 Introduction

In this study we aimed to develop a novel AI deep machine learning framework to

be embedded in the clinical routine for automatic delineation and volumetry. The

choice of network structure is a key decision when designing CNN-based segmen-

tation models. Most of the previously described CNN methods were designed to

segment anatomical images with an isotropic resolution and are thus not very well

suited to anisotropic routine clinical brain imaging protocols which present with

high in-plane and low through-plane resolution (Liu et al., 2018). A 2D CNN struc-

ture achieves a relatively low computational memory requirement by analyzing data

in a slice-by-slice manner but the network ignores 3D information that ultimately

limits its segmentation performance (Ronneberger et al., 2015). 3D CNNs can bet-

ter exploit 3D features but typically require a large amount of memory, which may

limit their representation power (Çiçek et al., 2016). A 2.5D CNN, exploiting re-

fined in-plane but coarse through-plane feature extraction, is a compromise between

the 2D and 3D network; it has the advantage of being able to use interslice features

absent in 2D networks but requires less memory than the more complex 3D net-

works (Wang et al., 2018a).

VS are relatively small compared with the entire brain region. For VSsegmentation,

the ability of the CNN to segment small structures from large image contexts is thus

highly desired. To address the segmentation of small structures, Yu et al. (Yu et al.,

2018) used a coarse-to-fine approach with recurrent saliency transformation. The

method reported by Oktay et al. (Oktay et al., 2018) learned a computational atten-

tion map to locate the region of interest within the larger image context enabling
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the CNN model to then focus on target structures. However, the attention map used

by Oktay et al. was not explicitly supervised during training, so it may not have

been well aligned with the target region, limiting segmentation accuracy. Comple-

mentary approaches to deal with small structures include the use of adapted loss

functions such as Dice loss, (Milletari et al., 2016) generalized Dice loss, (Sudre

et al., 2017) and Focal loss (Lin et al., 2018). These methods automatically address

the imbalance between foreground and background voxels but treat all the voxels

equally during training. Considering the fact that some voxels are harder than the

others to learn during training, we proposed a hardness-weighted Dice loss function

to further improve the segmentation accuracy.

In this study, we describe a novel AI framework to automatically segment VS using

both contrast-enhanced T1-weighted (ceT1) and high-resolution T2-weighted im-

ages (hrT2). The method was trained and evaluated using MR images from patients

with VSwho had previously undergone GK SRS.

3.4.2 Methods

This study was approved by the NHS Health Research Authority and Research

Ethics Committee (18/LO/0532). Because patients were selected retrospectively

and the MR images were completely anonymized before analysis, no informed con-

sent was required for the study.

3.4.2.1 Study population

Imaging data from consecutive patients with a single sporadic VStreated with GK

SRS between October 2012 and January 2018 were screened for the study. All adult

patients older than 18 years with a single unilateral VStreated with GK SRS were

eligible for inclusion in the study, including patients who had previously undergone

operative surgical treatment. In total, 248 patients (males/females 97 : 151; median

age 56 years, IQR 47− 65 years) met these initial inclusion criteria. All patients

had MRI studies performed on a 1.5 T scanner (Avanto Siemens Healthineers), in-

cluding ceT1 MRI acquired with an in-plane resolution of 0.4× 0.4mm, in-plane

matrix of 512×512, and slice thickness of 1.0 mm to 1.5 mm (TR = 1900 ms1, TE =
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Figure 3.4: VStumour volumes (cm3) of the training, hyperparameter tuning, and testing
datasets used to develop the AI framework

2.97 ms, TI = 1100 ms) and an hrT2 MRI with in-plane resolution of 0.5×0.5mm,

in-plane matrix of 384×384 or 448×448, and slice thickness of 1.0 mm to 1.5 mm

(TR = 9.4 ms, TE = 4.23 ms). Patients were only included in the study if their pre-

treatment image acquisition dataset was complete; 2 patients were thus excluded

because of incomplete datasets.

We randomly split the final 246 patients into 3 nonoverlapping groups: 180 for

training, 20 for hyperparameter tuning, and 46 for testing, with median tumour

volumes of 1.36 cm3 (range 0.04− 9.59cm3, IQR 0.63− 3.15cm3), 0.92 cm3

(range 0.12− 5.50, IQR 0.51− 2.40cm3), and 1.89 cm3 (range 0.22− 10.78, IQR

0.74−4.05cm3), respectively (Figure 3.4). Thirty-five patients (19%) in the train-

ing dataset had undergone previous surgery compared with 2 patients (2%) in the

hyperparameter tuning set and 14 patients (30%) in the testing dataset.
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3.4.2.2 Manual segmentations

For each patient, the target tumour volume was manually segmented in consensus

by the treating , including a neurosurgeon (RB or NK) and physicist (IP or AD), us-

ing both the ceT1 and hrT2 images. The target tumour volume was then considered

as the ground truth for training and testing of our AI framework. Forty-six images

were also manually segmented by a third neurosurgeon (JS), who was blinded to

the original manual segmentation in order to test interobserver variability. All man-

ual segmentations were performed using Gamma Knife planning software (Leksell

GammaPlan, Elekta, Sweden) that employs an in-plane semiautomated segmenta-

tion method. Using this software, each axial slice was manually segmented in turn.

All imaging data, including manual segmentations and radiation treatment data is

publicly accessible via The Cancer Imaging Archive (Clark et al., 2013) (TCIA:

https://doi.org/10.7937/TCIA.9YTJ-5Q73).

3.4.2.3 Automated segmentations using AI

We developed a novel attention-based 2.5D CNN combining 2D and 3D convo-

lutions to fully automate the process of segmenting VS. As shown in Figure 3.5,

the main structure follows a typical encoder-decoder design as implemented in

the widely used U-Net (Ronneberger et al., 2015). The encoder contains 5 lev-

els of convolutions. The first 2 levels (levels 1 and 2) use 2D convolutions/poolings

with 3D convolutions used in levels 3 to 5. The variations in convolution/poolings

are needed because the in-plane resolution of our VStumour images is 2− 3 times

that of the through-plane resolution. After the first 2 maximum-pooling layers that

down-sample the feature maps only in 2D, the feature maps in L3 and the following

levels have near-isotropic 3D resolution. The output feature channel number of the

convolutions at level l is denoted as Nl , with Nl being set as 16l in our experiments.

Note that our network is different from those that have been described in previous

works that refer to fusing purely 2D networks in 3 orthogonal views as a 2.5D

network (Li and Shen, 2018; McKinley et al., 2016). These indeed have a limited

ability to exploit 3D features. Existing, more advanced, 2.5D CNNs (Wang et al.,

https://doi.org/10.7937/TCIA.9YTJ-5Q73
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Figure 3.5: The proposed 2.5D U-Net with spatial attention for VStumour segmentation
from anisotropic MRI. BN: Batch normalisation; conv2D: 2D convolution
layer; L: level; pReLU: parametric retified linear unit

2018a) use interslice and intraslice convolution to exploit 3D features but are limited

to dealing with images with isotropic resolution. Our network goes beyond this

limitation and is specifically designed to deal with anisotropic input volumes. It

ensures a near-isotropic 3D physical receptive field (in terms of mm rather than

voxels) along each axis.

To deal with the small target region, we added a spatial attention module to each

level of the decoder. An attention module gives a score of relative importance for

each spatial position. The module learns to give higher attention scores to voxels in

the target region and lower attention scores to voxels in the background. Therefore,

it enables the network to focus more on the small tumour target while suppressing

irrelevant background. The proposed attention module consists of 2 convolutional

layers followed by a sigmoid activation function to obtain the attention scores. As

part of this attention module, we developed an attention loss to explicitly supervise

the learning of spatial attention that broadly defined the tumour region of interest

within the larger image. Previous works have shown that spatial attention can be

automatically learned in CNNs to enable the network to focus on the target region

in a large image context (Oktay et al., 2018). We developed our network with

explicit supervision on the attention map to further ensure more accurate results.

We then adapted the usual Dice loss function frequently used to train CNNs (Mil-

letari et al., 2016). The Dice loss function has shown good performance in dealing
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with images that have an imbalanced foreground and background voxels. How-

ever, when segmenting small structures with low contrast, some voxels are harder

to learn than the others. Treating all the voxels for a certain class equally may limit

the performance of CNNs on hard voxels, so our network defined a voxel-level dif-

ficulty weight that automatically gives higher weights to voxels mis-classified by

the CNNs. Let pci represent the probability of voxel i belonging to class c predicted

by the CNN, and let gci denote the corresponding probability value in the ground

truth. The Hardness-weighted Dice Loss is defined as:

LHDL = 1.0− 1
C ∑

c

2∑i wci pcigci +Ú

∑i wci(pci +gci)+Ú
(3.1)

where C is the class number that is 2 in our binary segmentation task and ε is a

small number for numerical stability and set as is 10−5 in our experiments. The

weighting coefficient is defined as:

wci = 0.5×abs(pci−gci)+0.5 (3.2)

To facilitate the further development and validation of automated segmentation

frameworks for VSand in order to support the development of other novel appli-

cations we have released a code repository for automated segmentation of VSwith

deep learning (https://github.com/KCL-BMEIS/VS_Seg).

3.4.2.4 Network training

The networks were implemented in Tensorflow and NiftyNet (Gibson et al., 2018)

on an Ubuntu desktop with 32 GB RAM and an NVIDIA GTX 1080 Ti GPU. For

training, we used Adam optimizer with weight decay 10−7, batch size 2, and it-

eration number 30k where performance on the hyper-parameter tuning set stopped

to increase. The learning rate was initialized to 10−4 and halved every 10k. We

https://github.com/KCL-BMEIS/VS_Seg
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trained the networks respectively to segment VStumours from different modalities:

1) ceT1 images, 2) hrT2 images, and 3) a combined dataset including both imaging

modalities.

Deep learning CNNs are nonlinear methods that learn via a stochastic training al-

gorithm. This makes them sensitive to the specifics of the training dataset with the

potential to generate results with high variance. One method to reduce this variance

is to perform ensemble learning, whereby the network is used to train multiple mod-

els and the results are combined (Krizhevsky et al., 2012). This may be achieved

by varying the training dataset, the choice of models used in the ensemble, or a

combination thereof. For our network, we resampled the training dataset with re-

placement and trained the network 5 times using the final baseline + supervised

attention module (SpvA) + HDL model, taking their majority voting results as the

final segmentations.

3.4.2.5 Testing and Statistical Analysis

For quantitative analysis, we measured the Dice, Average Symmetric Surface Dis-

tance (ASSD) and Relative Volume Error (RVE) scores. The Dice score is a proven

statistical validation metric to evaluate the performance and spatial overlap between

2 sets of segmentations of the same anatomy (Zou et al., 2004). Dice is represented

as a percentage, with 100% being a perfect voxel-wise match between results. A

detailed description of the ASSD score may be found in Chapter 2, Section 2.5.

To calculate the RVE, the total volume of the segmentation is divided by the total

volume of the ground truth and is then represented as a percentage. An RVE of 0

indicates a perfect segmentation. We calculated Dice, ASSD, and RVE scores for

the AI network using 1) ceT1 images, 2) hrT2 images, and 3) a combined dataset

including both imaging modalities. When describing our results, we refer to the

basic network as the “baseline” model with the additional SpvA and HDL func-

tion implemented and analyzed sequentially. The model’s final ensemble results are

presented and computational times for each test are documented.

We also assessed if our AI model yielded comparable results when performed by
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another independent neurosurgeon annotator (still considering the first manual seg-

mentation in consensus as ground truth). Using bespoke software, we analyzed

the performance by testing the equivalence of the paired error means using a 2

one-sided test procedure for paired samples (TOST-P) (Tango, 1998). For this ex-

periment, we considered the mean error in Dice scores between the manual anno-

tations and our algorithmic outputs (µalgo-gt) and that between the 2 clinical an-

notators (µinterobserver), with a margin δ of 5% deemed to be equivalent. Specifi-

cally, our null hypothesis (H0) stated that the difference between the 2 mean errors

was expected to fall outside our selected equivalence interval (−δ ,δ ) as follows:

H0 : µinterobserver− µalgo-gt < −δ and µinterobserver− µalgo-gt > δ . Thus, if both of

these one-sided tests are rejected, we may conclude that the paired means are equiv-

alent.

3.4.3 Results

Compared to the ground truth annotations, the ensembled results for our AI frame-

work generated a Dice score of 93.43% (SD 3.97%) for ceT1 images alone, 88.25%

(SD 3.90%) for hrT2 images, and 93.68% (SD 2.80%) for the combined dataset.

Similarly, the generated ASSD scores were 0.203 mm(SD 0.196), 0.416 mm (SD

0.209), and 0.199 mm (SD 0.181), respectively. The algorithm was more likely to

overestimate tumour volume, and RVEs of 6.96% (SD 5.68%), 9.77% (SD 7.56%),

and 7.03% (SD 5.04%) were obtained for ceT1, hrT2, and the combined dataset,

respectively (Table 3.1, Figure 3.6). The results also demonstrated an incremen-

tal improvement in segmentation accuracy with the use of an SpvA module and an

HDL function compared with a baseline 2.5D U-Net (Table 3.1). Figure 3.7, Fig-

ure 3.8 and Figure 3.9 provide illustrative examples of the best, average, and worst

segmentation results using the AI framework across all patients and the 5 inferences

used for ensemble learning. Mean computational times of of 3.42 (SD 0.37) to 3.87

(SD 0.42) s per image were observed in testing (Table 3.1). The same hardware was

used for training and testing the AI framework.

Finally, we determined if our AI model performed comparably to the performance
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Table 3.1: Comparison of different AI methods for VStumour segmentation from ceT1
alone, hrT2 images alone, and combined dataset (ceT1 and hrT2)
Ground truth manually calculated tumour volume 2.66± 2.43cm 3. Boldface
type indicates best scores for each dataset.

Method Dice (%) ASSD (mm) RVE (%) Volume (cm3) Time (sec)
ceT1
Baseline 92.21±5.64 0.305±0.507 8.90±7.94 2.70±2.51 3.46±0.4
Baseline + SpvA 93.05±4.61 0.226±0.273 8.25±6.36 2.70±2.46 3.48±0.41
Baseline + SpvA + HDL 93.08±4.85 0.218±0.247 7.55±8.33 2.67±2.44 3.49±0.40
Ensemble 93.43±3.97 0.203±0.196 6.96±5.68 2.68±2.45 17.48±2.02
hrT2
Baseline 85.71±7.06 0.663±0.451 15.98±14.65 2.85±2.55 3.42±0.37
Baseline + SpvA 86.72±4.98 0.525±0.292 13.38±9.33 2.85±2.60 3.45±0.41
Baseline + SpvA + HDL 87.30±4.89 0.433±0.315 12.11±8.92 2.67±2.47 3.45±0.42
Ensemble 88.25±3.90 0.416±0.209 9.77±7.56 2.67±2.48 17.20±2.0
Combined dataset
(ceT1 + hrT2)
Baseline 92.47±5.39 0.492±0.427 8.81±7.02 2.80±2.56 3.83±0.45
Baseline + SpvA 92.91±3.78 0.263±0.385 8.37±6.79 2.73±2.49 3.87±0.43
Baseline + SpvA + HDL 93.19±3.59 0.212±0.219 7.57±5.96 2.80±2.53 3.87±0.42
Ensemble 93.68±2.80 0.199±0.181 7.03±5.04 2.74±2.50 19.26±2.15

Figure 3.6: Box-and-whisker plots representing automated segmentation results for the
testing dataset (n = 46). Dice, ASSD, and RVE scores for the testing dataset of
46 patients are shown according to the input image

by another independent neurosurgeon annotator. Interobserver variability testing

between clinical annotators recorded a Dice score of 93.82% (SD 3.08%), an ASSD

score of 0.269 (SD 0.095) mm, and an RVE of 5.55% (SD 4.75%) between the 2

sets of manual annotations. Given a margin of 5% for the Dice score, our method

is statistically equivalent to another annotator using ceT1 images alone as input

(p = 4e−13) and both the ceT1 and hrT2 images as inputs (p = 7e−18).

3.4.4 Discussion

In this work, we describe the first fully automated method for segmenting VStu-

mours using a deep learning AI model and show performance on par with inter-

observer variability. We have developed a novel 2.5D CNN capable of generat-
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Figure 3.7: Illustrative example of the best automated segmentation results (patient no.
246). Model results generated by AI model. Green: manual ground truth;
Yellow: automated segmentation. Dice of model T2 is 95.60%.
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Figure 3.8: Illustrative example of the average automated segmentation results (patient no.
206). Model results generated by AI model. Green: manual ground truth;
Yellow: automated segmentation. Dice of model T2 is 84.80%.
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Figure 3.9: Illustrative example of the worst automated segmentation results (patient no.
238). Model results generated by AI model. Green: manual ground truth;
Yellow: automated segmentation. Dice of model T2 is 79.50%.
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ing automatic VSsegmentations using standard clinical sequences and requiring no

user interaction. Our network is specifically designed for images with high in-plane

resolution and low through-plane resolution and incorporates a multiscale spatial

attention mechanism and a novel HDL function to deal with the small target tu-

mour region. The choice of a 2.5D network was a tradeoff between standard 2D

and 3D CNNs; however, its lower memory demands will facilitate its implementa-

tion within the current healthcare infrastructure. Applying 2D CNNs slice by slice

will ignore interslice correlation and 3D context. To properly deal with anisotropic

images, the application of standard 3D CNNs requires upsampling input images to

isotropic 3D resolution. While this balances the physical receptive field along each

axis, processing upsampled images requires more memory. This may limit the ac-

curacy of the CNN by adding more stringent constraints on its depth and number of

features. To address these limitations, an attention module, designed with explicit

end-to-end supervision, was implemented to enable the CNN to focus on the target

tumour region, and we also introduced an HDL function to boost the performance

of the network.

The proposed AI model demonstrated excellent concordance between the auto-

mated results and the manually segmented ground truth. The network returned

Dice scores of 93% for ceT1 and combined ceT1/hrT2 image datasets that were

statistically equivalent to scores obtained by another clinical annotator. These re-

sults suggest that our network is sufficiently robust to perform tumour volumetry

in clinical practice, and a prospective evaluation of the network’s clinical utility is

already planned.

This work has the potential to significantly change current clinical practice by al-

tering the way VS are measured and managed. As described above, several studies

have demonstrated that a volumetric measurement is a more reliable and accurate

method of calculating the true size of a VS (Varughese et al., 2012; Walz et al., 2012;

Tang et al., 2014; Roche et al., 2007; MacKeith et al., 2018) and are also superior at

detecting subtle growth (Varughese et al., 2012). By providing a simple, fully auto-
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mated tool to calculate VSvolume, this work has the ability to standardize a key part

of clinical management of this disease, enabling accurate volumetric measurements

to be performed easily in the clinic. An automated segmentation tool could also

improve the process of contouring VS for radiosurgery treatment. This could be

used as the initialization step of an interactive segmentation approach (Wang et al.,

2018b) and would speed up treatment planning.

This network was developed using a standardized dataset of images obtained on

a routine clinical scanner. The next step would be to generalize the network to

work with data from any type of MR scanner irrespective of the chosen sequence

parameters, in order to facilitate its widespread adoption within clinical practice.

Future work will also focus on optimizing the algorithm in postsurgical cases in

order to improve the segmentation of residual tumour volumes.

Most patients in a VSsurveillance program have a ceT1 sequence performed as

a routine procedure. However, there is increasing interest in using non-contrast

imaging sequences in the surveillance of patients with VSbecause of the risks as-

sociated with gadolinium-containing contrast agents, including accumulation in the

brain (European Medicines Agency, 2017) and nephrogenic systemic fibrosis in

patients with impaired renal function (MHRA and CHM, 2007; UK Government,

2017). In addition to improving patient safety, high-resolution T2 imaging is less

expensive than ceT1 imaging, so switching to non-contrast imaging has the poten-

tial to deliver a 10-fold saving in scan costs (Coelho et al., 2018).

While the presence of a VSmay be identified using hrT2 images alone, tumour-brain

boundaries are sometimes difficult to determine on hrT2, particularly if the tumour

is of a similar intensity to brain tissue or when trying to segment cases following

surgery (Figure 3.9). Consequently, the manual segmentation of tumours using hrT2

images alone is technically challenging. Our network demonstrated high accuracy

using hrT2 images in isolation (Dice 88.25% (SB 3.90%), ASSD 0.416 (SD 0.209)

mm, RVE 9.77% (SD 7.56%) but was notably less accurate than the segmentation

results using ceT1 images alone or in combination with hrT2 data. Ongoing work
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is focused on optimizing the segmentation of VSfrom hrT2 alone, but this study has

clearly demonstrated how emerging AI technology could be used to exploit non-

contrast MRI data information.

It is postulated that AI technology has the potential to personalize medicine and

significantly improve the management of patients with tumours, including VS . To

facilitate the delivery of patient-specific care, we now intend to introduce our AI

model as part of the clinical decision-making process. Such a model would cal-

culate the probability of an individual’s future tumour growth based on a number

of past radiological characteristics (including higher-order features, also known as

“radiomics”) and would then generate a suggested surveillance interval. A critical

aspect of this work will be to establish a threshold for clinically significant vol-

umetric growth. Some authors have suggested that volumetric growth of > 20%

should be considered clinically significant as this roughly equates to linear growth

of > 2mm/year, (MacKeith et al., 2018) whereas others concluded that a tumour’s

volume doubling time provided the best value to detect subtle growth (Varughese

et al., 2012). Various groups are developing AI models to apply volumetric mea-

surements in gliomas, as evidenced by the myriad submissions of experimental AI

systems for facilitating the performance of such technical challenges (Bakas et al.,

2018). However, there has been very little focus on optimizing models for VS. To

our knowledge, we have developed the first fully automated method of segmenting

VS , and our algorithm could be easily adapted to analyze other benign tumours in

the cerebellopontine angle and skull base, such as meningiomas.

The main limitation of this work is common to most deep learning imaging studies;

that it was developed using a uniform dataset and consequently may not imme-

diately perform as well on images obtained with different scan parameters. Sec-

ondly, this study was not designed to provide a measurement of uncertainty of the

predictions. Such information would be helpful prior to its widespread clinical

implementation, and we plan to include analysis of epistemic uncertainty (from

the model) and aleatoric uncertainty (due to corrupted data) (Gal and Ghahramani,
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2016; Kendall and Gal, 2017; Wang et al., 2019a) in future works.

3.4.5 Conclusions and future work

We have developed a robust AI model to perform automated segmentations of VS.

The method was validated using ceT1 and hrT2 images, achieving excellent accu-

racy scores comparable to repeated measurements performed by clinicians. This

methodology has the potential to enhance and personalize the surveillance manage-

ment of patients with tumours in the skull base and the use of composite clinical

and imaging biomarkers to predict VSgrowth is expected to facilitate the delivery

of a clinical decision support tool to guide VSmanagement.

The successful implementation of AI-driven technology in the management of

VShas the potential to offer economic value in the form of improved operational

efficiency, patient outcomes and experience (Figure 3.10). Firstly, an automated

reporting system could assist neuroradiologists by significantly reducing the time

needed to interpret MRI images. This reduction could impact the true economic

cost of neuroradiologists’ time; every 1-minute reduction in reporting time would

yield a cost-saving of £1.8 ($2.5) generating a £29 ($40) saving per patient. Sec-

ondly, an automated AI-driven clinical decision tool has the potential to reduce the

frequency of scanning and allow a conditional probability model to be applied more

successfully in order to determine safe discharge from surveillance. We previously

estimated that surveillance of this cohort of patients would require approximately

10 scans per patient over a 25-year period (Shapey et al., 2018). Reducing this

figure by 40% would generate a meaningful cost saving and could significantly

increase capacity, helping to reduce the current shortfall in neuroradiology avail-

ability. Thirdly, an automated segmentation tool could improve clinical workflow

during the planning of SRS by using an AI segmentation tool as an initialisation

step in the process, improving workflow and operational efficiency.

AI-driven clinical support tools have the potential to improve patient outcomes and

experience by the standardisation and personalisation of VStreatment. Our pro-

posed AI-driven technology is expected to facilitate quicker and more objective
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Figure 3.10: Illustration of a possible Aritifical Intelligence-assisted management pathway
for patients with a vestibular schwannoma. MRI: Magnetic Resonance Imag-
ing; VS: Vestibular Schwannoma; AI: Artificial Intelligence; MDT: Multi-
disciplinary team; SRS: Stereotactic Radiosurgery.
This figure has been designed using resources from Flaticon.com.

treatment decisions to be made and may safely reduce the number of scan and

clinic appointments. However, the acceptance of AI technology in clinical decision-

making and patient care remains a barrier to clinical translation. Continued engage-

ment with clinicains and patients is therefore required to ensure that the benefits of

AI-driven technologies are realised.



Chapter 4

Patient-specific polyvinyl alcohol

vestibular schwannoma phantom

This chapter is adapted from:

• Shapey et al., 2020. Patient-specific polyvinyl alcohol phantom fabrication

with ultrasound and x-ray contrast for brain tumor surgery planning. Journal

of Visualized Experiments 161, pp.1-18. A video of detailing the manufactur-

ing process may be found at: https://www.jove.com/v/61344

4.1 Abstract
Phantoms are essential tools for clinical training, surgical planning and the devel-

opment of novel medical devices. However, it is challenging to create anatomically

accurate head phantoms with realistic brain imaging properties because standard

fabrication methods are not optimized to replicate any patient-specific anatomical

detail and 3D printing materials are not optimized for imaging properties. In order

to test and validate a novel navigation system for use during brain tumour surgery,

an anatomically accurate phantom with realistic imaging and mechanical properties

was required. Therefore, a phantom was developed using real patient data as input

and 3D printing of molds to fabricate a patient-specific head phantom comprising

the skull, brain and tumour with both ultrasound and X-ray contrast. The phantom

https://www.jove.com/v/61344
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also had mechanical properties that allowed the phantom tissue to be manipulated

in a similar manner to how human brain tissue is handled during surgery. The phan-

tom was successfully tested during a surgical simulation in a virtual operating room.

The phantom fabrication method uses commercially available materials and is easy

to reproduce. The 3D printing files can be readily shared, and the technique can be

adapted to encompass many different types of tumour.

Statement of Contribution

JS identified the need for a VS phantom to help simulate the use of an integrated

skull base neuronavigation system (Chapter 5). JS obtained the data, segmented the

images and created the STL meshes. EM created the molds. JS and EM fabricated

the PVA-c and assembled the phantom with guidance provided by EM2. JS imaged

the phantom. The project was supervised by TV and AED.

A list of collaborators may be found in Appendix B.
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4.2 Introduction
Phantoms mimicking the specific properties of biological tissues are a useful re-

source for various experimental and teaching applications. Tissue-mimicking phan-

toms are essential to characterize medical devices prior to clinical use (Culjat et al.,

2010; Hwang et al., 2012) and anatomical phantoms are frequently used in the train-

ing of medical staff in all disciplines (Maul et al., 2004; Craven et al., 2014; Zhang

et al., 2016; Leff et al., 2016; Hunt et al., 2013). Patient-specific anatomical phan-

toms made with appropriate tissue-mimicking properties are often a critical part

of the testing environment and can increase the confidence of clinicians who are

learning to use a new device (Pacioni et al., 2015; Maneas et al., 2018a). This is

particularly true for complex and high-risk skull base surgery.

To date, physical phantom-based simulation remains the preferred simulation ap-

proach when several devices are implied however high manufacturing costs and

complex fabrication processes often preclude the routine use of patient-specific

phantoms. Here, a method is described for manufacturing a durable, patient-specific

brain tumour model using readily available, commercial materials, which can be

used for the training and validation of intraoperative ultrasound (US) using comput-

erized tomography (CT) imaging. The phantom described in this chapter was cre-

ated using data from a patient with a vestibular schwannoma who subsequently un-

derwent surgery and tumour resection via a retrosigmoid suboccipital craniotomy.

The phantom was developed in order to test and validate an integrated intraoperative

navigation system for use during skull base surgery (Chapter 5).

In order to be suitable for this application, the brain tumour phantom needed to

possess several key properties. First, it should be made of non-toxic materials, so

it that it could be used safely in a clinical training environment. Second, it should

have realistic imaging properties; for the intended application, these specifically

include ultrasound attenuation and CT/x-ray contrast. Third, it should have similar

mechanical properties to human tissue so that it may be handled in the same way.

Fourth, the phantom should be based on real patient data, ensuring the anatomical
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accuracy required for surgical planning and training. Finally, the materials had be

durable, so that the phantom could be used repeatedly.

In general, the tissue-mimicking material and fabrication method chosen for a phan-

tom depends on the intended application. For rigid structures like the skull, the cho-

sen property should not deform or be water-soluble and it should be able to maintain

an accurate level of anatomical detail with repeated use; this is especially important

when using the phantom for experiments where image registration is used and for

surgical simulation purposes. Mineral oil based materials such as gel wax have

been promising for ultrasound (Cabrelli et al., 2017; Vieira et al., 2013) and pho-

toacoustic (Maneas et al., 2018b) imaging applications, however, when subjected

to repeated mechanical deformation they become friable, so cannot withstand ex-

tended use, especially with standard microsurgical neurosurgery instruments. Agar

and gelatin are aqueous materials that are also commonly used as tissue-mimicking

materials. The additives needed to adjust the acoustic properties of these materi-

als are well know (Madsen et al., 2005), but they have limited mechanical strength

and are not particularly durable so were not suitable for this application, where the

phantom needed to be repeatedly handled.

Polyvinyl alcohol cryogel (PVA-c) is a popular choice of tissue-mimicking mate-

rial, because its acoustic and mechanical properties can easily be tuned by varying

its freeze-thaw cycles. It has been shown that the properties of PVA-c are similar

to those of soft tissues (Duboeuf et al., 2009; Fromageau et al., 2003, 2007; Khaled

et al., 2007). PVA-c based brain phantoms have been used successfully for ultra-

sound and CT imaging (Chen et al., 2012). The material is strong enough to be used

repeatedly, and it has a high degree of elasticity, so phantom tissue made of PVA-c

can be manipulated without being permanently deformed. Polylactic acid (PLA) is

a readily available rigid material and was used to manufacture the skull, however a

different printing material can be used in place of PLA, provided that it has similar

mechanical properties and is not water soluble.

Brain phantoms in particular have been fabricated using different methods, depend-
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Figure 4.1: Fabrication flowchart for PVA-c brain tumour phantom

ing on the level of complexity required and the tissues that need to be replicated

(Ploch et al., 2016; Weinstock et al., 2017; Grillo et al., 2018; Tsai et al., 2017).

Usually, a mold is used, and liquid tissue-mimicking material poured into it. Some

studies have used commercial molds (Reinertsen and Collins, 2006) whilst others

use 3D-printed custom molds of a healthy brain, and simulate brain lesions by im-

planting marker spheres and inflatable catheters (Chen et al., 2012; Mobashsher

et al., 2014). This is the first report of a 3D-printed patient-specific brain tumour

phantom model created with tissue-mimicking ultrasound and x-ray properties. The

total fabrication process is visualized by the flowchart in Figure 4.1 and took around

a week to complete.

4.3 Methods
This study was conducted according to the principles expressed in the Declaration

of Helsinki and was approved by the NHS Health Research Authority and Research

Ethics Committee (18/LO/0266). Informed consent was obtained, and all imaging

data were completely de-identified before analysis.
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A full protocol of the methods may be found in Appendix D.

4.3.1 Data

Preoperative contrast-enhanced T1-weighted Magnetic Resonance Imaging (MRI)

and volumetric computed tomography (CT) data was obtained and converted to

Neuroimaging Informatics Technology Initiative (NiFTI) (Cox et al., 2004) format

for processing and analysis. Intraoperative ultrasound data was also obtained from

a patient undergoing VS surgery.

4.3.2 Segmentations

The patient’s skull, brain tissue and tumour were segmented using two open-source

software packages: 3D Slicer (Fedorov et al., 2012) and Meshmixer 3D modelling

software (http://www.meshmixer.com), as detailed in Appendix D. The

steps involved in segmenting the skull broadly followed those outlined by Cramer

and Quigley (Cramer and Quigley, 2019) on https://radmodules.com, but

were adapted to create an appropriately-sized subocciptal craniotomy. Meshmixer

was used to create two parts of the skull (’Skull_Top’ and ’Skull_Bottom’) and

connecting ’Dowels’. An open-source parcellation tool for T1-weighted images

that utilizes a Geodesic Information Flow (GIF) algorithm to perform brain extrac-

tion and tissue segmentation (Cardoso et al., 2015) was used to aid the segmenta-

tion of normal brain tissue (http://niftyweb.cs.ucl.ac.uk/program.

php?p=GIF). 3D Slicer was then used to combine the segmentations to create

two models: 1) cerebral and diencephalon label maps were combined to create one

model, referred to as ‘Brain’, and 2) midbrain, brainstem, cerebellum and vermian

structures were combined to create a second model referred to as ‘Cerebellum’. Tu-

mour segmentation was performed manually using the ’Segment Editor" module in

3D Slicer and two models were generated: a single "Tumour’ model and a com-

bined model incorporating both the cerebellum and tumour, referred to as ’Cere-

bellum_Tumour’. At the end of the segmentation process, the following files were

available: ‘Skull_Top’, ‘Skull_Bottom’, ‘Dowel’, ‘Brain’, ‘Cerebellum’, ‘Tumour’,

‘Cerebellum_Tumour’.

http://www.meshmixer.com
https://radmodules.com
http://niftyweb.cs.ucl.ac.uk/program.php?p=GIF
http://niftyweb.cs.ucl.ac.uk/program.php?p=GIF
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4.3.3 3D printing of brain and tumour molds

3D modelling software (Autodesk Fusion 360, Autodesk Inc, http://www.

Autodesk.co.uk) was used to create brain and tumour molds as described in

Appendix D. The brain segmentation was split into two hemispheres and molds

were created for ’Brain_right’ and ’Brain_left’. Two other molds were created:

the individual ’Tumour’ mold and the combined "Cerebellum_Tumour’ mold. The

hollowed-out box for each mold had to be cut into an appropriate number of pieces

so that once the mold was filled, it could be prized apart without damaging the phan-

tom inside. For the tumour here, it was enough to split the box in two, but for the

other parts of the phantom, multiple pieces were needed . All molds were manu-

factured from Polylactic acid (PLA) using a large layer height (around 0.2 mm) and

low infill value (around 20%) for faster printing. . The skull was printed with addi-

tional support material: PVA was chosen as the support material as it could later be

dissolved away with water.

4.3.4 Preparation of tissue-mimicking PVA-c

2000 g of PVA-c was prepared using 200 g of PVA powder and 1800 g of deinoised

water as described in Appendix D. To ensure that the PVA powder dissolved read-

ily, the water needed to be almost boiling but if the water reached 100 ◦C some

would be lost to evaporation, so care was taken to avoid this from happening. A

2 L conical flask containing 1800 g of deinoised water was therefore suspended in a

temperature-controlled water bath set at 90 ◦C . An electronic stirrer set at 1500 rpm

was used to to stir the water evenly. The PVA powder was added to the flask over

a period of 30 min and left to stir for a further 90 min. The resulting PVA-c mate-

rial was subsequently left to cool at room temperature (around 20 ◦C). To improve

the phantom’s longevity, 0.5 w/w% potassium sorbate was added to the PVA-c as a

preservative. Additionally, for the tumour 1 w/w% glass microspheres were added

to provide ultrasound contrast and 5 w/w% Barium Sulfate was added for X-ray

contrast. For the brain (and cerebellum) only 0.05 w/w% glass microspheres were

added.

http://www.Autodesk.co.uk
http://www.Autodesk.co.uk
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4.3.5 Phantom assembly

First, the tumour PVA-c material was poured into its mold and placed immediately

into a freezer at −20 ◦C. Two freeze-thaw cycles were performed on the tumour

with each cycle consisting of 6 h of freezing at −20 ◦C and 6 h of thawing at room

temperature. The tumour phantom was then carefully remove from its mold and

placed into its corresponding space within the ’Cerebellum_Tumour’ mold. The

remaining ’Cerebellum_Tumour’ mold was constructed and secured together and

filled with the cerebellum-mimicking PVA-c material. Additionally, the same brain-

mimicking PVA-c material was poured into the molds for each brain hemisphere.

Two freeze-thaw cycles on each brain hemisphere and the cerebellum; each cycle

here consisted of 24 h of freezing at −20 ◦C and 24 h of thawing at room tempera-

ture. Once the phantoms had thawed they were carefully removed from their molds

and placed into the printed skull as described in Appendix D.

4.4 Results
Following the described protocol (Appendix D), an anatomically realistic phantom

was fabricated, consisting of a patient-specific skull, brain and tumour. The relevant

anatomical structures for the phantom (skull, brain, tumour) were segmented using

patient MRI and CT data (Figure 4.2a, Figure 4.2b). The patient intra-operative

ultrasound data (Figure 4.2c and Figure 4.2d) was used to compare the phantom

images to the real patient images.

Meshes were created for each piece of the model (Figure 4.3), and these were then

used to manufacture the 3D molds. The molds were easily printed on a commercial

printer and assembled by slotting the pieces together. The cerebellum mold was the

most complex to design and assemble (Figure 4.4). The skull (Figure 4.5a) was the

most difficult part to print as it required support material, so was a slow process; the

whole print took a total of three days to complete, which is a limiting factor in the

protocol.

The completed phantom (Figure 4.5) was a realistic model of a patient skull, brain
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Figure 4.2: Data sources of a patient with a left sided vestibular schwannoma

a) axial contrast-enhanced T1-weighted MRI, white arrow pointing towards
tumour; b) axial non-contrast CT scan windowed to highlight bone, white ar-
row pointing towards an expanded internal auditory meatus caused by the tu-
mour; c) intraoperative ultrasound image obtained during vestibular schwan-
noma surgery; d) annotated intraoperative ultrasound image ∗ : tumour (hy-
perechoic on ultrasound), � : brain (cerebellum).
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Figure 4.3: Completed STL meshes for each part of the phantom.

a, b) skull, ?: left sided retrosigmoid craniotomy;
c, d) cerebral hemispheres;
e, f) tumour and cerebellum, ∗: tumour.

and tumour. The two brain hemispheres (Figure 4.5b) were produced separately,

and had a realistic appearance featuring the gyri and sulci of the brain. The whole

phantom was white in colour, as this was the natural colour of PVA-c ; this can easily

be changed by adding dye but was not necessary for the application. The cerebel-

lum (Figure 4.5c) comfortably fit into the base of the printed skull and the brain

hemispheres placed on top of this. The tumour was easily visible in the cerebellum,

as the extra contrast added to the tumour resulted in it being an off-white colour

separating it from the surrounding material, to which it was securely attached.

The phantom was imaged with both CT and ultrasound (Figure 4.6a nad Fig-

ure 4.6b). Barium sulfate was used to give the tumour appropriate CT contrast,

and the phantom image (Figure 4.6a) demonstrated how the tumour may be visu-

alized clearly. The skull was not printed with 100% infill, in order to reduce the

time taken for printing. Consequently, the skull did not look entirely realistic in the
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Figure 4.4: 3D printed cerebellum mold.

3D printed cerebellum mold fully constructed (top left) and the separate pieces,
which are numbered from 1 to 4. The hole in piece 2 (denoted by ‘H’) enables
the PVA-c to be poured into the mold.

CT images because the lattice structure of the print could be seen. This was not

a problem for its intended application (Chapter 5), as only the outline of the skull

was needed for registration purposes. The skull could be printed with 100% infill

to improve the accuracy of the CT image, but doing so would add time and cost to

the printing process. Glass microspheres were added to the cerebellum, brain hemi-

spheres and tumour for ultrasound contrast. The results show that the tumour was

visible with ultrasound imaging (Figure 4.6b) and could be distinguished from the

surrounding tissue. On visual inspection, the ultrasound images obtained from the

phantom (Figure 4.6a), and those obtained from the patient (Figure 4.2c) show that

the contrast agents used in the phantom were effective for creating realistic imaging

properties.
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Figure 4.5: Completed phantom.

a) skull with craniotomy;
b) phantom with skull top removed: ? : retrosigmoid craniotomy, ∗: tumour,
�: brain (cerebellum),4: brain (right cerebral hemisphere);
c) cerebellum and tumour: ∗: tumour, � brain (cerebellum).
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Figure 4.6: CT and ultrasound images acquired with the phantom.

a) axial CT image of complete phantom through the level of the skull base and
tumour; b) intraoperative ultrasound image of phantom acquired with burr hole
ultrasound probe through the retrosigmoid craniotomy in a plane approximately
perpendicular to the skull (Simulating surgery, the cerebellum was retracted
slightly in order to image directly on the tumour)
∗: tumour, �: brain (cerebellum), ? : left sided retrosigmoid craniotomy.

4.5 Discussion
This chapter details the fabrication process of a patient specific brain phantom,

which includes the skull, brain and vestibular schwannoma tumour. 3D printing

methods allowed for anatomically accurate detail to be achieved. The phantom de-

scribed here was successfully manufactured with the desired level of anatomical

detail; CT and ultrasound imaging were used to demonstrate that the tumour was

easily visualized with both modalities. The tissue mimicking material, PVA-c , is

well established as a tissue-mimicking material for ultrasonic phantoms; its acous-

tic and mechanical properties can be tuned with additives and the number of freeze-

thaw cycles. The material was readily available, simple to use and non-toxic. With

repeated use, the phantom had sufficient durability to withstand manipulation and

contact with an ultrasound probe during physical simulations of vestibular schwan-

noma surgery.

Several key steps were identified as being critical to the fabrication process. First,
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the segmentation of structures for inclusion in the phantom must include the desired

level of anatomical detail. The creation of accurate STL files and 3D molds then

followed naturally. Secondly, the positioning of planes within the cerebellum mold

(Appendix D.3 step 1.9) must be considered carefully, to ensure that the phantom

may be readily removed, without damage; it must be cut into enough pieces to

allow anatomical details to be retained, whilst enabling the phantom to be removed

without getting stuck in the mold. In this case, several iterations were tested and

finally the mold was cut into four separate pieces. The third key consideration is

that during the PVA-c manufacturing process (Appendix D.4), the PVA-c must be

left to cool to room temperature (Appendix D.4 step 6). If this step is missed and

hot PVA-c is added to the molds, it can cause the molds to melt or distort. It is

also crucial that once the glass spheres are added (Appendix D.5 steps 2− 4), the

PVA-c is not left to sit for more than around 10 min; if left for a prolonged period of

time, the glass spheres will settle to the bottom, and the resulting phantom will have

inhomogeneous ultrasound contrast (Dong et al., 2020). Once the glass spheres

are added, the PVA-c must be added directly into the molds and placed into the

freezer. After the first freeze cycle, the glass spheres will be secured in place, and

the phantom may be used at room temperature. Finally, it is important that the molds

are carefully sealed (e.g. with tape) before the PVA-c is added, to minimize leakage

of the mixture through gaps where the separate pieced of the mold join together.

The fabrication method detailed here has several limitations. For example, some

specialist equipment is required, including a water bath and an electronic stirrer. A

sonicator is also used as part of this protocol, but the sonication step (Appendix D.5

step 3) could be replaced with additional electronic stirring; however, with this

alternative, it would take longer to achieve a homogeneous mixture than is possi-

ble with the use of sonication. One limitation of PVA-c is that it degrades over

time and becomes moldy. The addition of potassium sorbate, as described here,

increases the phantom’s shelf-life, although it must still be kept in an air-tight con-

tainer. A second limitation of PVA-c is that freeze-thaw cycles are required, which

increases the amount of time required to make a phantom. To minimize phantom
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fabrication time, a key consideration is the speed of freezing and thawing; once the

phantom is either fully frozen or fully thawed, the time that it remains in that state

does not significantly affect the final phantom (Fromageau et al., 2003; Jiang et al.,

2011). Therefore, the cycle lengths used may be varied, provided that the phantom

is fully frozen and thawed at each stage in the cycle. For instance, the tumour in the

phantom of this particular study is very small, so shorter cycles could be used for

the tumour than for the brain. Finally, 3D printing the molds and skull is a time-

consuming process which consumes a significant portion (3 days) of the total time

(1 week) required to fabricate a phantom with this protocol. The printer used was

a commercial model from 2018; the printing process could be completed in shorter

time frames with the use of newer, faster printers.

The brain phantom presented here could be used directly for clinical training and

validation of neuronavigation systems as described in Chapter 5. As a tissue mim-

icking material, PVA-c enabled the resulting phantom to be used repeatedly as it is

a durable and non-toxic material. As such, the fabrication method is complemen-

tary to those previously described in which 3D printing was used to create patient

specific brain phantoms (Ploch et al., 2016; Weinstock et al., 2017; Grillo et al.,

2018; Tsai et al., 2017; Reinertsen and Collins, 2006; Mobashsher et al., 2014).

The use of PVA-c as the tissue-mimicking material makes the phantom suitable for

use in simulation of neurosurgery, as the material can withstand repeated manual

manipulation and contact from an ultrasound probe. This work sets the stage for

further quantitative validation studies. The phantom method described here is very

versatile and could be used to fabricate many types of other patient-specific tumuor

phantoms, extending from the brain to other organs, with compatibility across sev-

eral imaging modalities.



Chapter 5

An integrated navigation system for

skull base surgery

This chapter is adapted from:

• Shapey et al., 2021. Integrated multi-modality image guided navigation for

neurosurgery using open-source software. IJCARS 1-10

5.1 Abstract
Image guided surgery is an integral part of modern neuro-oncology surgery how-

ever standard neuronavigation systems are limited by their inability to to account

for intraoperative brain shift encountered during surgery. Intraoperative ultrasound

is capable of providing real-time imaging yet remains an under-utilised tool in neu-

rosurgery, primarily because the images are not acquired in conventional imaging

planes. Navigated ultrasound provides the surgeon with reconstructed views of ul-

trasound data in familiar imaging planes that may be registered to the preoperative

diagnostic imaging but only some commercially-available navigation systems are

equipped with this capability. None of the commercially-available systems per-

mit the integration of other essential non-imaging-based intraoperative monitoring

modalities such as intraoperative neuromonitoring and stimulation with navigated

ultrasound. Such a system would be particularly useful in skull base neurosurgery.
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In this chapter we present an integrated intraoperative navigation system tailored to

skull base neurosurgery with the ability to incorporate 1) preoperative structural MR

and CT imaging, diffusion MRI and 3D volume reconstructions of the tumour and

nerve, 2) intraoperative neurophysiological monitoring and stimulation and 3) live

reconstructed 3D ultrasound. The system was built around commercially-available

CE-marked hardware and open-source software in order to facilitate its rapid clini-

cal translation and use in patients.

Statement of Contribution

JS conceived the idea of an integrated navigation system for skull base surgery and

designed the system. JS coordinated software development working closely with

TD, RD, RG, AG, DPS, MJC and TV to ensure it met the necessary functional and

technical requirements. (RG, AG and DPS are part of UCL’s Research Software

Development Group whose work was funded by an MRC CiC grant obtained by

JS). MJ provided the phantom for laboratory testing. JS and EM created the patient

specific head phantom (Chapter 4) under TV and AED’s supervision. JS led the

experimental studies and performed the system’s calibration studies with RD and

TD. ST assisted with data analysis. The project was supervised by RB, SO and TV.

A list of collaborators may be found in Appendix B.
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5.2 Image guided neurosurgery and intraoperative

ultrasound

Image guided surgery has become an indispensable tool in the management of brain

tumours. Image guided surgery, or neuronavigation, allows for smaller, more pre-

cisely positioned incisions and the accurate localisation of tumours and surrounding

structural and functional regions which may be at risk during surgery. The aim of

stereotactic surgery is to register the anatomical or imaging space to the surgical

or physical space in which the patient is located and in which surgery is to take

place. Cranial stereotactic surgery is credited to Ernest Speigel (Spiegel et al., 1947)

and Lars Leksell who developed the first arc-centred stereotactic coordinate system

and headframe (Leksell, 1951). Frame-based stereotaxy has the highest degree of

precision although for most neuro-oncology procedures it has been largely super-

seded by frameless stereotactic techniques. However, current clinical neuronaviga-

tion systems are limited by their inability to to account for intraoperative brain shift

encountered during surgery. Thus, various methods of integrating intraoperative

imaging into neuronavigational datasets have been been developed in an attempt to

diminish the challenge of maintaining accurate navigational data.

5.2.1 Basic principals of image guidance and image registration

Frameless stereotaxy involves the use of bony landmarks, facial features or fiducial

markers to co-register the patient’s skull relative to a 3D volumetric image obtained

prior to surgery using computer-based image processing methods. Optical tracking

systems are typically used to track the positioning of a probe relative to a fixed

reference frame utilising a dual infrared camera system (Cleary and Peters, 2010)

but require a direct line-of-sight between the camera and the reference frame and

the probe during navigation. This led to the development of electromagnetic (EM)

tracking systems that have no line-of-sight requirements and are also able to track

instruments such as needles and catheters due to the lower profile of the EM probes

(Cleary and Peters, 2010).
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Image registration is a key component of all image-guidance systems and describes

the process of transforming two set of images into a single coordinate system in

order to achieve spatial alignment. Image registration is especially important when

multiple modalities and intraoperative imaging data are incorporated into the nav-

igational plan. Image registration may be performed using rigid or non-rigid reg-

istration methods. Rigid methods only account for rotations and translocations of

the data set and deformations are not considered. Commercial neuronavigation sys-

tems typically use paired-point or surface-based rigid 3D-to-3D image registration

methods in which anatomic points or fiducial markers from the patient are matched

to corresponding points in the preoperative image (Cleary and Peters, 2010). Clin-

ical studies involving frameless neuronavigation systems utilising rigid registration

methods have reported a target registration error (TRE) of between 2 mm and 3 mm

(Mascott, 2006; Woerdeman et al., 2007) but even the attachment of surgical drapes

and retrator systems can negatively affect navigational accuracy (Stieglitz et al.,

2013), in addition to well-documented clinical factors causing brain shift such as

cerebrospinal fluid loss, tumour resection, cyst decompression and cerebral oedema

(Hill et al., 1998). Non-rigid registration methods also use 3D-to-3D image regis-

tration techniques but they are designed to model high dimensional spatial defor-

mation through the creation of a spatial transformation (Cleary and Peters, 2010).

Non-rigid registration methods currently lack the robustness required for routine

clinical practice and have only been used within a research setting.

5.2.2 Intraoperative ultrasound

Several technological innovations have been developed to over-come the limitations

of current neuronavigation systems. Intraoperative Magnetic Resonance Imaging

(iMRI) offers the ability to acquire detailed high-contrast and high-resolution imag-

ing that can be used to update the imaging displayed on the neuronavigation system

(Nabavi et al., 2001; Claus et al., 2005; Hatiboglu et al., 2009). However, iMRI is

expensive, requires a customised operative MR suite, specialised MR-compatible

instruments and dedicated theatre equipment. Consequently, iMRI is not available

in every neurosurgical centre. The duration of cases performed in iMRI is also
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typically prolonged due to the time taken to acquire the images and additional lo-

gistical considerations relating to patient transfer in and out of the scanner. Further-

more, current iMRI systems significantly restrict patient positioning with virtually

all iMRI procedures performed with the patient in the supine position. This signifi-

cantly limits its use in skull base surgery where most procedures are performed with

the patient placed in the lateral or park bench position.

By comparison, Intraoperative Ultrasound (iUS) is a portable system offering real-

time imaging and has become an increasingly popular tool within neurosurgery due

to its comparatively low cost and real-time feedback (Moiyadi and Shetty, 2016;

Camp et al., 2017). Unlike the acquisition of iMRI, the use of iUS is easily incorpo-

rated into the surgical workflow (Bonsanto et al., 2001; Prada et al., 2015a). Most

neuro-oncology studies evaluating the use of iUS have used Intraoperative Three

Dimensional Ultrasound (i3DUS)) and have focused on glioma surgery (Mahboob

et al., 2016; Pino et al., 2018). Studies have shown an indirect correlation between

tumour appearance on iUS and histological features such as heterogeneity, cellu-

larity and invasiveness (Camp et al., 2017) and iUS appears to correlate well with

post-operative imaging (Pino et al., 2018). There is also a body of literature describ-

ing its use in meningioma (Prada et al., 2015b) and pituitary (Marcus et al., 2017)

surgery but only two studies have reported the use of iUS during VS surgery (Sun

and Zhao, 2007; Huang et al., 2010). Several different ultrasound systems have been

reported in neurosurgery including the SonoWand (SonoWand, Mison Trondheim,

Norway) (Unsgaard et al., 2002; Camp et al., 2017), Sonosite M Turbo (SonoSite

Inc, Bothelll, WA) (Moiyadi and Shetty, 2011), Aloka SSD 3500 (Aloka-Hitachi,

Wiesbaden, Germany) (Alomari et al., 2019) , Sonoline Omnia (Siemens, Erlan-

gen, Germany) (Lindner et al., 2006), Caspasee II (Toshiba, Tochigi Ken, Japan)

(Moiyadi and Shetty, 2011) and the BK Ultrasound system (BK Medical, Peabody,

MA) (Machado et al., 2018).

However, despite this previous work, iUS remains an under-utilised tool in neuro-

surgery. Firstly, because neurosurgeons are not very familiar with US as an imaging
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modality and, secondly, because US is typically acquired and visualised in unfa-

miliar planes. This limitation may be overcome by the integration of iUS images

with neuronavigation. Some commercially-available neuronavigation systems do

have the capability to integrate image-registered intraoperative three-dimensional

ultrasound (i3DUS) with neuronavigation (e.g. Brainlab system 1 and Esaote sys-

tem 2) but no system permits the integration of additional intraoperative monitor-

ing modalities such as continuous intraoperative neurophysiolgical monitoring and

stimulation. Such a capability would be particularly useful in neuro-oncology and

skull base neurosurgery.

In skull base neurosurgery it is vital to know exactly where critical neural struc-

tures such as the facial nerve are located in order to minimise nerve injury and

postoperative morbidity. Intraoperative neurophysiological stimulation is the cur-

rent standard to detect the facial nerve intraoperatively but current methods are not

integrated with neuronavigation and do not provide a means to visualise points of

stimulation on the patient’s imaging. Skull base neurosurgery, and neuro-oncology

neurosurgery in general, would benefit from a fully integrated navigation system

combining preoperatively-acquired MRI and CT images, volumetric representation

of the tumour and surrounding functional anatomy (e.g. cranial nerves), i3DUS and

navigated intraoperative neurophysiological monitoring and stimulation.

Most commercially-available neuronavigation systems such as the Medtronic

Stealthstation and Brainlab systems are closed systems and their image data, al-

gorithms and visualisation methods are typically not easily accessible to research

groups. As such, various open access IGS and image-guided therapy (IGT) sys-

tems have been developed by the medical and research communities including 3D

Slicer (Fedorov et al., 2012), NifTK (Clarkson et al., 2015), MITK (Nolden et al.,

2013), IBIS (Mercier et al., 2011) and CustusX (Askeland et al., 2016). 3D Slicer

and MITK are generic medical imaging research platforms that when combined

with plugins such as the SlicerIGT module and the PLUS Toolkit can provide

1http://www.brainlab.com; Brainlab AG, Munich, Germany
2http://www.esaote.com/ultrasound; Esaote, Genoa, Italy

http://www.brainlab.com
http://www.esaote.com/ultrasound
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integrated navigation and ultrasound imaging. IBIS and Custus X are both open-

source research platforms designed for neurosurgery but integrating these with

commercially-available navigation systems is non-trivial and there is limited scope

for integrating iUS with additional functionalities such as neuromonitoring.

5.3 An integrated multi-modal navigation system for

skull base neurosurgery
Skull base surgery would benefit from a fully integrated navigation system combin-

ing preoperatively-acquired MRI and CT images, volumetric representation of the

tumour and surrounding cranial nerves, intraoperative image-registered i3DUS and

navigated intraoperative neurophysiological monitoring and stimulation. In this sec-

tion, we describe the development of an open-source multi-modality image guided

surgery platform, designed to integrate with a commercially-available neuronavi-

gation system. As a proof-of-concept, the system was designed for VS surgery

although it could be used during any cranial neuro-oncology surgery where multi-

modal intraoperative guidance is desired.

In VS surgery it is vital to know exactly where the facial nerve is located in order

to minimise nerve injury and postoperative morbidity. We aimed to create a sys-

tem with a user-friendly interface to integrate 1) 3D volumetric representation of

the tumour (Chapter 3) and associated facial nerve (Chapter 2) with 2) navigated

i3DUS and 3) neurophysiological stimulation. Intraoperative neurophysiological

stimulation is the current standard to detect the facial nerve intraoperatively but cur-

rent methods are not integrated with neuronavigation and do not provide a means

to visualise points of stimulation on the patient’s imaging. Furthermore, although

neuronavigation could theoretically provide the surgeon with the preoperative lo-

cation and configuration of these structures, it is often unclear how much tumour

remains adjacent to the nerve and information provided by conventional neuronav-

igation may be affected by intraoperative brain shift. Integrating i3DUS into the

navigation system would provide the surgeon with a complete dataset to help im-
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prove their ability to perform safe and effective surgery. To facilitate rapid clinical

adoption, the navigation system was developed using conventional rigid registration

methods but was designed to facilitate ongoing research into non-rigid registration

of ultrasound and MR images.

In this section we describe the development of an open-source multi-modality IGS

platform (available at

https://github.com/UCL/SkullBaseNavigation), designed to inte-

grate with a commercially-available neuronavigation system. As a proof-of-

concept, the system was designed for skull base surgery although it could be used

during any cranial neuro-oncology surgery where multimodal intraoperative guid-

ance is desired.

5.3.1 Design requirements

In this section we present design requirements for an integrated intraoperative imag-

ing and navigation system for skull base surgery, named the Skull Base Navigation

[SBN] system. Following the assumption that the system should be compatible

with the neuronavigation and ultrasound systems typically used at our institution

(Medtronic Stealthstation and BK 5000 Ultrasound systems, respectively) Table 5.1

provides an overview of the design requirements (RX). These include:

1. requirements imposed by the clinical environment in the operating room (OR)

during surgery

2. requirements desired by the operating surgeon

3. specific technical requirements needed for the purpose of intuitive real-time

surgical navigation.

Requirements imposed by the clinical environment were established through con-

sultation with surgical team members and an understanding of medical device reg-

ulations 3. The system’s key functional requirements were identified by an expe-

3https://www.gov.uk/guidance/regulating-medical-devices-in-the-uk

https://github.com/UCL/SkullBaseNavigation
https://www.gov.uk/guidance/regulating-medical-devices-in-the-uk
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Table 5.1: Design requirements for an integrated skull base navigation system. US: Ul-
trasound; TRE: Target Registration Error; GUI: Graphical User Interface; FPS:
Frames per second.

Requirement Minimum Requirement Target Requirement
R1. System assembly Surgical hardware should comprise

of standard clinical devices. As-
sembly should be straightforward
and achievable without technical
support. It should not impede rou-
tine surgical workflow

Ibid.
Ideally should be completed within
15 minutes

R2. Surgical safety Intraoperative system components
must not be altered from their des-
ignated use & methods of main-
taining intraoperative sterility must
comply with standard clinic prac-
tice

Ibid

R3. Ultrasound probe calibration Intraoperative system calibration
should not impede surgical work-
flow (completed in less than 1 min)
and should achieve satisfactory spa-
tial accuracy

Pre-calibrated ultrasound transduc-
ers eliminating user calibration
achieving detailed spatial accuracy

R4. Image calibration Fixed image calibration at 4.5 cm
image depth

Variable image calibration that au-
tomatically updates depending on
the image depth

R5. System accuracy TRE < 5mm TRE < 3mm

R6. Surgical display Intuitive GUI with 3D represen-
tation of tumour and surrounding
anatomical structures (e.g. cranial
nerves) integrated with navigated
neurostimulation points and 3D ul-
trasound reconstructions

Ibid
Fully integrated neurostimulation
recordings and automatically-
generated 3D ultrasound image
reconstructions

R7. Ultrasound visualisation Navigated US using rigid registra-
tion method enabling 3D recon-
struction of image in conventional
axial, sagittal and coronal planes

Image-based non-rigid registration
method enabling automated real-
time image reconstructions

R8. Neurostimuulation recordings Neurostimulation points recorded
by operator and parameters added
manually

Fully integrated neurostimulation
with position and parameters au-
tomatically recorded and displayed
on images and 3D model

R9. Imaging Rate Imaging rate which does not im-
pede surgical workflow (minimum
7 FPS)

Video-rate imaging of at least
25 FPS

rienced team of Neurosurgeons and Otolaryngologists (JS, SRS and RB) familiar

with using the standalone commercial neuronavigation, neuromonitoring and ultra-

sound systems. Specific technical requirements were then established in order to

meet these functional requirements. To aid development, a minimum and target

requirement is provided.

The intraoperative system should be straightforward to use without the need

for technical support (R1). System components should comprise standard,

commercially-available hardware and assembly of non-sterile components should

ideally be completed within 15 minutes (R1). To ensure surgical sterility and



5.3. Integrated skull base navigation system 168

safety is maintained throughout, intraoperative sterile components should not be

altered from their designated use and the introduction of any additional hardware

and functional capabilities must not compromise surgical safety or sterility (R2).

To minimise interference with the routine surgical workflow, our minimum design

requirement stipulated that probe calibration should be completed within 1 minute

but calibration-free (i.e. factory/lab calibration only) instruments should be a tar-

get requirement for future systems (R3). In a preliminary study, we tested the

BK ultrasound system in isolation in patients undergoing skull base surgery and

observed that a fixed image depth of 4.5 cm could usually be used to image the

surgical scene. Consequently, as a minimum requirement, we decided to set a fixed

depth for image calibration (i.e. the affine transform between the US image and the

tip of the probe) and automated variable calibration was set as a desirable future

target requirement (R4). A Target Registration Error (TRE) of < 5mm was set as

a minimum requirement for the navigated ultrasound reconstruction with a TRE of

< 3mm- comparable to the TRE of current commercial neuronavigation systems,

set as a target requirement (R5).

The system’s end-user interface should be intuitive to use displaying data in a user-

friendly manner in real-time and should enable the user to easily switch between

viewing modes as required (R6). Navigated US should enable 3D reconstruction

of the imaging data in conventional axial, sagittal and coronal planes with a tar-

get requirement of image-based non-rigid registration methods enabling automated

real-time US image reconstructions (R7). Ideally, the system should be capable

of importing the neurophysiological data in real-time, pairing it with tracked data

points for viewing on the surgical display (R8). The minimum imaging rate for re-

constructed ultrasound images must be fast enough to provide real-time information

suitable for surgical decision making without interfering with the surgical workflow

(R9). Based on speed of processing in the human visual system an image visual-

isation rate faster than 7 frames per second (FPS) is desired (Thorpe et al., 1996)

however a system capable of providing video-rate imaging (approximately 25 FPS

to 30 FPS) should be the target requirement of such a system.
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5.4 System design

5.4.1 System configuration

System hardware included a commercial intraoperative ultrasound system (BK

5000 Ultrasound system), neuronavigation system (Medtronic Stealthstation) and

a standard PC as illustrated in Figure 5.1. By only using existing hardware within

its intended use, the SBN system complied with all relevant surgical safety require-

ments including sterility and electrical standards. The additional pieces of hardware

needed for this prototype system included a network switch and interconnecting ca-

bles. A laptop placed on a small surgical trolley could be positioned conveniently

within the OR as directed by the surgical team. The system enabled various different

imaging and monitoring modalities to be integrated into a single user-friendly nav-

igation system. Optical tracking of both the neurostimulation probe and US trans-

ducer was achieved with the Medtronic SureTrakTM universal instrument adapter

system.

To enable streaming of data between devices, a local network was established con-

necting a BK5000 Ultrasound, Medronic StealthStation Optical Tracker and PC

(Figure (5.2). Optical trackers were attached to the ultrasound probe and neu-

rostimulator. Ultrasound data was streamed across the network using the Scikit-

SurgeryBK library (Thompson et al., 2020) and the PLUS Toolkit (Lasso et al.,

2014) (https://plustoolkit.github.io/) was used to stream tracking

and model data from a StealthLink enabled Medtronic StealthStation. Ultrasound

and tracking data were received on the client PC using the PLUS Toolkit in the

OpenIGTLink format (http://openigtlink.org/). The BK 5000 Ultra-

sound system is a 2D B-mode ultrasound system with 3D reconstruction achieved

in our system via calibration using ultrasound and tracking data within the PLUS

Toolkit. A frame rate of approximately 25 FPS with a clinically-acceptable latency

was achieved using this configuration.

In terms of software design, we exploited existing established open source software

https://plustoolkit.github.io/
http://openigtlink.org/
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Figure 5.1: System setup
Nav: Medtronic Stealthstation, US: BK 5000 Ultrasound system, PC: Laptop

whenever relevant to enable rapid prototyping, and provide a framework into which

new functionality could more easily be added. PLUS Toolkit, OpenIGTLink and

Slicer are well established open source tools in the IGS field, and provided the bulk

of the functionality needed for data acquisition, ultrasound reconstruction and data

visualisation. Proprietary software from Medtronic was needed to stream data from

the StealthStation. While PLUS provides functionality for streaming data from the

BK5000, the decision was made to use an alternative Python implementation (scikit-

surgerybk) for US streaming, as it was preferable to control streaming from the main

Python codebase.

A custom end-user interface was created using 3D Slicer, as a slicelet (https:

//www.slicer.org/wiki/Documentation/Nightly/Developers/

Slicelets) where extraneous GUI components were removed and communica-

tion with external devices was automated, providing a greatly simplified workflow

https://www.slicer.org/wiki/Documentation/Nightly/Developers/Slicelets
https://www.slicer.org/wiki/Documentation/Nightly/Developers/Slicelets
https://www.slicer.org/wiki/Documentation/Nightly/Developers/Slicelets
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BK5000 Ultrasound

Optical Tracking
(Medtronic StealthStation with

StealthLink Software)

PLUS Server
Custom GUI
 (3D Slicer)

Preoperative imaging data

Data visualisation

scikit-surgerybk

PLUS Toolkit

PC

Figure 5.2: System architecture. Medtronic Stealthstation with stealthlink software and
BK5000 Ultrasound hardware used to stream data to PC via PLUS Toolkit and
Scikit-SurgeryBK and PLUS Server respectively. Custom GUI built using 3D
Slicer software.

for use in the OR (Figure 5.3). Features of the slicelet included display of preopera-

tive MR/CT scans with volume reconstructions of key structures, real-time overlay

of ultrasound data and tool locations such as the neurostimulation probe with means

to enter relevant neurophysiological data and a simplified pivot calibration process

(as described in section 5.4.2) for tracked tools and volume reconstruction of ultra-

sound data (Figure 5.2).

5.4.2 Calibration

Position tracking of the neurostimulation probe and ultrasound transducer were cal-

ibrated at the start of each case using the pivot calibration algorithm provided as

part of SlicerIGT software (Ungi et al., 2016). Pivot calibration involved using the

tracked Stylus tool to determine the tip of each individual instrument relative to

the SureTrakTM marker and were performed by the operating surgeon using sterile

instruments within the surgical field. The calibration procedure was a two-step

process that involved pivoting and then spinning the tracked instrument around

a fixed point for 15 s each in turn. Following each movement, the Root-Mean-
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Simplified UIRequired Slicer Modules

Figure 5.3: Simplified "Slicelet" user interface. A schematic illustration of the "Slicelet"
system whereby extraneous GUI components were removed to provide a sim-
plified workflow for use in the OR.
The "Slicelet" combines functionality from seven different Slicer modules into
a single UI panel, greatly simplifying the clinical workflow by automating sev-
eral tasks, removing extraneous components, and eliminating the need to man-
ually switch between and configure different modules.

Square error (RMSE) value was computed. Typically the RMSE for pivot and

spin calibration should be less than 1 mm (http://www.slicerigt.org/

wp/user-tutorial/ Tutorial U11- Pivot Calibration). As the tracker is se-

curely fixed to the tool, once calibration has been performed the transformation

matrix between the stylus tip and the tracker remains constant.

Temporal and spatial ultrasound image calibrations were performed using the PLUS

Freehand tracked ultrasound calibration (fCal) application (Lasso et al., 2014). Ul-

trasound image calibrations were performed in the laboratory using a water tank un-

der strict experimental conditions (Figure 5.4). Temporal calibration was acquired

by tracking the ultrasound transducer up-and-down with a periodic motion while

imaging the bottom of the water tank. Spatial calibration was performed using the

stylus-aided calibration toolbox and involved imaging and registering the stylus tip

in multiple locations within the ultrasound image. The transformation matrix was

http://www.slicerigt.org/wp/user-tutorial/
http://www.slicerigt.org/wp/user-tutorial/
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Figure 5.4: Ultrasound image calibration: spatial calibration method. A: Ultrasound trans-
ducer (clamp for illustration purposes only); B: Medtronic SureTrakTM optical
tracking marker; C: Medtronic Stylus; D: Medtronic reference frame; E: BK
5000 Ultrasound machine; F: Computer; G: Water tank

subsequently saved for use during surgery.

5.5 Accuracy and workflow testing: Methods

5.5.1 Laboratory testing of system accuracy

An abstract polyvinyl alcohol cryogel (PVA-c ) phantom model was used to test

the accuracy of the system’s ultrasound navigation and reconstruction. The phan-

tom consisted of two spherical 15 mm diameter tumour-mimicking spheres embed-

ded within parenchyma-mimicking tissue and was manufactured according to pre-

viously published methodology (Öpik et al., 2012; Janatka, 2015; Brandao et al.,

2020). For the tumour spheres, talcum powder was added to the base PVA mixture

to act as an ultrasound contrasting agent. The tumour spheres underwent an addi-

tional 12 hour freeze-thaw cycle before they were suspended into the parenchyma-

mimicking tissue to complete a further two 12 hour freeze-thaw cycles.

The phantom was imaged with a Medtronic O-armTM to provide a 3D volumet-

ric x-ray contrast image for registration. Using the SBN system, phantom data

was uploaded to the Medtronic Stealthstation and registered with the model using a
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surface-matching trace technique. An intraoperative BK burr hole ultrasound trans-

ducer (N11C5s) connected to a BK 5000 Ultrasound system was calibrated using

the method described above and volumetric ultrasound data was acquired (Figure

5.5).

Tumour spheres were segmented on the registered ultrasound and x-ray im-

ages using an intensity threshold. The binary segmentations were converted

to closed surface meshes using NifTK’s (Clarkson et al., 2015) Surface Ex-

tractor plugin, which uses VTK’s (Schroeder et al., 2006) implementation of

the marching cubes algorithm. Registration errors were measured using Dice

scores and the TRE was calculated between the two centres in 3D. Sphere fit-

ting was done using the SciKit-Surgery-Sphere-Fitting application

(Thompson, 2020), part of the SciKit-Surgery project (Thompson et al., 2020).

SciKit-Surgery-Sphere-Fitting fits a sphere of fixed radius to the sur-

face point data, using least squares optimisation implemented in the SciPy library

(Virtanen et al., 2020). Dice scores on the fitted spheres were calculated using the

two_polydata_dice function from the SciKit-SurgeryVTK library (Clarkson

et al., 2020) and the TRE was calculated between the two centres in 3D.

5.5.2 Clinical simulation to test workflow integration

A patient-specific PVA-c phantom model comprising the skull, brain and tumour

created with tissue-mimicking ultrasound and X-ray properties (Chapter 4, Ap-

pendix D) was used to simulate the use of the navigation system in a clinical oper-

ating room. The time taken to set up the system and to perform probe calibration

were recorded and clinician feedback was obtained regarding the clinical utility and

accuracy of the system.

5.6 Accuracy and workflow testing: Results
The TRE between the centre of the fitted spheres was 3.82 mm and 4.41 mm for

tumour spheres #1 and #2, respectively. Dice scores were 0.64315 and 0.60275,

respectively.
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Figure 5.5: Validation of the system’s ultrasound navigation and reconstruction using a
multi-modal polyvinyl alcohol (PVA) phantom. a) Polyvinyl alcohol phantom;
b) Volumetric 3D x-ray image of phantom obtained with the Medtronic O-arm;
c) Reconstructed ultrasound image obtained with an intraoperative burr hole
ultrasound transducer (N11C5s) connected to a BK 5000 Ultrasound system;
d) Volumetric reconstruction of ultrasound data.

Figure 5.6: Segmentations of the tumour spheres obtained using registered volumetric ul-
trasound and 3D x-ray images. Maroon/Red: Segmentations of 3D x-ray im-
ages; White/Grey: Segmentations of reconstructed volumetric ultrasound im-
ages; Tumour sphere 1: Maroon/White; Tumour sphere 2: Red/Grey
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Figure 5.7: Intraoperative simulation of SBN system in a clinical operating room using a
patient-specific phantom model

The integrated navigation system was also tested in a clinical operating room (Fig-

ure 5.7 and Figure 5.8). Trained clinical staff correctly assembled the system hard-

ware and completed initial setup in 10 min 19 s. Assembly of the system’s sterile

components was completed correctly in 1 min 22 s and intraoperative probe cali-

bration was completed in 43 s. Clinical evaluation of the system was undertaken

independently by 2 consultant neurosurgeons using a patient-specific PVA-c phan-

tom model of a patient with a vestibular schwannoma undergoing surgical resection

via a simulated retrosigmoid craniotomy. Both neurosurgeons considered the sys-

tem to be highly useful, with an intuitive display and clinically-acceptable accuracy

(Figure 5.8). The desired functionality of creating a fully integrated display system

combining preoperatively-acquired imaging data with real-time i3DUS and navi-

gated intraoperative neurophysiological stimulation points was successfully simu-

lated on the phantom model.

5.7 Discussion and conclusions
We present an integrated intraoperative navigation system tailored to skull base

neurosurgery with the ability to incorporate 1) preoperative structural MR and CT
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Figure 5.8: Intraoperative simulation of 3D Ultrasound reconstruction using a patient data
and a patient-specific phantom model. a) Illustration of patient MRI data using
Slicelet system including an overlay of the tumour and nerve on the MRI data
and a separate 3D model of those structures. Green: Tumour, Yellow: Nerve
b) Slicelet system display of CT scan of phantom model with overlaid 3D re-
constructed ultrasound (US) data. Volumetric representation of the US data is
displayed in the top right panel. Black arrow: Tumour

imaging and 3D volume reconstructions of the tumour and surrounding anatomy

(e.g. facial nerve), 2) neurophysiological monitoring and stimulation and 3) live

reconstructed 3D ultrasound. The system was built around commercially-available

CE-marked hardware to facilitate clinical translation although additional propri-

etary software/licences for streaming the data out of the commercial devices was

required. All other system’s software components including the 3D Slicer platform,

PLUS and Scikit-SurgeryBK software libraries are open-source.

Other commercially-available navigated ultrasound systems are available (e.g.

Brainlab and Esaote ultrasound systems) but neither system provides the capability

to fully integrate multi-modal intraoperative data streams such as neuromonitoring

and stimulation. A number of research-orientated intraoperative navigation systems

capable of integrating real-time ultrasound have previously been reported (Mercier

et al., 2011; Fedorov et al., 2012; Nolden et al., 2013; Askeland et al., 2016) but

most of these are built around general medical imaging platforms rather than being

designed for intraoperative image guided neurosurgery. Despite the fact that the

IBIS and CustusX platforms are dedicated to IGS with a user interface tuned to-

wards intraoperative use (Mercier et al., 2011; Askeland et al., 2016), the available
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documentation made it difficult to integrate these systems with our existing clinical

hardware and adding other non-IGS functionalities was not trivial. Consequently,

we designed an integrated navigation system that can be used with any type of

clinical hardware. We chose to build the system using 3D Slicer software, an open-

source software package with excellent documentation, enabling us to to draw upon

the resources of a platform with established large feature sets and a well-defined

quality process.

Our prototype research system met all of the minimum requirements stipulated

in Table 5.1. The surgically safe system complied with standard sterile practices

(R1,2). Using several standalone medical devices during a surgical procedure is

common practice. Because our system does not alter or change the intended use

of any of the individual pieces of hardware, we substantially reduce the risk of us-

ing our integrated research system in an ethically-approved clinical study. It was

easy and quick to assemble (R1,2) and intraoperative probe calibration took less

than a minute (R3). Following preliminary in vivo clinical studies to ascertain the

commonest ultrasound imaging depth used in skull base surgery, the current system

was calibrated at a fixed imaging depth of 4.5 cm but future work is underway to

enable a more robust automatic variable image calibration (R4). Video-rate imag-

ing of 25 FPS was achieved, as per the target requirement (R9). Laboratory testing

demonstrated comparable system accuracy levels to previously-reported research

systems (R5) (Mercier et al., 2011; Askeland et al., 2016) and in clinical testing

surgeons reported the system to be clinically-acceptable (R5). Nevertheless, the

TRE achieved in our phantom experiment was slightly higher than our target re-

quirement of < 3mm. Future work will investigate what error sources contribute

to the current TRE and look at ways to reduce the most significant error sources.

We currently believe that calibration of the ultrasound probe is a significant source

of error, so future work will investigate using alternative calibration methods, for

example phantomless auto-calibration (Toews and Wells, 2018).

In the system’s present version, neurostimulation data must be entered manually
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however it has the potential to fully integrate with standard neuromonitoring sys-

tems (e.g. inomed neuromonitoring systems; https://www.en.inomed.

com/products/intraoperative-neuromonitoring-ionm/) to en-

able continuous and automatic recording and display (R8). The system’s user

interface was felt to be "clear" and "intuitive" but further refinement in collabora-

tion with commercial partners is currently underway to improve the GUI’s aesthetic

appearance (R4). Future work aims to optimise the system further by addressing

the remaining target requirements. Alternative calibration methods will be evalu-

ated and different software will be tested in order to improve temporal calibration

between the optical tracking and ultrasound data sources. By making this software

open-source we also enabled others in the research community to test and build

upon this work. The system’s architecture, built around other open-source plat-

forms, increases its compatibility with various commercial systems, thus extending

its potential use beyond neurosurgery alone.

https://www.en.inomed.com/products/intraoperative-neuromonitoring-ionm/
https://www.en.inomed.com/products/intraoperative-neuromonitoring-ionm/


Chapter 6

Hyperspectral imaging for

neurosurgery

6.1 Abstract
Hyperspectral Imaging (HSI) is an advanced optical imaging technique and is ide-

ally suited for clinical use because it is non-contact, non-ionising and non-invasive.

HSI exploits the ability to split light into multiple narrow bands beyond the three

conventional red, green and blue visible spectral bands, enabling analysis of images

not seen with the naked eye. HSI may be used to differentiate tissue types and could

be used to provide real-time surgical guidance enabling surgeons to performs safer,

more precise surgery. This chapter contains: 1) an overview of the basic principals

of HSI and the optical properties of biological tissue; 2) a systematic review of in

vivo clinical studies using intraoperative multispectral and hyperspectral label-free

imaging; 3) an ex vivo study of the optical properties of human brain and tumour

tissue; and 4) functional and technical design requirements for an intraoperative

hyperspectral label-free imaging system for neurosurgery, culminating in a first-in-

patient clinical study.

Statement of Contribution

TV identified the potential use of hyperspectral imaging in neurosurgery. JS identi-
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fied the specific clinical applications for HSI in neurosurgery and skull base surgery.

JS conducted a systematic review of the literature to identify current state-of-the-art

use of intraoperative HSI systems.

JS, YX and EN developed the human tissue experiment with guidance from SBr,

ZJ and TV. JS developed the protocol for tissue preparation and obtained ethical

approval to conduct the study. YX designed the bespoke adaptors for the spec-

trophotometer. JS, YX and EN validated the experimental pipeline using gel wax

material. YX developed the two-stage IAD process and performed data analysis

(Appendix E). JS organised and managed the study and consented all study pa-

tients. NK, ND, JG, AWM, AM, PG, SRS and RB provided tissue specimens. ZJ

provided cadaveric tissue specimens and pathology data. JS interpreted the data

with assistance from YX with guidance from SBr, ZJ, SO and TV.

JS determined the optimal specifications for iHSI system for neurosurgery. JS, ME,

EN and YX designed the iHSI system supervised by TV. ME led the software de-

velopment. ME and EN completed the laboratory validation studies (Appendix F).

JS led the ex vivo cadaveric study with assistance from ME, EN, FL, JMS, AH and

PF. JS performed the first-in-patient study in collaboration with ME, EN, TV, FL,

PF and MF.

A list of collaborators may be found in Appendix B.
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6.2 Principles and physical basis of hyperspectral

imaging
Multispectral and hyperspectral imaging are emerging optical imaging techniques

with the potential to radically transform the way surgery is performed. These optical

imaging modalities are ideally suited for clinical use because they are non-contact,

non-ionising and non-invasive. As such, in vivo multispectral and hyperspectral

imaging systems can potentially provide significant advantages over existing, more

invasive intraoperative imaging techniques. Multispectral and hyperspectral imag-

ing exploit the ability to split light into multiple narrow bands beyond the three

conventional red, green and blue visible spectral bands, enabling analysis of images

not seen with the naked eye.

6.2.1 Light and the hyperspectral cube

Every wavelength of light within the visible light spectrum is perceived as a

spectral colour also referred to as monochromatic light. Standard cameras cap-

ture images comprising three broad spectral bands, namely red, green and blue

(RGB) whereas multispectral or hyperspectral systems capture images from multi-

ple narrow spectral bands (typically some tens to hundreds) covering a well-defined

range of the electromagnetic spectrum. Consequently, each pixel in the multispec-

tral/hyperspectral image provides a rich representation of the full colour spectrum

(in contrast to restricting three values for red, green and blue), which can charac-

terise tissue with greater colour, detail, and accuracy. Increasing the number of

spectral bands drives the transition from multispectral to hyperspectral imaging but

the distinction is loosely defined. For the remainder of this chapter we shall thus

refer to all types as Hyperspectral Imaging (HSI).

Single timepoint hyperspectral imaging datasets are termed a hyperspectral cube

(HS cube). Hyperspectral cube data spans two dimensions in space (field of view)

and one dimension in spectra (captured wavelength / quasi-monochromatic colours)

as illustrated in Figure 6.1. In label-free imaging, the spectral reflectance signature
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Figure 6.1: Hyperspectral cube
Note how spectral signatures may be generated for specific tissues.
A.U.: Aribitary Units

captured by each pixel enables HSI systems to quantitatively assess various tis-

sue properties to provide an assessment of a tissue’s microstructure, perfusion, and

presence of disease (Lu and Fei, 2014; Costas et al., 2011).

6.2.2 Optical properties of tissues

All tissues reflect light allowing them to be seen (or imaged) in the visible spec-

trum. As light propagates across biological tissue it undergoes multiple absorption

and scattering events (Mourant et al., 1998). Tissue optical characteristics are de-

termined by the type of tissue and its constituents but may be altered by presence

of disease and by surgery (Costas et al., 2011). Tissue absorption is determined by

molecular composition and can serve as a spectral fingerprint for diagnostic pur-

poses. Tissue components absorbing light are called chromophores and may either

be converted to heat or radiated in the form of luminescence (bioluminescence), in-

cluding fluorescence and phosphorescence but play a limited role in label-free HSI .

Scattering is principally caused by the heterogenous subcellular composition of bio-

logical tissue but it also reflects a tissue’s structural variation due to its extracellular

membranous proteins.
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6.2.3 Hyperspectral acquisition methods

There are three main methods of acquiring hyperspectral imaging data; namely,

spatial scanning, spectral scanning or snapshot imaging (Figure 6.2). Spatial scan-

ning methods typically acquire hyperspectral imaging data by concurrently captur-

ing the complete wavelength spectrum for each pixel (point-scanning) or for a line

of pixels (line-scanning) and scanning through the field of view. Point-scanning and

line-scanning methods are also referred to as “Whiskbroom” or “Pushbroom” tech-

niques, respectively, and are currently unable to provide a live display of spectral

images.

Spectral scanning methods typically use a single exposure to concurrently acquire

the whole scene at a single wavelength band with a two-dimensional detector array;

they then “step” through each wavelength sequentially to complete the datacube.

Spectral scanning methods may also be termed “wavelength scanning” or “wide-

field imaging methods” (Wang et al., 2017). Advanced image detectors such as

Charged Couple Devices (CCD) and scientific complementary metal-oxide semi-

conductors (sCMOS) can now enable rapid hyperspectral wide-field imaging by

swiftly acquiring 2D images at multiple wavelengths over time. Wavelength scan-

ning has the advantage of achieving high spectral resolution by using monochro-

matic filter sets such as rotating filter wheels, liquid crystal tunable filters (LCTF)

and acousto-optic tunable filters (AOTF) but the increased spectral selectivity of

using a filter is tempered by low light throughput or prolonged imaging times.

Snapshot imaging approaches utilise image-diversion and dispersive elements to

acquire the entire 3D datacube in a single exposure without employing any scan-

ning mechanism. Snapshot cameras may be divided into two categories accord-

ing to their acquisition and image reconstruction strategies and include direct-

measurement systems such as a snapshot mosaic system, or those utilising computa-

tional systems. Similar to modern RGB image sensors that are arranged in a regular,

mosaic-like Bayer 2×2 pixel filter pattern, the snapshot mosaic systems utilise re-

fined n×n pixel filter arrays and may sometimes be referred to as snapshot mosaic
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Spatial scan Spectral scan Snapshot

Point scan Line scan Wavelength scan Snapshot scan

Spectral res: high
Speed: low

Spectral res: high
Speed: medium

Spectral res: low - high
Speed: medium/high

Spectral res: low - high
Speed: medium/high

Figure 6.2: Hyperspectral imaging acquisition methods.
A) and B) Spatial scanning; A) Point Scan, B) Line scan, C) Spectral scanning
e.g. Wavelength scan, D) Snapshot. Adapted from (Wang et al., 2017)

cameras. Computational systems can either perform direct image reconstruction or

iterative image reconstruction (Gao and Wang, 2016). Snapshot systems have the

potential to provide real-time hyperspectral imaging; however, at present, compu-

tational methods are often disadvantaged by their computational complexity which

significantly slows datacube processing and direct-measurement systems currently

require large-format cameras which typically have a low frame rate resulting in a

lower spatial and spectral resolution (Gao et al., 2015).
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6.3 Intraoperative multispectral and hyperspectral

label-free imaging: a systematic review of in vivo

clinical studies
This section is adapted from:

• Shapey et al., 2019. Intraoperative multispectral and hyperspectral label-free

imaging: A systematic review of in vivo clinical studies. Journal of biopho-

tonics, 12(9), p.e201800455

6.3.1 Introduction

Several medical research multispectral and hyperspectral imaging systems have fo-

cused on the technique’s diagnostic capabilities. The ability to quantitatively mea-

sure oxygenation levels in tissue has been tested in various pathologies and clinical

contexts, including; peripheral vascular disease (Chin et al., 2011; Chiang et al.,

2017a), retinal eye disease (Nourrit et al., 2010; Desjardins et al., 2016) diabetic

foot disease (Greenman et al., 2005; Liu et al., 2013a) and wound healing (Chi-

ang et al., 2017b; Wild et al., 2018). Numerous groups have also published work

demonstrating the effectiveness of using hyperspectral imaging for cancer detection

(Sorg et al., 2005; Ferris et al., 2001; Park et al., 2008; Zheng et al., 2015; Kiy-

otoki et al., 2013; Goto et al., 2015; Renkoski et al., 2012; Roblyer et al., 2008;

Laffers et al., 2016; Regeling et al., 2016; Lu et al., 2017). With the development of

high-resolution and fast frame rate multi- and hyperspectral imaging cameras, en-

abling the capture of a rich imaging dataset at a video rate, these imaging methods

offer great potential for real-time non-invasive tissue characterisation and surgical

guidance (Lu and Fei, 2014).

In this section we report the different types of imaging systems used in surgery

from a clinical perspective, review their key technical features and specifications

and evaluate their clinical aims, reported effectiveness and safety.
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Figure 6.3: Intraoperative hyperspectral imaging systematic review: PRISMA diagram
Flow diagram illustrating study selection

6.3.2 Methods

A structured search of the Pubmed and Web of Science databases was undertaken

over a 10 yr period. The last date of the search was May 11th, 2018 with no initial

language restriction. Two independent researchers (JS and YX) applied the search

criteria using the Boolean search terms:

1. (hyperspectral OR multispectral)

AND

2. (surgery OR surgical OR intraoperative OR operative OR microscopy OR

endoscopy OR laparoscopy)

To ensure all eligible publications were identified, reference lists of included arti-

cles were also reviewed, and expert opinion sought. All citations were evaluated for

eligibility; the selection scheme is reported in a Preferred Reporting Items for Sys-

tematic Reviews and Meta-Analyses (PRISMA) flow diagram (Moher et al., 2009)

(Figure 6.3).
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Titles and abstracts were screened to identify articles that satisfied the following

eligibility criteria:

1. Clinical studies in which in vivo label-free non-fluorescence hyperspectral

imaging techniques had been used intraoperatively in adult patients undergo-

ing surgery

2. Studies that reported on the technique’s safety or effectiveness

All peer-reviewed publications in which English-language manuscripts were avail-

able through electronic indexing comprising were eligible for inclusion in the sys-

tematic review. Full articles were obtained and further assessed for eligibility and

any discrepancy was resolved through mutual review.

A data extraction template was used by two independent reviewers (JS and YX) to

collect study-level information, including:

1. System name

2. Stated clinical aim of the hyperspectral imaging device, including the target

tissue, patient group and operation

3. Key technical features of the device including hyperspectral cube acquisition

time

4. Technical specifications, including; camera(s) used, imaged wavelength spec-

trum, light source, size and compatibility (if designed to be used with current

surgical hardware)

5. Safety and effectiveness of the device

Corresponding authors and device manufacturers were contacted to provide supple-

mental data when required.

The methodological quality of the included studies was assessed by using the

Methodological Index for Non-Randomised Studies (MINORS) scoring system for
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observational studies (Slim et al., 2003) as described in Chapter 2 Section 2.3. A de-

scriptive analysis of the included studies was performed, summarising the extracted

data and comparing the clinical and technical features of the various hyperspec-

tral imaging devices. The principal summary measure was the hyperspectral cube

acquisition time.

6.3.3 Results

6.3.3.1 Studies included in final analysis

In total, 2473 articles were identified through the database searches and an addi-

tional record was identified through other sources. Following removal of dupli-

cate and non-English language studies, 1837 manuscript titles and abstracts were

screened. After applying the eligibility criteria 16 full text articles were reviewed.

A further 2 articles were excluded because hyperspectral imaging analysis was only

performed on tissue ex vivo in these studies. In all, 14 studies satisfied the inclusion

criteria and were included in further qualitative analysis (Figure 6.3.

Fourteen studies satisfied the inclusion criteria and underwent qualitative analysis

(Gioux et al., 2011; Holzer et al., 2011; Best et al., 2013; Olweny et al., 2013; Liu

et al., 2013c; Klaessens et al., 2013; Noordmans et al., 2013; Mori et al., 2014;

Pichette et al., 2016; Fabelo et al., 2016; Ravì et al., 2017; Fabelo et al., 2018b,a;

Calin et al., 2017) (Table 6.1). Eight different multi- or hyperspectral imaging sys-

tems have been used in human surgical studies including 4 studies reporting use of

a Digital Light Processing (DLP) Hyperspectral imaging system in renal surgery

(Holzer et al., 2011; Best et al., 2013; Olweny et al., 2013; Liu et al., 2013c) and 4

studies from the collaborative European HELICoiD (HypErspectraL Imaging Can-

cer Detection) project (Fabelo et al., 2016; Ravì et al., 2017; Fabelo et al., 2018b,a).

Studies comprised either individual case reports (Gioux et al., 2011; Noordmans

et al., 2013; Pichette et al., 2016; Calin et al., 2017) or case series involving 4 to

37 patients (Holzer et al., 2011; Best et al., 2013; Olweny et al., 2013; Liu et al.,

2013c; Klaessens et al., 2013; Mori et al., 2014; Fabelo et al., 2016; Ravì et al.,

2017; Fabelo et al., 2018b,a).
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6.3.3.2 Study quality

Outcome reporting across studies with extremely variable (Table 6.4). Using the

MINORS assessment tool, most studies scored between 7 and 10, out of a possible

16, with one notable exception being the only comparative study scoring 22 out of

24 (Liu et al., 2013c). None of the studies included in this review prospectively

calculated their study size and with the exception of the study by Liu et al. None

included consecutive patients. Prospective data collection was inferred by the study

design in most studies but was not explicitly mentioned in any of the articles.
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Table 6.1: Label-free in vivo intraoperative hyperspectral imaging systems: clinical details
n: number of patients, NS: Not specified, HELICoiD: HypErspectraL Imaging Cancer Detection, HSI : Hyperspectral imaging
*: Number of patients not specified, result from 1 patient reported

System name Study n Target tissue Operation Clinical aim
Multispectral Spatial Frequency Domain
Imaging (SFDI) system

Gioux et al. 2011 NS* Skin Reconstructive skin flap in breast
surgery

Intraoperative tissue oxygenation map

DLP HSI Holzer et al. 2011
Best et al. 2013
Olweny et al. 2013
Liu et al. 2013c

21
26
18
37

Kidney Open and laparascopic partial nephrec-
tomy

Intraoperative tissue oxygenation map

Customised HSI system Klaessens et al. 2013 5 Skin Reconstructive radial free arm flap in
ENT oral cancer surgery

Intraoperative tissue oxygenation map

Customised HSI system Noordmans et al. 2013 1 Brain Epilepsy surgery Intraoperative tissue oxygenation map
HSC-1700 Mori et al. 2014 4 Brain STA-MCA bypass for Moyamoya Dis-

ease and ICA occlusion
Intraoperative tissue oxygenation map

Customised HSI system Pichette et al. 2016 1 Brain Epilepsy surgery Intraoperative tissue oxygenation map
HELICoiD Fabelo et al. 2016

Ravì et al. 2017
Fabelo et al. 2018b
Fabelo et al. 2018a

22
18
5
26

Brain Brain tumour resection Tumour detection

Customised HSI system Calin et al. 2017 1 Skin Reconstructive skin flap performed for
diabetic foot disease

Intraoperative tissue oxygenation map
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Table 6.2: Label-free in vivo intraoperative hyperspectral imaging systems: technical features
TA: Time for acquistion, FOV: Field of View, W: Wavelength scan, L: Line scan, S: Snapshot mosaic, DMD: Digital micro-mirror device,
CCD: Charged Coupled Device, MSFA: Multispectral filter array, NIR: Near-Infrared, RGB: Red Green Blue, VNIR: Visible and near-
infrared, LED: Light-emitting diode, InGaAs: Indium gallium arsenide, Xe: Xenon, QTH: Quartz Tungsten-Halogen lamp

Study Key technical features Mode System specifications
Camera(s) nm Light source Size

Gioux et al. 2011 Multispectral data TA: 3.6 s. Single wave-
length measurements (< 1s). Large fields of
view (> 100cm)

W 2× NIR cameras
(800 nm to 848 nm,
689 nm to 725 nm)
1× RGB camera
(400 nm to 650 nm)

670, 730, 760,
808, 860, 980

12× laser diodes
(4× diodes at each flu-
orescence wavelength
(670 nm, 760 nm)

14×12cm
Imaging head mounted
onto a cart

Holzer et al. 2011
Best et al. 2013
Olweny et al. 2013
Liu et al. 2013c

HS cube TA (inc. processing time): < 3.6s
81× 81 pixel area; 126 spectral bands; En-
tire FOV imaged; Optical biopsy of 81−100
pixel area to generate a representative sam-
ple of oxygenation status

W CCD camera 520−645
(1 nm steps)

500 W Xe arc lamp
DMD used to select target
wavelength spectrum

Compatible with standard
operating microscope and
laparoscope probe with
separate data processing
unit

Klaessens et al. 2013 HS cube TA (inc. processing time): Unk
Limited technical detail

W CMOS camera 370−880 LED light source with 17
different wavelengths

Large standalone free-
standing machine

Noordmans et al. 2013 HS cube TA: Unk W LCTF; 1392 × 1024
resolution; 4 spectral
bands

480, 570, 600,
660

Standard microscope light Mounted onto standard
surgical microscope

Mori et al. 2014 HS cube TA:5 s to 16 s; 640 × 480 pixel
area; 80 spectral bands; 2D oxygen satura-
tion maps produced for 6 ROIs; Subset ROIs
of 20× 20 pixels extracted from each figure
to oxygenation data

L F1.4 50 mm lens;
HSC1700 camera
(Eba Japan)

400−800
(5 nm steps)

Xe light (XEF-152S
Kenko)

No details provided

Pichette et al. 2016 HS cube TA: 40 ms; 1024× 2048 pixels,
256× 512 individual occurrences within a
4×4 MSFA; 16 spectral bands

S HSI snapshot mosaic
sensor (IMEC, Bel-
gium) 4 × 4 MSFA;
CMOS camera chip

481−632
(15 nm steps)

Superlux 300W Xe light Compatible with standard
operating microscope with
a separate data processing
unit

Fabelo et al. 2016
Ravì et al. 2017
Fabelo et al. 2018b
Fabelo et al. 2018a

VNIR HS cube TA: 80s; 826 spectral
bands (2 nm to 3 nm resolution); 128.7µm×
128.7µm pixels
NIR HS cube TA: 80s; 172 spectral bands
(5 nm resolution), 0.48µm×0.48µm pixels
Data processing time: 1 min

L CCD Hyperspec

InGaAs Hyperspec

400−1000
(5 nm steps)

900−1700
(5 nm steps)

150 W QTH lamp
(400 nm to 2200 nm)

Large standalone free-
standing machine separate
to standard microscope

Calin et al. 2017 HS cube TA: Unk; 940 spectral bands;
(0.52 nm resolution); Manual selection of
ROI with 329 spectral bands (500 nm to
660 nm)

L Xenoplan 1.4/17 ob-
jective lens
DX4 CCD Camera

380−800
(0.4 nm steps)

2×300W QTH lamps Standalone machine
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Table 6.3: Label-free in vivo intraoperative hyperspectral imaging systems: safety and efficacy

Study Safety Effectiveness Limitations
Gioux et al. 2011 None reported HSI oxygenation map subjectively correlated to the operative procedure Time-consuming calibration

Multiple acquisitions per image required SFDI significantly influenced
by operating room lighting

Holzer et al. 2011
Best et al. 2013
Olweny et al. 2013
Liu et al. 2013c

None reported HSI oxygenation map successfully characterised dynamic changes in
renal oxygenation, correlating with intraoperative surgical manoeuvres
HSI oxygenation map may predict post-operative renal function

Can only measure the percent of HbO2 at the parenchymal surface (mi-
crovascular level) and may not be representative of arterial oxygen sat-
uration

Klaessens et al. 2013 None reported Subjective correlation of HSI oxygenation map with operative proce-
dure

Limited technical detail

Noordmans et al. 2013 None reported Subjective correlation of HSI oxygenation map with localisation of
epileptogenic zone

Slow acquisition time (7 min scan)

Mori et al. 2014 None reported HSI oxygenation map used to evaluate cortical metabolism and corre-
lated with intraoperative dynamic changes

None reported

Pichette et al. 2016 None reported HSI oxygenation map demonstrated relative cortical differences in oxy-
haemoglobin and deoxyhaemoglobin concentrations

None reported

Fabelo et al. 2016
Ravì et al. 2017
Fabelo et al. 2018b
Fabelo et al. 2018a

None reported HSI could discriminate between normal tissue, tumour tissue, hypervas-
cularised tissue and background with high specificity and sensitivity
The potential for real-time analysis was also demonstrated

Large hardware setup. Difficult to easily integrate system into standard
neurosurgical workflow, limiting data capture. Fixed working distance.
Limited clinical validation. Slow data processing

Calin et al. 2017 None reported Subjective correlation of HSI oxygenation map with operative proce-
dure

Slow acquisition and processing time
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Table 6.4: Quality of iHSI studies using MINORS criteria. 1) A stated aim of the study; 2)
Inclusion of consecutive patients; 3) Prospective collection of data; 4) Endpoint
appropriate to the study aim; 5) Unbiased evaluation of endpoints; 6) Follow-up
period appropriate to the major endpoint; 7) Loss to follow-up not exceeding
5%; 8) Prospective calculation of the study sample size; 9) An adequate con-
trol group; 10) Contemporary groups; 11) Baseline equivalence of groups; 12)
Adequate statistical analyses

Study 1 2 3 4 5 6 7 8 9 10 11 12 Total
Gioux et al. 2011 2 0 0 1 0 2 2 0 - - - - 7/16
Holzer et al. 2011 2 0 0 1 0 2 2 0 - - - - 7/16
Best et al. 2013 2 0 0 2 0 2 2 0 - - - - 8/16
Olweny et al. 2013 1 0 0 1 0 0 1 0 - - - - 3/16
Liu et al. 2013c 2 2 2 2 2 2 2 0 2 2 2 2 22/24
Klaessens et al. 2013 1 0 0 0 0 0 0 0 - - - - 1/16
Noordmans et al. 2013 1 0 0 0 0 0 0 0 - - - - 1/16
Mori et al. 2014 2 0 0 1 1 2 2 0 - - - - 7/16
Pichette et al. 2016 2 0 0 2 0 2 2 0 - - - - 10/16
Fabelo et al. 2016 1 0 0 2 1 2 2 0 - - - - 8/16
Ravì et al. 2017 2 0 0 2 1 2 2 0 - - - - 9/16
Fabelo et al. 2018b 2 0 0 2 1 2 2 0 - - - - 9/16
Fabelo et al. 2018a 2 0 0 2 1 2 2 0 - - - - 9/16
Calin et al. 2017 2 0 0 1 1 2 2 0 - - - - 8/16

6.3.3.3 Clinical aims

To date, hyperspectral imaging has only been used for intraoperative tumour detec-

tion in brain tumour surgery (Fabelo et al., 2016; Ravì et al., 2017; Fabelo et al.,

2018b,a) whereas a variety of different surgeries have used HSI to assess tissue

perfusion and oxygenation; including, an assessment of reconstructive skin flaps in

breast (Gioux et al., 2011) and oral cancer (Klaessens et al., 2013) surgery, to as-

sess renal oxygenation during partial nephrectomy (Holzer et al., 2011; Best et al.,

2013; Olweny et al., 2013; Liu et al., 2013c), and to assess brain perfusion within the

epileptogenic zone during epilepsy surgery (Noordmans et al., 2013; Pichette et al.,

2016) and following cerebrovascular anastomosis (Mori et al., 2014) (Table 6.1.

6.3.3.4 Acquisition methods

The reported hyperspectral imaging systems used either a wavelength scanning

(Gioux et al., 2011; Holzer et al., 2011; Best et al., 2013; Olweny et al., 2013;

Liu et al., 2013c; Klaessens et al., 2013; Noordmans et al., 2013; Mori et al., 2014),

line-scanning (Fabelo et al., 2016; Ravì et al., 2017; Fabelo et al., 2018b,a; Calin

et al., 2017) or snapshot mosaic (Pichette et al., 2016) acquisition mode Table 6.2.

Two systems imaged a selection of discrete wavelengths (Gioux et al., 2011; No-
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ordmans et al., 2013), whereas the remainder preferred to image a spectral range

with 0.4 nm to 5.0 nm wavelength steps. A wide spectral wavelength range was

employed by the HELICoiD group for the purposes of tumour detection (400 nm

to 1700 nm) (Fabelo et al., 2016; Ravì et al., 2017; Fabelo et al., 2018b,a) whereas

a narrower spectrum was used in studies generating an intraoperative tissue oxy-

genation map. A very narrow wavelength range of 520 nm to 645 nm was used by

the Dallas group (Holzer et al., 2011; Best et al., 2013; Olweny et al., 2013; Liu

et al., 2013c) but other HSI oxygenation studies included the infrared wavelength

spectrum.

Different bespoke configurations of cameras, and light sources were used in the

construction of the reported hyperspectral imaging systems and these are listed in

Table 6.2. The size of each system also varied considerably; some systems were de-

signed to be compatible with existing surgical microscopes (Holzer et al., 2011; Best

et al., 2013; Olweny et al., 2013; Liu et al., 2013c; Noordmans et al., 2013; Pichette

et al., 2016) whereas others were large free-standing machines (Gioux et al., 2011;

Klaessens et al., 2013; Fabelo et al., 2016; Ravì et al., 2017; Fabelo et al., 2018b,a;

Calin et al., 2017). No safety concerns relating to the use of intraoperative hyper-

spectral imaging were reported in any of the studies.

6.3.3.5 Clinical correlation of hyperspectral imaging data

All studies generating a tissue oxygenation map reported good correlation between

the HSI data and the operative procedure performed although this was frequently

a subjective assessment (Gioux et al., 2011; Klaessens et al., 2013; Noordmans

et al., 2013; Calin et al., 2017). However, the Dallas group quantitatively analysed

their HSI data by correlating intraoperative renal oxygenation measurements with

patients’ eGFR results in both open (Holzer et al., 2011; Best et al., 2013; Liu et al.,

2013c) and laparoscopic (Olweny et al., 2013) renal surgery. Their pilot studies

demonstrated that HSI renal oxygenation data may help to predict those patients at

risk of postoperative renal insufficiency and may distinguish between patients with

otherwise similar baseline characteristics such as eGFR (Best et al., 2013; Olweny
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et al., 2013). To date, the HELICoiD group are the only ones to have used HSI

to perform in vivo intraoperative tissue characterisation (Fabelo et al., 2016; Ravì

et al., 2017; Fabelo et al., 2018b,a) and successfully demonstrated that HSI may be

used to discriminate between normal brain tissue, tumour tissue, hypervascularised

tissue, and background with high specificity and sensitivity using an intra-patient

10-fold cross-validation method.

The most frequently reported limitation of the current HSI systems relate to the

time-consuming calibration required and the slow image acquisition and processing

time. Based on the available data, the time taken to acquire a complete hyperspec-

tral cube dataset was calculated to take between 5 and 30 seconds. The size and

bulkiness of some of the standalone systems, such as the one used in HELICoiD

studies (Fabelo et al., 2016; Ravì et al., 2017; Fabelo et al., 2018b,a), also made it

difficult to easily integrate its use into the standard surgical workflow which in turn

reduced the amount of training data acquired and the image processing speed.

6.3.4 Discussion

Hyperspectral imaging can quantitatively assess biomarkers such as oxy-

haemoglobin and deoxyhaemoglobin and can assess tissue type based on its spectral

characteristics. Several medical research HSI systems quantitatively measure oxy-

genation levels to help guide the diagnosis and management of various vascular

and circulatory conditions (Chin et al., 2011; Chiang et al., 2017a; Nourrit et al.,

2010; Desjardins et al., 2016; Greenman et al., 2005; Liu et al., 2013a; Chiang

et al., 2017b; Wild et al., 2018). A second main area of hyperspectral imaging

research has been focused on developing HSI systems for cancer detection. Tu-

mours alter tissue absorption, scattering and fluorescence because of biochemical

and morphological changes that occurs as a result of tumour infiltration. HSI sys-

tems analyse these changes and numerous groups have published encouraging work

demonstrating the diagnostic success of hyperspectral imaging in in vivo animal

tumour models and patient populations with breast (Sorg et al., 2005), cervical

(Ferris et al., 2001; Park et al., 2008; Zheng et al., 2015), gastrointestinal (Kiyotoki
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et al., 2013; Goto et al., 2015), ovarian (Renkoski et al., 2012; Tate et al., 2015),

urological (Angeletti et al., 2005), skin (Dicker et al., 2006; Nagaoka et al., 2012;

Patalay et al., 2011; Delpueyo et al., 2017) and head and neck cancer (Roblyer

et al., 2008; Laffers et al., 2016; Regeling et al., 2016; Lu et al., 2017).

The ability to deliver real-time hyperspectral images at a video-rate makes it ideally

suited for intraoperative surgical use. HSI has the potential to enhance a surgeon’s

vision at the molecular, cellular and tissue level in four different ways; including 1)

the identification of residual tumour tissue, 2) the classification of critical anatomi-

cal structures within the surgical field, 3) the ability to monitor tissue oxygenation

during surgery and 4) by enabling surgeons visualise target structures under blood.

1. Identification of residual tumour tissue

It is often very difficult to differentiate a line of demarcation between a tumour

and surrounding healthy tissue using the human eye. Panasyuk et al. were

one of the first to demonstrate that hyperspectral imaging may be used to

guide surgery in vivo by using HSI to distinguish tumour tissue from normal

breast and other tissues in an experimental rat breast tumour model (Panasyuk

et al., 2007). Others have also evaluated the effectiveness of HSI to examine

tumour resection margins in ex vivo surgical specimens in the operating room

including patients undergoing head and neck cancer (Lu et al., 2017; Fei et al.,

2017), colon (Beaulieu et al., 2018) and skin cancer (Neittaanmaki-Perttu

et al., 2014) surgery and in vivo fluorescence-based HSI systems have been

reported for guiding urological (van Willigen et al., 2017) and brain tumour

surgery (Bravo et al., 2017).

2. Identification of critical anatomical structures

In many operations the target tissue or tumour is intricately associated with

other critical anatomical structures which should be preserved during surgery.

Hyperspectral imaging offers the potential to create real-time anatomical

maps that may be overlaid onto the surgeon’s visualisation system to high-

light the location of such critical structures. Several animal studies have
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demonstrated this application of hyperspectral imaging for use in a variety

of surgical procedures including; cholecystectomy (Zuzak et al., 2007, 2008),

hysterectomy (Nouri et al., 2016) and parotidectomy (Nouri et al., 2016).

3. Monitoring tissue oxygenation

Tissue perfusion and oxygenation are positive indicators of a tissue’s via-

bility. Assessing dynamic changes in tissue perfusion and oxygenation aids

patient management in various clinical settings and several studies have al-

ready demonstrated its potential for guiding surgical procedures. The Dallas

group developed hyperspectral imaging technologies to quantify tissue oxy-

genation in renal surgery (Zuzak et al., 2009; Best et al., 2011) whilst others

have applied the technology to guide flap reconstruction (Chin et al., 2017;

Gioux et al., 2011) and assess vessel (Saso et al., 2015; Clancy et al., 2016;

Grambow et al., 2018) and bowel (Cha et al., 2015) anastomoses.

4. Visualising structures beneath blood

Finally, hyperspectral imaging in the near infrared wavelength spectrum has

been shown to successfully characterise target tissues submerged in a blood

layer that could not be seen by the naked eye (Monteiro et al., 2004).

To date, intraoperative in vivo surgical HSI devices have either focused on generat-

ing an intraoperative tissue oxygenation map during surgery (Gioux et al., 2011;

Holzer et al., 2011; Best et al., 2013; Olweny et al., 2013; Liu et al., 2013c;

Klaessens et al., 2013; Noordmans et al., 2013; Mori et al., 2014; Pichette et al.,

2016; Calin et al., 2017) or by enabling tumour detection (Fabelo et al., 2016; Ravì

et al., 2017; Fabelo et al., 2018b,a). The intraoperative assessment of tissue and

perfusion can assist the surgeon in various ways. The Dallas group developed a

hyperspectral imaging system capable of imaging the entire kidney during both

open and laparoscopic surgery (Holzer et al., 2011; Best et al., 2013; Olweny et al.,

2013; Liu et al., 2013c) and is a continuation of the preclinical work performed in

a pig model (Zuzak et al., 2009; Best et al., 2011). The customised DLP system

used in their studies consists of a wavelength scanning system in the 520 nm to
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645 nm range. An “optical biopsy” is subsequently performed on an 81−100 pixel

square area to generate a representative sample of the kidney’s oxygenation sta-

tus. Their work demonstrated that oxygenation maps can successfully characterise

the dynamic changes in renal perfusion observed during surgery. It also showed

that intraoperatively-acquired HSI data may be used as an independent predictor of

post-operative renal function (Best et al., 2013; Olweny et al., 2013)

Three other studies have evaluated how intraoperative tissue oxygenation maps gen-

erated from HSI data might guide skin flap reconstruction in breast (Gioux et al.,

2011), oral cancer (Klaessens et al., 2013) and vascular (Calin et al., 2017) surgery.

These studies all demonstrated a correlation between HSI-oxygenation data and the

expected dynamic surgical changes however post-operative follow-up data relating

to the end-organ’s viability was not available. Thus, in future work, it would be

helpful to compare the viability of skin flaps performed with and without the in-

traoperative use of HSI-data. Following on from existing pre-clinical work (Saso

et al., 2015; Clancy et al., 2016; Grambow et al., 2018; Cha et al., 2015), it will also

be exciting to see whether HSI-generated tissue oxygenation maps of vessel and

bowel anastomoses may be acquired in human patients and whether its use helps to

improve surgical technique and outcomes.

The second clinical focus of using intraoperative hyperspectral imaging has been

to guide tumour resection. The feasibility of using HSI as a diagnostic technique

for cancer has been comprehensively evaluated in multiple preclinical animal mod-

els and several recent studies have also demonstrated its use in assessing tumour

margins in ex vivo tissue in the operating room (Sorg et al., 2005; Ferris et al.,

2001; Park et al., 2008; Zheng et al., 2015; Kiyotoki et al., 2013; Goto et al., 2015;

Renkoski et al., 2012; Tate et al., 2015; Angeletti et al., 2005; Dicker et al., 2006;

Nagaoka et al., 2012; Patalay et al., 2011; Delpueyo et al., 2017; Roblyer et al.,

2008; Laffers et al., 2016; Regeling et al., 2016; Lu et al., 2017). For example, in

patients with cervical cancer, Ferris et al. determined the ability of Multimodal Hy-

perspectral Imaging (MHI) to noninvasively detect, localize and diagnose cervical
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neoplasia in 19 patients and compared it to the current standard for a Pap smear

(Ferris et al., 2001). At equal specificity (70%) for both tests, the sensitivity of

MHI was 97%, compared to 72% for the Pap smear (Ferris et al., 2001). In an-

other study, Park et al. used a multispectral digital colposcope (MDC) to acquire

reflectance images of the cervix in 29 patients. They assessed the ability of the

device to automatically identify neoplastic tissue from digital images and reported

diagnostic performance with a sensitivity of 79% and a specificity of 88% (Park

et al., 2008). In patients with gastric cancer, Goto et al. examined the difference

in the spectral reflectance of gastric tumours and normal mucosa recorded with a

hyperspectral camera to determine its diagnostic capability in 96 patients with gas-

tric cancer. The rates of sensitivity, specificity, and accuracy of the algorithm’s

diagnostic capability were 71%, 98%, and 85%, respectively (Goto et al., 2015).

Laffers et al. determined the accuracy of hyperspectral imaging for early detection

of precancerous and cancerous lesions in the oral cavity and oropharynx in a study

of 85 patients. Classification showed sensitivities of 61 and 43%, and a specificity

of 100% (Laffers et al., 2016).

Fewer studies have reported the in vivo use of hyperspectral imaging during surgery

but several groups have used HSI to highlight subtle changes in exogenous flu-

orescence (van den Berg et al., 2017; van Willigen et al., 2017; Bravo et al.,

2017). Bravo et al demonstrated that hyperspectral data process improves PpIX con-

trast during fluorescence guided surgery of human brain tumours and that optical-

property corrected PpIX estimates were more highly correlated with independent

HSI probe measurements (r = 0.98) than with spectral fitting alone (r = 0.91) or

integrated fluorescence (r = 0.82) (Bravo et al., 2017). Other laboratory studies

have confirmed that HSI can quantitatively measure and visualise low concentra-

tions of PpIX and that there is a significant correlation with the tissue’s cellularity

and nuclear-cytoplasmic ratio (Xie et al., 2017).

Recently, the HELICoiD group have been demonstrating the potential of label-free

HSI in guiding brain tumour surgery (Fabelo et al., 2016; Ravì et al., 2017; Fabelo



6.3. iHSI: a systematic review of clinical studies 201

et al., 2018b,a). Their customised supervised and unsupervised machine learning

classifier method provided excellent results with specificity and sensitivity reach-

ing 100% in most cases using a 10-fold intra-patient cross-validation method. In a

more recent follow-up study involving 26 hyperspectral images from 16 brain tu-

mour patients, an overall accuracy of 80% for multiclass classification was achieved

(Fabelo et al., 2019) which underlines the need for larger patient studies to achieve

better generalisation. It also remains very difficult to validate in vivo HSI results.

This limitation is particularly true in brain tumour surgery where the margins be-

tween tumour and normal brain are blurred and where normal brain tissue cannot

be excised for routine testing.

Another limitation of the HELICoiD system was its size. The system’s hardware

was very large and cumbersome (Fabelo et al., 2018b,a) which made it difficult

to integrate easily into the standard neurosurgical workflow. This, in turn, limited

its use and the amount of data captured. High-speed computational processing is

required to deliver real-time intraoperative image analysis but is reliant on a large

training dataset and only 22 patients (36 captures) were obtained (Fabelo et al.,

2016; Ravì et al., 2017; Fabelo et al., 2018b,a). Consequently, the total image pro-

cessing time, including acquisition and computational processing, took 35.53 s to

68.76 s even with the use of an accelerated processing algorithm (Fabelo et al.,

2018a). A slow hyperspectral cube acquisition and processing time was common

to most studies (5 s to 30 s) and this remains the key obstacle to delivering a truly

real-time hyperspectral imaging system suitable for intraoperative use.

Future work should focus on developing optimal, yet practical intraoperative hyper-

spectral imaging systems compatible with existing, commonly used surgical visu-

alisation systems that may then be tailored for use in different surgical procedures.

Researchers should determine key design specifications to enable the easy integra-

tion of such a device into their desired surgical workflow in order to facilitate its

widespread use, enabling the acquisition of larger training datasets required to gen-

erate reliable real-time models.
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This systematic review was limited by various factors. Firstly, given the variety of

ways HSI data was presented and the small numbers of available studies, it was

not possible to perform a meta-analysis and quantitatively analyse the data. Conse-

quently, we were unable to draw any firm conclusions concerning the effectiveness

of the described hyperspectral imaging techniques. Secondly, the studies were of

mixed methodological quality and reported a variety of customised HSI systems,

limiting our discussion to a qualitative discussion of a small number of higher qual-

ity studies.

6.3.5 Conclusion

Hyperspectral imaging has the potential to transform intraoperative surgical guid-

ance. Numerous studies have evaluated its use in preclinical in vivo animal models

and others have demonstrated the usefulness of intraoperative ex vivo tissue anal-

ysis. The use of in vivo label-free HSI systems has not been widely tested during

surgery but the small number of studies demonstrate its current capabilities and

highlight avenues for future research. However, in order to translate this promising

imaging technique into regular surgical use, it must be seamlessly integrated into

the surgical workflow. Hardware development therefore needs to leverage recent

advances in the miniaturisation of hyperspectral sensors and robust real-time image

models must be developed.
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6.4 Optical properties of human brain and tumour

tissue: An ex vivo study spanning the visible

range to beyond the second near-infrared win-

dow
This section is adapted from:

• Shapey et al., 2020. Ex vivo assessment of the optical characteristics of hu-

man brain and tumour tissue. In Label-free Biomedical Imaging and Sensing

(LBIS) Vol. 11251, p. 112510J International Society for Optics and Photon-

ics

• Shapey et al., 2021. Optical properties of human brain and tumour tissue: An

ex vivo study spanning the visible range to beyond the second near-infrared

window. Journal of Biophotonics (under review)

6.4.1 Introduction

Neurosurgery, particularly neuro-oncology surgery, would especially benefit from

detailed real-time in vivo tissue characterisation in order to improve the precision

and efficacy of surgery. Protoporphyrin IX (PpIX) fluorescence-based imaging us-

ing 5-Aminolevulinic Acid (5-ALA) is the current clinical standard for intraop-

erative real-time surgical guidance during glioma surgery (Stummer et al., 2006).

However, visualisation of malignant tissue boundaries using 5-ALA-PpIX fluores-

cence is unclear due to infiltration in healthy tissue, is non-quantitative due to the

time-varying fluorescence effect, is associated with side effects and can only be

used for specific tumour types.

Several optical imaging methods, including hyperspectral imaging, are being inves-

tigated for various neuro-oncology applications but all presently-developed systems

are limited by their inability to deliver real-time intraoperative image analysis. This

limitation may be alleviated by a-priori knowledge of optical tissue type properties.
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Reliable determination of optical properties using integrating sphere reflectance and

transmittance measurements is confounded by light escaped and lost out through

the edges of samples due to finite sample size (Pickering et al., 1993). Conse-

quently, the size of the available tissue sample has been a major limiting factor dic-

tating the type of tissue that could be analysed in previous studies (Gebhart et al.,

2006), meaning that only tissue from a limited number of larger tumours and large

parenchymal brain regions have previously been characterised (Madsen and Wilson,

2013). Furthermore, previous studies have only characterised the optical properties

of brain tissue up to 1300 nm (Gebhart et al., 2006; Madsen and Wilson, 2013;

Yaroslavsky et al., 2002), whereas several optical imaging systems are capable of

capturing spectral data beyond the second near-infrared window, typically up to

1800 nm (Section 6.3).

In this study, we use of our adapted dual-beam integrating sphere system to per-

form spectroscopic measurements of small biological, including human, tissue sam-

ples, enabling us to reliably measure the optical properties of small tissue sam-

ples measuring 4 mm to 7 mm in diameter. This is the first study to investigate

the optical properties of meningioma, pituitary adenoma, vestibular schwannoma

and parenchymal low-grade glioma, and healthy pituitary tissue, cranial nerves and

dura. It is also the first study to provide data on the optical properties of human brain

and tumour tissue (irrespective of neural tissue type) beyond 1300 nm, thus cover-

ing the second near-infrared window for biomedical imaging. Additionally, this

is the first work to systematically examine whether there is a difference between

the optical properties of fresh and frozen human tissue samples and to correlate all

samples with their corresponding histological appearance and nuclear density. To

facilitate further work, the study’s complete numerical dataset is released for use by

the research community.
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6.4.2 Methods

6.4.2.1 Subjects

This study was approved by the NHS Health Research Authority (18/LO/1004).

Patient tumour samples were obtained from the Brain Tumour Resource at the De-

partment of Neuropathology, National Hospital for Neurology and Neurosurgery

(NHNN). All samples came from adult patients who underwent surgery at the

NHNN who consented to their tissue being stored and used in future research stud-

ies. Tissue samples were obtained from 17 different patients undergoing brain tu-

mour surgery including 4 meningioma, 6 pituitary adenoma, 4 vestibular schwan-

noma, 2 high-grade glioma and 1 low-grade glioma. All tumour specimens were

obtained fresh, processed within 20 min with optical measurements commenced

within 30 min of resection.

Cadaveric healthy brain tissue was obtained from a single subject undergoing a post

mortem examination at the Department of Neuropathology, NHNN, who had a valid

consent form authorising the retention of tissue for ethically-approved research pur-

poses. Tissue samples from 9 distinct anatomical regions including frontal grey

matter, frontal white matter, anterior pituitary, pituitary stalk, pons, cranial nerve I

(olfactory), cranial nerve II (optic), cranial nerve III (occulomotor), cranial nerve V

(trigeminal) and dura.

6.4.2.2 Integrating sphere-based measurements

A dual-beam spectrophotometer (Lambda 750, Perkin Elmer, USA) with a 100 mm

integrating sphere was adapted to measure the tissues’ reflectance and transmittance

spectra in the wavelength ranging from 400 nm to 1800 nm (Figure 6.4, Figure 6.5).

The standard sample reflectance port dimensions are 17x22mm and the transmit-

tance port dimensions are 11x24mm. We anticipated that a sample port size of 3 mm

to 5 mmin diameter would be required to analyse the size of pathology specimens

typically obtained at our institution. To meet these requirements, we adapted the in-

tegrating sphere using an adjustable light slit and a series of uncoated plano-concave

lenses to collimate and focus the light appropriately thereby ensuring that the even-



6.4. Optical properties of human brain and tumour tissue 206

tual beam size was smaller than the anticipated sample size. Bespoke adapters with

small-sized sample ports to hold the tissue slides were 3D printed and tissue slides

were manually manufactured using 2 mm thick acrylic. The internal side facing the

integrating sphere consisted of a patch of PTFE (Zenith Lite, Pro Lite, Cranfield,

UK) that covered the original port of the integrating sphere and matched its inter-

nal material. The experimental setup was validated with a tissue-mimicking optical

phantom previously characterised with the same machine using standard sample

reflectance and transmittance ports (Maneas et al., 2018b) (Figure 6.6).

6.4.2.3 Sample preparation and analysis

All specimens were processed according to the study protocol. For each tumour

specimen, 4 samples were obtained; 2 for fresh analysis and 2 for analysis after

freezing. The maximum sized tissue was selected, and the specimen was placed in

the chamber of a suitably sized slide ensuring that the tissue completely covered the

central 3 mm or 5 mm hatched area. All specimens were cut by hand to thickness

of approximately 2 mm. Index matching gel (Thorlabs, Cat no: G608N3) was used

to secure the tissue in place by filling the empty region within the chamber at either

end of the specimen. Two specimens were immediately snap frozen using Frosbite

rapid coolant spray (Leica Microsystems (UK) Ltd). A small amount of Pertex

mounting medium was applied to the sides of the specimen chamber and a coverslip

was placed on top of the specimen to seal the specimen within the central chamber.

Frozen specimens were stored at −80 ◦C and analysed at least 7 days later, once

thawed at room temperature for at least 30 min. Three reflectance and transmittance

measurements were obtained for each of the four samples.

In total, 174 paired total reflectance and total transmittance measurements (RT ,TT )

were performed (138 tumour measurements and 36 cadaveric measurments). Once

all optical measurements had been completed, the tissue was returned to the Depart-

ment of Neuropathology on the same day and the specimens were placed in forma-

lin, stained with Haemotoxylin and Eosin (H&E) and prepared for histopathologi-

cal analysis. A formal diagnosis was provided for each tissue specimen, including
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Figure 6.4: Schematic of experimental integrating sphere setup. L: Light source; LS: Light
slit; L: Lens module; TH: Tissue holder; IS: Integrating sphere; S: Diffuse
reflectance standard (Zenith Lite); Shaded areas represent additional compo-
nents. a) Transmittance lens module comprised -150 and + 60 lens. PMT set-
tings: Gain: Auto, Response time: 0.8 s, InGaAs settings: Gain: 5, Response
time 0.8 s. 3 mm set up: Slit width: 5 mm; Resulting beam size at the port:
1x1.5mm; 5 mm set up: Slit width: No slit; Resulting beam size at the port:
2x2mm. b) Reflectance lens module comprised -150 and + 200 lens. PMT
settings: Gain: Auto, Response time: 0.8 s, InGaAs settings: Gain: 12, Re-
sponse time 0.8 s. 3 mm set up: Slit width: 3 mm; Resulting beam size at the
port: 2x2mm; 5 mm set up: Slit width: 5 mm; Resulting beam size at the port:
2x3.5mm.

a comment on the sample’s cellular morphology and microstructure. Using open-

source QuPath software (QuPath v.0.2.0-m5, Quantitative Pathology & Bioimage

Analysis, University of Edinburgh) (Bankhead et al., 2017), the number of non-
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Figure 6.5: Adaptation of spectrophotometer: a) adjustable slit; b) normal transmittance
setup, c) adapted transmittance setup with lens and port adapter (white 3D-
printed “structure”), d) normal reflectance setup, e) adapted reflectance setup
with port adapter (lens not shown [in similar location to (c)])

Figure 6.6: Validation of experimental spectrophotometer setup using gel wax material.
Measured reduced optical scattering and optical absorption coefficients of nat-
ural gel wax (no additives) using different port sizes. Results compared with
reference range published by (Maneas et al., 2018b). Note that the reference re-
sults include wavelengths up to 1300 nm whereas the validation results include
wavelength up to 1800 nm, thus adjusting the scale of the figures. All curves
display the same morphology within the 400 nm to 1300 nm range.

neuronal nuclei per sample were calculated, providing a quantifiable metric of cel-

lular density (nuclei/mm2).

6.4.2.4 Data processing

An Inverse Adding Doubling (IAD) method developed by Prahl et al. (Prahl et al.,

1993) was used to calculate the tissue’s intrinsic optical properties, absorption µa
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and reduced scattering µ ′s, from the integrating sphere measurement of the to-

tal reflectance (RT ) and total transmission (RT ) spectra for each sample (Prahl

et al., 1993). The IAD is a reverse procedure of the numerical approach to the

one-dimensional radiation transport equation (RTE). The implementation of IAD

by Prahl et al. includes anisotropic scattering and internal reflection at the sam-

ple boundaries, and validated corrections for measurements made with integrating

spheres (Prahl et al., 1993). Thus, it is a preferable method for determining optical

properties of excised biological samples that are mounted between two glass slides

in combination of integrating sphere measurements, with an acceptable trade-off

between accuracy and computation speed.

The input parameters of the IAD were defined according to the integrating sphere

measurement setups, and a fixed index of refraction of brain tissues was predeter-

mined to be 1.40 for all brain tissue types (Gebhart et al., 2006). Since only two inte-

grating sphere measurements (RT ,TT ) were obtained in this study, a fixed anisotropy

coefficient g = 0.85 was used in the calculation for every wavelength and sample

types, similar to previous studies (Gebhart et al., 2006; Yaroslavsky et al., 2002).

Absorption and reduced scattering coefficients were computed for each specimen

and used to calculate mean and standard deviation (SD) values for each tissue type.

Data points that did not converge for individual wavelenghts using our specified

constraints were excluded when calculating the wavelength-wise mean values. A

total of 24534 wavelength measurements were obtained in the study (174 samples

x 141 measured wavelengths); 2437 (9.9%) individual single-wavelength measure-

ments were excluded because convergence criteria of the IAD algorithm were not

met and were thus considered unreliable. No samples were completely excluded.

Albedos between 0.4 and 0.95 are considered intermediate values (Pickering et al.,

1993) and the IAD method is considered to be ideally suited for such samples

(A = µ ′s(µa + µ ′s)
−1). However, it has been acknowledged that inter-parameter

crosstalk effects exist at wavelengths where the absorption is much higher than the

scattering, e.g. at the high haemoglobin and water absorption wavelengths. At these
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wavelengths, the resulting low albedo value creates non-conformity peaks in the

IAD-calculated reduced scattering spectra and fails to conform to typical Mie scat-

tering theory whereby scattering monotonically decreases with wavelength (Geb-

hart et al., 2006). To mitigate the crosstalk artefact in reduced scattering estima-

tions, further model fitting using Equation (6.1) was applied to the IAD-calculated

reduced scattering.

µ
′
s(λ ) = µ

′500
s ( fRay(

λ

λre f
)−4 +(1− fRay)(

λ

λre f
)−bMie) (6.1)

The Rayleigh scattering is expressed as a fRay(λ/λre f )
−4, and the Mie scattering

is denoted as a(1− fRay)(λ/λre f )
bMie , where a = µ ′500

s , fRay and 1− fRay indicate

the fraction of Rayleigh scattering and Mie scattering, respectively. The power

factor 4 for Rayleigh scattering was determined in previous studies, whilst bMie

is the ‘scattering power’ of Mie scattering (Jacques, 2013). A second equation

(Equation (6.2)) in which the Mie scattering is not separated into Rayleigh and Mie

scattering fractions is used to compare with Equation (6.1). The three considerations

for using additional Equation (6.2) fitting are: 1) to compare scattering power b with

bMie in Equation (6.1) for analysing whether Rayleigh scattering has an effect; 2)

to compare the µ ′500
s and b with values from other reports; 3) to use as an input

constraint for IAD to generate revised µa to mitigate the crosstalk effect. In both

equations, wavelength λ is normalized by a reference wavelength, λre f = 500nm,

to yield a dimensionless value; and a scaling factor µ ′500 is applied. The reference

wavelength and scaling factor were chosen to enable us to directly compare our

results with the findings of Jacques (2013) where a simpler mathematical model

was employed (Jacques, 2013).

µ
′
s(λ ) = µ

′500
s (

λ

λre f
)−b) (6.2)
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For both models, we used non-linear least square fitting to find the fitting parameters

to the IAD calculated µ ′s datasets. In order to avoid the aforementioned crosstalk

affected regions, we applied the fittings to µ ′s spectra for λε[450,1300]nm to de-

termine fRay, bMie, and b using Equation (6.1). In some biological tissues, cellu-

lar structures are the dominate scattering particles that interact with the incident

light. In these cases, the wavelength-dependent reduced scattering presents a sim-

ple power law that can be described with Equation (6.2), and the ‘scattering power’

b is related to the mean size of the cellular structures which can potentially be used

to characterise tissue type (Jacques, 2013; Schmitt and Kumar, 1996; Golovynskyi

et al., 2018). However, in some collagenous and fibrous tissues, the Rayleigh scat-

tering is more evident than in other tissues, speculatively due to their sub-micron

collagen structures. Hence, the fRay and bMie in Equation (6.1) could be indicative

of the effect of these sub-micron structures (Jacques, 2013; Schmitt and Kumar,

1996; Golovynskyi et al., 2018).

Gebhart et al. reported that the inter-parameter crosstalk effect between the IAD

calculated µa and µ ′s might be caused by nonlinearities in the integrating sphere

measurements of low reflectance levels. In order to mitigate the crosstalk effect on

µa, we utilised a two-stage IAD workflow and validated it by Monte Carlo (MC)

simulation on computational simulated phantoms. A pair of primary µ IAD
a and µ ′s

were calculated from the input pair of reflectance and transmittance spectra (RT ,TT )

by the first layer of IAD. Then, the µ ′s which was affected by crosstalk was fitted

by power law according to Mie theory Equation (6.2), as in the previous section.

The fitted µ
′ f it
s together with the original measurements of RT and TT were used as

inputs for the second layer of IAD to calculate a revised absorption coefficient µrev
a .

6.4.3 Results

6.4.3.1 Integrating sphere measurements

The mean value of measured total reflectance spectra R (RT ) and total transmit-

tance spectra T (TT ) of each tumour tissue type are presented in Figure 6.7. Re-

sults are plotted alongside the optical properties of tissues commonly encountered
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during surgery for that particular tumour. Higher scattering gives higher R value,

and the shape of the R spectra is affected by the tissue’s absorption, with ab-

sorption peaks corresponding to dips in the R spectra. The absorption peaks of

oxygenated haemoglobin (HbO2) at 415 nm,535 nm and 575 nm and deoxygenated

haemoglobin (Hb) at 435 nm and 560 nm are prominent in all tissue types. Dips

in R spectra at 975 nm, 1200 nm and 1450 nm are noticeable in all tissue types

and align with the water absorption peaks. Lipid absorption peaks at 1210 nm are

most pronounced in pons, cranial nerves and white matter, suggesting a relative

high lipid concentration in these tissues with additional lipid absorption peaks at

1720 nm and 1760 nm also observed in pons and white matter. In contrast to R, the

transmittance spectra T decrease with increased scattering. However, similar to R,

the spectral shape of T is dominated by absorption spectra, with dips corresponding

to haemoglobin (Hb, HbO2), water and lipid absorption, respectively. Figure 6.7

provides mean and standard deviation (SD) values of total reflectance (RT ) and to-

tal transmittance (TT ) of meningioma, pituitary adenoma and schwannoma, and a

comparison between fresh and frozen samples is also illustrated in this figure.

6.4.3.2 Optical properties of brain and tumour tissue

Figure 6.8, Figure 6.9, Figure 6.10 and Figure 6.11 illustrate the revised mean

absorption (µrev
a ) and reduced scattering (µ ′ f it

s ) coefficient of meningioma (Fig-

ure 6.8), pituitary adenoma (Figure 6.9), schwannoma (Figure 6.10) and glioma

(Figure 6.11). Comparative results for fresh and frozen samples are provided for

meningioma, pituitary adenoma and schwannoma (Figure 6.8, Figure 6.9 and Fig-

ure 6.10). As detailed in the methods section, the revised absorption (µrev
a ) spectra

was calculated with µ
′ f it
s as an input constraint of the two-stage IAD process that

addressed crosstalk between absorption and scattering spectra.

All tumour types shared qualitatively similar dependencies of the optical proper-

ties on the wavelength (Figure 6.8, Figure 6.9, Figure 6.10 and Figure 6.11). The

absorption spectra of all samples had a series of peaks below 600 nm and above

900 nm, typically associated with the absorption bands of haemoglobin and wa-
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ter, respectively (Jacques, 2015). Low absorption values were observed within the

600 nm to 900 nm wavelength range. The absorption spectra of all five tumour types

also demonstrated peak absorption bands around 430 nm and 550 nm characteristic

of oxy- and deoxy-haemoglobin, respectively (Prahl, 1999) (Figure 6.8, Figure 6.9,

Figure 6.10 and Figure 6.11).

The reduced scattering coefficient of all tumours generally decreased with increas-

ing wavelength, consistent with the Rayleigh limit of Mie scattering Equation (6.1).

All tumour spectra contained two modest scattering peaks at 430 nm and 550 nm

consistent with the corresponding haemoglobin absorption spectra but, most strik-

ingly, all five tumour types also exhibited a very prominent peak in µrev
a at 1450 nm

(Figure E.2), corresponding to a similarly pronounced water-related absorption peak

at the same wavelength. Values for the model-fitted µ
′ f it
s spectra demonstrated a

curve that conformed well to the expected trend (as detailed below) and provided

a robust method to compare relative spectra (Figure 6.8, Figure 6.9, Figure 6.10

and Figure 6.11). Tumours could be differentiated from associated normal tissue by

the strength and shape of their µ
′ f it
s values. In particular, low-grade glioma (LGG)

demonstrated consistently higher µ
′ f it
s mean values compared to other tumour tis-

sue at any given wavelength and its reduced scattering spectra were distinguishable

from those of high-grade glioma (HGG). Some of the calculated reduced scatter-

ing spectra demonstrated high variability, especially that of fresh pituitary tumour

tissue (Figure 6.9). Within the wavelength range of 700 nm to 1100 nm, the differ-

entiating water peaks seen in the absorption spectra of fresh tumour tissue appeared

less pronounced in the frozen samples and generally returned higher µrev
a values.

Absorption spectra above 1200 nm appeared largely similar. These results suggest

that the freezing process does affect the absorption and reduced scattering spectra

of neural tissues, particularly within the 700 nm to 1100 nm wavelength range.

Healthy cadaveric brain tissue (Figure 6.8, Figure 6.9, Figure 6.10 and Figure 6.11)

displayed similar absorption peaks related to the presence of haemoglobin and wa-

ter in addition to the expected low absorption values within the wavelength range
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Table 6.5: Median nuclear density of human brain tissue and healthy cadaveric brain tis-
sues. p: number of patients; n = number of spectrophotometer measurements,
IQR: Interquartile range.

Tissue type p n Nuclear denisty IQR
Meningioma 3 36 5245.85 3879.46,6407.36
Pituitary adenoma 5 48 8115.83 7203.21,8248.37
Schwannoma 4 36 3930.65 2987.89,4967.87
High grade glioma 2 12 3660.71 2889.47,4257.74
Low grade gliiooma 1 6 808.88 -

of 600 nm to 900 nm. The reduced scattering spectra of healthy brain tissue also

demonstrated typical decreasing values with increasing wavelength and could be

differentiated by their respective reduced scattering spectra (Figure 6.8, Figure 6.9,

Figure 6.10 and Figure 6.11). The relative levels of reduced scattering were high-

est for white matter at all investigated wavelengths. However, the peak at 1450 nm

seen in other brain tissue types was far less marked in white matter. Pons tissue

demonstrated a spectral curve between that of grey and white matter and the re-

duced scattering spectra of cranial nerves was lower than that of parenchymal brain

tissue.

6.4.3.3 Histological analysis and measurement of cellularity

Each tissue sample was categorised by its histological appearance (Figure 6.12)

and the specimen’s nuclear density was calculated from a digital image us-

ing the digital image analysis software QuPath (Bankhead et al., 2017). Tu-

mour tissue had a higher nuclear density than normal tissue (Table 6.5, Fig-

ure 6.13). Pituitary adenoma had the highest nuclear density of the reported tu-

mour types with a mean nuclear density of approximately 8100 nuclei/mm2, fol-

lowed by meningioma (approximately 5200 nuclei/mm2), schwannoma (approx-

imately 3900 nuclei/mm2) and glioma. HGG had a higher nuclear density com-

pared to LGG ( 3700 nuclei/mm2 and 800 nuclei/mm2, respectively), with the

nuclear density of LGG below that of normal white matter ( 1500 nuclei/mm2).

The nuclear density of tissue did not appear to be altered by the freezing process

(Figure 6.13).
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6.4.3.4 Correlation of optical scattering coefficients and tissue mor-

phology

The optical scattering property of tissue offers information on the size, and concen-

tration of the effective scattering particles within the tissue. Figure 6.13,A illustrates

the correlation between the ratio of bMie/b and fRay and, as expected, the fraction of

bMie/b decreases when the Rayleigh scattering became predominate (an increase in

fRay). Furthermore, Figure 6.13B - D appear to demonstrate the absence of a strong

correlation between the nuclei density and and the features of scattering (scatter-

ing power b, scattering power bMie, and µ ′500
s ). Presumably, the mean size of the

contributing scatters are not signficantly reflected by the tissue’s nuclei density.

6.4.4 Discussion

Optical imaging methods have the potential to transform neurosurgery by provid-

ing a means for intraoperative tissue differentiation. In-depth knowledge of target

tissue optical properties across the wide-wavelength spectra can help inform the de-

sign of optical imaging and computational methods therefore enabling robust and

interpretable tissue analysis which is critical for surgery. In this study, we investi-

gated the ex vivo optical properties of five types of human brain tumour and nine

different types of healthy brain tissue across a wavelength spectrum of 400 nm to

1800 nm. We investigated the optical properties of meningioma, pituitary adenoma,

schwannoma, low- and high-grade glioma and correlated these with the absorption

and reduced scattering spectra of relevant anatomical tissues.

Measurements of absorption and reduced scattering spectra of human brain and

tumour tissue have previously been acquired using spatially resolved diffuse re-

flectance measurements (Dé Ric Bevilacqua et al., 1999; Gebhart et al., 2006)

and frequency-domain photon migration (Dé Ric Bevilacqua et al., 1999) meth-

ods whereas ex vivo measurements of freshly-excised tissue have typically used an

integrating sphere (Yaroslavsky et al., 2002; Gebhart et al., 2006; Beek et al., 1997).

Ex vivo examination allows for more reproducible and more in-depth analysis of
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a tissue’s optical properties across a wide wavelength range. Using a controlled

experimental protocol, ex vivo analysis permits the detailed measurement of both

reflectance and transmittance making the derivation of absorption and scattering

coefficients over a wide spectral band more reliable. However, previous ex vivo

studies have been significantly limited by the size of available samples. Standard

port sizes on an integrating sphere typically measure 11x24mm and 17x22mm for

transmittance and reflectance, respectively, but using our experimental setup it was

possible to obtain reliable reflectance and transmittance measurements using a sam-

ple port size of 3 mm to 5 mm in diameter.

It is worth noting that as discussed in Prahl’s IAD manual and in the work of Mes-

radi et al (Mesradi et al., 2013a), the distance (h) from the edge of the incident beam

on the sample to the edge of the integrating sample port needs to be as large as prac-

ticable to ensure minimal light loss from the lateral sides of the sample. A failure

to do so would lead to an overestimated absorption of the sample. In our study, the

h value was 0.5 mm to 1.5 mm for the 3 mm port and 0.75 mm to 1.5 mm for the

5 mm port which satisfied the above constraint at most of the wavelength regions.

However, we also noticed that a high 1/(µa +µ ′s) value, for example in the 700 nm

to 1200 nm range, resulted in a strong light loss which meant that the IAD failed to

converge. As described above in the methods section, individual single-wavelength

measurements that did not converge were excluded.

By adapting our integrating sphere experimental setup, we were able to significantly

expand the types of tissues that could be examined. Moreover, previous studies

have only measured the optical properties of brain tissues at a limited number of

wavelengths. We used a standardised experimental setup to obtain the absorption

and reduced scattering spectra of various human brain and tumour tissue at 10 nm

increments across a wide wavelength spectrum of 400 nm to 1800 nm spanning the

visible range to beyond the second near-infrared window, thus providing a valuable

reference tool for the development of future optical brain imaging technologies.

We observed that the spectral curves of every brain tumour had a similar shape to
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that of normal cadaveric human brain tissue (Figure 6.8, Figure 6.9, Figure 6.10

and Figure 6.11). However, a tumour’s reduced scattering coefficient ( µ
′ f it
s ) may

be used to differentiate it from associated normal tissue (Figure 6.8, Figure 6.9,

Figure 6.10 and Figure 6.11; µ
′ f it
s ). For example, for gliomas that typically arise

within subcortical white matter, a difference was observed in the reduced scattering

of glioma compared to white matter (Figure 6.11). This could have significant im-

plications for the design of diagnostic and therapeutic optical brain imaging devices.

Similar to previous studies, the absorption spectra of all samples were dominated

by the absorption bands of haemoglobin below 600 nm and water above 900 nm,

with characteristic low absorption values within the 600 nm to 900 nm wavelength

range (Gebhart et al., 2006; Yaroslavsky et al., 2002). However, our results demon-

strated a further striking peak in µrev
a at 1450 nm, not previously reported, but con-

sistent with the absorption spectra of water (Nguyen et al., 2018). The reduced

scattering coefficient of all tissues generally decreased with increasing wavelength,

while the values of reduced scattering were very different across all tissue types.

Tissue absorption appeared to decrease with increasing nuclear density whereas a

tissue’s scattering power was positively associated with nuclear density but further

work is required to determine the exact association between these variables.

The optical scattering of soft tissue is a result of the refractive index mis-

match between lipid membranous structures and surrounding substances, and can

be modelled as Mie scattering from spheres in the 0.2 µm to 2.0 µm diameter

range (Jacques, 1996). In the shorter wavelength range (typically < 500nm) small-

scale Rayleigh scatterers (size << λ ), such as membranes of lipid and protein

(0.1 µm to 0.2 µm thickness), are attributed to the rapid drop of reduced scattering

as wavelength increases. This is particularly apparent in tumour tissue, gray matter

and white matter (Figure 6.13,A). In the longer wavelength (> 500nm) large-scale

Mie scatterers (size ≥ λ ), such as cell nuclei (5 µm to 10 µm in diameter) and mito-

chondria (1 µm to 2 µm in diameter) are dominating (Jacques, 1996; Tuchin, 2015).

As expected, our results demonstrated that densely cellular high grade glioma tissue

had similar scattering properties to gray matter which consists primarily of neuronal
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cell bodies (Figure 6.8D and Figure 6.11B). However, gliomas typically arise from

within white matter. Given that other internal cytoplasmic structures contribute a

significant portion of a tissue’s scattering properties (Mourant et al., 2000) it would

be interesting for further work to investigate the relative contribution of tumoural

vascular and collagen fibre density.

As noted in previous studies (Gebhart et al., 2006; Yaroslavsky et al., 2002), we

also observed inter-parameter crosstalk between the tissue’s relative absorption and

reduced scattering coefficients in wavelengths. In wavelength regions associated

with chromophore absorption peaks, the revised absorption coefficient has a higher

value than the originally calculated µ IAD
a ; presumably because the crosstalk created

local maxima in the scattering spectra is compromised/smoothed out with the µ
′ f it
s

value (Figure E.1, Figure E.2). Given that the highest absorption peak of water

occurred at 1450 nm, it was not surprising that the highest degree of crosstalk also

occurred at this wavelength.

This phenomenon was most pronounced in cortical grey matter and pons tissue but

was also seen in healthy dura and pituitary tissue and to a lesser degree in the tumour

samples. This may be explained by the fact that those tissues exhibiting this phe-

nomenon are predominantly composed of cell bodies whereas white matter consists

predominantly of myelinated axons. To mitigate for the crosstalk effect, we devel-

oped a two-stage IAD method to revise the µa by using µ
′ f it
s as input constraints

of the IAD process (Figure 6.8, Figure 6.9, Figure 6.10 and Figure 6.11). It could

be further improved by using Equation (6.1)-fitted µ ′s including a separately fitted

short wavelength region (Rayleigh limit) and longer wavelength region in order to

address the crosstalk created by haemoglobin and water, respectively. It was also

noticeable that some reduced scattering coefficient results were associated with a

rather large standard deviation, particularly fresh pituitary adenoma (Figure 6.9,B)

and HGG (Figure 6.11B). Previous publications opted to present their data using

the mean and Standard Error of the Mean (SEM) and consequently presented re-

sults with seemingly much smaller error bars (Gebhart et al., 2006; Yaroslavsky
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et al., 2002). Similar SEM were obtained with our data but we felt that display-

ing the standard deviation reflected the inherent variability within tissue types more

effectively.

We investigated what effect the freezing process might have on the tissues’ optical

properties using tumour samples. Roggan et al. and Mesradi et al. previously ob-

served that snap-freezing porcine and rat tissue produced significant changes in the

tissues’ absorption and reduced scattering coefficients (Roggan et al., 1999; Mes-

radi et al., 2013b). However, following a quick comparison study, Gebhart et al.

concluded that “snap freezing, tissue storage and thawing in saline had minimal ef-

fect on the measurement absorption and reduced scattering coefficients” (Gebhart

et al., 2006). In our study, a systematic comparison of the optical properties of two

fresh and two frozen tumour samples taken from each specimen suggested that the

freezing process did affect the sample’s absorption coefficient, particularly within

the wavelength range of 700 nm to 1100 nm (Figure 6.8, Figure 6.9,Figure 6.10).

Various methods have been developed and applied to determine the optical proper-

ties of brain tissue, including different combinations of experimental methods for

obtaining measurements, and different numerical algorithms to calculate the optical

properties from the measurements. There is a great variability in the determined

optical properties in different studies mainly due to the theories that have been em-

ployed and possible tissue preparation artefacts (Madsen and Wilson, 2013; Tuchin,

2010). In this study, we compared the calculated absorption coefficient and reduced

scattering coefficient of various brain and tumour tissues to the works of Bevilacque

et al (Dé Ric Bevilacqua et al., 1999), Gebhart et al (Gebhart et al., 2006) and

Yaroslavsky et al (Yaroslavsky et al., 2002) as illustrated in Figure 6.14. Despite

the differences in tissue preparation and calculation methods, the absorption values

from our study were consistent with other studies in all available tissue types (Fig-

ure 6.14:A – F). A surprising and persistent offset in the magnitude of the reduced

scattering was observed in all cases (Figure 6.14:G – L) but the mean value of the

derived model fitting parameters b and bMie averaged from brain tissues in this study
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were 1.30 and 0.58 respectively, which are comparable to the values presented in

the review work of Jacques (b = 1.611;bMie = 0.315) (Jacques, 2013).

We examined both fresh and frozen brain tumour tissue as well as frozen healthy

brain tissue obtained post-mortem. In previous ex vivo studies using an integrating

sphere, studies analysed thawed frozen tissue (Yaroslavsky et al., 2002; Gebhart

et al., 2006). In our study, we analysed freshly excised tumour tissue within 30

minutes of removal. Some cellular change may have occurred in the tissue during

this interval but by minimising the time from resection to analysis, we aimed to

obtain results that most closely resembled in vivo measurements. Frozen tumour

samples were also prepared and stored within 30 min of removal. It was not feasible

for us to obtain freshly excised normal brain tissue, hence we examined samples

obtained post-mortem. In this case, the subject had died 6 days prior to their post-

mortem examination which may have also induced some discrepancies in results.

A recognised limitation in the optical analysis of ex vivo tissue is that the process

of tissue excision may produce changes in its optical properties in particular due

to blood drainage; however, these effects are predictable as a loss of absorption

coefficient (Simpson et al., 1998). Despite these changes, it has been shown that

the differential pathlength of light in tissue measured post mortem is similar to that

measured in vivo (Delpy et al., 1988). Nevertheless, the analysis of ex vivo and post

mortem tissue will never be able to take into account in vivo variations in blood flow

and haemoglobin oxygenation saturation and these will inherently undergo some

change with time and the method of tissue storage and transportation. We also

observed that a small number of samples demonstrated cellular autolysis by the

time histological analysis was performed. The presence of cellular autolysis was

not reflective of the state of the tissue during optical evaluation, rather the delay

between optical and histological review. Other limitations of this study include the

small number of subjects and the spread within numerical estimations.
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6.4.5 Conclusion

We investigated the ex vivo optical properties of five types of human brain tumour

and nine different types of healthy brain tissue across a wavelength spectrum of

400 nm to 1800 nm spanning the visible range to beyond the second near-infrared

window. All tissue types demonstrated similar absorption spectra but the reduced

scattering coefficients of tumours were clearly different to those of surrounding

normal tissue. These results have significant potential for the development of intra-

operative optical imaging technologies.
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Figure 6.7: Total reflectance and total transmittance spectra of brain tumour and associ-
ated healthy brain tissues. Results are plotted alongside the optical properties
of tissues commonly encountered during surgery for that particular tumour. A
and B: Meningioma plotted alongside dura, gray matter, white matter, ante-
rior pituitary, cranial nerve I, II and III/V; C and D: Pituitary adenoma plotted
alongside dura, gray matter, white matter, anterior pituitary, pituitary stalk and
cranial nerve II; E and F: Schwannoma plotted alongside dura, pons and cranial
nerve III/V; G and H: Glioma (including low- and high-grade glioma) plotted
alongside dura, gray matter and white matter. Reflectance measurements are
characterised by haemoglobin and lipid peaks with dips corresponding to water
absorption peaks. Transmittance measurements are also dominated by absorp-
tion spectra with dips corresponding to haemoglobin, water an lipid absorption.
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Figure 6.8: Absorption and reduced scattering coefficient of meningioma. A and B: Mean
and Standard Deviation (SD) of A) revised absorption µrev

a ) and B) model-fitted
reduced scattering coefficient µ

′ f it
s ) for fresh and frozen meningioma samples;

C and D: Mean µrev
a (C) and mean µ

′ f it
s (D) for frozen meningioma and related

cadaveric tissues (dura, grey matter, white matter, anterior pituitary and cranial
nerves I, II and III/V).
Note how the µrev

a of all tissues are dominated by the absorption bands of
haemoglobin (below 600 nm) and water (above 900 nm) [A and C]. µ

′ f it
s gen-

erally decreased with increasing wavelength [B and D].



6.4. Optical properties of human brain and tumour tissue 224

Figure 6.9: Absorption and reduced scattering coefficient of pituitary adenoma. A and
B: Mean and Standard Deviation (SD) of A) revised absorption µrev

a ) and B)
model-fitted reduced scattering coefficient µ

′ f it
s ) for fresh and frozen pituitary

adenoma samples; C and D: Mean µrev
a (C) and mean µ

′ f it
s (D) for frozen pi-

tuitary adenoma and related cadaveric tissues (dura, anterior pituitary, pituitary
stalk and cranial nerves II).
Note how the µrev

a of all tissues are dominated by the absorption bands of
haemoglobin (below 600 nm) and water (above 900 nm) [A and C]. µ

′ f it
s gen-

erally decreased with increasing wavelength [B and D].
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Figure 6.10: Absorption and reduced scattering coefficient of schwannoma. A and B: Mean
and Standard Deviation (SD) of A) revised absorption µrev

a ) and B) model-
fitted reduced scattering coefficient µ

′ f it
s ) for fresh and frozen schwannoma

samples; C and D: Mean µrev
a (C) and mean µ

′ f it
s (D) for frozen schwannoma

and related cadaveric tissues (ddura, pons, and cranial nerves III/V).
Note how the µrev

a of all tissues are dominated by the absorption bands of
haemoglobin (below 600 nm) and water (above 900 nm) [A and C]. µ

′ f it
s gen-

erally decreased with increasing wavelength [B and D].

Figure 6.11: Absorption and reduced scattering coefficient of low- and high-grade glioma.
A and B: Mean and Standard Deviation (SD) of A) revised absorption µrev

a )
and B) model-fitted reduced scattering coefficient µ

′ f it
s ) for fresh glioma and

related cadaveric tissues (dura, grey matter and white matter).
Note how the µrev

a of all tissues are dominated by the absorption bands of
haemoglobin (below 600 nm) and water (above 900 nm) [A]. µ

′ f it
s generally

decreased with increasing wavelength [B].
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Figure 6.12: Representative histology brain tumour tissue. : An illustrative H&E image
of each tumour type is provided: a) Meningioma; b) Pituitary adenoma; c)
Schwannoma; d) High grade glioma; e) Low grade glioma.
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Figure 6.13: Tissues’ constituent absorption and reduced scattering coefficients Menin-
gioma fsh: p = 3,n = 18; Schwannoma fsh: p = 4,n = 24; Pituitary ade-
noma fsh: p = 5,n = 3; Meningioma fz: p = 3,n = 18; Schwannoma fz:
p = 2,n = 12; Pituitary adenoma fz: p = 3n = 18; HGG fsh: p = 2,n = 12;
LGG fsh: p = 1,n = 6; Post mortem samples (each) fz: p = 1,n = 3.
p: number of patients; n = number of spectrophotometer measurements, fsh:
fresh, fz: frozen. A: Ratio of bMie/b and fRay. The fraction of bMie/b de-
creases with increasing fRay. B - D: B) Total absorption and nuclear density
(nuclei/mm2); C) Scattering power b and nuclear density (nuclei/mm2); D)
Scattering power bMie and nuclear density (nuclei/mm2). B – D: No evi-
dent correlation between the nuclei density and of the features of scattering
(scattering power b, scattering power bMie, and µ ′500

s ).
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Figure 6.14: Absorption and reduced scattering coefficient of brain and tumour tissue:
comparison with previous results.
A to F: Absorption of Meningioma (A), HGG (B), LGG (C), Grey matter
[GM] (D), White matter [WM] (E), Pons (F)
G to L: Reduced scattering of Meningioma (G), HGG (H), LGG (I), Grey
matter [GM] (J), White matter [WM] (K), Pons (L).

Comparison data from: 1. (Gebhart et al., 2006): GM, WM and glioma. Reported wavelengths: 450 nm,
510 nm, 630 nm, 670 nm, 850 nm and 1064 nm. Values calculated using IAD method; 2. (Yaroslavsky
et al., 2002): GM and WM. Meningioma, astrocytoma (WHO grade II) and pons also measured but spe-
cific values not reported. Reported wavelengths: 450 nm, 510 nm, 670 nm, 850 nm, 956 nm and 1064 nm.
Values calculated using IMC method; 3. (Dé Ric Bevilacqua et al., 1999): Normal frontal cortex, normal
optic nerve and optic nerve astrocytoma (presumed pilocytic astrocytoma, WHO grade I but not speci-
fied). Optic nerve astrocytoma compared with parenchymal LGG measurements. Reported wavelengths:
674 nm, 811 nm, 849 nm and 956 nm. Values calculated using IMC method. Additional values were esti-
mated from the graphical plots included in the published manuscripts.
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6.5 Intraoperative Hyperspectral Label-Free imag-

ing: From System Design to First-In-Patient

Translation
This section is adapted from:

• Shapey et al., 2018. Towards intraoperative hyperspectral imaging: design

considerations for neurosurgical applications. Hamlyn Symposium on Medi-

cal Robotics

• Shapey et al., 2021 Intraoperative Hyperspectral Label-Free Imaging: From

System Design to First-In-Patient Translation. Journal of Physics D: Applied

Physics (JPhysD) 54, 294003

6.5.1 Introduction

While various HSI systems have been tested in a surgical environment to investi-

gate the potential of Intraoperative Hypserpectral Imaging (iHSI) (Section 6.3), to

the best of our knowledge, no HSI system has been presented allowing for strict

clinical requirements including a means of maintaining sterility and ensuring seam-

less integration into the surgical workflow that can provide real-time information

for intraoperative surgical guidance.

In this section we present:

1. a set of design requirements, including functional and technical requirements,

critical for an iHSI system to provide real-time wide-field HSI information for

seamless surgical guidance in a highly constrained operating room (OR)

2. a prototype iHSI system evaluated and developed against these requirements

by considering two state-of-the-art industrial HSI camera systems based on

linescan and snapshot imaging technology as further described in

3. ex vivo animal tissue experiments in a controlled environment with our pro-
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Figure 6.15: Schematic diagram of our Intraoperative Hypserpectral Imaging (iHSI) sys-
tem illustrated for the example of spine surgery. A snapshot HSI camera sys-
tem was used for the in-patient clinical feasibility case study as part of a spinal
fusion surgery. Video-rate HSI data was acquired during surgery. An example
in vivo snapshot hyperspectral mosaic image demonstrating the exposed dura
of the spinal cord following laminectomy is provided.

posed iHSI setup to investigate tissue properties using both camera systems

4. a first-in-patient clinical feasibility study demonstrating the use of our real-

time iHSI system (Figure 6.15) as part of a spinal fusion surgery, validating

our assumptions that this system can be seamlessly integrated into the OR

without interrupting the surgical workflow.

6.5.1.1 Intraoperative HSI System for Real-time Surgical Guidance

In this section, we present the key design requirements of an HSI for intraoperative

surgical guidance suitable for open surgery.By following these criteria, the iHSI

system illustrated in Figure 6.15 is introduced and described.

6.5.2 Intraoperative HSI System Design Requirements

Our main design assumption is that the intraoperative application of an HSI camera

system is facilitated by developing a standalone light-weight device independent of

an operating microscope typically used for neurosurgery. In particular, by ensur-



6.5. iHSI: From System Design to First-In-Patient Translation 231

Table 6.6: Overview of functional design requirements of a hyperspectral imaging system
for intraoperative surgical guidance. Corresponding technical requirements from
Table 6.7 are listed in the rightmost column.

Minimum Requirement Target Requirement Req
F1. Surgical safety & sterility Safe and sterile intraoperative use

must be possible throughout the
surgical procedure.

lbid. T1, T2,
T8, T9,
T12

F2. Technical safety Device must comply with electri-
cal and light source safety stan-
dards so that it may be used safely
within the operating theatre with-
out causing tissue injury.

lbid. T1, T2,
T4–6, T8,
T9, T16

F3. Lighting Light and illumination require-
ments must not impede surgical
workflow.

lbid. Additionally, light and il-
lumination can be adjusted to ac-
commodate the surgeon’s needs.

T7, T10,
T18

F4. Maintenance Maintenance and cleaning re-
quirements must comply with
standard clinical practice.

lbid. T1, T2

F5. Device handling Device must be securely held or
mounted during the procedure but
easily manoeuvrable.

Handheld device must be eas-
ily manoeuvrable and be light
enough to position securely with-
out the need for an assistant.

T2–6,
T10, T12

F6. Anatomical coverage Field of view (FOV) and depth
of imaging must provide informa-
tion compatible with the surgical
action.

lbid. Additional monitoring capa-
bilities are available.

T11–13,
T19

F7. Anatomical feature Critical functional or semantic
features to increase surgical preci-
sion and patient safety during the
procedure.

Multiple functional and semantic
features to increase surgical pre-
cision and patient safety for com-
prehensive patient monitoring.

T7, T11
and T13–
19

F8. Anatomical detail Resolution suitable to spatially
identify/differentiate tissue within
the surgical field.

Resolution suitable to spatially
identify/differentiate anatomical
tissue with high anatomical detail.

T11
and T13–
17

F9. Imaging rate Video-rate imaging for instant
surgeon feedback and seamless
workflow integration.

Fast video-rate imaging for in-
stant and smooth surgeon feed-
back and seamless workflow inte-
gration.

T19

F10. Visualisation Accurate visualisation of ex-
tracted information for surgical
guidance.

Intuitive and accurate visualisa-
tion of extracted information for
seamless surgical guidance.

T7
and T15–
18

ing compatibility with surgical telescopes, such as an exoscope (Ricciardi et al.,

2019) or endoscope, a modular and flexible system design can be achieved suitable

for both open or endoscopic surgery across surgical specialities. Following this

assumption, Table 6.6 and Table 6.7 provides an overview of design requirements

considered for a hyperspectral imaging system for intraoperative surgical guidance

including minimum and target requirements. These are divided into (i) functional

requirements, i.e. requirements imposed by the clinical environment in the OR dur-

ing surgery (Table 6.6), and (ii) technical requirements, i.e specifications for a HSI

system to achieve high-fidelity imaging data to satisfy the listed functional require-

ments for the purpose of real-time surgical guidance (Table 6.7). When objective

requirements cannot be provided, best estimates are given based on our experience
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Table 6.7: Overview of technical requirements of a hyperspectral imaging system for in-
traoperative surgical guidance. Corresponding functional requirements from Ta-
ble 6.6 are listed in the rightmost column.

Minimum Requirement Target Requirement Req
T1. System maintenance System components may be ef-

fectively cleaned using a universal
antimicrobial surface wipe.

lbid. Additional camera housing
resistance protects against dust
and splashing liquids.

F1, F2, F4

T2. Camera dimensions Smaller than 10×10×12 cm3. Smaller than 6×6×8 cm3. F1, F2,
F4, F5

T3. Camera weight Lighter than 1 kg. Lighter than 0.5 kg. F5
T4. Camera housing No sharp edges on camera hous-

ing.
lbid. F2, F5

T5. Camera temperature Temperature lower than 40 °C. lbid. F2, F5
T6. Camera connectivity No more than two cables to pro-

vide power and fast data link
One cable to provide both power
and fast data connection.

F2, F5

T7. Light source energy Adequate uniform coverage of re-
quired spectral range (cf. T16).

lbid. F2, F3,
F7, F10

T8. Light source safety Adherence to MPE limits
with ionizing UV wavelengths
(< 400nm) eliminated.

lbid. F1, F2,
F7, F10

T9. System mount Static system mount possible. Adjustable system mount possi-
ble.

F1, F2

T10. Camera settings Manual adjustments of camera
acquisition settings.

Automatic adjustments to obtain
ideal camera acquisition settings.

F5, F6

T11. Focus Manual focus of target tissue. Autofocus of target tissue. F6–8
T12. Working distance Fixed WD between 200 mm and

300 mm.
Variable WD between 200 mm
and 750 mm.

F1, F3
and F5–6

T13. Field of View Fixed FOV between 40 mm and
60 mm.

Variable FOV between 40 mm
and 150 mm.

F6–8

T14. Depth of Field At least 20 mm DOF for 50 mm
FOV at fixed WD of 250 mm.

Variable 15 mm to 100 mm DOF. F6–8

T15. Spectral bands At least 16 spectral bands. At least 100 spectral bands for
fine spectral sampling.

F2, F7,
F8, F10

T16. Spectral range At least a spectral coverage
of 160 nm.

At least a spectral coverage
of 500 nm.

F2, F7,
F8, F10
and T7

T17. Spatial image definition 1920×1080 pixels. 3840×2160 pixels. F6–8, F10
T18. Image calibration Satisfactory image calibration to

enable reliable feature extraction
during surgery.

Seamless and on-the-fly calibra-
tion possible for reliable feature
extraction depending on surgical
requirements and light conditions.

F3, F7,
F10

T19. Imaging rate Video-rate imaging of at least
7 FPS.

Video-rate imaging of at least
30 FPS.

F6, F7, F9

as outlined below.

As part of the surgical requirements, sterility of the iHSI system must be ensured so

that safe handling by the surgical team is possible (F1), it must adhere to standard

technical safety specifications (F2), light an illumination requirements must not im-

pede surgical workflow (F3), and the device must be easy to maintain and clean in

compliance with standard surgical practice (F4). It should be securely mounted dur-

ing the procedure but the handheld device should be easily manoeuvrable, allowing

for controlled mobilisation and immobilisation of the imaging system by a single

operator without the need for an assistant (F5). The spatial resolution and spectral
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information captured within the surgical image must be compatible with the surgi-

cal action (F6), i.e. the provision of wide-field information covering the minimal

region that provides sufficient context for surgical decision making. In addition, it

should facilitate the ability of broader tissue surveillance relevant to the surgery.

The device must be capable of providing critical functional or semantic tissue in-

formation and should be capable of providing detailed information on multiple fea-

tures for comprehensive patient monitoring in order to increase surgical precision

and patient safety during the procedure (F7). In the case of neuro-oncology surgery,

this might be the demarcation of tissue boundaries to clearly demonstrate tumour

tissue and its relation to critical brain structures such as nerves, blood vessels or

normal brain. Furthermore, image resolution must be sufficiently detailed to facil-

itate spatial differentiation between tissue types within the surgical field of view

(F8). Imaging must be displayed at video-rate to facilitate instant surgeon feedback

and seamless workflow integration with higher video-rates allowing for a smoother

experience (F9). Accurate visualisation of extracted information is essential for

surgical guidance whereby a better user experience can be achieved using intuitive

display systems (F10).

To ensure surgical safety and sterility, system maintenance should be straightfor-

ward and it should be possible to clean the system’s components effectively us-

ing a standard antimicrobial surface wipe (T1). The minimum requirements of

HSI camera dimensions and weight are based on the estimates obtained through

a prototyping-testing design thinking methodology (Yock et al., 2015), i.e. a cam-

era smaller than 10× 10× 12 cm3 (T2) and lighter than 1.0 kg (T3). For a system

with dimensions smaller than 6×6×8 cm3 standard drapes for covering the camera

can be used to ensure sterility. Additionally, all camera edges must be smooth to

prevent tearing of sterile drapes and injuring of staff members (T4). A maximum

camera temperature of 40 °C ensures technical safety for device handling in addition

to reduced dark currents for maintaining appropriate signal-to-noise ratios (SNRs)

during image acquisition (T5). The number of cables for powering of and data
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connection with the camera must be kept at a minimum (T6). To enable adequate

iHSI, a suitable light source must be available to provide sufficient energy across the

active spectral range of the HSI camera (T7), but technical safety and light safety

considerations must be adhered to so that no injury is caused to the patient due to

light exposure (T8). This includes adhering to the maximal permissible exposure

(MPE) with ionizing ultraviolet (UV) wavelengths below 400 nm (Yun and Kwok,

2017). Light source setting adjustments and must be possible to ensure optimal

illuminant conditions for acquiring HSI information during surgery (F3 and T10).

Besides optimal light intensity settings depending on the surgical scene, this may

include adjustment of optical filters to acquire high-fidelity HSI signal measure-

ments depending on the imaging requirements of the HSI camera. Ideally, these

settings are adjusted by automatically accounting for dynamic changes in the OR

such as illumination. A static mounting system is the minimum requirement to en-

sure adequate intraoperative device handling (T9). Camera settings will need to be

adjusted depending on the surgical context to acquire high-fidelity HSI information

(T10). By achieving an adjustable system mount (T9), enabling automated adjust-

ments to the camera settings (T10). By meeting the target requirements for camera

dimension and weight (T2, T3), further improvements in device handling may be

achieved.

High-fidelity tissue information requires the respective target tissue to be within the

imaging field of view and kept in focus during HSI acquisition. During surgery this

may require re-focusing which can either be achieved using manual or autofocus

arrangements (T11). A fixed working distance (WD) between 200 mm and 300 mm

(T12) with a fixed field of view (FOV) between 40 mm and 60 mm (T13) and a

depth of field (DOF) of at least 20 mm (T14) are the minimum requirements nec-

essary for iHSI (Nishiyama, 2017) but the ideal scenario includes a system capable

of variable WDs, FOVs and DOFs in order to maximise compatibility with current

surgical visualisation systems (Langer et al., 2020). The number of spectral bands,

spectral range and spatial image definition largely depend on the clinical application

to provide the critical functional and/or semantic features. Our assumption based on
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reviewing the previous literature and our own experience is that tens of well-defined

spectral bands is required to achieve significant improvement with respect to stan-

dard RGB imaging. Based on the availability of industrial state-of-the-art snapshot

HSI sensors (cf. Table 6.8), we specified that the minimum requirements for an

iHSI system during surgery are 16 spectral bands (T15) and a spectral range of at

least 160 nm (T16). Similarly, the use of at least 100 spectral bands with at least

500 nm spectral coverage is technically feasible (cf. Table 6.8), albeit at a lower

frame rate, and likely to achieve superior tissue differentiation functionality. With

the goal of providing information with at least 1 mm precision for reliable tissue

differentiation during surgery, at least 3 pixels per millimetre are needed to reliably

resolve tissue boundaries. Following the minimum and target FOV requirements,

imaging grids of at least 120×120 and 450×450 are therefore required. However,

based on currently available HSI sensor technology, substantially higher resolutions

are possible. Hence, we propose the resolutions of high-definition (1920× 1080

pixels) and ultra high-definition (3840× 2160) for minimum and target require-

ments, respectively (T17). Image calibration is crucial to obtain interpretable HSI

data which typically includes the acquisition of both a white and dark reference im-

age for white balancing to account for ambient light and specific camera settings

(T18). This is typically achieved by acquiring images using a white reflectance tile

and with a closed shutter, respectively. However, for surgical guidance in the OR,

calibration data should ideally be available without having to interrupt the clinical

workflow.

The minimum imaging rate must be fast enough to provide real-time information

suitable for surgical decision making without interfering with the surgical work-

flow (T19). Based on speed of processing in the human visual system an image

visualisation rate faster than 7 frames per second (FPS) is desired (Thorpe et al.,

1996). In some scenarios with a static scene, image acquisition rates of a few sec-

onds per image per surgical scene may be sufficient to provide critical information

to the surgical team. However, iHSI suitable for real-time image-guided surgery

must be capable of providing video-rate imaging to ensure a live display of tissue
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information that is suitable also for dynamic scenes during surgery.

6.5.3 Intraoperative HSI System Design

By following the system design requirements above, we propose an iHSI system

design as shown in Figure 6.15. An HSI camera is connected to a sterile optical

scope, such as a sterile exoscope, via an appropriate eye-piece adapter. Besides

connecting the scope with the camera, such an adapter provides a means of adding

spectral rejection filters and a control mechanism for zooming and focusing. The

sterile optical scope is connected to the light source via a sterile light guide. Optical

filters can also be placed in a filter wheel embedded in the light source to restrict

the light source spectrum depending on the camera sensor or clinical requirements.

The HSI camera is connected to a computational workstation via a connection that

provides both power and a fast data link suitable for real-time HSI data transfer.

The workstation processes the acquired HSI data for real-time visualisation of de-

rived information. A sterile surgical drape, covering both the HSI camera and data

cable, is sealed with the sterile exoscope ensuring sterility of the overall imaging

system. Depending on the surgical application, the sterile imaging system may be

hand-held by the operator or fixed to a surgical table using a standard mechanical

arm permitting controlled mobilisation or immobilisation of the imaging system de-

pending on the clinical requirements during surgery. By ensuring that the camera

system is lightweight enough, its controlled mobilisation and immobilisation can

be achieved by using a sterile or draped mechanical arm that attaches to the sterile

optical scope. Such a mechanism allows positioning of the iHSI system at a safe

distance outside the surgical cavity while the eye-piece adapter provides appropriate

focusing capabilities for acquiring HSI data.

6.5.4 Experiments and Results

We first present the specific system configuration that integrates two state-of-the-art

industrial HSI cameras as part of our iHSI system setup. Both iHSI system setups

are then evaluated and scored against the presented design requirements (Table 6.6

and Table 6.7). Following this, we perform a controlled checkerboard experiment
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to demonstrate that reliable reflectance measurements can be obtained with the pro-

posed system using both HSI cameras. An ex vivo experiment is performed to in-

vestigate reflectance properties for a range of tissue types by building on a standard

tripod system used for photography that allows for versatile imaging configurations

in a controlled environment. Finally, we describe a successful ethically-approved

in-patient clinical feasibility case study that demonstrates the ability of our real-time

iHSI system to seamlessly integrate into the surgical workflow while respecting

clinical requirements in the OR such as sterility.

6.5.4.1 HSI System Configuration

Two hyperspectral imaging cameras were investigated as part of our proposed iHSI

system (Table 6.8): (i) a linescan HSI system using the Imec snapscan VNIR, i.e.

visible (VIS) to near-infrared (NIR) region, camera and (ii) a snapshot HSI system

using the Photonfocus MV0-D2048x1088-C01-HS02-160-G2 camera.

The Imec system captures hypercube images with a spatial resolution of up

to 3650× 2048 pixels for 150+ spectral bands between 470 nm to 900 nm. The

imaging speed to acquire a full hypercube ranges between 2 s and 40 s depending

on acquisition parameters, illumination and imaging target. The camera without

optics has a size of 10×7×6.5 cm3 and a weight of 0.58 kg. Imec’s linescan tech-

nology is characterised with high SNRs across the spectral range. An integrated

shutter automatically measures dark currents therefore requiring only the manual

acquisition of a white reference image for image calibration.

The Photonfocus camera deploys the Imec snapshot mosaic CMV2K-SM5x5-NIR

sensor which acquires 25 spectral bands in a 5× 5 mosaic between the spectral

range of 665 nm and 975 nm. With a sensor resolution of 2048× 1088 pixels, hy-

perspectral data is acquired with a spatial resolution of 409×217 pixels per spectral

band. Video-rate imaging of snapshot data is achieved with a speed of up to 50

FPS depending on acquisition parameters. The camera without optics has a size

of 3×3×5.4cm3 and a weight of 0.08 kg.
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A passive prototype cooling system was fabricated with rounded edges and installed

by mounting two heat sinks on the sides of the camera to keep operating temper-

atures, and therefore imaging noise, low during image acquisition (Figure 6.16a).

This increased the overall dimensions by about 3 cm in each direction with addi-

tional weight of about 0.2 kg.

An Asahi Spectra MAX-350 light source (300 W Xenon lamp) was used to pro-

vide braodband light. Depending on the experiment either a VIS module or UV-

NIR mirror module was available which provided light over a 385–740 nm or 250–

1050 nm region, respectively. In case of using the UV-NIR mirror module an addi-

tional 400 nm longpass filter (Asahi Spectra XUL0400) was placed in front of the

mirror module to suppress ultraviolet (UV) light to improve the light safety profile.

For the Photonfocus camera, a 670 nm longpass filter (Asahi Spectra XVL0670)

was placed in the filter wheel to avoid signal contamination due to out-of-band sen-

sor responses during image acquisition originating from sensor sensitivity to light

in the VIS spectrum. Light intensity can be adjusted on the Asahi Light source

between 5 % and 100 % using integer increments. The light source is connected

via a Karl Storz fiber optic light cable 495NCS to a Karl Storz 0° VITOM surgi-

cal exoscope 20916025AA which allows imaging at a safe distance between 25 cm

to 75 cm. A custom adapter was used to plug the light guide in the Asahi light

source. The exoscope attaches to the respective HSI camera via individual RVA

Synergies C-Mount 18–35 mm ZOOM Endoscope Couplers which additionally pro-

vide a manual zooming and focusing mechanism.

For calibration during all experiments, a 95 % reflectance tile was used to acquire

a white reference image. For the Photonfocus camera, a separate dark reference

image was acquired with a cap to close the lens.

6.5.4.2 Verification of iHSI Camera Systems against Design Speci-

fications

Both the linescan and snapshot camera-based iHSI systems were assessed towards

the suitability for an intraoperative setup against the design requirements as speci-
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Figure 6.16: Photonfocus heat sink configuration. (a) Two custom heat sinks are mounted
on the Photonfocus camera to keep operating temperatures low. (b) Custom
adapter plates with 1/4-20 UNC and 3/8-16 UNC threaded holes were created
for both Photonfocus and Imec cameras for use with standard tripod systems
as described in Section 6.5.4.4.
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Figure 6.17: Measured spectrum of Asahi Spectra Xenon light source using the VIS and
UV-NIR mirror modules. For the UV-NIR mirror module, the spectrum with
and without additional UV filter was measured. Each curve was normalized
based on maximum intensity.

fied in Table 6.7. A summary of the assessment is provided in Table 6.8.

Starting with the system requirements, sterility for both camera setups can be en-

sured using a combination of drapes and sterile components (T2). However, it is

apparent from the respective camera specifications that the snapshot camera allows

for a more compact iHSI system given its smaller camera dimensions and weight

(T2, T3). The Xenon light source provides sufficient energy across VIS and NIR

spectral ranges using the UV-NIR mirror module (T7) (250–1050 nm) as shown in

Figure 6.17.
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Table 6.8: Verification of intraoperative hyperspectral imaging systems based on whether
requirements as outlined in Table 6.7 are met. Assessment is performed for two
camera setups with ratings (R) of 0 (minimum requirement not met), 1 (mini-
mum requirement met) and 2 (target requirement met) using our current system
designs.

Linescan camera based R Snapshot camera based R
T1 Camera maintenance All components may be effec-

tively cleaned using a universal
surface wipe.

1 lbid. 1

T2 Camera Dimensions 10×7×6.5 cm3. 1 6×6×5.4 cm3 (incl. heat sinks). 2
T3 Camera Weight 0.58 kg. 1 0.28 kg (incl. heat sinks). 2
T4 Camera housing Camera housing with smooth

edges.
2 lbid. Additionally provided heat

sinks with rounded edges.
2

T5 Camera temperature Active cooling system ensures
low camera temperatures.

2 Passive cooling system (heat
sinks) ensures low camera
temperatures.

2

T6 Camera connectivity Two cables. 1 Single cable (GigE connection). 2
T7 Light Source Energy Xenon light source ensures suf-

ficient illumination across VIS
& NIR spectral ranges (250–
1050 nm).

2 lbid. 2

T8 Light Source Safety 470–900 nm (VIS & NIR). 2 665–975 nm (NIR). 1
T9 System mount Not compatible with currently-

available surgical supports.
0 Compatible with standard sterile

mechanical arm systems.
2

T10 Camera Settings Adjustments possible using soft-
ware control.

2 lbid. 2

T11 Focus Optical system allows for manual
focus for specific focal distance.

1 lbid. 1

T12 Working distance (WD) System design using scope and
adjustable lenses allows imaging
distances between 250–750 mm.

2 lbid. 2

T13 Field of View Optical system allows for 50 mm
FOV at fixed WD of 250 mm.

1 lbid. 1

T14 Depth of Field Optical system allows for 35 mm
DOF for 50 mm FOV at fixed WD
of 250 mm.

1 lbid. 1

T15 Spectral bands 150+ bands. 2 25 bands with 5×5 mosaic. 1
T16 Spectral Range 470–900 nm (VIS & NIR). 2 665–975 nm (NIR) 1
T17 Spatial Image Definition 3650×2048 pixels. 2 2048×1088 pixels with 5×5 mo-

saic, i.e. 409× 217 pixels per
band.

1

T18 Image Calibration Image calibration for specific
camera/light settings based on
white and dark reference images
(dark reference is automatically
acquired).

1 Image calibration for specific
camera/light settings based on
white and dark reference images.

1

T19 Imaging Rate 2–40 s per image. 0 50 FPS. 2
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Light safety is ensured by blocking UV light using a 400 nm longpass filter (T8).

The light source permits remote configuration using a serial communication proto-

col allowing for adjustment of filter wheel position and light intensity using cus-

tomized software (T10). Similarly, both linescan and snapshot camera systems

come with API interfaces to allow for remote control and software integration.

Device handling is critical to ensure camera systems can be mounted and moved se-

curely during surgery without adversely impacting the surgical workflow and steril-

ity (T2, T3, T9, T10). Due to the compactness of the snapshot camera-based system,

this can be easily achieved using a mechanical arm construction (T9). However, for

the linescan camera-based system, weight and form factor do not allow using the

same approach. Mounting and pivoting in rotated positions of the camera system

with weight supported only by the endoscope adapter and mechanical arm were not

considered safe.

Both camera setups rely on the same optical setup and adapters and allow for imag-

ing at a safe distance to the surgical cavity between 250 mm and 750 mm (T12).

When using a fixed circular 50 mm FOV at a working distance of 250 mm both sys-

tems have a depth of field of 35 mm (T12–14) based on the exoscope manufacturer’s

specification (Nishiyama, 2017). Using the endoscope adapter, manual focus and

zoom adjustments can be made to provide sharp imaging at a given focal distance

(T11). In terms of HSI data quality, both spatial and spectral image resolution of

the linescan camera is far superior than the snapshot camera (T15, T17). In par-

ticular, in addition to the fewer spectral bands sampled by the snapshot camera,

additional postprocessing methods such as demosaicking, are needed to account for

the sparse spatial sampling to obtain HSI data information on a sufficiently high

spatial resolution for tissue analysis larger than 409×217 pixels per spectral band

(T15, T17). While the linescan system covers a wide spectral range in both the VIS

and NIR region to allow for rich feature extraction, the snapshot camera only pro-

vides NIR spectral information. Furthermore, the linescan technology comes with

high-fidelity HSI signal measurement with high signal-to-noise ratios. In contrast,
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signals acquired using snapshot imaging are characterized by multimodal spectral

band and crosstalk signal contamination resulting from the mosaic imaging sensor

which needs to be accounted for. Consequently, the linescan system could poten-

tially extract a wider range of relevant surgical features. However, the acquisition

speed of the linescan camera between 2 s and 40 s per image can interrupt the surgi-

cal workflow without providing video-rate information needed for real-time surgical

guidance (T19). In particular, it is prone to motion artefacts if non-static imaging

targets are imaged. In contrast, high frame rates of up to 50 FPS for the snapshot

camera allow for real-time visualisation that can easily capture moving imaging tar-

gets (T19). For the linescan camera, image calibration can be achieved by acquiring

a white reference image only due to its integrated shutter. For the snapshot camera,

both a dark and white reference image needs to be acquired T18. For both cam-

era setups, a robust calibration approach that can deal with changing illumination

and imaging scenes is crucial to estimate reliable HSI information for intraoperative

surgical guidance.

Overall, the linescan camera imaging quality is superior to the one provided by

the snapshot camera. However, given its form factor, a more elaborate mounting

mechanism needs to be designed to ensure safe and sterile handling of the cam-

era during surgery. Moreover, its comparatively low imaging rate does not allow

for HSI data capture without interrupting the surgical workflow which is crucial

to provide real-time information for seamless surgical guidance. Nevertheless, its

imaging characteristics can ensure high-quality HSI in controlled set ups. In con-

trast, the video-rate snapshot camera allows for a compact and sterile iHSI system

that can be integrated into surgical workflows using standard clinical mechanical

arm constructions. For reliable tissue analysis, image processing methods need to

account for the reduced spatial and spectral image resolution in addition to lower

signal quality that are characteristic for mosaic snapshot sensors.
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6.5.4.3 Checkerboard Study: iHSI System Verification

Both the linescan and snapshot camera in Section 6.5.4.1 were tested in combina-

tion with the proposed intraoperative optical system, i.e. the endoscope adapter and

exoscope, to acquire HSI data in a controlled experiment using a datacolor Spy-

derCHECKR checkerboard which comes with 48 colour patches. A full description

of the experimental checkerboard study may be found in Appendix F.

Appendix F, Figure F.2 provides a comparison between the reference data and spec-

tral information obtained by the iHSI systems using the linescan and snapshot cam-

eras. It can be seen that estimated reflectances for both linescan and snapshot iHSI

systems largely follow the spectrometer reference measurements. However, espe-

cially for higher wavelengths, a sharp downward trend of estimated reflectances can

be observed for a few patches (e.g. B4 and H2). Moreover, offsets for the snapshot

system (e.g. A2 and A6) and for both the snapshot and linescan systems (e.g. D2

and G1) can be noticed.

6.5.4.4 Ex Vivo Study: Cadaveric Veal Experiment

An ex vivo experiment using a fresh bovine calf cadaver was performed in a con-

trolled environment to investigate tissue properties with the iHSI system setup for

both linescan and snapshot cameras, performed at Balgrist University Hospital,

Zurich, Switzerland. A bovine calf cadaver was selected because its anatomy ap-

proximates that of the human spine (Cotterill et al., 1986).

Various tissue types were exposed for tissue analysis including tendons, mus-

cle, bone, joint capsule, dura and spinal cord. To achieve optimal orientation

and position for imaging cadaveric tissue samples, a standard tripod system was

used for mounting the iHSI camera systems (Figure 6.18). For both linescan and

snapshot cameras, secure attachment was achieved using custom adapter plates

with 1/4-20 UNC and 3/8-16 UNC threaded holes (Figure 6.16b). An additional

Thorlabs DCC3260C RGB camera was used for the experiment to provide high-

resolution 1936× 1216 RGB imaging. The camera without optics has a size of

2.9×3.5×4.4cm3 and a weight of 0.04 kg. Given its C-mount camera lens mount,
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Figure 6.18: (a) Tripod setup with mounted Intraoperative Hypserpectral Imaging (iHSI)
system using the linescan camera for ex vivo experiments. A quick release
plate used with standard tripod systems was used to mount linescan, snapshot
and RGB cameras using custom adapter plates such as shown in Figure 6.16b.
(b) Imaging setup during cadaveric veal experiments with orientated camera
head for tissue assessment. Labels are provided to reference anatomical loca-
tions for tissue analysis shown in Figure 6.20.
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Snapshot Fiducials
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Figure 6.19: Example sequence of camera system acquisitions during ex vivo imaging to
capture HSI data of the spinal cord and rootlets. With fiducials visible across
the VIS and NIR spectrum, alignment between linescan (VIS & NIR) and
snapshot (NIR) imagery was achieved using affine point-based registration
for spectral analysis (Figure 6.20).

it could be used with the same endoscope adapter as part of the same iHSI setup.

Additionally, its housing comes with a 1/4-20 UNC threaded hole suitable for at-

taching quick release tripod plates.

Imaging of the exposed tissue using the three cameras followed the scheme as sum-

marized in Figure 6.19. By using separate fiducials which are visible and differen-

tiable across the VIS and NIR spectrum it was ensured that images acquired with

different cameras could be put in alignment retrospectively. We used a set of six

pinheads with colours red, black, blue, white, green and yellow tied together with

a nylon thread for facilitated handling during the experiment. After positioning the

first HSI camera (either linescan or snapshot camera) and adjusting zoom and focus
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for imaging the tissue sample, fiducials were placed on the tissue to ensure they

are within the FOV. Fiducials were then removed from the scene for image capture

and carefully placed back to avoid anatomical changes before acquiring a second

image with the same HSI camera. Without touching the scene, the HSI camera was

swapped with the RGB camera using the tripod quick release mechanism to acquire

an RGB image of the tissue sample with fiducials. Subsequently, without making

changes to the scene, the RGB camera was swapped with the second HSI camera on

the tripod. Minor adjustments to camera position, zoom and focus were typically

needed to ensure the target tissue was in focus and the fiducials within the FOV

before an image was acquired. After careful removal of the fiducials, another im-

age was acquired of the same scene without making any other changes to the setup.

For spectral analysis, a neurosurgeon (JS) manually annotated relevant tissue types

in the pseudo-RGB linescan image, which was obtained by assigning the channels

red, green and blue to the wavelengths of 660 nm, 570 nm and 500 nm, respectively.

By manually annotating the circular fiducials, alignment between all images was

achieved using affine point-based registration (Myronenko and Song, 2010). Man-

ual segmentations in the linescan image space were then propagated to the snapshot

image space for analysis using the obtained point-based affine registration.

During the ex vivo experiment, only the VIS mirror module was available for the

light source therefore providing light between 385 nm and 740 nm. For NIR imag-

ing with the snapshot camera, an additional 670 nm longpass optical filter in the

filter wheel of the light source was activated. A gain of 3.01 and exposure time

of 20 ms were used for the snapshot camera for all scenes whereby video imaging

was performed to acquire multiple images of each individual static scene. On av-

erage, this led to the acquisition of 18 snapshot mosaic images per scene whose

mean image was used for spectral analysis. For the linescan camera, a gain of 2

and exposure time of 20 ms were used. Light intensities were set to 100 %, 100 %

and 50 % for the snapshot, linescan and high-resolution RGB cameras, respectively.

Imaging for all cameras was performed with room lights switched off and window

blinds down to reduce the impact of background light. To ease the imaging work-
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Figure 6.20: Comparison of estimated reflectance curves between 470 nm and 740 nm as-
sociated with ex vivo tissue sample imaging of eight different anatomical
scenes shown in Figure 6.18b using the proposed iHSI system with linescan
and snapshot cameras. For each camera, both the mean and standard devia-
tion of reflectance measurements within the manually segmented regions are
shown. Relative distribution and qualitative behaviour of reflectance values
across tissue types between the cameras are well aligned. However, quanti-
tative measurements of tissue reflectances between cameras generally deviate
from each other likely due to different white balancing requirements associ-
ated with imaging multiple anatomical regions during the experiment.

flow, acquisition of reference data for image calibration was performed once for

both linescan and snapshot cameras in the beginning and the end of the experiment,

respectively. Therefore, the same white balancing information for each HSI camera

was used for data calibration of all imagery associated with different anatomical

locations.

Figure 6.20 provides a comparison of estimated reflectance curves between 470 nm



6.5. iHSI: From System Design to First-In-Patient Translation 247

Figure 6.21: (a) Intraoperative Hypserpectral Imaging (iHSI) setup during spinal fusion
surgery. A live display provides real-time visualisation of snapshot HSI data.
(b) Example snapshot mosaic images of acquired in vivo HSI imagery.

and 740 nm of both linescan and snapshot-based iHSI systems for eight different

anatomical scenes, referenced in Figure 6.18b. For the snapshot camera, only 5 out

of 23 reconstructed bands were available for analysing the measurements between

670 nm and 740 nm. In general, relative distribution and qualitative behaviour of

reflectance values across tissue types for overlapping spectral bands between the

cameras are well aligned. However, it can be observed that quantitative measure-

ments of tissue reflectances between cameras tend to deviate from each other likely

due to non-uniform white balancing requirements for imaging different anatomical

sites.

6.5.4.5 In Patient Clinical Feasibility Case Study

Following the assessment of the proposed iHSI system for both linescan and snap-

shot cameras against design requirements critical for surgery in Section 6.5.4.2

in combination with the quantitative and qualitative assessments in Appendix F

and Section 6.5.4.4, the snapshot-based system appears suitable for providing real-

time HSI that can seamlessly integrate into the surgical workflow. To test this hy-

pothesis, we conducted an intraoperative clinical feasibility case study as part of

a spinal fusion surgery at Balgrist University Hospital, Zurich, Switzerland. The

study was approved by the cantonal ethical committee (BASEC Nr: req-2019-

00939).
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Figure 6.15 presents a schematic of the iHSI setup deployed in surgery. In addi-

tion to the system components described in Section 6.5.4.1 a standard Karl Storz

mechanical arm was used for safe attachment of the iHSI camera system to the

surgical table using an articulated L-shaped stand (28272HC) via a clamping jaw

(28272UGK). Safe attachment to the snapshot HSI camera via the VITOM exo-

scope was achieved via an appropriate rotation socket (28172HR) and a clamping

cylinder (28272CN). Overall sterility of the system was ensured by autoclaving the

mechanical arm, the exoscope and the light guide before surgery and draping the

camera and associated cable.

The primary goal of the intraoperative clinical feasibility case study was to assess

the system’s integration into the standard surgical workflow. To focus on this ob-

jective, we chose to mimic current optical camera systems during surgery and used

white light between 385 nm and 740 nm without the 670 nm longpass filter. For the

snapshot camera, a gain of 4 and exposure time of 20 ms was chosen with the light

source providing 100 % of light intensity. A laptop running customized software for

real-time interaction with the camera system and data visualisation was placed onto

a trolley at a safe distance outside of the sterile environment. Connection to a moni-

tor in the OR provided a live display of captured video-rate HSI data (Figure 6.21a).

In particular, this allowed for instant feedback to and interaction with the surgical

team for adjusting camera position and orientation in addition to endoscope adapter

settings to acquire in-focus data for the region of surgical interest. Using this setup,

in vivo imaging was performed at eight different stages during surgery to acquire

HSI data of various tissue types including skin, adipose tissue, scar tissue, fascia,

muscle, bone, pedicle screws and dura (Figure 6.21b). Imaging of each anatomy

lasted between 6 s and 44 s with minimal disruption to the surgical workflow. After

successful surgery with seamless transitions to acquire HSI data, a final recording

of 3 min 16 s was performed to capture imaging data covering the surgical cavity.
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6.5.5 Discussion

Previous work has underlined the potential of HSI for intraoperative tissue char-

acterisation as a non-contact, non-ionising, non-invasive and label-free imaging

modality. Despite numerous research studies exploring the clinical potential of HSI

for surgery, to our knowledge, no HSI system has been presented which follows

strict clinical requirements including sterility and seamless integration into the sur-

gical workflow that can provide real-time information for intraoperative surgical

guidance.

Towards reaching this goal, here we present system design requirements of an HSI

system critical for intraoperative surgical guidance suitable for open surgery. How-

ever, given the design of the system, straightforward adaptation for endoscopic

surgery is possible.

We investigated two state-of-the-art industrial HSI camera systems, based on either

linescan or snapshot technology, and assess their suitability for surgical use. Based

on our established criteria, we present an intraoperative HSI system and perform

a scoring against these requirements by considering both HSI cameras. We per-

formed controlled checkerboard experiments demonstrating that reliable reflectance

measurements can be obtained with the proposed system using both HSI cameras.

However, quantitative experiments underline that a more refined calibration model

needs to be deployed that accurately describes the intraoperative optical system for

more precise reflectance measurements.

Ex vivo experiments were performed to investigate reflectance properties for a range

of tissue types including tendons, muscle, bone, joint capsule, dura and spinal cord

with both iHSI camera setups mounted on a standard tripod system allowing for

versatile imaging configurations in a controlled environment. In particular, this

proved to be a suitable setup for the linescan camera to provide high-resolution data

in both spatial and spectral dimensions across the VIS and NIR spectrum for ex vivo

tissue analysis. The iHSI system allowed for seamless and safe transitions during
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various stages of spinal fusion surgery and acquired video-rate HSI data of multiple

tissue types including skin, adipose tissue, fascia, muscle, bone, pedicle screws and

dura. Our successful clinical feasibility case study demonstrated that the proposed

iHSI system seamlessly integrates into the surgical workflow by respecting critical

clinical requirements such as sterility and is capable of providing wide-field video-

rate HSI imagery. By developing a data-driven information processing pipeline

we believe such video-rate HSI data can be utilised to provide real-time wide-field

tissue characterisation for intraoperative surgical guidance.

Because of technical limitations, only visible light between 385 nm and 740 nm was

available for use in the ex vivo and in vivo studies at Balgrist University Hospital.

The snapshot NIR camera operates between 665 nm and 975 nm so only 5 out of 25

acquired spectral bands could therefore be used for image analysis. Computational

simulations not presented in this study suggested that these five reconstructed bands

can still provide accurate reflectance information but may be less reliable for higher

wavelengths within this range. Furthermore, only the default calibration files as-

sociated with each camera were used for this study to reconstruct reflectance data

using the proprietary software. In particular, the specific spectrum of the Xenon

light source was not taken into consideration. Given the stark non-uniformities es-

pecially in the NIR region greater than 800 nm (Figure 6.17) inaccuracies are to be

expected. In addition, spatial changes in illumination due to, e.g., vignetting and op-

tical changes induced by different zoom and focus settings of the endoscope adapter

were not taken into account. Moreover, despite demonstrating the suitability of our

proposed tripod-based iHSI system setup for ex vivo tissue analysis experiments,

the quantitative reflectance measurements presented as part of this study are likely

to be confounded due to imprecise white balancing. In particular, this illustrates the

difficulty to acquire reliable calibration data in practice to acquire quantitative HSI

data for different imaging scenarios, especially during surgery. However, qualita-

tive behaviour of reflectance measurements captured for multiple tissue types may

still persist due to good qualitative correlation between radiance measurements and

calibrated reflectance measurements.
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Future work includes further characterising the optical components of the iHSI

setup to achieve more accurate calibration models. In particular, this includes the

optical subsystem consisting of exoscope and endoscope adapter for different zoom

and focus settings. Furthermore, computational algorithms will be developed to

reconstruct real-time hypercube data from spatially and spectrally undersampled

characteristic for snapshot mosaic imaging. Building on the NIR snapshot camera,

this can be used to provide real-time information on blood perfusion and oxygena-

tion saturation which can help, e.g., to differentiate healthy from necrotised tissue

during gastrointestinal surgery. The proposed ex vivo setup can be used for further

experiments to acquire both high-resolution linescan and low-resolution snapshot

HSI data. This can provide crucial information for developing real-time demo-

saicking and tissue differentiation methods for snapshot HSI .

Additional experiments should be based on a snapshot system that operates in the

VIS range instead. Indeed, given our setup, any compact camera that follows cam-

era dimension and weight requirements as outlined in Table 6.6 can be integrated

into the proposed iHSI system setup in a straightforward manner. It would also be

beneficial to enable HSI acquisition with a variable working distance, field of view,

depth of field and depth of focus (Table 6.7) which in turn would enable the device

to be integrated with various commercial exoscopic surgical systems (Langer et al.,

2020) and would ensure parity with current microscopic standards (Schwiegerling

et al., 2015).

Our in vivo clinical feasibility case study demonstrated that this device integrated

well into a standard surgical workflow and was capable of capturing HSI data. Over-

all, members of the surgical and theatre team found the system straightforward to

use although routine training will need to be implemented to ensure smooth operat-

ing during surgery. The current hardware setup and draping requirements posed no

safety concerns to team members and the system’s size, weight and portability were

acceptable in maintaining a smooth surgical workflow. Some team members com-

mented that having to dim the lights to acquire HSI was a little limiting. Further



6.5. iHSI: From System Design to First-In-Patient Translation 252

work to provide on-the-fly image calibration crucial to acquire interpretable and

quantitative HSI data that can deal with changing light conditions in the OR during

surgical procedures such as recently proposed in (Ayala et al., 2020) is therefore in

progress.



Chapter 7

General Conclusions

Skull base surgery is challenging and associated with significant risk. As with all

neurosurgery, the goal of VS surgery is maximal tumour removal whilst preserving

neurological function and maintaining quality of life. However despite advanced

neurosurgical techniques, facial nerve paralysis remains a potentially devastating

complication of this surgery.

This work aimed to develop and integrate various advanced navigation and visu-

alisation techniques in order to increase the precision and accuracy of skull base

surgery.

A novel dMRI acquisition and processing protocol for imaging the facial nerve

in patients with VS was developed to improve delineation of facial nerve preop-

eratively through the use of probabilistic colour tissue mapping and tractography

(Chapter 2, Section 2.5). A user-friendly navigation system capable of integrating

dMRI and tractography of the facial nerve, 3D tumour segmentation, intraopera-

tive neurostimulation recordings and intraoperative 3D ultrasound was developed

(Chapter 5) and validated using an anatomically-realistic acoustic phantom model

of a head including the skull, brain and VS (Chapter 4). Further work is needed to

determine the effectiveness of using such a system intraoperatively to evaluate if a

higher rate of total/near-total tumour resection may be achieved with a lower risk of

facial paralysis.
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The integrated navigation system incorporated 3D tumour segmentations and an au-

tomated AI-based framework was developed to segment VS from MRI scans (Chap-

ter 3). The use of 3D tumour volumetry has the potential to enhance and personalise

the surveillance management of patients with tumours in the skull base and the use

of composite clinical and imaging biomarkers to predict VS growth is expected to

facilitate the delivery of a clinical decision support tool to guide VS management.

Recognising the need for improved intraoperative real-time visualisation of tissue

and surrounding critical structures, functional and technical requirements of an in-

traoperative hyperspectral imaging system were established and a prototype system

was developed and tested in a first-in-patient study (Chapter 6, Section 6.5). To aid

the ongoing development of iHSI systems for neurosurgery we evaluated the opti-

cal properties of five types of human brain tumour (meningioma, pituitary adenoma,

schwannoma, low- and high-grade glioma) and nine different types of healthy brain

tissue were examined across a wavelength spectrum of 400 nm to 800 nm (Chap-

ter 6, Section 6.4).

7.1 Future research avenues
This work has laid the foundations for several exciting avenues of future research.

A clinical study to investigate the effectiveness of using dMRI to delineate the loca-

tion of the facial nerve during VS surgery is planned. The dMRI methods developed

here (Chapter 2) may also be applied to investigate other cranial nerve pathologies

such as trigeminal neuralgia and hemifacial spasm.

The AI-based segmentation tool developed here (Chapter 3) is now being incorpo-

rated into a clinical decision support to guide VS management. Future work also

aims to adapt this framework for segmenting other brain tumours. This will be par-

ticularly useful in the guiding the surveillance management of various common neu-

rosurgical conditions including other benign brain tumours such as meningiomas

and pituitary adenomas, and vascular abnormalities such as brain aneurysms and

arteriovenous malformations. Additionally, we will adapt the AI-based segmenta-
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tion tool for the detection and contouring of brain metastases in patients undergoing

Gamma Knife stereotactic radiosurgery.

Building on the work described in Chapter 4, future research aims to develop a

tri-modal patient-specific head and brain tumour phantom model with MR, CT and

ultrasound properties. This multimodality phantom will confer additional educa-

tional and surgical training benefits and will assist in the assessment of future novel

medical devices.

Future work aims to optimise the integrated navigation system developed in Chap-

ter 5 further by addressing the remaining target requirements. Alternative cali-

bration methods will be evaluated and different software will be tested in order

to improve temporal calibration between the optical tracking and ultrasound data

sources. Multi-institutional research collaborations have been established to de-

velop this technology further and we will collaborate with industrial partners to

devise an optimal user interface. We are already planning to evaluate the system

in other types of brain tumour surgery and because the system was built around an

open-source platform architecture, it is compatible with various commercial sys-

tems, extending its potential use beyond neurosurgery alone.

Finally, we intend to conduct a clinical study using the prototype iHSI system de-

veloped in Chapter 6 to gather live intraoperative HSI data in patients undergoing

neuro-oncology and neurovascular surgery. This work will support the develop-

ment of an advanced data-driven hyperspectral imaging medical device capable of

contact-free, contrast-agent-free, wide-field imaging and real-time tissue character-

isation for seamless surgical guidance.
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Appendix C

Diffusion MRI of the

facial-vestibulocochlear complex

C.1 Conventional SS-EPI DWI (Img1) and determin-

istic tractography (P1)
‘tckgen’ parameters Img1_P1.

tckgen (SS-EPI_WM_FOD.mif)

-seed_image (IAM_b0.mif)

-include (Brainstem surface_b0_ROI.mif) Output.tck

-algorithm SD_STREAM

-select 1000

-seeds 0

-stop

-cutoff 0.03 ... 0.1
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Figure C.1: Deterministic tractography of CN VII/VIII complex in healthy volunteers
using conventional SS-EPI Deterministic tractography using conventional
SS-EPI. Seed ROIs drawn on the hrT2 image and co-registered with the
diffusion data (Img1_P1b). This method of drawing the ROIs was slightly less
successful compared to drawing them directly on the diffusion mean b0 image
as illustrated in Figure 2.8.

Representative image of tractography acquired with a deterministic algorithm
(‘SD_STREAM’) displayed on the subject’s co-registered hrT2 image (axial
view through IAM). IAM and brainstem ROIs drawn on the hrT2 image and
co-registered with the diffusion data. FOD-t: Fibre Orientation Distribution
threshold



C.2. Image 1, probabilistic tractography (Img1_P2) 268

C.2 Conventional SS-EPI DWI (Img1) and proba-

bilistic tractography (P2)
‘tckgen’ parameters Img1_P2.

tckgen (SS-EPI_WM_FOD.mif)

-seed_image (IAM_hrT2.nii)

-include (Brainstem surface_hrT2.nii) Output.tck

-select 1000

-seeds 0

-stop

-cutoff 0.05 ... 0.1

C.3 rs-DWI (RESOLVE #1, Img2) and probabilistic

tractography (P2)
‘tckgen’ parameters Img2_P2.

tckgen (RESOLVE#1_FOD_lmax4.mif)

-seed_image (IAM_hrT2.nii)

-include (Brainstem surface_hrT2.nii) Output.tck

-select 1000

-seeds 0

-stop

-cutoff 0.05 ... 0.1
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C.4 rs-DWI (RESOLVE #1, Img2) and probabilistic

tractography (P3)
‘tckgen’ parameters Img2_P3a.

tckgen (RESOLVE#1_FOD_lmax4.mif)

-seed_image (IAM_hrT2.nii)

-include (FacNuc.nii) Output.tck

-select 1000

-seeds 0

-stop

-cutoff 0.05 ... 0.1

‘tckgen’ parameters Img2_P3b.

tckgen (RESOLVE#1_FOD_lmax4.mif)

-seed_image (IAM_hrT2.nii)

-include (FacCol.nii) Output.tck

-select 1000

-seeds 0

-stop

-cutoff 0.05 .... 0.1
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Figure C.2: MRI with diagramatic illustration of facial nerve anatomy

High resolution T2 image with a diagrammatic illustration of the course of
the facial nerve within the brainstem. The motor part of the facial nerve (CN
VII) arises from the facial nerve nucleus that occupies the lateral region of the
tegmentum in the caudal part of the pons. Before emerging from the brainstem,
the facial nerve loops, as the internal genu, around the abducens nucleus (CN
VI), creating the facial colliculus in the floor of the fourth ventricle. It then
traverses the CSF cistern anterior to the vestibular nerve before entering the
internal auditory meatus. The facial nerve is the most antero-superior nerve
within the IAM. (Adapted from Radiopaedia.org, rID: 50811, courtesy of Prof
Frank Gaillard)
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Figure C.3: Images from high-resolution 3D diffusion tensor imaging atlas of the human
brainstem at 11.7 T

a) to d): 3D reconstruction of brainstem nuclei and white matter tracts from
the DTI data. a) Reconstructed cranial nerve and inferior olivary nuclei are
overlaid on the ADC map for anatomic reference. The pontine nuclei in the
basal pons are visible as hyperintense bands in the ADC map (inset). b) to
d) 3D rendering of fibers reconstructed from tractography are overlaid on
fractional anisotropy images for anatomic reference, with color representing
the orientations of the fibers. Red, green and blue indicate fiber orientations
along the medial–lateral, anterior–posterior, and superior–inferior axes,
respectively. Abbreviations are: III n: oculomotor nucleus, IV n: trochlear
nucleus, Vp: primary sensory nucleus of trigeminal nerve, Vm: trigeminal
motor nucleus, VI n: abducens nucleus, VII n: facial motor nucleus, CN V:
trigeminal nerve, CST: corticospinal

e) and f): Comparison of DTI contrasts in the brainstem with myelin-stained
histology at the level of the caudal pons. In the left DEC map, the facial nerve
(CN VII) is clearly visualized.
(Used with permission, Aggarwal et al., Neuroimage, 2013 (Aggarwal et al.,
2013))



C.5. Image 3−5, PCTM (Img3−5_P4) 272

C.5 rs-DWI (RESOLVE #2, Img3; RESOLVE #3,

Img4; RESOLVE #4, Img5) and probabilistic

colour tissue mapping (P4)
Image sequence parameters.

• RESOLVE #2 (Img3): multi-shell (b0, b700, b2000), 7 shots, 64 directions

and an acquired isotropic voxel size of 1.4×1.4×1.4mm (TR = 3650 ms, TE

= 58 ms, acquisition time:28 min 15 s)

• RESOLVE #3 (Img4): multi-shell (b0, b700, b2000), 7 shots, 50 directions

and an acquired isotropic voxel size of 1.0×1.0×1.0mm (TR = 4340 ms, TE

= 61 ms, acquisition time:30 min 37 s)

• RESOLVE #4 (Img5): multi-shell (b0, b700, b2000), 7 shots, 52 directions

and an acquired isotropic voxel size of 1.2×1.2×1.2mm (TR = 4300 ms, TE

= 60 ms, acquisition time:31 min 34 s)

C.6 rs-DWI (RESOLVE #4, Img5), PCTM and prob-

abilistic tractography (P5)
‘tckgen’ parameters Img5_P5.

tckgen (RESOLVE#4_WM.mif)

-seed_image (IAM_hrT2.nii)

-include (Brainstem surface_hrT2.nii) Output.tck

-select 1000

-seeds 0

-stop

-cutoff 0.05 ... 0.1
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Figure C.4: PCTM and probabilistic tractography of CN VII/VIII complex in a healthy
volunteer using selected white matter tracts from rs-DWI (RESOLVE #4):
Subject S7 (Img5_P5_S7)

Probabilistic colour tissue map and tractography acquired with a probabilistic
algorithm using selected white matter tracts overlaid on the subject’s co-
registered hrT2 image. Seed ROIs drawn on the hrT2 image and co-registered
with the diffusion data. FOD-threshold: 0.05
a) representative axial PCTM image at level of IAM;
b) representative axial hrT2 with tractography at level of IAM; c) to f) saggital
views of the porus/IAM: c) hrT2 image of right IAM/porus, d) hrT2 of right
IAM/porus with tractography overlaid, e) hrT2 image of left IAM/porus, f)
hrT2 of left IAM/porus with tractography overlaid.

white arrow: facial nerve highlighted on PCTM or anatomical image
(when visible on representative image).
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Figure C.5: PCTM and probabilistic tractography of CN VII/VIII complex in a healthy
volunteer using selected white matter tracts from rs-DWI (RESOLVE #4):
Subject S8 (Img5_P5_S8)

Probabilistic colour tissue map and tractography acquired with a probabilistic
algorithm using selected white matter tracts overlaid on the subject’s co-
registered hrT2 image. Seed ROIs drawn on the hrT2 image and co-registered
with the diffusion data. FOD-threshold: 0.065
a) representative axial PCTM image at level of IAM;
b) representative axial hrT2 with tractography at level of IAM; c) to f) saggital
views of the porus/IAM: c) hrT2 image of right IAM/porus, d) hrT2 of right
IAM/porus with tractography overlaid, e) hrT2 image of left IAM/porus, f)
hrT2 of left IAM/porus with tractography overlaid.

white arrow: facial nerve highlighted on PCTM or anatomical image
(when visible on representative image).
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Figure C.6: PCTM and probabilistic tractography of CN VII/VIII complex in a healthy
volunteer using selected white matter tracts from rs-DWI (RESOLVE #4):
Subject S9 (Img5_P5_S9)

Probabilistic colour tissue map and tractography acquired with a probabilis-
tic algorithm using selected white matter tracts overlaid on the subject’s co-
registered hrT2 image. Seed ROIs drawn on the hrT2 image and co-registered
with the diffusion data. FOD-threshold: 0.065
a) representative axial PCTM image at level of IAM;
b) representative axial hrT2 with tractography at level of IAM; c) to f) saggital
views of the porus/IAM: c) hrT2 image of right IAM/porus, d) hrT2 of right
IAM/porus with tractography overlaid, e) hrT2 image of left IAM/porus, f)
hrT2 of left IAM/porus with tractography overlaid.
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Figure C.7: PCTM and probabilistic tractography of CN VII/VIII complex using selected
white matter tracts from rs-DWI (RESOLVE #4): Subject S10 (Img5_P5_S10)

Probabilistic colour tissue map and tractography acquired with a probabilis-
tic algorithm using selected white matter tracts overlaid on the subject’s co-
registered hrT2 image. Seed ROIs drawn on the hrT2 image and co-registered
with the diffusion data. FOD-threshold: 0.05
a) representative axial PCTM image at level of IAM;
b) representative axial hrT2 with tractography at level of IAM; c) to f) saggital
views of the porus/IAM: c) hrT2 image of right IAM/porus, d) hrT2 of right
IAM/porus with tractography overlaid, e) hrT2 image of left IAM/porus, f)
hrT2 of left IAM/porus with tractography overlaid.
white arrow: facial nerve highlighted on PCTM or anatomical image (when
visible on representative image).
In subject S10, the facial nerve could be viewed separately to the vestibular
nerve in other image planes but this is not seen on the above representative im-
age through the IAM. Note also, that how the PCTM and tractography results
are clearly distinct from the vessel lying anteriorly to the CN VII/VIII complex
on the subject’s left side.
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Protocol for patient-specific PVA-c

phantom fabrication with ultrasound

and x-ray contrast for brain tumour

surgery planning

D.1 Data
1. Obtain preoperative contrast-enhanced T1-weighted Magnetic Resonance

Imaging (MRI) and volumetric computed tomography (CT) data.

• If acquired in Digital Imaging and Communications in Medicine (DI-

COM) format, convert to Neuroimaging Informatics Technology Initia-

tive (Cardoso et al., 2015) (NiFTI) format for processing and analysis.

2. Obtain intraoperative ultrasound data.
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D.2 Segmentation
1. Install software to segment the patient data with.

2. Skull segmentation.

• The steps involved in segmenting the skull broadly follow those

outlined by Cramer and Quigley (Cramer and Quigley, 2019) on

https://radmodules.com/, but are adapted to create an appropriately-

sized craniotomy

2.1. Load the patient’s volumetric CT scan in segmentation software, open

the Segment Editor module and create new segmentation named ‘Skull’.

2.2. Use the ‘Threshold’ function to highlight the skull.

2.3. Remove any unwanted segmentations (e.g., skin calcifications,

mandible, C1/2, styloid process, the CT patient frame and any anno-

tations embedded within the image). Use the ‘Scissors’ function to

remove parts when viewing the model 3D and make use of the ‘Islands’

function after manually disconnecting any unwanted structures using

the ‘Erase’ function.

2.4. Manually correct any gaps in the segmentation that were missed dur-

ing thresholding using the ‘Paint’ and ‘Draw’ functions (e.g., lamina

papyracea, cortical edge of the mastoid bone and ethmoid bone).

2.5. Use the ‘Paint’ and ‘Draw’ functions to fill in the foramen magnum and

create a 5 mm protruding spike upon which the lower part of phantom

model can be secured.

• The location of the spike is best determined on the coronal and

sagittal image planes.

2.6. Apply the ‘Smoothing’ function. Use a median smoothing setting of
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1.0 mm (3×3×1 pixels) to minimize the amount of detail lost.

• If the phantom model must include a complete intact skull (e.g.,

to facilitate surgical simulation of creating an appropriately located

craniotomy), move to step 2.15; however, if a craniotomy is re-

quired in the model, complete steps 2.7 to 2.14.

2.7. Click ‘Add’ to add a new segmentation and name it ‘Skull Craniotomy’.

2.8. In the ‘Segmentations’ module copy the ‘Skull’ segmentation across to

‘Skull Craniotomy’ using the ‘Copy/Move Segments’ tab.

• Both the ‘Skull’ and ‘Skull Craniotomy’ segmentations are needed

in order to be able to perform the functions described in steps 2.9

to 2.13.

2.9. Use the ‘Scissors’ function to remove an appropriately-sized craniotomy

in ‘Skull Craniotomy’.

• Creating the craniotomy this way will, also, remove an addition

portion of skull on the opposite side hence the need for steps 2.11

to 2.14.

2.10. Click ‘Add’ and add a new segmentation; name it ‘Craniotomy Only’.

2.11. In ‘Craniotomy Only’ select the segmentation ‘Skull Craniotomy’ and

use the ‘Logical Operator’ function to subtract ‘Skull Craniotomy’ from

‘Skull’.

2.12. Use the ‘Scissors’ function to erase everything except the desired cran-

iotomy on the correct side of the tumour, saving ‘Craniotomy Only’.

2.13. In ‘Skull Craniotomy’ use the ‘Logical Operator’ function to subtract

‘Craniotomy only’ from ‘Skull’ and save.

2.14. Open ‘Segmentations’ module and export the ‘Skull Craniotomy’ as a
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stereolithography (STL) file.

2.15. Open 3D modelling software and import the STL file ‘Skull Cran-

iotomy’.

• If the model appears in striped pink complete the ‘Flip Normals’

function by selecting the complete model (Select | Double click)

and then ‘Edit | Flip Normals’. The model will now turn grey and

can be edited. Ensure ‘View Objects Browser’ is turned on.

2.16. Reduce the number of triangles to improve the computational time.

2.17. Select the complete model (Select | Double click turns the model orange)

then ‘Edit | Reduce’. The default ‘Reduce’ function is set at 50% so

repeat until the desired reduction is achieved. Aim for a total number of

triangles < 500,000.

2.18. Apply ‘Smoothing’ function ensuring the ‘Shape preserving’ box re-

mains ticked. Select the complete model then ‘Deform | Smooth’.

2.19. Click ‘Analysis’ then ‘Inspector’ and use this function to detect any

small defects in the model and click auto-repair (suggest ‘Flat-fill’ se-

lection).

2.20. Cut skull to create a top and bottom using the ‘Edit/Plane’ cut function.

Select ‘Keep Both Slices’ and ‘Remeshed’ fill type. Change skull to

transparent with ‘Shaders’ function to provide a better internal view of

the skull and adjust the plane so that it is parallel to the skull base.

2.21. Separate shells by selecting ‘Edit | Separate shells’ and rename

‘Skull_Top’ and ‘Skull_Bottom’ within the objects browser.

• Do not move their positions. Click the eye icon to remove one or

the other from view.
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2.22. Click ‘Meshmix’ then select ‘Cylinder’ to create a dowel and edit size

to 4mm×10mm×4mm (‘Edit | Transform’). Hide ‘Skull_Bottom’ by

clicking the eye icon to remove from view.

2.23. Select ‘Edit | Align’ planes. An additional transparent cylinder will ap-

pear. In the ‘Align’ window, choose ‘Surface point’ (left click end trans-

parent cylinder) for the ‘Source’ and ‘Surface point’ (Shift + left click

undersurface of ‘Skull_Top’) for the ‘Destination.’

2.24. Using the ‘Edit | Transform’ function move dowel into skull using the

green arrow and adjust position with blue and red arrows. Rename

‘Dowel_Anterior’.

2.25. In the object browser make 3 copies and rename ‘Dowel_Posterior’,

‘Dowel_Left’ and ‘Dowel_Right’.

2.26. Move each dowel to the desired location using the ‘Edit | Transform’

function.

• Do not move change the position of the dowel in the green plane.

2.27. Create copies of each but keep all copies in the same location and cre-

ate an additional dowel and resize to 3mm× 10mm× 3mm. Rename

‘Dowel’.

2.28. Create holes for Dowels in the skull using the ‘Boolean Difference’

function. Select ‘Skull_Top’ first and then select a dowel in the object

browser. In the ‘Boolean Difference’ tab ensure ‘Auto-reduce’ is switch

off. Repeat for each dowel in turn.

2.29. Hide ‘Skull_Top’ and view ‘Skull_Bottom’ repeating the above

‘Boolean Difference’ function for each dowel in turn.

2.30. Export ‘Skull_Top’, ‘Skull_Bottom’ and ‘Dowel’ as separate binary

STL files.
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3. Brain tissue segmentation

3.1. Upload the contrast enhanced T1 MRI of the brain to

http://niftyweb.cs.ucl.ac.uk/program.php?p=GIF and download its out-

put. This is an open-source parcellation tool for T1-weighted images

that utilizes a Geodesic Information Flow (GIF) algorithm28 to perform

brain extraction and tissue segmentation.

3.2. Open segmentation software and load the contrast enhanced T1 MRI

and GIF parcellation output file.

3.3. Open the ‘Segment Editor’ module and create a new segmentation.

3.4. Select the appropriate labels and combine them to form a single segmen-

tation. For example, cerebral and diencephalon label maps can be com-

bined to create one model, referred to as ‘Brain’ and midbrain, brain-

stem, cerebellum and vermian structures can be combined to create a

second model referred to as ‘Cerebellum’.

3.5. Use the ‘Smoothing’ function (suggested median 2.0 mm 5×5×3 pix-

els).

3.6. Use the ‘Scissors’ function to remove any unwanted or erroneous seg-

mentations.

3.7. Save ‘Brain’ and ‘Cerebellum’ segmentations.

3.8. Open ‘Segmentations’ module and export ‘Brain’ and ‘Cerebellum’ as

STL files.
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4. Tumour segmentation

4.1. Open segmentation software and load the contrast enhanced T1 MRI.

4.2. Open the ‘Segment Editor’ module and create new segmentation named

‘tumour’.

4.3. Use the ‘Threshold’ function to highlight the tumour.

4.4. Correct the segmentation using the ‘Paint’, ‘Draw’ and ‘Erase’ func-

tions.

4.5. Apply the ‘Smoothing’ function (suggested median 2.0 mm 5× 5× 3

pixels).

4.6. Create a new segmentation named ‘Cerebellum_tumour’.

4.7. Combine the ‘Cerebellum’ model and ‘Tumour’ using the ‘Logical Op-

erators | Add’ function.

4.8. Save ‘tumour’ and ‘Cerebellum_tumour’ segmentations.

4.9. Open ‘Segmentations’ module and export ‘Tumour’ and ‘Cerebel-

lum_tumour’ as STL files.

• At the end of the segmentation process, the following files are

available: ‘Skull_Top’, ‘Skull_Bottom’, ‘Dowel’, ‘Brain’, ‘Cere-

bellum’, ‘Tumour’, ‘Cerebellum_tumour’.

D.3 3D Printing of tissue molds and skull
1. Create the brain and tumour molds

1.1. Split the ‘Brain’ segmentation into two hemispheres, using the ‘Plane

cut’ tool in 3D modelling software.

1.2. Save each hemisphere as a separate STL file ‘Brain right’ and
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‘Brain_left’.

1.3. Import the STL file ‘Tumour’ into computer-aided design (CAD) soft-

ware.

1.4. In the mesh workspace, use the ‘Reduce’ function to reduce the size

of the model so that it can be handled by the program – the aim is to

reduce the size as much as possible, whilst still retaining all the detail

necessary.

1.5. Return to the solid workspace and use the ‘Mesh to BRep’ tool to con-

vert the imported mesh to a body that can be manipulated. If this action

cannot be completed, the mesh was not reduced enough in step 1.3.

1.6. Click ‘Create’ then ‘Box’ and draw a box around the tumour. Select

to create this as a ‘New Body’ and rotate the view to ensure the box

completely encloses the tumour on all sides.

1.7. In the modify tab, use the ‘Combine’ tool to cut the tumour (the ‘Tool

Body’) from the box (the ‘Target Body’). This will then leave a box

with a hollow shape of the tumour inside it.

1.8. The hollowed-out box now needs to be cut into an appropriate number

of pieces so that once the mold is filled, it can be prized apart without

damaging the phantom inside. For the tumour here, it is enough to split

the box in two, but for the other parts of the phantom, more pieces are

needed.

1.9. Create planes through the box in the places that the mold needs to be cut.

Click ‘Construct’ then ‘Midplane’ to create a plane through the center

of the box. Right click on the created plane and choose ‘Offset Plane’

to position the plane more precisely.

1.10. Use the ‘Split Body’ function in the ‘Modify’ tab to split the mold along
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the planes created.

1.11. Move the individual pieces of the mold, by right clicking and selecting

‘Move/Copy’, so that all the pieces are facing outwards.

1.12. Add rivets to the faces of each piece of the mold (so it can fit together

securely), by clicking ‘Create sketch’ then ‘Centre diameter circle’ and

on each face, drawing small circles. Right click then ‘Extrude’ these

circles outwards a few millimeters on one face and extrude them inwards

on the corresponding face.

• The circles that are extruded inwards need to be slightly bigger -

approximately 1.5 mm - than those that are extruded outwards, so

that they will fit together snugly.

1.13. Save each piece of the mold as a separate STL file.

1.14. Repeat steps 1.4 to 1.13 for ‘Brain_left’, ‘Brain_right’ and ‘Cerebel-

lum_tumour’.

• Using the file ‘Cerebellum tumour’ rather than just ‘Cerebellum’ to

create the mold means that the mold will have a space in it for the

tumour to be inserted during construction.

2. Print the 3D molds

2.1. Install or open 3D printing software.

2.2. Open the STL file for each piece of the mold in the printing software

and rotate it so that it lies flat against the build plate. It is possible to add

multiple mold pieces to the build plate and to print these simultaneously.

2.3. Choose a large layer height (around 0.2 mm) and low infill value (around

20%) for faster printing. Print the molds using a rigid material such as

Polylactic acid (PLA). If the molds are positioned appropriately, support
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material is not necessary.

3. Print the Skull

3.1. Open the ‘Skull Top’ file in the printing software and choose a large

layer height (around 0.2 mm) and low infill value (around 20%).

3.2. Print the skull model in PLA but in contrast to step 2.3, support material

will be required, so select to ‘add support’ in the software. PVA is used

as the support material as it can later be dissolved away with water.

3.3. Repeat steps 3.1 and 3.2 for ‘Skull_Bottom’.

3.4. Once the top and bottom of the skull have been printed, submerge them

in water overnight to dissolve away the PVA support material.

• The support material will dissolve away much faster if warm water

is used, but if the water is too warm, it will deform the printed

PLA. Therefore, it is preferable to use cool water and leave the

print submerged overnight.

D.4 Preparation of PVA-c
1. Measure 200 g of PVA powder and set to the side.

2. Heat 1800 g of deionised water to 90 ◦C and add to a 2 L conical flask.

• The water needs to be almost boiling so the PVA powder will dissolve

readily, but if the water reaches 100 ◦C, some will be lost to evaporation,

which is to be avoided.

3. Suspend the conical flask in a temperature-controlled water bath set at 90 ◦C.

4. Position an electronic stirrer in the flask, ensuring it does not touch the bottom

or sides, and set the speed to 1500 rpm.

• Check that the water is stirring evenly and there are not stagnant points
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at the sides or bottom.

5. Gradually add the PVA powder to the conical flask, over around 30 min, then

leave it to stir for around another 90 min. The resulting gel is the tissue-

mimicking material PVA-c.

6. Remove the conical flask from the water bath and cover the top with cling

film to prevent the formation of a skin on top of the PVA-c. Leave the PVA-c

to cool to room temperature (around 20 ◦C). Once cooled, the PVA-c will be

transparent. Tiny white crystals may be seen in the PVA-c, but any bubbles

appearing on the surface must be gently scraped off.

7. Add 0.5 w/w% potassium sorbate to the PVA-c as a preservative, and manu-

ally stir well.

8. The PVA-c can be left at room temperature if covered in cling film for a few

days before it is poured into molds.

D.5 Phantom Assembly
1. Measure out enough PVA-c to fill the tumour mold into a beaker and pour the

rest into a separate beaker.

2. To the PVA-c for the tumour, add 1 w/w% glass microspheres for ultrasound

contrast and 5 w/w% Barium Sulfate for X-ray contrast, and stir by hand.

• It may be necessary to measure out excess PVA-c for the tumour so that

these percentages are a measurable amount.

3. Sonicate the beaker to ensure homogeneous mixing of the additives.

4. Leave to cool and allow any bubbles formed to escape, around 10 min, then

scrape any bubbles from the surface.

• Do not leave for extended period once the glass spheres have been

added, no longer than around 10 min, before pouring the PVA-c into
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a mold, as the glass spheres will settle to the bottom of the beaker. Once

the phantom has been frozen, this will no longer be a concern, and the

final phantom can be used at room temperature.

5. Secure the tumour mold together (tape can be used to cover the joins in the

mold) and pour in the PVA-c through the hole in the top of the mold. Leave for

a few minutes to allow any bubbles formed in the pouring process to escape

through the hole, then place straight into the freezer.

6. Perform two freeze-thaw cycles on the tumour; each cycle here consists of 6 h

of freezing at−20 ◦C and 6 h of thawing at room temperature. Then, carefully

remove from mold.

7. Place the tumour into the corresponding space for it in the cerebellum mold,

then construct the rest of the cerebellum mold and secure it together.

8. To the remaining PVA-c add 0.05 w/w% glass microspheres, then repeat

steps 3 and 4.

9. Pour the PVA-c into the cerebellum mold, allowing it to surround the tumour

that has been placed inside. Additionally, pour the mixture into the molds for

each brain hemisphere.

10. Perform two freeze-thaw cycles on each brain hemisphere and the cerebellum;

each cycle here consists of 24 h of freezing at −20 ◦C and 24 h of thawing at

room temperature.

• Cycles with 12 h freezing followed by 12 h thawing also effective, to

allow the phantom to be created in less time. 24 h was chosen for ease

of application, to avoid returning to the lab every 12 h.

11. Once the phantoms have thawed for the second time, carefully remove them

from the molds and place into the printed skull.

• When not in use, the completed PVA-c phantoms should be stored in an
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airtight container in the fridge, and can be kept for a few weeks in this

way.

12. For completion, place the ‘Cerebellum_tumour’ phantom on the spike at the

base of the ‘Skull_Bottom’ model. The models of two brain hemispheres

(‘Brain_left’ and ‘Brain_right’) are placed on top and slot into the uppermost

part of the ‘Cerebellum_tumour’.

13. Place the four dowels in each space on the ‘Skull_Bottom’ model and place

‘Skull_Top’ model on top. If required, the model may then be maneuvered

into the desired position to simulate intraoperative use in surgery.

D.6 Phantom Imaging
1. Ultrasound Imaging

1.1. The skull will not be water-tight, so image using ultrasound gel.

• Gel is not used intraoperatively but may be used in simulation and

does not significantly change the clinical workflow or the quality of

the acquired images.

1.2. Image the brain and tumour through the craniotomy, with a clinical scan-

ner and burr hole probe.

2. CT Imaging

2.1. Image the whole phantom in a CT scanner.



Appendix E

Validation of the proposed two-stage

Inverse Adding Doubling method

The following appendix details the two-stage process that addresses crosstalk be-

tween absorption and scattering spectra (see Section 6.4.2.4).

1. Define a synthetic phantom with given volume fractions (f) of four chro-

mophores (Hb, HbO2, Water, Lipid) that are main constituents in most bi-

ological tissues. Phantom A: (fHb, fHbO2, fWater, fLipid) = (0.0040, 0.0050,

0.6500, 0.0750).

2. Calculate the total absorption spectrum mua-sim of the phantom based on

the known respective absorption spectra of the four chromophore in its pure

form and their volume fractions (Equation (E.1); reduced scattering mus-sim

is calculated with the formula presented in Aernouts et al.’s work (Aernouts

et al., 2013).
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µa(λ ) =
[
µ
′Hb
a (λ )µ ′HbO2

a (λ )µ ′Water
a (λ )µ ′Lipid

]


fHb

fHbO2

fWater

fLipid

λε[400,1800]

(E.1)

3. Together with the calculated mua-sim and mus-sim, we defined the phantom’s

thickness d, and anisotropy coefficient g to be the inputs for Monte Carlo

Simulation to generate total reflectance-mc and total transmittance-mc spectra

of the phantom.

4. Then we used the pair of reflectance-mc and total transmittance-mc to calcu-

late absorption mua-iad and reduced scattering mus-iad of the phantom using

IAD.

5. To investigate the accuracy of the estimation of mua-iad, we fitted the spec-

trum using a non-negative nonlinear least-squares fitting algorithm to derive

f iad
Hb , f iad

HbO2, f iad
Water and f iad

Lipid . The fitting performance is shown as mua-fitted

in Figure E.1,C.

6. To mitigate the crosstalk effect on reduced scattering, we fitted mus-iad with

simple power-law mus-fitted according to the Mie theory.

7. In the second tier IAD, we used the mus-fitted as input constrain of IAD to

calculate a revised mua-iad-R, and repeated step 5 to examine the accuracy

of the estimation (mua-fitted-R). We found that the mua-fitted-R aligned with

the original mua-sim much better compared to the mua-fitted (Figure E.1)

This suggests that the proposed two-stage IAD process will generate a revised ab-

sorption spectrum using the fitted reduced scattering of which the crosstalk effect

is mitigated as an input constraint. And the revised absorption spectrum is evalu-
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Figure E.1: Validation of two-stage IAD process using a computer simulated phantom.
Data of a computer simulated phantom which comprises oxy- and deoxy-
haemoglobin (HbO2, Hb), water and lipid with given volume fractions.
A and B: Total reflectance and total transmittance spectra of the synthetic phan-
tom A, generated by Monte Carlo simulation, and IAD respectively.
C and D: Absorption and reduced scattering spectra of phantom A that are
calculated with the two-stage IAD respectively. It is worth noting that in the
longer wavelength range (> 1400nm) the proposed two-stage IAD method de-
teriorated the reconstruction of absorption spectrum mua-iad-R (C). Presum-
ably, this was because the simple power law fitting with input constraints used
in the second tier IAD calculation was not capable of accurately modelling
the reduced scattering spectrum over a broad range of wavelength (D). More
detailed modelling could mitigate the discrepancies and will be further inves-
tigated.

ated in the phantom simulation study to be accurate to the ground truth (mua-sim),

especially in the wavelength range where the crosstalk is evident.
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Figure E.2: IAD and model-fitted coefficients of brain tumours. Originally-calculated ab-
sorption coefficient (µ IAD

a ) and revised IAD absorption coefficient (µrev
a ) for: A

and B: Fresh (A) and frozen (B) meningioma; C and D: Fresh (C) and frozen
(D) pituitary adenoma; E and F: Fresh (E) and frozen (F) schwannoma; and G
and H: Fresh (G) and frozen (H) glioma
Note that similar to the experimental findings in Figure E.1, µrev

a values di-
verged from µ IAD

a in the longer wavelength range.



Appendix F

Checkerboard Study for iHSI System

Verification

Both the linescan and snapshot camera in Section 6.5.4.1 were tested in combina-

tion with the proposed intraoperative optical system, i.e. the endoscope adapter and

exoscope, to acquire HSI data in a controlled experiment using a datacolor Spy-

derCHECKR checkerboard which comes with 48 colour patches. For the experi-

ments, the Asahi light source was used with the UV-NIR module in combination

with the 400 nm longpass filter to provide light for 400–1050 nm. Reference spec-

tra were acquired using an Ocean Optics Maya 2000 Pro 200–1100 nm spectrometer

with an Ocean Optics QR600-7-VIS125BX reflectance probe (Figure F.1).

For the linescan camera, images were acquired using an exposure time of 10 ms

and gain of 1.2. For the snapshot camera, images were acquired using an expo-

sure time of 15 ms, gain of 2. Proprietary software was used to provide spectrally

calibrated hypercube reflectance data for image analysis for both camera systems

using the default image calibration files provided with the cameras. In particu-

lar, no dedicated system-wide calibration was performed to account for the specific

light source intensity spectrum (Figure 6.17) and individual optical components of

the iHSI system – such as optical filters, endoscope adapter and exoscope – during

image calibration.
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Figure F.1: (a) Checkerboard with 48 colour patches used for HSI system validation. (b)
Spectrometer setup to acquire reference data. (c) Snapshot mosaic image of
4C patch with five manually placed circular annotations of 10 pixel radius dis-
tributed over the patch for spectral analysis.

Both linescan and snapshot cameras were placed at a 35 cm distance to the checker-

board whereby images were acquired for each patch individually. For each cali-

brated hypercube image, five circular regions of 10 pixel radius, distributed over the

colour patch, were manually segmented for spectral analysis (Figure F.1c).
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This document was set in the Times Roman typeface using LATEX and BibTEX, com-

posed with a text editor.
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