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Abstract

Many problems in information security are pattern recognition problems. For ex-

ample, determining if a digital communication can be trusted amounts to certifying

that the communication does not carry malicious or secret content, which can be

distilled into the problem of recognising the difference between benign and mali-

cious content. At a high level, machine learning is the study of how patterns are

formed within data, and how learning these patterns generalises beyond the poten-

tially limited data pool at a practitioner’s disposal, and so has become a powerful

tool in information security.

In this work, we study the benefits machine learning can bring to two prob-

lems in information security. Firstly, we show that machine learning can be used to

detect which websites are visited by an internet user over an encrypted connection.

By analysing timing and packet size information of encrypted network traffic, we

train a machine learning model that predicts the target website given a stream of

encrypted network traffic, even if browsing is performed over an anonymous com-

munication network. Secondly, in addition to studying how machine learning can

be used to design attacks, we study how it can be used to solve the problem of hid-

ing information within a cover medium, such as an image or an audio recording,

which is commonly referred to as steganography. How well an algorithm can hide

information within a cover medium amounts to how well the algorithm models and

exploits areas of redundancy. This can again be reduced to a pattern recognition

problem, and so we apply machine learning to design a steganographic algorithm

that efficiently hides a secret message with an image.

Following this, we proceed with discussions surrounding why machine learn-
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ing is not a panacea for information security, and can be an attack vector in and of

itself. We show that machine learning can leak private and sensitive information

about the data it used to learn, and how malicious actors can exploit vulnerabili-

ties in these learning algorithms to compel them to exhibit adversarial behaviours.

Finally, we examine the problem of the disconnect between image recognition sys-

tems learned by humans and by machine learning models. While human classifi-

cation of an image is relatively robust to noise, machine learning models do not

possess this property. We show how an attacker can cause targeted misclassifica-

tions against an entire data distribution by exploiting this property, and go onto

introduce a mitigation that ameliorates this undesirable trait of machine learning.
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Chapter 1

Introduction

Machine Learning models are increasingly relied upon for safety and business crit-

ical tasks such as in medicine [182, 215, 259], robotics and automotive [209, 221,

250], security [29, 139, 233] and financial [127, 150, 232] applications. However in

environments and problems that necessitate secure solutions, questions have arisen

around the pertinence of applying machine learning [188]. The success of a ma-

chine learning algorithm lies in its ability to generalise to unseen data. The standard

assumption made in machine learning is that the data the algorithm learns on, is

from the same distribution as any data it may observe in the future. The occurrence

of an inconsistency in the distribution of data is called concept drift (also referred

to as covariate shift or data nonstationarity), and is a real concern in production sys-

tems that cannot tolerate mistakes [51, 77]. Errors can also be the consequence of

other underlying issues. If the machine learning algorithm does not receive a suf-

ficient amount of data during training, it may be unable to generalise to new data;

this often referred to as overfitting, where the algorithm is only accurate on the data

it has observed when learning. Underparameterised, or excessively simple algo-

rithms, can also lead to underfitting, where the algorithm cannot adequately capture

the underlying structure of the data. For example, a linear model cannot adequately

fit a non-linear function, and so using such a model will lead to poor performance.

If not addressed, all of these concerns can have devastating consequences on

the accuracy of an algorithm, rendering it unsuitable for use in production. Threat

modelling and a clear evaluation of the requirements of machine learning in pro-
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duction can alleviate these problems, however, there are additionally security vul-

nerabilities that appear to be inherent to the set of machine learning algorithms that

are commonly used today. Firstly, errors in prediction can be intentionally induced

through data poisoning, where an attacker can manipulate the data on which the

algorithm learns. By replacing benign data with malicious data, an attacker can

shift the underlying learned distribution. For example, clustering is often used in

malware detection, where the goal is to distinguish between clusters of benign and

malicious software. If an attacker can mislabel malware as benign and give this

to the algorithm to learn on, this will reduce the efficacy of the algorithm when it

is launched in production [21, 22, 41]. Secondly, even if an algorithm learns on

entirely uncorrupted data, errors can be induced through corrupted data at predic-

tion time. Adversarial perturbations can be added to benign inputs, that appear to

be non-malicious to an oracle classifier, such as a human in vision tasks, but cause

catastrophic failures in the algorithm [227].

In this dissertation, we discuss all of these failure cases. Our broad goal is to

answer the following research questions:

1. Can machine learning be applied to well established problems in infor-

mation security, and reach parity or improve upon standard techniques?

2. What are the inherent risks and dangers of using machine learning in

information security? Are these risks fundamental in nature, or due

to the threat model, problem assumptions, and implementation of the

algorithms?

1.1 Thesis Contributions
This work presented in this dissertation make the following contributions to the

fields of information security and machine learning:

1. In part I, we firstly present a website fingerprinting attack that leverages well

established machine learning algorithms to design robust fingerprints of net-

work traffic that are used to distinguish encrypted website traffic [97]. Sec-
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ondly, we design a robust steganographic scheme for images, based on ad-

versarial training of neural networks [83, 98]. The scheme approaches parity

with established techniques in this space.

2. In part II, we propose attacks on generative machine learning models (i.e.

machine learning models that attempt to learn the joint distribution of data and

label p(x,y) as opposed to discriminative models that learn the conditional

p(y|x).) that are designed to uncover information about the data used to train

the model [102]. We also introduce a simple attack in the multi-party machine

learning setting, that is designed to reduce to utility of a model. We show that

a malicious party can introduce corrupted data into the pool of data that the

model trains on, and consequently leads to unwanted behaviour when the

model is used. Furthermore, we show this behaviour is difficult to observe

using standard metrics such as validation accuracy on a hold-out dataset. We

subsequently investigate defences to such an attack [100].

3. In part III, we first introduce a new method to design a universal adversarial

perturbation. This perturbation can be applied to any data input to cause a

misclassification by a machine learning model trained on similar data, with

high likelihood [99]. Secondly, we introduce a defence to the general problem

of adversarial examples in machine learning. Given a classifier, we show

how to find a ball around an input with radius ε with respect to an `p norm,

such that the classifier is guaranteed to return the same decision for any input

within this ball with high likelihood.

1.2 Thesis Structure
The remainder of this dissertation is organised as follows. Chapter 2 gives an

overview of the main research topics and related work that are used and referenced

throughout this dissertation. Specifically, we survey research on website fingerprint-

ing, steganography, and private and robust machine learning. Part I covers work on

how machine learning can be applied to information security problems, designing

a website fingerprinting attack, and designing a data hiding scheme. Part II details
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work on two problems of secure and private machine learning, membership infer-

ence attacks on generative machine learning models and contamination attacks in

multi-party machine learning. Part III presents work on robust machine learning;

we study the machine learning phenomenon commonly referred to as adversar-

ial examples, in terms of designing effective attacks, and designing defences that

provide robustness guarantees. Finally, Chapter 9 discusses and summarises the

contributions presented in this dissertation.

1.3 Publications & contributions in joint work
The work presented in this dissertation has been published in several venues. Part I

contains research from the following published works:

• ‘k-fingerprinting: A robust scalable website fingerprinting technique’ was

published in USENIX Security Symposium 2016 [97].

• ‘Generating steganographic images via adversarial training’ was publish in

Advances in Neural Information Processing Systems 2017 [98].

These works were both co-authored with my supervisor, George Danezis.

Part II contains findings from:

• ‘LOGAN: evaluating privacy leakage of generative models using generative

adversarial networks’ was published in Proceedings on Privacy Enhancing

Technologies 2019 [102]. This work was jointly lead by myself and Luca

Melis, with co-authors Emiliano De Cristofaro and George Danezis. Both

Luca Melis and I, contributed equally to the attack and experimental design,

while I lead experimental evaluation on the CIFAR-10 and Diabetic Retinopa-

thy datasets.

• ‘Contamination attacks and mitigation in multi-party machine learning’ was

published in Advances in Neural Information Processing Systems 2018 [100].

This work was co-authored by my internship supervisor at Microsoft Re-

search, Olya Ohrimenko.
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Part II contains the following publish works:

• ‘Learning universal adversarial perturbations with generative models’ was

published in IEEE Security and Privacy Workshop on Deep Learning and

Security 2018 [99]. I was the principal investigator and my co-author was

George Danezis.

• ‘Extensions and limitations of randomised smoothing for robustness guaran-

tees’ was published in CVPR 2020 Workshop on Adversarial Machine Learn-

ing in Computer Vision [95] and I was the sole investigator.

1.4 Further contributions
In addition to the work presented in this dissertation, we have made further con-

tributions in several areas in information security and machine learning. On the

information security side we have made the following contributions:

1. Research on the Tor anonymity network routing protocol was presented in

Proceedings on Privacy Enhancing Technologies 2015 in collaboration with

George Danezis [96].

2. End-to-end traffic analysis attacks were presented in the NDSS Workshop

track 2016 [93].

3. A new anonymous notification service was presented in Proceedings of

the Workshop on Privacy in the Electronic Society 2017 in collabora-

tion with Ania Piotrowska, Nethanel Gelernter, George Danezis, and Amir

Herzberg [199].

4. Work on intersection attacks in anonymous communication systems was pre-

sented in Proceedings of the Workshop on Privacy in the Electronic Society

2016 in collaboration with Carmela Troncoso and George Danezis [101].

5. A new anonymous communication network was published in USENIX Se-

curity Symposium 2017 in collaboration with Ania Piotrowska, Tariq Elahi,

Sebastian Meiser, and George Danezis [198].
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6. Application layer defences to website fingerprinting attacks were published in

Proceedings on Privacy Enhancing Technologies 2017 in collaboration with

Giovanni Cherubin and Marc Juarez [46].

On the machine learning side, we published work on:

1. Designing defences to visible adversarial perturbations in the Proceedings of

the IEEE Conference on Computer Vision and Pattern Recognition Work-

shops 2018 [94].

2. Provable defences to adversarial examples in International Conference on

Learning Representation 2020 in collaboration with Krishnamurthy (Dj) Dvi-

jotham, Borja Balle, Zico Kolter, Chongli Qin, Andras Gyorgy, Kai Xiao,

Sven Gowal, and Pushmeet Kohli [62].

3. Designing watermarking schemes, done in collaboration with Krishnamurthy

(Dj) Dvijotham, Yutian Chen, Sander Dieleman, Pushmeet Kohli, and Nor-

man Casagrande [103].

4. Evading classifiers in discrete domains with provable optimality guarantees,

done in collaboration with Bogdan Kulynych, Nikita Samarin, and Carmela

Troncoso [134].

1.5 Experience
During my doctoral studies I was fortunate enough to be awarded a Google PhD

Fellowship, and I spent time at the following institutions:

• From March to June, 2017, I interned with UK Government Digital Ser-

vices, developing and implementing a privacy-preserving machine learning

pipeline to aid threat analysis and improve Transaction Monitoring (TxM) on

the .gov.uk verify system [2].

• From August to October, 2017, I interned at the US Naval Research Labora-

tory under Paul Syverson and Aaron Johnson, developing a project on using
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machine learning techniques to perform privacy-preserving experiments on

live traffic analysis attacks on Tor.

• From February to May, 2018, I interned with Olya Ohrimenko at Microsoft

Research, where we researched attacks in multi-party machine learning.

• From July to September, 2018, I interned with Ian Fischer at Google Re-

search. We developed new techniques for unsupervised style transfer, and

probabilistic conditioning methods for generative models.

• From May to September, 2019, I interned with Pushmeet Kohli at Google

DeepMind. We developed zero-bit watermarking techniques that resist vari-

ous distortion attacks.



Chapter 2

Background

In this chapter, we cover background material necessary to understand and contex-

tualise research contributions made within this thesis. In section 2.1, we survey

machine learning techniques used throughout subsequent chapters. Following this,

in section 2.2, section 2.3, and section 2.4, we give an overview of sub-fields in-

tersecting machine learning, privacy, and security, that are the topics studied in the

remaining chapters.

2.1 Machine learning

2.1.1 Random forests

Random forests are a classification technique consisting of an ensemble of decision

trees, taking a consensus vote of how to classify a new object. They have been

shown to perform well in classification, regression [28, 148] and anomaly detection

[153]. Each tree in the forest is trained using labelled objects represented as feature

vectors of a fixed size. Training includes some randomness to prevent overfitting;

this is referred to as bootstrap aggregation, or bagging, where the training set for

each tree is sampled from the entire available training set with replacement. We use

random forests in chapter 3 to develop a robust website fingerprinting attack.

2.1.2 Neural networks

Neural networks and stochastic gradient descent (SGD) are the core work horses

behind the “deep learning revolution” [82]. Given access to data, X , with label set
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Y , the goal of supervised machine learning is to learn the conditional distribution

p(Y |X). Neural networks define a parameterised function fw : X → Y that when

trained with SGD attempt to approximate the conditional p(Y |X). A neural net-

work is a composition of one or layers of neurons: an operation that takes it’s input,

multiplies it by a weight vector and then passes the sum through an activation func-

tion to the other neurons. Given an input x, to layer i, the input to layer i+1 is given

by

σ(wT
i · x+bi)

where wi, a model weights that govern the strength of a connection between two

neurons, bi is a bias vector, and σ is a non-linear activation function. Popular

choices of non-linear activation functions are ReLU(x) = max(0, x) and the sig-

moid function. One can interpret the final layer as a probability vector by applying

the softmax function to outputs (sometimes referred to as logits). Given an in-

put x, logits fw(x), where fw(x)k is the logit value of the kth class, and true label

y, a loss function is defined that outputs a scalar based on how strongly an input

would be assigned the true class label. The most common loss function to use in

classification-based supervised neural network training is the log-loss defined by

−y log( fw(x)y). Model weights are then updated based on ∂−y log( fw(x)y)
∂w ; averag-

ing this loss over batches of inputs, computing the derivative with respect to model

weights, and updating these weights in the opposite direction to this derivative is

what is known as SGD and has produced state-of-the-art results on classification

problems in a large number of fields (cf. Goodfellow et al. [82]).

2.1.3 Generative models

Given a supervised learning task, and given the features x of a data-point and the

corresponding label y, discriminative models attempt to predict y on future x by

learning a discriminative function f from (x,y); the function takes in input x and

outputs the most likely label y. By contrast, generative models describe how data
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is generated by learning the joint probability distribution of p(X ,Y ). Generative

models based on deep neural networks, such as Generative Adversarial Networks

(GAN) [81] (introduced below) and Variational Auto-encoders (VAE) [130] are

considered the state-of-the-art for producing samples of realistic images [124].

Generative Adversarial Networks (GANs) [81] are neural networks trained in an

adversarial manner to generate data mimicking some distribution. One network

takes noise as input and generates data samples – and so is called the generator.

The other model, the discriminator, receives samples from both the generator and

the training data, and has to be able to distinguish between the two sources. The

two networks play a continuous game where the generator is learning to produce

more and more realistic samples, and the discriminator is learning to get better and

better at distinguishing generated data from real data.

More formally, to learn the generator’s output distribution over data-points x,

we define a prior on input noise variables pz(z), then represent a mapping to data

space as G(z;θg), where G is a generative deep neural network with parameters θg.

We also define a discriminator D(x;θd) that outputs D(x) ∈ [0,1], representing the

probability that x was taken from the training set rather than from the generator G.

D is trained to maximise the probability of assigning the correct label to both real

training examples and fake samples from G. We simultaneously train G to minimise

log(1−D(G(z))). The final optimisation problem solved by the two networks D and

G follows a two-player minimax game as:

min
G

max
D

Ex∼pdata(x)[logD(x)]+Ez∼pz(z)[log(1−D(G(z)))]

First, gradients of D are computed to discriminate fake samples from training data,

then G is updated to generate samples that are more likely to be classified as data.

GANs represent a zero-sum game between two networks, while using first-order

optimisation techniques often fail to converge to a stable solution, if G and D have

enough capacity and a Nash equilibrium is achieved, they will reach a point at which

both cannot improve [81].

Work by Lucic et al. [158] showed that, despite a large number of proposed
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changes to the original GAN model [12, 19, 87] it is still difficult to assess if one per-

forms better than another. They also show that the original GAN performs equally

well against other state-of-the-art GANs, concluding that any improvements are due

to computational budgets and hyper-parameter tuning, rather than scientific break-

throughs.

Variational Auto-encoders (VAE) [130] VAEs [130] consist of two neural networks

(an encoder and a decoder) and a loss function. The encoder compresses data into

a latent space z while the decoder reconstructs the data given the hidden represen-

tation. Rather than attempting to maximise the likelihood, one could maximise a

lower bound of the likelihood, thus, if the lower bound increases to a given level,

the likelihood must be at least as high. More formally, let x be a random vector

of observed variables, which are either discrete or continuous. Let z be a random

vector of latent continuous variables.

The probability distribution between x and z assumes the form pθ (x,z) =

pθ (z)pθ (x | z), where θ indicates that p is parameterised by θ . Also, let qφ (z | x) be

a recognition model whose goal is to approximate the true and intractable posterior

distribution pθ (z | x). We can then define a lower-bound on the log-likelihood of

x as follows: L (x) = −DKL(qφ (z | x) || pθ (z))+Eqφ (z|x)[log pθ (x | z)]. The first

term pushes qφ (z | x) to be similar to pθ (z) ensuring that, while training, the VAE

learns a decoder that, at generation time, will be able to process samples from the

prior distribution such they resemble the training data. The second term can be seen

as a form of reconstruction cost, and needs to be approximated by sampling from

qφ (z | x). In VAEs, the gradient signal is propagated through the sampling process

and through qφ (z | x), using the so-called re-parameterisation trick. This is done

by making z a deterministic function of φ and some noise ε , i.e., z = f (φ ,ε). For

instance, sampling from a normal distribution can be done as z = µ +σε , where

ε ∼ N (0, I). VAEs are trained using stochastic gradient descent to optimise the

loss w.r.t. the parameters of the encoder and decoder θ and φ . For an in-depth

discussion of VAEs, we refer the reader to Doersch [58].

Larsen et al. [140] combine VAEs and GANs into an unsupervised genera-
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tive model that simultaneously learns to encode and generate new samples, which

contain more details, sampled from the training data-points.

2.2 Security of machine learning

2.2.1 Membership inference attacks

In chapter 5, we study membership inference attacks against generative models.

That is, given access to a generative model and an individual data record, can an

attacker tell if a specific record was used to train the model? Membership inference

on generative models is likely to be more challenging than on discriminative ones

(see, e.g., [57]). The latter attempt to predict a label given a data input, and an

attacker can use the confidence the model places on an input belonging to a label to

perform the attack. In generative models, there is no such signal, thus, it is difficult

to both detect overfitting and infer membership.

Specific to membership inference are attacks against supervised models

by Shokri et al. [218]. Their approach exploits differences in the model’s response

to inputs that were or were not seen during training. For each class of the targeted

black-box model, they train a shadow model, with the same machine learning tech-

nique. Whereas, our approach targets generative models and relies on GANs to

provide a general framework for measuring the information leakage. Performing

a membership inference attack amounts to detecting overfitting in generative mod-

els, which is regarded as one of the most important research problems in machine

learning [255].

Additional membership inference attacks focus on genomic research stud-

ies [16, 113], whereby an attacker aims to infer the presence of a particular indi-

vidual’s data within an aggregate genomic dataset, or aggregate locations [202].

Tangentially related are model inversion attacks [74], where an adversary ex-

tracts training data from outputted model predictions. Fredrikson et al. [73] show

how an attacker can rely on outputs from a model to infer sensitive features used

as inputs to the model itself: given the model and some demographic information

about a patient whose records are used for training, an attacker predicts sensitive at-
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tributes of the patient. However, the attack does not generalise on inputs not seen at

training time, thus, the attacker relies on statistical inference about the total popula-

tion [166]. The record extracted by the attacker is not an actual training record, but

an average representation of the inputs that are classified in a particular class. Long

et al. [155] and Yeom et al. [261] investigate connections between membership

inference and model inversion attacks against machine learning classifiers. In par-

ticular, Yeom et al. [261] assumes that the adversary knows the distribution from

which the training set was drawn and its size, and that the adversary colludes with

the training algorithm. Their attacks are close in performance to Shokri et al. [218],

and show that, besides overfitting, the influence of target attributes on model’s out-

puts also correlates with successful attacks. Then, Tramèr et al. [233] present a

model extraction attack to infer the parameters from a trained classifier, however, it

only applies to scenarios where the attacker has access to the probabilities returned

for each class.

Song et al. [222] develop attacks that force a machine learning model to mem-

orise the training data in such a way that an adversary can later extract training

inputs with only black-box access to the model. Carlini et al. [38] show that deep

learning-based language models trained on text data can unintentionally memorise

specific training inputs, which can then be extracted with black-box access, how-

ever, demonstrating it only for simple sequences of digits artificially introduced into

the text. Ateniese et al. [13] present a few attacks against SVM and HMM classi-

fiers aimed to reconstruct properties about training sets, by exploiting knowledge of

model parameters.

Recent work [11, 109, 167] present inference attacks against distributed deep

learning [164]. In particular, Aono et al. [11] target the collaborative privacy-

preserving deep learning protocol of Shokri and Shmatikov [217], and show that

an honest-but-curious server can partially recover participants’ data points from the

shared gradient updates. However, they operate on a simplified setting where the

batch consists of a single data point. Also, Hitaj et al. [109] introduce a white-box

attack against Shokri and Shmatikov [217], which relies on GAN models to gener-



2.2. Security of machine learning 36

ate valid samples of a particular class from a targeted private training set, however,

it cannot be extended to black-box scenarios. Furthermore, evaluation of the at-

tack is limited to the MNIST dataset of handwritten digits where all samples in a

class look very similar, and the AT&T dataset of Faces, which consists of only 400

grayscale images of faces. By contrast, our evaluation in chapter 5 is performed on

13,233, 60,000, and 88,702 images for the LFW, CIFAR-10, and Diabetic Retinopa-

thy datasets, respectively.

Finally, Truex et al. [236] show how membership inference attacks are data-

driven and largely transferable, while Melis et al. [167] demonstrate how an ad-

versarial participant can successfully perform membership inference in distributed

learning [164, 217], as well as inferring sensitive properties that hold only for a

subset of the participants’ training data.

2.2.2 Membership inference defences

Privacy-enhancing tools based on secure multiparty computation and homomorphic

encryption have been proposed to securely train supervised machine learning mod-

els, such as decision trees [151], linear regressors [60], and neural networks [26, 59].

However, these mechanisms do not prevent an attacker from running inference at-

tacks on the privately trained models as the final parameters are left unchanged.

Differential Privacy [63] can be used to mitigate inference attacks, and it has

been widely applied to various machine learning models [8, 137, 190, 217, 242,

253]. Shokri and Shmatikov [217] support distributed training of deep learning net-

works in a privacy-preserving way, where independent entities collaboratively build

a model without sharing their training data, but selectively share subsets of noisy

model parameters during training. Abadi et al. [8] show how to train deep neural

networks (DNNs) with non-convex objectives with an acceptable privacy budget,

while Rahman et al. [205] show that the Abadi et al. [8] proposal partially mitigates

the effects of the Shokri et al. [218] membership inference attack.

Papernot et al. [190, 192] combine multiple models trained with disjoint

datasets without exposing the models, while, Papernot et al. [189] present “defen-

sive distillation” to reduce the effectiveness of adversarial samples on DNNs.
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Then, Beaulieu-Jones et al. [17] apply the noisy gradient descent from Abadi

et al. [8] to train the discriminator of a Generative Adversarial Network with dif-

ferential privacy. The resulting model is then used to generate synthetic subjects

based on the population of clinical trial data. Finally, Jia and Gong [120] use adver-

sarial machine learning to defend against attribute inference attacks, in the setting

where an attacker trains a classifier to infer a target user’s sensitive attributes from

their public data, while Nasr et al. [178] leverage adversarial regularisers to design a

privacy-preserving training mechanism with provable protections against member-

ship inference attacks against discriminative models.

2.2.3 Multi-party machine learning

Multi-party machine learning allows several parties (e.g., hospitals, banks, govern-

ment agencies) to combine their datasets and run algorithms on their joint data in

order to get insights that may not be present in their individual datasets. As there

could be competitive and regulatory restrictions as well as privacy concerns about

sharing datasets, there has been extensive research on developing techniques to per-

form secure multi-party machine learning. The main guarantee of secure multi-

party computation (MPC) is to allow each party to obtain only the output of their

mutually agreed-upon computation without seeing each others data nor trusting a

third-party to combine their data for them.

Secure MPC can be enabled with cryptographic techniques [26, 79, 107, 171,

180], and systems based on trusted processors such as Intel SGX [10, 24, 183]. In

the latter, a (untrusted) cloud service collects encrypted data from multiple parties

who decide on an algorithm and access control policies of the model, and runs

the code inside of a Trusted Execution Environment (TEE) protected by hardware

guarantees of the trusted processor. The data is decrypted with the TEE and stays

encrypted in memory. This ensures that nothing except the output is revealed to

the parties, while no one else (including the cloud provider) learns neither the data

nor the output, and any tampering with the data during the computation is detected.

Additionally, it allows parties to outsource potentially expensive computation and

guarantees that they do not see model parameters during training that have to be
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shared, for example, in distributed settings [91, 163, 194, 206, 217].

Multi-party machine learning raises concerns regarding what parties can learn

about each others data through model outputs as well as how much a malicious

party can influence training. The number of parties and how much data each one of

them contributes influences the extent of their malicious behaviour. For example,

the influence of each party is limited in the case where a model is trained from

hundreds or thousands of parties (e.g., users of an email service) where each party

owns a small portion of training data. As a result, differential privacy guarantees at a

per-party level have shown to be successful [8, 165]. Indeed, such techniques make

an explicit assumption that adding or removing one party’s data does not change the

output significantly.

2.2.4 Adversarial examples

Szegedy et al. [227] casts the construction of adversarial examples as an optimi-

sation problem. Given a target model, f , and a source input x, which is classified

correctly by f as c, the attacker aims to find a perturbation, δ , such that x+ δ is

perceptually identical to x but f (x+δ ) 6= c. The attacker tries to minimise the dis-

tance between the source input and adversarial input under an appropriate measure.

The problem space can be framed to find a specific misclassification in a targeted

attack, or any misclassification, referred to as a non-targeted attack.

In the absence of a distance measure that accurately captures the perceptual

differences between a source and adversarial input, the `p metric is commonly

used [227]. Related work commonly uses the `2 and `∞ metrics [34, 35, 54, 105,

132, 136, 173, 172, 264]. The `2 metric measures the Euclidean distance between

two inputs, while the `∞ metric measures the largest pixel-wise difference between

two inputs (Chebyshev distance).

2.3 Website fingerprinting
Traditional encryption obscures only the content of communications and does not

hide metadata such as the size and direction of traffic over time. Anonymous com-

munication systems obscure both content and metadata, preventing a passive at-
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tacker from observing the source or destination of communication. Anonymous

communications tools, such as Tor [57], route traffic through relays to hide its ulti-

mate destination. Tor is designed to be a low-latency system to support interactive

activities such as instant messaging and web browsing, and does not significantly

alter the shape of network traffic. This allows an attacker to exploit information

leaked via the order, timing and volume of resources requested from a website. As

a result, many works have shown that website fingerprinting attacks are possible

even when a client is browsing with encryption or using an anonymity tool such as

Tor [31, 86, 138, 185, 216, 247]. Website fingerprinting is commonly formulated as

a classification problem. An attacker wishes to know whether a client browses one

of n web pages. The attacker first collects many examples of traffic traces from each

of the n web pages by performing web-requests through the protection mechanism

under attack; features are extracted and a machine learning algorithm is trained to

classify the website using those features. When a client browses a web page, the

attacker passively collects the traffic, passes it in to their classifier and checks if

the client visited one of the n web pages. In the literature this is referred to as the

closed-world setting – a client is restricted to browse a limited number of web pages,

monitored by the attacker. However, the closed-world model has been criticised for

being unrealistic [121, 196] since a client is unlikely to adhere to such a constraint.

The open-world setting attempts to model a more realistic setting where the attacker

monitors a small number of web pages, but allows a client to additionally browse to

a large world size of unmonitored web pages [186, 244].

2.4 Steganography

Steganography research can be split into two subfields: the construction of stegano-

graphic algorithms and the study of steganalysis. Research into steganographic al-

gorithms concentrates on finding methods to embed undetected information within

a medium while minimising the perturbations of the added information within that

medium. Steganalysis research seeks to discover methods to detect such perturba-

tions. Steganalysis is a binary classification task: discovering whether or not secret
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information is present with a message, and so machine learning classifiers are com-

monly used in this field.

Least significant bit (LSB) [169] is a simple steganographic algorithm used

to embed a secret message within a cover image. Each pixel in an image is made

up of three RGB colour channels (or one for grayscale images), and each colour

channel is represented by a number of bits. For example, it is common to represent

a pixel in a grayscale image with an 8-bit binary sequence. The LSB technique

then replaces the least significant bits of the cover image by the bits of the secret

message. By only manipulating the least significant bits of the cover image, the

variation in colour of the original image is minimised. However, information from

the original image is always lost when using the LSB technique, and is known to be

vulnerable to steganalysis [75].

Most steganographic schemes for images use a distortion function that forces

the embedding process to be localised to parts of the image that are considered

noisy. Steganographic algorithms attempt to minimise the distortion function be-

tween a cover image, C, and a steganographic image, C′,

d(C,C′) = f (C,C′) · |C−C′|

It is the choice of the function f , the cost of distorting a pixel, which changes

for different steganographic algorithms. State-of-the-art embedding algorithm,

HUGO [197], is considered to be one of the most secure steganographic tech-

niques [39]. It defines a distortion function domain by assigning costs to pixels

based on the effect of embedding some information within a pixel, the space of

pixels is condensed into a feature space using a weighted norm function. WOW

(Wavelet Obtained Weights) [111] is another advanced steganographic method that

embeds information into a cover image according to regions of complexity. If a

region of an image is more textually complex than another, the more pixel values

within that region will be modified. Finally, S-UNIWARD [112] proposes a univer-

sal distortion function that is agnostic to the embedding domain. However, the end

goal is much the same: to minimise this distortion function, and embed information
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in noisy regions or complex textures, avoiding smooth regions of the cover images.

In terms of steganalysis, we measure our work in chapter 4 against the ATS [145]

steganalysis tool. ATS uses labelled data to build artificial training sets of cover and

steganographic images, and is trained using an SVM with a Gaussian kernel. The

authors show that this technique outperforms other popular steganalysis tools.



Part I

Machine learning applications to

information security
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In chapter 2, we introduced two problems in information security; website

fingerprinting and the problem of designing a secure steganographic algorithm for

digital media. We saw that machine learning has been extensively applied to the

problem of website fingerprinting. Indeed, the challenge of website fingerprinting

is to design a function that accepts a network traffic flow as input and a website

label as output, and therefore standard classification techniques in machine learning

are suited to such a problem. While machine learning techniques have been applied

to the problem of steganalysis, there is a dearth of research into how machine learn-

ing techniques can be used for steganography. This is perhaps surprising, since the

success of both steganography and steganalysis depend on the ability of the tech-

nique to model the cover medium, a task that is again suited to machine learning

techniques. In chapter 3 and chapter 4, we show how machine learning can be used

to tackle both of these problems.



Chapter 3

Robust & scalable website

fingerprinting

Website fingerprinting has been studied extensively in previous works. Early work

by Wagner and Schneier [241], and Cheng and Avnur [45] exposed the possibility

that encrypted HTTP GET requests may leak information about the URL, conduct-

ing preliminary experiments on a small number of websites. They asked clients in

a lab setting to browse a website for 5-10 minutes, pausing two seconds between

page loading. With caching disabled they were able to correctly identify 88 pages

out of 92 using simple packet features. Early website fingerprinting defences were

usually designed to safeguard against highly specific attacks. In 2009, Wright et al.

[252] designed ‘traffic morphing’ that allowed a client to shape their traffic to look

as if it was generated from a different website. They were able to show that this de-

fence does well at defeating early website fingerprinting attacks that heavily relied

on exploiting unique packet length features [149, 226].

A simple defence instantiated by Tor is to pad all packets to a fixed-size cells

of 512 bytes. Tor also implemented randomised ordering of HTTP pipelines [195]

in response to the attack by Panchenko et al. [185], who used packet ordering fea-

tures to train an SVM classifier. This attack on Tor achieved an accuracy of 55%,

compared to a previous attack that did not use such fine grained features achieving

3% accuracy on the same dataset using a Naive-Bayes classifier [106]. Other de-

fences such as the decoy defence [185] loads a camouflage website in parallel to
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a legitimate website, adding a layer of background noise. They were able to show

using this defence attack accuracy of the SVM again dropped down to 3%.

Luo et al. [159] designed the HTTPOS fingerprinting defence at the application

layer. HTTPOS acts as a proxy accepting HTTP requests and obfuscating them

before allowing them to be sent. It modifies network features on the TCP and HTTP

layer such as packet size, packet time and payload size, along with using HTTP

pipelining to obfuscate the number of outgoing packets. They showed that HTTPOS

was successful in defending against a number of classifiers [23, 42, 149, 226].

More recently Dyer et al. [67] created a defence, BuFLO, that combines many

previous countermeasures, such as fixed packet sizes and constant rate traffic, and

showed this defence improved upon others at the expense of a high bandwidth over-

head. Cai et al. [32] made modifications to the BuFLO defence based on rate adapta-

tion again at the expense of a high bandwidth overhead. Following this Nithyanand

et al. [181] proposed Glove, that groups website traffic into clusters that cannot be

distinguished from any other website in the set. This provides information theoretic

privacy guarantees and reduces the bandwidth overhead by intelligently grouping

web traffic in to similar sets.

Cai et al. [31] modified the kernel in Panchenko et al. [185] SVM to improve

an attack on Tor, and was further improved in an open-world setting by Wang and

Goldberg [245], achieving a true positive rate (TPR) of over 0.95 and a false positive

rate (FPR) of 0.002 when monitoring one web page. Wang et al. [248] conducted

attacks on Tor using large open-world sets. Using a k-nearest neighbour classifier

they achieved a TPR of 0.85 and FPR of 0.006 when monitoring 100 web pages

out of 5100 web pages. More recently Wang and Goldberg [243] suggested a de-

fence using a browser in half-duplex mode – meaning a client cannot send multiple

requests to servers in parallel. In addition to this simple modification they add ran-

dom padding and show they can even foil an attacker with perfect classification ac-

curacy with a comparatively (to other defences) small bandwidth overhead. Wang

and Goldberg [247] then investigated the practical deployment of website finger-

printing attacks on Tor. By maintaining an up-to-date training set and splitting a
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full packet sequence in to components comprising of different web page load traces

they show that practical website fingerprinting attacks are possible. By considering

a time gap of 1.5 seconds between web page loads, their splitting algorithm can

successfully parse a single packet sequence in to multiple packet sequences with no

loss in website fingerprinting accuracy. Gu et al. [86] studied website fingerprinting

in multi-tab browsing setting. Using a Naive Bayes classifier on the 50 top-ranked

websites in Alexa, they show when tabs are opened with a delay of 2 seconds, they

can classify the first tab with 75.9% accuracy, and the background tab with 40.5%.

More recently, Kwon et al. [138] showed that website fingerprinting attacks can be

applied to Tor hidden services, and due to the long lived structure of hidden services,

attacks can be even more accurate than when compared to non-hidden pages. They

correctly de-anonymise 50 monitored hidden service servers with TPR of 88% and

FPR of 7.8% in an open world setting. In concurrent work to ours, Panchenko et al.

[186] have experimented with large datasets. Using a mix of different sources they

produced two datasets, one of 34,580 unique websites (118,884 unique web pages)

and another of 65,409 unique websites (211,148 unique web pages). Using a varia-

tion of a sequence of cumulative summations of packet sizes in a traffic trace they

show their attack, CUMUL, was of similar accuracy to k-NN [248] under normal

browsing conditions.

3.1 k-fingerprints from random forests

We consider an attacker that can passively collect a client’s encrypted or

anonymised web traffic, and aims to infer which web resource is being requested.

Dealing with an open-world (as defined in section 2.3), makes approaches based

purely on classifying previously seen websites inapplicable. Our technique, k-

fingerprinting, aims to define a distance-based classifier. It automatically manages

unbalanced sized classes and assigns meaningful distances between packet se-

quences, where close-by ‘fingerprints’ denote requests likely to be for the same

resources.

Our technique, k-fingerprinting, is based on random forests, which are used to
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extract a fingerprint for each traffic instance1, instead of directly using the classi-

fication decision of the random forest. We define a distance metric between two

traces based on the output of the forest like so: given a feature vector each tree in

the forest associates a leaf identifier with it, forming a vector of leaf identifiers for

the input, which we refer to as the fingerprint.

Once fingerprint vectors are extracted for two traces, we use the Hamming

distance2 to calculate the distance between these fingerprints3. We classify a test

instance as the label of the closest k training instances via the Hamming distance

of fingerprints – assuming all labels agree. We evaluate the effect of varying k,

the number of fingerprints used for comparison, in section 3.6, section 3.7, and

section 3.8.

The vector output by the random forest represents a robust fingerprint: we

expect similar traffic sequences are more likely to fall on the same leaves than dis-

similar traffic sequences. Since the forest has been trained on a classification task,

traces from the same websites are preferentially aggregated in the same leaf nodes,

and those from different websites kept apart. We can vary the number of training

instances, k, a fingerprint should match, to allow an attacker to trade the true pos-

itive rate (TPR) for false positive rate (FPR). This is not possible using the direct

classification of the random forest. By using a k-closest fingerprint technique for

classification, the attacker can choose how they wish to decide upon final classifi-

cation4. For the closed-world setting we do not need the additional fingerprint layer

for classification, we can simply use the classification output of the random forest

since all classes are balanced and our attack does not have to differentiate between

false positives and false negatives. For the closed-world setting we measure the

mean accuracy of the random forest.

1We define a traffic instance as the network traffic generated via a web page load.
2We experimented with using the Hamming, Euclidean, Mahalanobis and Manhattan distance

functions and found Hamming to provide the best results.
3For example, given the Hamming distance function d : V ×V → R, where V is the space of

leaf symbols, we expect given two packet sequences generated from loading https://google.
com, with fingerprints vectors f1, f2 and a packet sequence generated from loading https://
facebook.com with fingerprint f3, that d( f1, f2)< d( f1, f3) and d( f1, f2)< d( f2, f3).

4We chose to classify a traffic instance as a monitored page if all k fingerprints agree on the label,
but an attacker could choose some other metric such as majority label out of the k fingerprints.

https://google.com
https://google.com
https://facebook.com
https://facebook.com
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3.2 The k-fingerprinting attack
Our k-fingerprinting attack proceeds in two phases: The attacker chooses which

web pages they wish to monitor and captures network traffic generated via loading

the monitored web pages and a large number of unmonitored web pages. These

target traces for monitored websites, along with some traces for unmonitored web-

sites, are used to train a random forest for classification. Given a packet sequence

representing each training instance of a monitored web page, it is converted to a

fixed length fingerprint as described in section 3.1 and stored.

The attacker then passively collects instances of web page loads from a client’s

browsing session. A fingerprint is extracted from the newly collected packet se-

quence. The attacker then computes the Hamming distance of this new fingerprint

against the corpus of fingerprints collected during training and is classified as a

monitored page if and only if all k fingerprints agree on classification, as described

in section 3.1, otherwise it is classified as an unmonitored page.

We define the following performance measures for the attack:

• True Positive Rate (TPR). The probability that a monitored page is classified

as the correct monitored page.

• False Positive Rate (FPR). The probability that an unmonitored page is in-

correctly classified as a monitored page.

• Bayesian Detection Rate (BDR). The probability that a page corresponds

to the correct monitored page given that the classifier recognised it as that

monitored page. Assuming a uniform distribution of pages BDR can be found

from TPR and FPR using the formula

T PR.Pr(M)

(T PR.Pr(M)+FPR.Pr(U))

where

Pr(M) =
|Monitored Pages|
|Total Pages|

, Pr(U) = 1−P(M).

Ultimately BDR indicates the practical feasibility of the attack as it measures the
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main concern of the attacker, the probability that the classifier made a correct pre-

diction.

3.3 Experimental set-up
We collect two datasets: one via Tor5 DSTor, and another via a standard web

browser, DSNorm. DSNorm consists of 30 instances from each of 55 monitored

web pages, along with 7,000 unmonitored web pages chosen from Alexa’s top

20,000 web sites [1]. We collected DSNorm using a number of Amazon EC2

instances6, Selenium7 and the headless browser PhantomJS8. We used

tcpdump9 to collect network traces for 20 seconds with 2 seconds between each

web page load. Monitored pages were collected in batches of 30 and unmonitored

web pages were collected successively. Page loading was performed with no caches

and time gaps between multiple loads of the same web page, as recommended

by Wang and Goldberg [245]. We chose to monitor web pages from Alexa’s top

100 web sites [1] to provide a comparison with the real world censored web pages

used in the Wang et al. [248] data set10. DSTor was collected in a similar manner

to DSNorm but was collected via the Tor browser. DSTor consists of two subsets of

monitored web pages: (i) 100 instances from each of the 55 top Alexa monitored

web pages and (ii) 80 instances from each of 30 popular Tor hidden services. A Tor

hidden service is a website that is hosted behind a Tor client’s Onion Proxy, which

serves as the interface between application and network. Tor hidden services allow

both a client accessing the website and the server hosting the website to remain

anonymous to one another and any external observers. We chose hidden services

to fingerprint based on popularity as listed by the .onion search engine Ahmia11.

The unmonitored set is comprised of the top 100,000 Alexa web pages, excluding

5The most recent version at the time of collection was used, Tor Browser 5.0.6.
6https://aws.amazon.com/ec2/
7http://www.seleniumhq.org/
8http://phantomjs.org/
9http://www.tcpdump.org/

10We used TCP/IP packets for final classification over abstracting to the Tor cell layer [245],
preliminary experiments showed no consistent improvements from using one data layer for classifi-
cation over the other.

11http://www.ahmia.fi/

https://aws.amazon.com/ec2/
http://www.seleniumhq.org/
http://phantomjs.org/
http://www.tcpdump.org/
http://www.ahmia.fi/
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the top 55. We chose to fingerprint web pages as listed by Alexa as these consti-

tute the most popular web pages in the world over extended periods of time, and

hence provide a more realistic dataset than choosing pages at random and/or using

transiently popular website links as included in recent work from Panchenko et al.

[186]. By including website visits to trending topics we argue that this diminishes

the ability to properly measure how effective a website fingerprinting attack will

perform in general.

For comparison to previous work, we evaluated our attack on one of the previ-

ous largest website fingerprinting datasets [248], which collected 90 instances from

each of 100 monitored sites, along with 5000 unmonitored web pages. The Wang

et al. [248] monitored web pages are various real-world censored websites from

UK, Saudi Arabia and China providing a realistic set of web pages an attacker may

wish to monitor. The unmonitored web pages are chosen at random from Alexa’s

top 10,000 websites – with no intersection between monitored and unmonitored

web pages.

This allows us to validate k-fingerprinting on two different datasets while al-

lowing for direct comparison against the state-of-the-art k-nearest neighbour at-

tack [248]. We can also infer how well the attack works on censored web pages

which may not have small landing pages or be set up for caching like websites in

the top Alexa list. Testing k-fingerprinting on both real-world censored websites

and top Alexa websites indicates how the attack performs across a wide range of

websites.

For the sake of comparison, according to a study by research firm Nielsen [3]

the number of unique websites visited per month by an average client in 2010 was

89. Another study [121, 184] collected web site statistics from 80 volunteers in a

virtual office environment. Traffic was collected from each volunteer for a total of

40 hours. The mean unique number of websites visited per volunteer was 484, this

is substantially smaller than the world sizes we consider in our experiments.
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3.4 Information leakage from network traffic fea-

tures
Our first contribution is a systematic analysis of feature importance. Despite some

preliminary work by Panchenko et al. [185], there is a notable absence of feature

analysis in the website fingerprinting literature. Instead features are picked based

on heuristic arguments. All feature importance experiments were performed with

the Wang et al. [248] dataset so as to allow direct comparison with their attack

results.

We train a random forest classifier in the closed-world setting using a fea-

ture vector comprised of features commonly used in related work, and labels corre-

sponding to the monitored sites. We use the gini coefficient as the purity criterion

for splitting branches and estimate feature importance using the standard methodol-

ogy described by Breiman [28], Friedman [76]. Each time a decision tree branches

on a feature the weighted sum of the gini impurity index for the two descendant

nodes is higher than the purity of the parent node. We add up the gini decrease for

each individual feature over the entire forest to get a consistent measure of feature

importance.

Figure 3.1 illustrates the effect of using a subset of features for random forest

classification. We first train a random forest classifier to establish feature impor-

tance; and then train new random forests with only subsets of the most informative

features. As we increase the number of features we observe a monotonic increase in

accuracy; however there are diminishing returns as we can achieve nearly the same

accuracy after using the 30 most important features. We chose to use 150 features

in all following experiments since the difference in training time when using fewer

features was negligible.

Figure 3.2 identifies the top-20 ranked features and illustrates their variability

across 100 repeated experiments. As seen in fig. 3.1 there is a reduction in gradient

when combining the top 15 features compared to using the top 10 features. Fig-

ure 3.2 shows that the top 13 features are comparatively more important than the

rest of the top 20 features, hence there is only a small increase in accuracy when
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Figure 3.1: Accuracy of k-fingerprinting in a closed-world setting as the number of features
is varied.

using the top 15 features compared to using the top 10. After the drop between the

rank 13 and rank 14 features, feature importance falls steadily until feature rank 40,

after which the reduction in feature importance is less prominent12. Note that there

is some interchangeability in rank between features, we assign ranks based on the

average rank of a feature over the 100 experiments.

From each packet sequence we extract the following features:

• Number of packets statistics. The total number of packets, along with the

number of incoming and outgoing packets [67, 185, 248]. The number of

incoming packets during transmission is the most important feature, and to-

gether with the number of outgoing packets during transmission are always

two of the five most important features. The total number of packets in trans-

mission has rank 10.

• Incoming & outgoing packets as fraction of total packets. The number of

incoming and outgoing packets as a fraction of the total number of packets

[185]. Always two of the five most important features.
12The total feature importance table is shown in appendix A.1.
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Figure 3.2: The 20 most important features.

• Packet ordering statistics. For each successive incoming and outgo-

ing packet, the total number of packets seen before it in the sequence

[31, 185, 248]. The standard deviation of the outgoing packet ordering list

has rank 4, the average of the outgoing packet ordering list has rank 7. The

standard deviation of the incoming packet ordering list has rank 12 and the
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average of the incoming packet ordering list has rank 13.

• Concentration of outgoing packets. The packet sequence split into non-

overlapping chunks of 20 packets. Count the number of outgoing packets

in each of the chunks. Along with the entire chunk sequence, we extract the

standard deviation (rank 16), mean (rank 11), median (rank 64) and max (rank

65) of the sequence of chunks. This provides a snapshot of where outgoing

packets are concentrated [248]. The features that make up the concentration

list are between the 15th and 30th most important features, but also make up

the bulk of the 75 least important features.

• Concentration of incoming & outgoing packets in first & last 30 packets.

The number of incoming and outgoing packets in the first and last 30 packets

[248]. The number of incoming and outgoing packets in the first thirty packets

has rank 19 and 20, respectively. The number of incoming and outgoing

packets in the last thirty packets has rank 50 and 55, respectively.

• Number of packets per second. The number of packets per second, along

with the mean (rank 44), standard deviation (rank 38), min (rank 117), max

(42), median (rank 50).

• Alternative concentration features. This subset of features is based on the

concentration of outgoing packets feature list. The outgoing packets feature

list split into 20 evenly sized subsets and sum each subset. This creates a new

list of features. Similarly to the concentration feature list, the alternative con-

centration feature list are regularly in the top 20 most important features and

bottom 50 features. Note though concentration features are never seen in the

top 15 most important features whereas alternative concentration features are,

– at rank 14 and 15, – so information is gained by summing the concentration

subsets.

• Packet inter-arrival time statistics. For the total, incoming and outgoing

packet streams extract the lists of inter-arrival times between packets. For
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each list extract the max, mean, standard deviation, and third quartile [23].

These features have rank between 40 and 70.

• Transmission time statistics. For the total, incoming and outgoing packet

sequences we extract the first, second, third quartile and total transmission

time [248]. These features have rank between 30 and 50. The total transmis-

sion time for incoming and outgoing packet streams are the most important

out of this subset of features.

• Alternative number of packets per second features. For the number of

packets per second feature list we create 20 even sized subsets and sum each

subset. The sum of all subsets is the 9th most important feature. The features

produced by each subset are in the bottom 50 features - with rank 101 and

below. The important features in this subset are the first few features with

rank between 66 and 78, that are calculated from the first few seconds of a

packet sequence.

We conclude that the total number of incoming packets is the most informative

feature. This is expected as different web pages have different resource sizes, that

are poorly hidden by encryption or anonymisation, and are unaffected by differing

network conditions. The number of incoming and outgoing packets as a fraction

of the total number of packets are also informative for the same reason. The least

important features are from the padded concentration of outgoing packets list, since

the original concentration of outgoing packets lists were of non-uniform size and

so have been padded with zeros to give uniform length. Clearly, if most packet se-

quences have been padded with the same value this will provide a poor criterion for

splitting, hence being a feature of low importance. Packet concentration statistics,

while making up the bulk of “useless features” also regularly make up a few of the

top 30 most important features, they are the first few items that are unlikely to be

zero. In other words, the first few values in the packet concentration list do split the

data well.

Packet ordering features have rank 4, 7, 12 and 13, indicating these features are
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a good criterion for classification. Packet ordering features exploit the information

leaked via the way in which browsers request resources and the end server orders

the resources to be sent. This supports conclusions made by Cai et al. [31], Wang

et al. [248] on the importance of packet ordering features.

We also found that the number of incoming and outgoing packets in the first

thirty packets, with rank 19 and 20, were more important than the number of in-

coming and outgoing packets in the last thirty packets, with rank 50 and 55. In

the alternative number packets per second feature list the earlier features were a

better criterion for splitting than the later features in the list. This supports claims

by Wang et al. [248] that the beginning of a packet sequence leaks more information

than the end of a packet sequence. In contrast to Bissias et al. [23], we found packet

inter-arrival time statistics, with rank between 40 and 70, only slightly increase the

attack accuracy, despite being a key feature in their work.

3.5 Attack on hardened defences
For direct comparison we tested our random forest classifier in a closed-world set-

ting on various defences against the k-NN attack [248] and the more recent CU-

MUL13 [186] attack using the Wang et al. [248] dataset. Note that most of these

defences require large bandwidth overheads that may render them unusable for the

average client. We test against the following defences:

• BuFLO [67]. This defence sends packets at a constant size during fixed time

intervals. This potentially extends the length of transmission and requires

dummy packets to fill in gaps.

• Decoy pages [185]. This defence loads a decoy page whenever another page

is loaded. This provides background noise that degrades the accuracy of an

attack. This is essentially a defence that employs multi-tab browsing.

• Traffic morphing [252]. Traffic morphing shapes a client’s traffic to look

like another set of web pages. A client chooses the source web pages that

13Note we did not have access to original authors implementation code at the time of writing and
so recreated the attack using sklearn.svm with RBF kernel and sklearn.gridsearch.
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they would like to defend, as well as a set of target web pages that they would

like to make the source processes look like.

• Tamaraw [246]. Tamaraw operates similarly to BuFLO but fixes packet sizes

depending on their direction. Outgoing traffic is fixed at a higher packet in-

terval, this reduces overhead as outgoing traffic is less frequent.

• Adaptive Padding (AP) [122, 216]. AP protects anonymity by introducing

traffic in to statistically unlikely delays between packets in a flow. This limits

the amount of extra bandwidth required and does not incur any latency costs.

AP uses previously computed histograms of inter-arrival packet times from

website loads to determine when a dummy packet should be injected14. This

is currently the favoured option if padding were to be implemented in Tor [4].

Table 3.1 shows the performance of k-fingerprinting against k-NN and CU-

MUL under various website fingerprinting defences in a closed-world setting. Un-

der every defence k-fingerprinting is comparable or achieves better results than

the k-NN attack and performs significantly better than CUMUL. Note that k-

fingerprinting does equally well when traffic morphing is applied compared to no

defence. As Lu et al. [157] note, traffic morphing is only effective when the at-

tacker restricts attention to the same features targeted by the morphing process. Our

results confirm that attacks can succeed even when traffic morphing is employed.

k-fingerprinting also performs nearly 10% better than k-NN when decoy pages are

used, which is in effect a marker for how well the attack performs on multi-tab

browsing. Due to the dependency of packet length and sequence length features,

CUMUL performs substantially worse than the other two attacks under website fin-

gerprinting defences. Though CUMUL uses a similar number of features and is

of similar computational efficiency to k-fingerprinting, simple defences remove the

feature vector patterns between similar web pages used in CUMUL, rendering the

attack ineffectual. More generally, any attack that uses a restricted set of features

14As Juarez et al. [122] note, the distribution of histogram bins is dependent on the individual
client bandwidth capacity. Optimising histograms for a large number of clients is an open problem.
Here we implement a naive version of AP with one master histogram for all clients.
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Table 3.1: Attack comparison under various website fingerprinting defences.

defences This work k-NN [248] CUMUL [186] Bandwidth overhead (%)

No defence 0.91 ±0.01 0.91 ±0.03 0.91 ±0.04 0
Morphing [252] 0.90 ±0.03 0.82 ±0.06 0.75 ±0.07 50 ±10
Decoy pages [185] 0.37 ±0.01 0.30 ±0.06 0.21 ±0.02 130 ±20
Adaptive Padding [216] 0.30 ±0.04 0.19 ±0.03 0.16 ±0.03 54
BuFLO [67] 0.21 ±0.02 0.10 ±0.03 0.08 ±0.03 190 ±20
Tamaraw [246] 0.10 ±0.01 0.09 ±0.02 0.08 ±0.03 96 ±9

will suffer greatly from a defence that targets those features. k-fingerprinting per-

forms well under defences due to its feature set that captures traffic information not

used in CUMUL such as packet timings and burst patterns. The k-NN attack per-

forms slightly better than CUMUL but requires an order of magnitude more features

than both CUMUL and k-fingerprinting. Our attack is both more efficient and more

accurate than CUMUL and k-NN under defences.

3.6 Attack on the Wang et al. [248] dataset
We first evaluate k-fingerprinting on the Wang et al. [248] dataset. This dataset

was collected over Tor, and thus implements padding of packets to fixed-size cells

(512-bytes) and randomization of request orders [195]. Thus the only available

information to k-fingerprinting are timing and volume features. We train on 60 out

of the 90 instances for each of the 100 monitored web pages; we vary the number

of pages on which we train from the 5000 unmonitored web pages. For the attack

evaluation we use fingerprints of length 200 and 150 features. Final classification is

as described in section 3.2, if all k fingerprints agree on classification a test instance

is classified as a monitored web page, otherwise it is classified as an unmonitored

web page.

The scenario for the attack is as follows: an attacker monitors 100 web pages;

they wish to know whether a client is visiting one of those pages, and establish

which one. The client can browse to any of these web pages or to 5000 unmonitored

web pages, which the attacker classifies in bulk as an unmonitored page.

Using the k-fingerprinting method for classifying a web page we measure a

TPR of 0.88± 0.01 and a FPR of 0.005± 0.001 when training on 3500 unmonitored
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Figure 3.3: Attack results for 1500 unmonitored training pages while varying the number
of fingerprints used for comparison, k, over 10 experiments.

Table 3.2: k-fingerprinting results for k=3 while varying the number of unmonitored train-
ing pages.

Training pages TPR FPR BDR

0 0.90±0.02 0.750±0.01 0.419
1500 0.88±0.02 0.013±0.007 0.983
2500 0.88±0.01 0.007±0.001 0.993
3500 0.88±0.01 0.005±0.001 0.997
4500 0.87±0.02 0.009±0.001 0.998

web pages and k, the number of training instances used for classification, set at k=3.

k-fingerprinting achieves better accuracy than the state-of-the-art k-NN attack that

has a TPR of 0.85 ± 0.04 and a FPR of 0.006 ± 0.004.

Best results are achieved when training on 3500 unmonitored web pages. Ta-

ble 3.2 reports TPR and FPR when using different numbers of unmonitored web

pages for training with k=3. As we train more unmonitored web pages we decrease

our FPR with almost no reduction in TPR. After training 3500 unmonitored pages

there is no decrease in FPR and so no benefit in training on more unmonitored web

pages. This is confirmed by the marginal increase in BDR after training on at least

some of the unmonitored set. Furthermore without training on any of the unmoni-
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tored web pages, despite the high FPR, the classifier has more than 40% probability

of being correct when classifying a web page as monitored.

Figure 3.3 illustrates how classification accuracy changes as, k, the number of

fingerprints used for classification changes. For a low k the attack achieves a FPR of

around 1%, as we increase the value of k we reduce the number of misclassifications

since it is less likely that all k fingerprints will belong to the same label, but we also

reduce the TPR. Altering the number of fingerprints used for classification allows

an attacker to tune the classifier to either a low FPR or high TPR depending on the

desired application of the attack.

We find that altering the number of fingerprints used for classification, k, af-

fects the TPR and FPR more than the number of unmonitored training pages. This

suggests that while it is advantageous to have a large world size of unmonitored

pages, increasing the number of unmonitored training pages does not increase ac-

curacy of the classifier dramatically. This supports similar claims from Wang et al.

[248]. In practice an attacker will need to train on at least some unmonitored pages

to increase the BDR, though this does not need to be a substantial amount; training

1500 unmonitored web pages leads to a 98.3% chance the classifier is correct when

claiming to have recognised a monitored web page.

Fingerprint length. Changing the length of the fingerprint vector will affect k-

fingerprinting accuracy. For a small fingerprint length there may not be enough

diversity to provide an accurate measure of distance over all packet sequences. Fig-

ure 3.4 shows the resulting TPR and FPR as we change the length of fingerprints

in the Wang et al. [248] data set. We set k=1 and train on 4000 unmonitored web

pages. Using only a fingerprint of length one results in a TPR of 0.51 and FPR of

0.904. Clearly using a fingerprint of length one results in a high FPR since there

is a small universe of leaf symbols from which to create the fingerprint. A finger-

print of length 20 results in a TPR of 0.87 and FPR of 0.013. After this there are

diminishing returns for increasing the length of the fingerprint vector.
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Figure 3.4: Accuracy of k-fingerprinting as we vary the number of trees in the forest.

3.7 Attack evaluation on DSTor

We now evaluate k-fingerprinting on DSTor. First we evaluate the attack given a

monitored set of the top 55 Alexa web pages, with 100 instances for each web page.

Then we evaluate the attack given a monitored set of 30 Tor hidden services, with

80 instances for each hidden service. The unmonitored set remains the same for

both evaluations, the top 100,000 Alexa web pages with one instance for each web

page.

3.7.1 Alexa web pages monitored set

Table 3.3 shows the accuracy of k-fingerprinting as the number of unmonitored

training pages is varied. For the monitored web pages, 70 instances per web page

were trained upon and testing was done on the remaining 30 instances of each web

page. As expected, the FPR decreases as the number of unmonitored training sam-

ples grows. Similar to section 3.6, there is only a marginal decrease in TPR while we

see a large reduction in the FPR as the number of training samples grows. Meaning

an attacker will not have to compromise on TPR to decrease the FPR; when scal-

ing the number of unmonitored training samples from 2% to 16% of the entire set
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Table 3.3: Attack results on top Alexa sites for k=2 while varying the number of unmoni-
tored training pages.

Training pages TPR FPR BDR

2000 0.93 ±0.03 0.032 ±0.01 0.33
4000 0.93 ±0.01 0.018 ±0.007 0.47
8000 0.92 ±0.01 0.008 ±0.002 0.67
16000 0.91 ±0.02 0.003 ±0.001 0.86

the TPR decreases from 93% to 91% while the FPR decreases from 3.2% to 0.3%.

There is a more pronounced shift in BDR with the increase of unmonitored train-

ing pages, however an attacker needs to train on less than 10% of the entire dataset

to have nearly 70% confidence that classifier was correct when it claims to have

detected a monitored page.

Clearly the attack will improve as the number of training samples grows, but in

reality an attacker may have limited resources and training on a significant fraction

of 100,000 web pages may be unfeasible. Figure 3.5 shows the TPR and FPR of k-

fingerprinting as the number of unmonitored web pages used for testing grows while

the number of unmonitored web pages used for training is kept at 2000, for different

values of k. We may think of this as the evaluation of success of k-fingerprinting

as a client browses to more and more web pages over multiple browsing sessions.

Clearly for a small k, both TPR and FPR will be comparatively high. Given that,

with k=5 only 2.5% of unmonitored web pages are falsely identified as monitored

web pages, out of 98,000 unmonitored web pages.

3.7.2 Hidden services monitored set

Table 3.4 shows the accuracy of k-fingerprinting as the number of unmonitored

training pages is varied. For the monitored set, 60 instances per hidden service were

trained upon and testing was done on the remaining 20 instances of each hidden

service. Again we observe a marginal loss of TPR and a large reduction in FPR as

the number of training samples grows. When scaling the number of unmonitored

training samples from 2% to 16% of the entire set the TPR decreases from 82%

to 81% while the FPR decreases by an order of magnitude from 0.2% to 0.02%.

As a result, when training on 16% of the unmonitored set only 16 unmonitored web
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Table 3.4: Attack results on Tor hidden services for k=2 while varying the number of un-
monitored training pages.

Training pages TPR FPR BDR

2000 0.82 ±0.03 0.0020 ±0.0015 0.72
4000 0.82 ±0.04 0.0007 ±0.0006 0.88
8000 0.82 ±0.02 0.0002 ±0.0001 0.96
16000 0.81 ±0.02 0.0002 ±0.0002 0.97

pages out of 84,000 were misclassified as a Tor hidden service. In comparison to the

Alexa web pages monitored set the TPR is around 10% lower, while the FPR is also

greatly reduced. This is evidence that Tor hidden services are easy to distinguish

from standard web pages loaded over Tor. There is also a higher but more gradual

increase in BDR compared to standard web pages. An attacker need only train on

as little as 2% of unmonitored pages to have over 70% confidence that classification

of a monitored page was correct, with this rising to 97% when training on 16% of

the unmonitored dataset.

Similar to fig. 3.5, fig. 3.6 shows the TPR and FPR of k-fingerprinting as the

number of unmonitored web pages used for testing grows while the number of un-

monitored web pages used for training is kept at 2000, for different values of k.

Both the TPR and FPR is lower than in fig. 3.5. For example using k=5, the FPR

is 0.2% which equates to only 196 out of 98,000 unmonitored pages being falsely

classified as monitored pages.

From fig. 3.7 we observe that the BDR of both standard web pages and hidden

services monitored sets depends heavily on not only the world size but the number

of fingerprints used for classification. With k=10, when a web page is classified as

a monitored hidden service page, there is over an 80% chance that the classifier was

correct, despite the unmonitored world size (98,000) being over 160 times larger

than the monitored world size (600). The high BDR regardless of the disparity in

world sizes makes it clear that our attack is highly effective under realistic large

world size conditions.

It is clear that an attacker need only train on a small fraction of data to launch a

powerful fingerprinting attack. It is also clear that Tor hidden services are easily dis-
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tinguished from standard web pages, rendering them vulnerable to website finger-

printing attacks. We attribute the lower FPR of Tor hidden services when compared

to a monitored training set of standard web page traffic to this distinguishability. A

standard web page over Tor is more likely to be confused with another standard web

page than a Tor hidden service.

Comparison with Kwon et al. [138] hidden services results. For comparison we

ran k-fingerprinting on the dataset used in the Kwon et al. [138] study on fingerprint-

ing hidden services. This dataset simulated a client connecting to a hidden service.

The dataset consists of 50 instances for each of 50 monitored hidden services and an

unmonitored set of 950 hidden services. When training on 100 of the unmonitored

pages they report attack accuracy of 0.9 TPR and 0.4 FPR. k-fingerprinting achieved

a similar true positive rate but the FPR is reduced to 0.22. This FPR reduction in

comparison with Kwon et al. [138] continued regardless of the amount of data used

for training.

3.8 Attack evaluation on DSNorm

Besides testing on DSTor, Wang et al. [248] dataset and the Kwon et al. [138] dataset

we tested the efficacy of k-fingerprinting on DSNorm. This allows us to establish

how accurate k-fingerprinting is over a standard encrypted web browsing session or

through a VPN.

3.8.1 Attack on encrypted browsing sessions

An encrypted browsing session does not pad packets to a fixed size so the attacker

may extract the following features in addition to time features:

• Size transmitted. For each packet sequence we extract the total size of pack-

ets transmitted, in addition, we extract the total size of incoming packets and

the total size of outgoing packets.

• Size transmitted statistics. For each packet sequence we extract the average,

variance, standard deviation and maximum packet size of the total sequence,

the incoming sequence and the outgoing sequence.
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Figure 3.5: Attack accuracy on DSTor with Alexa monitored set.

0.70

0.75

0.80

0.85

0.90

0.95

1.00

T
ru

e
 p

o
si

ti
v
e
 r

a
te

k=1 k=5 k=10

20000 40000 60000 80000 100000
Number of unmonitored sites

0.000

0.005

0.010

0.015

0.020

0.025

0.030

0.035

0.040

Fa
ls

e
 p

o
si

ti
v
e
 r

a
te

Figure 3.6: Attack accuracy on DSTor with Tor hidden services monitored set.

Apart from this modification in available features, the attack setting is similar:

An attacker monitors a client browsing online and attempts to infer which web

pages they are visiting. The only difference is that browsing with the Transport

Layer Security (TLS) protocol, or Secure Sockets Layer (SSL) protocol, versions

2.0 and 3.0, exposes the destination IP address and port. The attack is now trying to
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Figure 3.7: BDR for hidden services monitored set (above) and Alexa monitored set (be-
low).

Table 3.5: Attack results with packet size features for a varying number of unmonitored
training pages.

Training pages TPR FPR BDR

0 0.95 ±0.01 0.850 ±0.010 0.081
2000 0.90 ±0.01 0.01 ±0.004 0.908
4000 0.87 ±0.02 0.004 ±0.001 0.976
6000 0.86 ±0.01 0.005 ±0.002 0.990

infer which web page the client is visiting from the known website15.

The attacker monitors 55 web pages; they wish to know if the client has visited

one of these pages. The client can browse to any of these web pages or to 7000 other

web pages, which the attacker does not care to classify other than as unmonitored.

We train on 20 out of the 30 instances for each monitored page and vary the number

of unmonitored pages on which we train.

Despite more packet sequence information to exploit, the larger cardinality of

world size gives rise to more opportunities for incorrect classifications. The attack

achieves a TPR of 0.87 and a FPR of 0.004. We achieved best results when training

on 4000 unmonitored web pages. Table 3.5 reports results for training on different

15Note that the datasets are composed of traffic instances from some websites without SSL and
TLS, as well as websites using the protocols.
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Figure 3.8: Attack results for 2000 unmonitored training pages while varying the number
of fingerprints used for comparison, k, over 10 experiments.

Table 3.6: Attack results without packet size features for a varying number of unmonitored
training pages.

Training pages TPR FPR BDR

0 0.90 ±0.01 0.790 ±0.020 0.082
2000 0.83 ±0.01 0.009 ±0.001 0.910
4000 0.81 ±0.02 0.006 ±0.001 0.961
6000 0.80 ±0.02 0.005 ±0.001 0.989

numbers of unmonitored web pages, with k = 2. Figure 3.8 shows our results when

modifying the number of fingerprints used (k) and training on 2000 unmonitored

pages. We find that altering the number of unmonitored training pages decreases

the FPR while only slightly decreasing the TPR. This mirrors our experimental

findings from DSTor and the Wang et al. [248] dataset.

3.8.2 Attack without packet size features

DSNorm was not collected via Tor and so also contains packet size information. We

remove this to allow for comparison with DSTor and the Wang et al. [248] dataset

which was collected over Tor. This also gives us a baseline for how much more

powerful k-fingerprinting is when we have additional packet size features available.
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We achieved a TPR of 0.81 and FPR of 0.005 when training on 5000 unmonitored

web pages. Table 3.6 shows our results at other sizes of training samples, with

k=2. Removing packet size features reduces the TPR by over 0.05 and increases

the FPR by 0.001. Clearly packet size features improve our classifier in terms of

correct identifications but do not decrease the number of unmonitored test instances

that were incorrectly classified as a monitored page. Despite the difference in FPR

when including packet size information, the BDR is similar, suggesting that BDR

is dominated by the amount of information that can be trained upon.

Closed-World. In the closed-world setting in which the client can only browse

within the 55 monitored web pages k-fingerprinting is 0.91, compared to 0.96 when

packet size features are available. In the closed-world setting attack accuracy im-

proves by 5% when we include packet size features.

3.9 Fine grained open-world false positives on Alexa

monitored set of DSTor

The classification error is not uniform across all web pages16 Some pages are mis-

classified many times, and confused with many others, while others are never mis-

classified. An attacker can leverage this information to estimate the misclassifica-

tion rate of each of the web page classes instead of using the global average mis-

classification rate. A naive approach to this problem would be to first find which

fingerprints contribute to the many misclassifications and remove them. Our analy-

sis shows that the naive approach of removing “bad” fingerprints that contribute to

many misclassifications will ultimately lead to a higher misclassification rate. Fig-

ure 3.9 shows the 60 fingerprints that cause the most misclassifications, and also

shows for those same fingerprints the number of correct classifications they con-

tribute towards. Nearly all “bad” fingerprints actually contribute to many correct

classifications. One may think it may still be beneficial to remove these fingerprints

as the cumulative sum of misclassifications outweigh the number of correct classi-

fications. This removal will then promote fingerprints that are further away in terms

16See additional evidence in appendix A.2.
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Figure 3.9: The fingerprints that lead to the most misclassifications and the correct classi-
fications they contribute towards. Training on 2% of unmonitored pages with
k=3.

of Hamming distance from the fingerprinting that is being tested, which will lead to

a greater number of misclassifications.

Instead an attacker can use their training set of web pages to estimate the TPR

and FPR of each web page class, by splitting the training set in to a smaller training

set and validation set. Since both sets are from the original training set the attacker

has access to the true labels. The attacker then computes the TPR and FPR rates

of each monitored class, this is used as an estimation for TPR and FPR when train-

ing on the entire training set and testing on new traffic instances. More specifically

we split, for the monitored training set of 70 instance for each of the Alexa top 55

web pages, into smaller training sets of 40 instances and validation sets of 30 in-

stances. This is used as a misclassification estimator for the full monitored training

set against the monitored test set of 30 instances per class. Similarly we split the

unmonitored training in half, one set as a smaller training set and the other as a

validation set.

Figure 3.10 shows the TPR and FPR estimation accuracy for 2000 unmonitored
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training pages. Monitored classes are first ordered from best to worst in terms of

their classification accuracy. Even with a small unmonitored training set of 2000

web pages, which is then split in to a training set of 1000 web pages and a validation

set of 1000 web pages, an attacker can accurately estimate the FPR of the attack if

some of the monitored classes were removed. For example, using only the best 20

monitored classes (in terms of TPR), an attacker would estimate that using those 20

classes as a monitored set, the FPR would be 0.012. Using the entire dataset we

see that the true FPR of these 20 classes is 0.010; the attacker has nearly precisely

estimated the utility of removing a large fraction of the original monitored set.

There is a small difference between estimated and the actual FPR in both

fig. 3.10 and fig. 3.11. There is little benefit in training more unmonitored data

if the attacker wants to accurately estimate the FPR; fig. 3.10 has a similar gap be-

tween the estimated FPR and true FPR when compared to fig. 3.11. It is evident

even with a small training set, an attacker can identify web pages that are likely

to be misclassified and then accurately calculate the utility of removing these web

pages from their monitored set. Due to the overwhelmingly large world size of

unmonitored web pages the BDR of fig. 3.10 does not grow dramatically with the

removal of web pages that are likely to be misclassified; using the entire monitored

set the BDR is 0.33, removing half of the monitored web pages the BDR is 0.35.

3.10 Attack summary & discussion

Attack Summary. Best attack results on datasets were achieved when training on

approximately two thirds of the unmonitored web pages. Despite this, results from

DSTor show that an attacker can achieve a small false positive rate while only train-

ing on 2% of the unmonitored data. Training on 2% of 100,000 unmonitored web

pages greatly reduces the attack set up costs while only marginally reducing the ac-

curacy compared to training on more data, providing a realistic setting under which

an attack could be launched. Results on all datasets also suggest that altering k, the

number of fingerprints used for classification, has a greater influence on accuracy
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Figure 3.10: Rates for training on 1000 unmonitored pages, testing on 1000, and compar-
ison when training on the full 2000 unmonitored pages and testing on the
remaining 98000 unmonitored pages in DSTor, k=3.
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Figure 3.11: Rates for training on 8000 unmonitored pages, testing on 8000, and compar-
ison when training on the full 16000 unmonitored pages and testing on the
remaining 84000 unmonitored pages in DSTor, k=3.

than the number of training samples17.

17Figure A.6 illustrates that compared to training on a small number of monitored instances in-
creasing the size of the monitored training set only incrementally increases accuracy.
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k-fingerprinting is robust; our technique achieves the same accuracy regard-

less of the type of monitored set or the manner in which it was collected (through

Tor or standard web browsers). The monitored set in the Wang et al. [248] dataset

consists of real world censored websites, the Kwon et al. [138] monitored set con-

sist of Tor hidden services and the DSTor/Norm monitored sets were taken from Tor

hidden services and top Alexa websites. We do see a reduction in FPR when the

target monitored set are Tor hidden services due to the distinguishability between

the hidden services and unmonitored standard web pages.

We also highlight the non-uniformity of classification performance: when a

monitored web page is misclassified, it is usually misclassified on multiple tests.

We show that an attacker can use their training set to estimate the error rate of

k-fingerprinting per web page, and select targets with low misclassification rates.

Computational Efficiency. k-fingerprinting is more accurate and uses fewer fea-

tures than state-of-the-art attacks. Furthermore k-fingerprinting is faster than cur-

rent state-of-the-art website fingerprinting attacks. On the Wang et al. [248] dataset

training time for 6,000 monitored and 2,500 unmonitored training pages is 30.738

CPU seconds on an 1.4 GHz Intel Core i5z. The k-NN attack [248] has training

time per round of 0.064 CPU seconds for 2500 unmonitored training pages. For

6,000 rounds training time is 384.0 CPU seconds on an AMD Opteron 2.2 GHz

cores. This can be compared to around 500 CPU hours using the attack described

by Cai et al. [31]. Testing time per instance for k-fingerprinting is around 0.1 CPU

seconds, compared to 0.1 CPU seconds to classify one instance for k-NN and 450

CPU seconds for the attack described by Cai et al. [31].

Discussion. Website fingerprinting research has been criticised for not being appli-

cable to real-world scenarios [121, 196]. We have shown that a website fingerprint-

ing attack can scale to the number of traffic instance an attacker may sample over

a long period of time with a high BDR and low FPR. However, we did not con-

sider the cases where background traffic may be present, for example from multitab

browsing, or the effect that short-lived websites will have on our attack. Gu et al.

[86] show in their work that a simple Naive-Bayes attack achieves highly accurate
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results even when a client browses in multiple tabs. Wang and Goldberg [247] also

show that website fingerprinting is effective in practical scenarios. With no prior

attack set-up to tailor to a multi-tab browsing session our attack was able to classify

nearly 40% of monitored pages correctly when the decoy defence was employed.

Website content rapidly changes which will negatively affect the accuracy of

a website fingerprinting attack [121]. As the content of a website changes so

will the generated packet sequences, if an attacker cannot train on this new data

then an attack will suffer. However we note that an attack will suffer from the

ephemeral nature of websites at different rates depending on the type of web-

site being monitored. For example, an attack monitoring a news or social media

site can expect a faster degradation in performance compared to an attack moni-

toring a landing page of a top 10 Alexa site [1]. Also note Tor does not cache

by default, so if in the realistic scenario where an attacker wanted to monitor

https://socialmediawebsite.com a client would be forced to navigate

to the social media website landing page, which is likely to host content that is long

lived and not subject to change. The problem of content change is weakened when

fingerprinting Tor hidden services. As shown by Kwon et al. [138] hidden pages

show minimal changes in comparison to non-hidden pages, resulting in devastat-

ingly accurate attacks on hidden services that can persist.

3.11 Has k-fingerprinting withstood the test of time?

The k-fingerprinting attack was published in 2016, and has since been used a base-

line to compare with new attacks and defences in this space. Here, we survey the

performance of k-fingerprinting attack in comparison to these newer works.

It will come as no surprise to the interested reader to learn that website fin-

gerprinting research has not been immune to the ‘deep learning revolution’. Neural

networks based approaches to website fingerprinting attacks have been proposed

by Bhat et al. [20], Rimmer et al. [208], Sirinam et al. [220]. Each of these works

reported improved attack results compared to non-deep learning based approaches

such as k-fingerprinting, k-NN [248], and CUMUL [186]. For example, Sirinam

https://socialmediawebsite.com
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et al. [220] develop the Deep Fingerprinting (DF) attack using a convolutional neu-

ral network, and report that in a closed-world setting on the top 100 Alexa web

pages, DF achieves 98.3% accuracy while k-fingerprinting achieves 95.5% accu-

racy. However, recent works have brought into question how much deep learn-

ing based approaches improve website fingerprinting attacks. Similar to adaptive

padding [122, 216], Gong and Wang [80] introduce a website fingerprinting de-

fence, FRONT, that randomly insert dummy packets into the front portion of traces,

and use a dataset consisting of the top 100 Alexa monitored web pages each visited

100 times as the monitored set, and 10,000 other unmonitored web pages, for eval-

uation. With no defence in place, k-NN has an F1 score of 0.86, CUMUL has an F1

score of 0.76, k-fingerprinting has an F1 score of 0.93, and DF has an F1 score of

0.94. However, under the FRONT defence, the k-NN F1 score shrinks to 0.048, the

CUMUL F1 score shrinks to 0.18, the k-fingerprinting F1 score shrinks to 0.54, and

the DF F1 score shrinks to 0.47. A similar observation is made by De la Cadena

et al. [53], who showed that while in the undefended setting, DF outperforms k-

fingerprinting (94.5% accuracy versus 92.09%), there exists settings under a traffic

splitting defence where k-fingerprinting consistently outperforms DF.

Furthermore, Liang et al. [147] have recently demonstrated that a random for-

est approach can outperform deep learning based approaches to website classifica-

tion providing that the number of classes to identify is small. Work from Di Martino

et al. [56] studied how effectively attacks perform at fingerprinting HTTPS traffic

in realistic scenarios where caching and dynamic content may be present, and show

that under these settings, k-fingerprinting outperforms both DF and the deep learn-

ing based website fingerprinting attack presented by Bhat et al. [20].

Finally, we have recently shown that deep learning based embedding models

can improve upon other techniques in the large open-world setting [162]. Our ex-

periments show that adaptive adversaries can reliably uncover the webpage visited

by a user among several thousand potential pages, even under considerable distri-

butional shift (e.g., the webpage contents change significantly over time). Such

adversaries could infer the products a user browses on shopping websites or log
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the browsing habits of state dissidents on online forums and encyclopedias. Our

technique achieves 90% accuracy in a top-15 setting where the model distinguishes

the article visited out of 6,000 Wikipedia webpages, while the same model achieves

80% accuracy in a dataset of 13,000 classes that were not included in the training

set.



Chapter 4

Steganography guided by machine

learning

We now move on to assessing the practicality of using machine learning to develop

steganography schemes, inspired by the work of Abadi and Andersen [5] on learn-

ing cryptographic schemes.

Steganography and cryptography both provide methods for secret communi-

cation. Authenticity and integrity of communications are central aims of modern

cryptography. However, traditional cryptographic schemes do not aim to hide the

presence of secret communications. Steganography conceals the presence of a mes-

sage by embedding it within a communication the adversary does not deem suspi-

cious. Recent details of mass surveillance programs have shown that meta-data of

communications can lead to devastating privacy leakages (cf. EFF’s report on mass

surveillance programs [52].). General Michael Hayden, former director of the NSA

and the CIA, famously stated that they “kill people based on meta-data” [92]; the

mere presence of a secret communication can have life or death consequences even

if the content is not known. Concealing both the content as well as the presence of

a message is necessary for privacy sensitive communication.

Steganographic algorithms are designed to hide information within a cover

message such that the cover message appears unaltered to an external adversary.

A great deal of effort is afforded to designing steganographic algorithms that min-

imise the perturbations within a cover message when a secret message is embedded



77

within, while allowing for recovery of the secret message. In this chapter, we ask if

a steganographic algorithm can be learnt, without human domain knowledge. Note

that steganography only aims to hide the presence of a message. Thus, it is nearly

always the case that the message is encrypted prior to embedding using a standard

cryptographic scheme; the embedded message is therefore indistinguishable from a

random string. The receiver of the steganographic image will then decode to reveal

the ciphertext of the message and then decrypt using an established shared key.

For the design of steganographic techniques, we leverage ideas from the field

of adversarial training [81]. Typically, adversarial training is used to train genera-

tive models on tasks such as image generation and speech synthesis. We design a

scheme that aims to embed a secret message within an image. Our task is discrim-

inative, the embedding algorithm takes in a cover image and produces a stegano-

graphic image, while the adversary tries to learn weaknesses in the embedding al-

gorithm, resulting in the ability to distinguish cover images from steganographic

images.

The success of a steganographic algorithm or a steganalysis technique over

one another amounts to its ability to model the cover distribution correctly [72]. So

far, steganographic schemes have used human-based rules to ‘learn’ this distribu-

tion and perturb it in a way that disrupts it least. However, steganalysis techniques

commonly use machine learning models to learn the differences in distributions be-

tween the cover and steganographic images. Based on this insight we pursue the

following hypothesis:

Hypothesis: Machine learning is as capable as human-based rules for the

task of modelling the cover distribution, and so naturally lends itself to the

task of designing steganographic algorithms, as well as performing steganal-

ysis.

Next, we introduce the steganographic algorithm designed through a novel ad-

versarial training scheme. We show that our scheme can be successfully imple-

mented in practice between two communicating parties, and additionally that with

supervised training, the steganalyser, Eve, can compete against state-of-the-art ste-
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Figure 4.1: (a) Diagram of the training game. (b) How two parties, Carol and David, use
the scheme in practice: (1) Two parties establish a shared key. (2) Carol trains
the scheme on a set of images. Information about model weights, architecture
and the set of images used for training is encrypted under the shared key and
sent to David, who decrypts to create a local copy of the models. (3) Carol
then uses the Alice model to embed a secret encrypted message, creating a
steganographic image. This is sent to David, who uses the Bob model to decode
the encrypted message and subsequently decrypt.

ganalysis methods. To the best of our knowledge, this is one of the first real-world

applications of adversarial training, aside from traditional adversarial learning ap-

plications such as image generation tasks.

4.1 Learning objectives
Our training scheme involves three parties: Alice, Bob and Eve. Alice sends a

message to Bob, Eve can eavesdrop on the link between Alice and Bob and would

like to discover if there is a secret message embedded within their communication.

In classical steganography, Eve (the steganalyser) is passed both unaltered images,
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called cover images, and images with secret messages embedded within, called

steganographic images. Given an image, Eve places a confidence score of how

likely this is a cover or steganographic image. Alice embeds a secret message within

the cover image, producing a steganographic image, and passes this to Bob. Bob

knows the embedding process and so can recover the message. In our scheme,

Alice, Bob and Eve are neural networks. Alice is trained to learn to produce a

steganographic image such that Bob can recover the secret message, and such that

Eve can do no better than randomly guess if a sample is a cover or steganographic

image.

The full scheme is depicted in fig. 4.1a: Alice receives a cover image, C, and

a secret encrypted message, M, as inputs. Alice outputs a steganographic image,

C′, which is given to both Bob and Eve. Bob outputs M′, the secret message he

attempts to recover from C′. We say Bob performs perfectly if M = M′. In addition

to the steganographic images, Eve also receives the cover images. Given an input

X , Eve outputs the probability, p, that X = C. Alice tries to learn an embedding

scheme such that Eve always outputs p = 1
2 . We do not train Eve to maximise

her prediction error, since she can then simply flip her decision and perform with

perfect classification accuracy. Figure 4.1b shows how the scheme should be used

in practice if two people wish to communicate a steganographic message using our

scheme. The cost of sending the encrypted model information from Carol to David

is low, with an average of 70MB. Note that in fig. 4.1b, steps (1) and (2), the set-

up of the shared key and sharing of model information, is performed offline. We

assume, as is common in cryptographic research, that this initial set-up phase is not

visible to an adversary.

At the beginning of training, a human can easily separate cover images from

steganographic images, as Alice has not learned yet how to embed the secret mes-

sage such that there is no visible difference in the cover image. However, we train

Eve much like a discriminator in a GAN, where we tie her predictive power to the

embedding capacity of Alice. When Alice produces a steganographic image that

does not resemble the cover image, Eve does not have the ability to perfectly sepa-
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rate cover from steganographic images. As training continues, Eve becomes better

at her task, but then so does Alice as her weights are updated, in part, based on the

loss of Eve.

Similarly to Abadi and Andersen [5], we let θA,θB,θC denote the parameters

of Alice, Bob and Eve, respectively. We write A(θA,C,M) for Alice’s output on C

and M, B(θb,C′) for Bob’s output on C′, and E(θE ,C,C′) for Eve’s output on C and

C′. Let LA,LB,LC denote the loss of Alice, Bob and Eve, respectively. Then, we

have the following relations:

B(θb,C′) = B(θb,A(θA,C,M))

E(θE ,C,C′) = E(θE ,C,A(θA,C,M))

We set Bob’s loss (the secret message reconstruction loss), to be the Euclidean

distance between M and M′. In practical applications, Bob can use error correction

to recover the signal is errors accumulate during transmission.

LB(θA,θB,M,C) = d(M,B(θb,C′))

= d(M,B(θb,A(θA,C,M))

= d(M,M′)

As is common with GAN discriminator implementations, we set the Eve’s loss to

be sigmoid cross entropy loss:

LE(θA,θE ,C,C′) =−y · log(E(θE ,x))− (1− y) · log(1−E(θE ,x)),

where y = 0 if x =C′ and y = 1 if x =C. Alice’s loss is given as a weighted sum of

Bob’s loss, Eve’s loss on steganographic images, and an additional reconstructive

loss term:

LA(θA,C,M) = λA ·d(C,C′)+λB ·LB +λE ·LE(θE ,C′),

where d(C,C′) is the Euclidean distance between the cover image and the stegano-
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graphic image, and λA,λB,λE ∈ R define the weight given to each respective loss

term.

Our goal is not only to explore whether neural networks can produce stegano-

graphic embedding algorithms in an unsupervised manner, but whether they

are competitive against steganographic algorithms like HUGO, WOW and S-

UNIWARD, that have been designed by steganography experts. We did not intend

to encode a specific algorithm within the neural network, rather we would like to

give the networks the opportunity to devise their own.

4.2 Architecture
Alice (Steganographic Encoder). Alice accepts as input a cover image and a ran-

dom n-bit binary message. The cover image is flattened and concatenated with the

secret message, which is then fed into the neural network. We would like the local-

ity of the embedding process to be learned instead of fixed; the first layer is fully

connected to the next, allowing the secret message to be combined with any region

of the cover image. We then reshape to 4×4×I ·8, where I is width of the cover im-

age. Each of the next four layers are a sequence of upsampling fractionally-strided

convolutions, batch normalisation and ReLU [176], except for the final layer where

tanh [141] is used as the activation function.

Bob (Steganographic Decoder). Bob accepts as input the steganographic image

output by Alice. Bob uses a deep convolutional architecture to extract the important

bits from the output of Alice. It is made up of four fractionally-strided convolutions

and one final fully connected layer. Leaky ReLU [160] is used in all but the final

layer, where tanh is used. Batch normalisation is applied at each layer.

Eve (steganalyser). Eve accepts as input both cover images and steganographic im-

ages. Eve has a similar architecture to Bob but uses the sigmoid activation function

instead of tanh at the final layer to output probabilities from the logits.

4.3 Evaluation of the steganographic scheme
As a proof of concept, we implemented our adversarial training scheme on two

image datasets: celebrity faces in the wild (celebA) [154] and a standard steganog-
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(a) Cover images. (b) Steganographic images
(0.1bpp).

(c) Steganographic images
(0.4bpp).

Figure 4.2: Cover and steganographic images from the celebA dataset, with embedding
rates of 0.1bpp and 0.4bpp.
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(a) Alice, Bob and Eve error for 0.1bpp.

0 20 40 60 80 100 120 140

Steps

0.2

0.4

0.6

0.8

1.0

1.2

1.4

Lo
ss

Alice
Bob
Eve

(b) Alice, Bob and Eve error for 0.4bpp.
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(c) Bob decoding success for 0.1bpp.
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(d) Bob decoding success for 0.4bpp.

Figure 4.3: Results on celebA dataset at an embedding rate of 0.1bpp and 0.4bpp.

raphy research dataset, BOSS1. We concatenate an n-bit random message, with each

sample of each dataset. We vary the size of the message, n, to test the limits of the

1http://agents.fel.cvut.cz/boss/index.php?mode=VIEW&tmpl=
materials

http://agents.fel.cvut.cz/boss/index.php?mode=VIEW&tmpl=materials
http://agents.fel.cvut.cz/boss/index.php?mode=VIEW&tmpl=materials


4.3. Evaluation of the steganographic scheme 83

amount of information that can be effectively hidden inside a cover image. This

corresponds to the number of bits per pixel (bpp) that can be hidden by a stegano-

graphic algorithm, a common measure of the success of a steganographic research.

On average, steganographic algorithms can successfully hide approximately 0.4bpp.

Our datasets are formed of 32×32 pixel images, and so we vary n from 100 to 400,

this corresponds to hiding between approximately 0.1bpp to 0.4bpp. We inten-

tionally randomise the secret message so that the network does not learn a specific

function associated with a specific group of messages. We want to be sure that

our model can generalise to any message that is less than n bits2. For each exper-

iment, we performed grid search to find the optimum loss weights, λA,λB,λE , for

Alice. All experiments in this section were performed in TensorFlow [6, 7], on a

workstation with a Tesla K40 GPU card.

4.3.1 celebA dataset

We first motivate our work by showing our model can produce steganographic im-

ages that are almost indistinguishable from the cover images. We vary the size of

the embedded secret message, to explore how many bits may be stored in a cover

image while remaining undetected by a steganalyser. As expected, we find that a

larger perturbation in the cover image results in more communicated bits but car-

ries a greater risk of detection. The celebA dataset consists of 202,599 images of

celebrity faces from 10,177 unique identities. We train in batches of 32, and use the

Adam optimiser [129] with a learning rate of 2 · 10−4. At each batch we alternate

training either Alice and Bob, or Eve.

Figure 4.2b and fig. 4.2c show the steganographic images output by Alice after

150 training steps, for embedding rates of 0.1bpp and 0.4bpp, respectively. Our

scheme easily copes with an embedding rate of 0.1bpp for a 32×32 image, which

is equivalent to communicating a short 12 character ASCII message. Figure 4.3a

and fig. 4.3c shows the training loss of each model, and the success of Bob decoding

the secret message over time, respectively. In the first few rounds of training, the

visual quality of Alice’s output is low and Bob is essentially randomly guessing the

2This ensures our scheme can embed ciphertexts of messages, which appear as random strings.
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message. After approximately 30 steps, Alice learns to successfully embed infor-

mation in a cover image such that Eve is fooled, and Bob learns to correctly decode

the message. After 150 training steps, Bob decodes the message with an average

success of 100%, while Eve’s loss remains the same. Figure 4.3b and fig. 4.3d show

similar results, with both sample quality and success of decoding both high by the

end of training. Concealing 0.4bpp corresponds to successfully hiding a message

of 51 ASCII characters. Due to the larger amount of information communicated

between Alice and Bob, it takes a longer period of time for Alice to discover an

effective embedding scheme, and for Bob to correctly discover the secret message.

After 150 training steps, Bob can successfully decode 100% of the message.

There is no noticeable image quality decrease between 0.1bpp and 0.4bpp,

however we found after 0.4bpp, image quality suffered and it was no longer pos-

sible to balance realistic image creation capable of fooling Eve, and convergence

of message decoding. For both embedding rates of 0.1bpp and 0.4bpp, Eve’s loss

remained constant at approximately 1.4. Eve’s loss is the sum of losses on both

steganographic images and cover images, which both remained steady at approxi-

mately 0.69. Due to the logarithmic term in the loss function, this is equivalent to

randomly guessing if an image carries a secret message.

4.3.2 BOSS dataset

In addition to our experiments on the celebA dataset, we trained our steganographic

scheme on the BOSS image dataset, which is commonly used as a benchmark in

steganography research. BOSS is made up of 10,000 grayscale images depicting

a variety of scenes such as landscapes, buildings and animals. We expected our

scheme to perform worse than on the celebA dataset, since the cover images do not

come from a single distribution. However, we found our scheme is still capable of

embedding secret information successfully.

Figure 4.4b shows the sample quality of steganographic images with an em-

bedding rate of 0.1bpp, while fig. 4.4c and fig. 4.4d show the error rates of Alice,

Bob and Eve, and the success of Bob decoding the secret message, respectively.

While image quality suffers slightly more than on the celebA dataset, our scheme is
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(a) Cover images of buildings, birds, skies
and the ocean.

(b) Steganographic images (0.1bpp).
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(d) Bob decoding success for 0.1bpp.

Figure 4.4: Results on BOSS dataset at an embedding rate of 0.1bpp.

still able to learn a steganographic algorithm. Our scheme is output samples that are

not dissimilar from the original dataset, while Bob is able to learn to successfully

decode the message. Alice and Bob both learn their respective tasks in a relatively

short period of time, after which there is not much improvement in terms of hiding

or recovering the secret message. At the end of training, Bob is able to successfully

decode the secret message with 99.8% accuracy.

4.3.3 Comparison with related work

Fooling a steganalyser, Eve, is easy by design, since we train in such a way that Eve

never has a significant competitive advantage. Thus, we additionally show that the

resultant trained steganographic model, Alice, can fool an independent steganalyser.

We compare our scheme against both state-of-the-art steganographic algorithms and
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steganalysis tools and show that it performs competitively.

For both BOSS and celebA, we compare our scheme against steganographic

algorithms HUGO, WOW and S-UNIWARD. Additionally, we implement the Eve

model using supervised training and compare against the steganalyser ATS in ta-

ble 4.1. By design, Eve only performs slightly better than random. One may wonder

whether the choice of model for Eve is wise; why not use an established steganalyser

in place of the Eve model? By training Eve in a supervised fashion, we show that

Eve has the capacity to become a strong steganalyser, competing against established

techniques like ATS, and so is a good choice for the steganalyser. Furthermore, Eve

does not require a feature extraction pre-processing step as with ATS, and, from

our experiments, is an order of magnitude quicker to train. For both the BOSS and

celebA datasets, we use 10,000 samples and split in half, creating a training set and

a test set. Alice was then trained on the 5000 samples from the training set. We

then created an additional 10,000 steganographic images for each steganographic

algorithm (Alice, HUGO, WOW and S-UNIWARD). Now each steganographic al-

gorithm has an associated training set and test set, each consisting of 5000 cover

images and 5000 steganographic images. For each steganographic algorithm we

train both ATS and Eve on the associated training set, and then report accuracy of

the steganalyser on the test set. From table 4.1, Eve performs competitively against

the steganalyser, ATS, and Alice also performs well against other steganographic

techniques. While our scheme does not substantially improve on current popular

steganographic methods, it is clear that it does not perform significantly worse, and

that unsupervised training methods are capable of competing with expert domain

knowledge.

4.3.4 Evaluating robust decryption

Due to the non-convexity of the models in the training scheme, we cannot guaran-

tee that two separate parties training on the same images will converge to the same

model weights, and so learn the same embedding and decoding algorithms. Thus,

prior to steganographic communication, we require one of the communicating par-

ties to train the scheme locally, encrypt model information and pass it to the other
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Table 4.1: Accuracy of distinguishing between cover and steganographic images for the
steganalysers, Eve and ATS, on the BOSS and celebA datasets at an embedding
rate of 0.4bpp.

BOSS CELEBA
STEGANOGRAPHIC ALGORITHM STEGANALYSER STEGANALYSER

ATS EVE ATS EVE

ALICE 0.83 0.79 0.95 0.90
HUGO 0.66 0.59 0.94 0.89
WOW 0.75 0.74 0.89 0.85
S-UNIWARD 0.77 0.72 0.91 0.84

party along with information about the set of training images. This ensures both

parties learn the same model weights. To validate the practicality of our idea, we

trained the scheme locally (Machine A) and then sent model information to another

workstation (Machine B) that reconstructed the learned models. We then passed

steganographic images, embedded by the Alice model from Machine A, to Machine

B, who used the Bob model to recover the secret messages. Using messages of

length corresponding to hiding 0.1bpp, and randomly selecting 10% of the celebA

dataset, Machine B was able to recover 99.1% of messages sent by Machine A, over

100 trials; our scheme can successfully decode the secret encrypted message from

the steganographic image. Note that our scheme does not require perfect decod-

ing accuracy to subsequently decrypt the message. A receiver of a steganographic

message can successfully decode and decrypt the secret message if the mode of en-

cryption can tolerate errors. For example, using a stream cipher such as AES-CTR

guarantees that incorrectly decoded bits will not affect the ability to decrypt the rest

of the message.

4.4 Discussion
We have offered substantial evidence that our hypothesis is correct and machine

learning can be used effectively for both steganalysis and steganographic algorithm

design. In particular, it is competitive against designs using human-based rules.

By leveraging adversarial training games, we confirm that neural networks are able
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to discover steganographic algorithms, and furthermore, these steganographic al-

gorithms perform well against state-of-the-art techniques. We model the attacker

as another neural network and show that this attacker has enough expressivity to

perform well against a state-of-the-art steganalyser.

We expect this work to lead to fruitful avenues of further research. Finding

the balance between cover image reconstruction loss, Bob’s loss and Eve’s loss to

discover an effective embedding scheme is currently done via grid search, which is a

time consuming process. Discovering a more refined method would greatly improve

the efficiency of the training process. Indeed, discovering a method to quickly check

whether the cover image has the capacity to accept a secret message would be a

great improvement over the trial-and-error approach currently implemented. It also

became clear that Alice and Bob learn their tasks after a relatively small number of

training steps, further research is needed to explore if Alice and Bob fail to improve

due to limitations in the model or because of shortcomings in the training scheme.
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In part I, we showed how machine learning can be applied to two well known

problems in information security and reach parity or outperform standard tech-

niques. However, machine learning is not a panacea; in this part, we investigate

privacy leakages in machine learning that arise from overfitting during the learning

process, and identify contamination attacks – an attack that arises in multi-party

machine learning stemming from a lack of trust between participants.



Chapter 5

Privacy in machine learning

Over the past few years, providers such as Google, Microsoft, and Amazon have

started to provide customers with access to APIs allowing them to easily embed ma-

chine learning tasks into their applications. Organisations can use Machine Learn-

ing as a Service (MLaaS) engines to outsource complex tasks, e.g., training classi-

fiers, performing predictions, clustering, etc. They can also let others query models

trained on their data, possibly at a cost. However, if malicious users were able to

recover data used to train these models, the resulting information leakage would

create serious issues. In particular, organisations do not have much control over the

kind of models and training parameters used by the platform, and this might lead to

overfitting (i.e., the model does not generalise well outside the data on which it was

trained), which provides attackers with a useful tool to recover training data [218].

In recent years, research in deep learning has made tremendous progress in

the area of generative models. These models are used to generate new samples

from the same underlying distribution of a given training dataset. In particular,

generative models offer a way to artificially generate plausible images and videos

and they are used in many applications, e.g., compression [231], denoising [18],

inpainting [260], super-resolution [143], semi-supervised learning [212], etc.

Here, we study the feasibility of membership inference attacks against gener-

ative models. That is, given access to a generative model and a set of data records,

can an attacker tell if these records were used to train the model? Membership infer-

ence on generative models is likely to be more challenging than on discriminative
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ones (see, e.g., [218]). The latter attempt to predict a label given a data input, and an

attacker can use the confidence the model places on an input belonging to a label to

perform the attack. In generative models, there is no such signal, thus, it is difficult

to both detect overfitting and infer membership.

5.1 Membership inference attacks against generative

models
We study how generating synthetic samples through generative models may lead

to information leakage. In particular, we focus on membership inference attacks

against them, which are relevant to, and can be used in, a number of settings:

Direct privacy breach. Membership inference can directly violate privacy if

inclusion in a training set is itself sensitive. For example, if synthetic health-related

images (i.e., generated by generative models) are used for research purposes, dis-

covering that a specific record was used for training leaks information about the

individual’s health. (Note that image synthesis is commonly used to create datasets

for healthcare applications [48, 179].) Similarly, if images from a database of crim-

inals are used to train a face generation algorithm [254], membership inference may

expose an individual’s criminal history.

Establishing wrongdoing. Regulators can use membership inference to sup-

port the suspicion that a model was trained on personal data without an adequate

legal basis, or for a purpose not compatible with the data collection. For instance,

DeepMind was recently found to have used personal medical records provided by

the UK’s National Health Service for purposes beyond direct patient care; the basis

on which the data was collected [240]. In general, membership inference against

generative models allow regulators to assess whether personal information has been

used to train a generative model.

Assessing privacy protection. Our methods can be used by cloud providers

that offer MLaaS for generative models (e.g., Neuromation1) to evaluate the level

of “privacy” of a trained model. In other words, they can use them as a benchmark

1https://neuromation.io

https://neuromation.io


5.1. Membership inference attacks against generative models 93

before allowing third parties access to the model; providers may restrict access in

case the inference attack yields good results. Also, susceptibility to membership

inference likely correlates with other leakage and with overfitting; in fact, the rela-

tionship between robust privacy protections and generalisations have been discussed

by Dwork et al. [66].

Overall, membership inference attacks are often a gateway to further attacks. That

is, the adversary first infers whether data of a victim is part of the information she

has access to (a trained model in our case), and then mount other attacks (e.g.,

profiling [201], property inference [13, 167], etc.), which might leak additional

information about the victim.

5.1.1 Roadmap

Attacks Overview. We consider both black-box and white-box attacks: in the for-

mer, the adversary can only make queries to the model under attack, i.e., the target

model, and has no access to the internal parameters. In the latter, he also has access

to the parameters. To mount the attacks, we train a Generative Adversarial Network

(GAN) model [81] on samples generated from the target model; specifically, we

use generative models as a method to learn information about the target generative

model, and thus create a local copy of the target model from which we can launch

the attack. Our intuition is that, if a generative model overfits, then a GAN, which

combines a discriminative model and a generative model, should be able to detect

this overfitting, even if it is not observable to a human, since the discriminator is

trained to learn statistical differences in distributions. We rely on GANs to clas-

sify real and synthetic records to recognise differences in samples generated from

the target model, on inputs on which it was trained versus those on which it was

not. Moreover, for white-box attacks, the attacker-trained discriminator itself can

be used to measure information leakage of the target model.

Experiments. We test our attacks on several state-of-the-art models: Deep

Convolutional GAN (DCGAN) [204], Boundary Equilibrium GAN (BE-

GAN) [19], and the combination of DCGAN with a Variational Autoencoder (DC-

GAN+VAE) [140], using datasets with complex representations of faces (LFW),
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objects (CIFAR-10), and medical images (Diabetic Retinopathy), containing rich

details both in the foreground and background.

5.2 Threat model
We consider an adversary that aims to infer whether a set of records were included

in the training set of a generative model. We distinguish between two settings:

black-box and white-box attacks. In the former, the attacker can only make queries

to the target model under attack – which we denote as the target model – and has no

access to the internal parameters of the model; in the latter, they also have access

to the parameters of a trained target model. Overall, the accuracy of the attack is

measured as the fraction of the records correctly inferred as members of the training

set.

Assumptions. In both settings, the adversary knows the size of the training set,

but not its original data-points. Variants of the attack allow the adversary to access

some further side information, as discussed below. In order to evaluate the accuracy

of our attacks, we will consider an attacker attempting to distinguish data-points

used to train the target model, thus, we consider an attacker that has a set with data

points they suspect are in the original training records. However, the construction

of the attack does not depend on access to any dataset. We also assume the attacker

knows the size of the training set, but does not know how data-points are split into

training and test sets.

In the white-box attacks, the adversary only needs access to the discriminator

of a target GAN model. In particular, we consider a setting where target model

parameters – i.e., both generator and discriminator in the target GAN model – are

leaked following a data breach or models initially trained on cloud platforms and

then compressed/deployed to mobile devices [108].

Black-box Setting. In black-box attacks, we assume the attacker does not have

prior or side information about training records or the target model. In particular,

the attack proceeds with no knowledge of the following:

1. Target model parameters and hyper-parameters: No access to network
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Figure 5.1: High-level Outline of the White-Box Attack.

weights from the trained target model, nor to hyper-parameters such as regu-

larisation parameters or number of epochs used to train the target model.

2. Target model architecture: The attacker has no knowledge of the architecture

of the target model.

3. Dataset used to train the target model: No knowledge of data-points used to

train the target model, or the type of data-points used in training, since this

is inferred from sampling the target model at inference time. Note that, by

contrast, the membership inference attack on discriminative models by Shokri

et al. [218] does require some information about the dataset, e.g., the syntactic

format of data records used in training, in order to generate synthetic samples

used in the attack.

4. Prediction values: Shokri et al. [218] show that predictions scores leak infor-

mation used to perform membership inference attacks. However, due to the

very nature of generative models, in our attacks, the adversary cannot gener-

ate prediction scores directly from the target model.
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Figure 5.2: White-Box Prediction Method: The attacker inputs data-points to the Discrim-
inator D (1), extracts the output probabilities (2), and sorts them (3).

5.3 White-box attack
We now present our white-box attack; a high-level description is given in fig. 5.1.

To evaluate the attack, here we assume that an attacker Awb has access to the

trained target model, namely, a GAN – i.e., a generator Gtarget and a discriminator

Dtarget . The attacker has a dataset, X = {x1, . . . ,xm+n}, which they suspect contains

data-points used to train the target model, where n is the size of the training set, and

m is the number of data-points that do not belong to the training set.

The target model has been trained to generate samples that resemble the train-

ing set samples. Awb creates a local copy of Dtarget , which we refer to as Dwb.

Then, as shown in fig. 5.2, Awb inputs all samples X = {x1, . . . ,xm+n} into Dwb,

which outputs the resulting probability vector p = [Dwb(x1), . . . ,Dwb(xm+n)]. If the

target model overfitted on the training data, Dwb will place a higher confidence value

on samples that were part of the training set. Awb sorts their predictions, p, in de-

scending order and takes the samples associated with the largest n probabilities as

predictions for members of the training set.

Note that the attacker does not need to train a model; rather, it relies on internal

access to the target model, from which the attack can be launched.

5.4 Black-box attack with no auxiliary knowledge
In the black-box setting, we assume that the attacker Abb does not have access to the

target model parameters. Thus, Abb cannot directly steal the discriminator model

from the target as in the white-box attack. Furthermore, while in the white-box

attack we restrict the target model to be a GAN, here we do not, and the target
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(a) (b)

(c)

Figure 5.3: High-level overview of the (a) black-box attack with no auxiliary knowledge,
and (b) Discriminative and (c) Generative black-box attack with limited auxil-
iary attacker knowledge.

model may not have an associated discriminative model (as with VAEs).

Again, to evaluate the attack, we assume the attacker has a dataset, X =

{x1, . . . ,xm+n}, with data-points suspected to have been used to train the target

model, where n is the size of the training set. However, the attacker has no knowl-

edge of how the training set was constructed from X , thus, they do no have access

to the true labels of samples from the dataset and so cannot train a model using a

discriminative approach. Instead, Abb trains a GAN in order to re-create the tar-

get model locally and, in the process, creates a discriminator Dbb, which detects

overfitting in the generative target model Gtarget .

We illustrate the attack in fig. 5.3a. Specifically, Abb locally trains a GAN

(Gbb, Dbb) using queries from the target, i.e., Abb trains the local GAN on samples

generated by Gtarget . As the black-box attack depends only on samples generated by

the target model, Gtarget can be any generative model. We assume Abb has neither

knowledge nor control over the source of randomness used to generate the samples
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generated by Gbb. After the GAN has been trained, the attack proceeds to the white-

box setting, i.e., Abb inputs data-points X into Dbb, sorts the resulting probabilities,

and takes the largest n points as predictions for the training set (as shown in fig. 5.2).

5.5 Black-box attack with limited auxiliary knowl-

edge
In the black-box attack presented above, we assume that Abb has no additional

knowledge about subsets of members of the dataset. However, we also study the

case where an attacker could leverage limited additional side information about the

training set. This is a realistic setting, which has been considered extensively in the

literature; for instance, social graph knowledge has been used to de-anonymise so-

cial networks [177]. Overall, auxiliary/incomplete knowledge of sensitive datasets

is a common assumption in related literature [119, 203]. Further, the attacker might

be able to collect additional information, e.g., from pictures on online social net-

works or from datasets leaked from data breaches, where the pictures have been

used to train the target model under attack. Access to side information about the

training set means that the attacker can “augment” the black-box attack.

We consider two settings: a generative and a discriminative one; in either,

the attacker has incomplete knowledge of members of the test dataset, the training

dataset, or both.

Discriminative setting. We consider an attacker that trains a simple discriminative

model to infer membership of the training set, as illustrated in fig. 5.3b. This is fea-

sible since the attacker now has access to membership binary labels, i.e., whether

data points belong to the training set or not. Thus, they do not need to train a gen-

erative model to detect overfitting. Within this setting, we consider two scenarios

where the attacker has limited auxiliary knowledge of:

(1) Samples that were not used to train the target model;

(2) Both training set and test set samples.
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In both cases, the general method of attack is the same: an attacker trains a local

model to detect overfitting in the target model. In (1), the discriminator, D, is fed

samples from this auxiliary set, labelled as fake samples, and samples generated

by the target model, labelled as real samples. If the target model overfits the train-

ing set, D will learn to discriminate between training and test samples. In (2), D

is fed both target generated samples and the auxiliary training samples, labelled as

real samples, and samples from the auxiliary test set, labelled as fake. Once the at-

tacker has trained a discriminator, the attack again proceeds as described in fig. 5.2.

Note that we have to consider that the attacker knows some test samples (i.e., fake

samples) in order to properly train a binary discriminator.

Generative setting. We also consider a generative attack, as outlined in fig. 5.3c,

again, as per two scenarios, where the attacker has limited auxiliary knowledge of:

(1) Samples that were used to train the target model;

(2) Both training set and test set samples.

With both, the attacker trains a local model—specifically, a GAN—that aims to de-

tect overfitting in the target model. In (1), the discriminator of the attacker GAN,

Dbb, is trained using samples generated by Gbb, labelled as fake samples, and both

samples from the auxiliary training set and target generated samples, labelled as

real. Intuitively, we expect the attacker model to be stronger at recognising overfit-

ting in the target model, if it has auxiliary knowledge of samples on which it was

originally trained. In (2), Dbb is trained on samples generated by Gbb and samples

from auxiliary set of test ones, labelled as fake samples, and samples generated by

the target model and samples from the auxiliary training set, labelled as real. The

attacker GAN is trained to learn to discriminate between test and training samples

directly. Again, once the attacker has trained their model, data-points from X are

fed into Dbb, and their predictions are sorted as per fig. 5.2.

5.6 Experimental setup
Testbed. Experiments are performed using PyTorch on a workstation running

Ubuntu Server 16.04 LTS, equipped with a 3.4GHz CPU i7-6800K, 32GB RAM,
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and an NVIDIA Titan X GPU card.

Settings. For white-box attacks, we measure membership inference accuracy at

successive epochs of training the target model, where one epoch corresponds to one

round of training on all training set inputs2. For black-box attacks, we fix the target

model and measure membership inference accuracy at successive training steps of

the attacker model, where one training step is defined as one iteration of training on

a mini-batch of inputs. The attacker model is trained using soft and noisy labels as

suggested in [212], i.e., we replace labels with random numbers in [0.7,1.2] for real

samples, and random values in [0.0,0.3] for fake samples. Also, we occasionally

flip the labels when training the discriminator. These GAN modifications are known

to stabilise training in practice [47].

Datasets. We perform experiments using two popular image datasets as well as a

health-related dataset:

1. Labelled Faces in the Wild (LFW) [115], which includes 13,233 images of

faces collected from the Web;

2. CIFAR-10 [133], with 60,000 32x32 colour images in 10 classes, with 6,000

images per class;

3. Diabetic Retinopathy (DR) [123], consisting of 88,702 high-resolution retina

images taken under a variety of image conditions.

For LFW and CIFAR-10, we randomly choose 10% of the records as the train-

ing set. The LFW dataset is “unbalanced,” i.e., some people appear in multiple

images, while others only appear once. We also perform experiments so that the

training set is chosen to include the ten most popular classes of people in terms of

number of images they appear in, which amounts to 12.2% of the LFW dataset.

Intuitively, we expect that models trained on the top ten classes will overfit more

than the same models trained on random 10% subsets, as we are training on a more

homogeneous set of images.

2We update model weights after training on mini-batches of 32 samples.
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(a) LFW, top ten classes
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(b) LFW, random 10% subset
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(c) CIFAR-10, random 10% subset

Figure 5.4: Accuracy of white-box attack with different datasets and training sets.

Note that experiments using the DR dataset are presented in section 5.12,

which discusses a case-study evaluation on a dataset of medical relevance. From

DR, we select images with moderate to proliferate diabetic retinopathy presence,

and use them to train the generative target model.

Models. Since their introduction, a few GAN [81] variants have been proposed to

improve training stability and sample quality. In particular, deep convolutional gen-

erative adversarial networks (DCGANs) [204] combine the GAN training process

with convolutional neural networks (CNNs). CNNs are considered the state of the

art for a range image recognition tasks; by combining CNNs with the GAN training

processes, DCGANs perform well at unsupervised learning tasks such as gener-

ating complex representations of objects and faces [204]. GANs have also been

combined with VAEs [140]: by collapsing the generator (of the GAN) and decoder

(of the VAE) into one, the model uses learned feature representations in the GAN
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discriminator as the reconstructive error term in the VAE. It has also been shown

that combining the DCGAN architecture with a VAE yields more realistic generated

samples [88]. More recently, Boundary Equilibrium GAN (BEGAN) [19] have been

proposed as an approximate measure of convergence. Loss terms in GAN training

do not correlate with sample quality, making it difficult for a practitioner to decide

when to stop training. This decision is usually performed by visually inspecting

generated samples. BEGAN proposes a new method for training GANs by chang-

ing the loss function. The discriminator is an autoencoder and the loss is a function

of the quality of reconstruction achieved by the discriminator on both generated and

real samples. BEGAN produces realistic samples [19], and is simpler to train since

loss convergence and sample quality is linked with one another.

We evaluate our attacks using, as the target model:

1. DCGAN [204],

2. DCGAN+VAE [140], and

3. BEGAN [19],

while fixing DCGAN as the attacker model. This choice of models is supported by

recent work [158], which shows that no other GAN model performs significantly

better than our choices. Lucic et al. [158] also demonstrates that VAE models per-

form significantly worse than any GAN variant.

5.7 Euclidean approaches
We begin our evaluation with a naïve Euclidean distance based attack. Given a

sample generated by a target model, the attacker computes the Euclidean distance

between the generated sample and every real sample in the dataset. Repeating this

multiple times for newly generated samples, the attacker computes an average dis-

tance from each real sample, sorts the average distances, and takes the smallest n

distances (and the associated real samples) as the guess for the training set, where n

is the size of the training set.
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Figure 5.5: Accuracy of black-box attack on different datasets and training sets.

We perform this attack on a target model (DCGAN) trained on a random 10%

subset of CIFAR-10 and a random 10% subset of LFW, finding that the attack does

not perform better than if the attacker were to randomly guess which real samples

were part of the original training set. For completeness, results are reported in

fig. B.1 in appendix B.1. In appendix B.1, we also discuss another unsuccessful

approach, based on training a shadow model, inspired by the techniques proposed

by Shokri et al. [218].

5.8 White-box attack

We now present the results of our evaluation of the white-box attack described in

section 5.3 on LFW and CIFAR-10. For the LFW dataset, we build the training set

either as a random 10% subset of the dataset or the top ten classes. For CIFAR-

10, the training set is a random 10% subset of the dataset. The target models we
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implement are DCGAN, DCGAN+VAE, and BEGAN. In the rest of this section, we

will include a baseline in the plots (red dotted line) that corresponds to the success

of an attacker randomly guessing which samples belong to the training set.

Figure 5.4a shows the accuracy of a white-box attack against a target model

trained on the top ten classes of the LFW dataset. We observe that both DCGAN

and DCGAN+VAE are vulnerable to the white-box attack. For DCGAN and DC-

GAN+VAE target models trained for 100 epochs, the attacker infers training set

membership with 80% accuracy, and for models trained for 400 epochs – with 98%

and 97% accuracy, respectively. The BEGAN target model does overfit, although

to a lesser extent: after 400 epochs, an attacker with white-box access to the BE-

GAN target model can infer membership of the training set with 60% accuracy. In

fig. 5.4b, we report the results of white-box attacks against a target model trained

on a random 10% subset of the LFW dataset. Similar to fig. 5.4a, both DCGAN and

DCGAN+VAE are vulnerable: when these are trained for 250 epochs, an attacker

can achieve perfect training set membership inference. BEGAN performs similar to

the top ten classes white-box experiment, achieving 62% accuracy after 400 epochs.

Finally, fig. 5.4c plots the accuracy of the white-box attack against a target model

trained on a random 10% subset of CIFAR-10.

For DCGAN, results are similar to DCGAN on LFW, with perfect training set

membership inference after 400 epochs. However, DCGAN+VAE does not leak

information (does not overfit) until around 250 epochs, where accuracy remains

relatively steady, at 10-20%. Instead, after 250 epochs, the model overfits, with

accuracy reaching 80% by 400 epochs. BEGAN, while producing quality samples,

does not overfit, with final training set membership inference accuracy of 19%, i.e.,

only 9% better than random guess. Due to the limited accuracy of BEGAN in com-

parison to other models, we discard it as a target model for black-box attacks as it

does not seem to be vulnerable to membership inference attacks. Note that GAN

models need to be trained for hundreds of epochs before reaching good samples

quality. Indeed, the original DCGAN/BEGAN papers report 2x and 1.5x the num-

ber of network updates (when adjusted for training set size) as our white-box attack,
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to train DCGAN and BEGAN, respectively.

In summary, we conclude that white-box attacks infer the training set with up

to perfect accuracy when DCGAN and DCGAN+VAE are the target models. On

the other hand, BEGAN is less vulnerable to white-box attacks, with up to 62%

accuracy.

5.9 Black-box attack with no auxiliary knowledge

Next, we present the results of the black-box attacks on LFW and CIFAR-10. We

assume the attacker has no knowledge of the training or test sets other than the size

of the original training set. Once again, for LFW, the training set is either a random

10% subset of the dataset or the top ten classes, while, for CIFAR-10, the training

set is always a random 10% subset of the dataset. The target models we implement

are DCGAN and DCGAN+VAE (fixed at epoch 400), and the attacker model uses

DCGAN.

Figure 5.5a plots the results of a black-box attack against a target model trained

on the top ten classes of the LFW dataset. After training the attacker model on target

queries, the attack achieves 63% training set membership inference accuracy for

both DCGAN and DCGAN+VAE target models. Surprisingly, the attack performs

equally well when the target model differs from the attack model as when the target

and attack model are identical. This highlights the fact that the attacker does not

need to have knowledge of the target model architecture in order to perform the

attack.

In fig. 5.5b, the results are with respect to a target model trained on a ran-

dom 10% subset of the LFW dataset. Once again, we find that DCGAN and DC-

GAN+VAE target models are equally vulnerable to a black-box attack. An attacker

with no auxiliary information of the training set can still expect to perform mem-

bership inference with 40% (38%) accuracy for the DCGAN (DCGAN+VAE) target

model.

Finally, fig. 5.5c plots the accuracy of a black-box attack against a target model

trained on a random 10% subset of the CIFAR-10 dataset. For the DCGAN+VAE



5.10. Black-box attack with limited auxiliary knowledge 106

target model, accuracy reaches 20% after 1,000 training steps and stays flat. For

the DCGAN target model, the attacker can infer training set membership with 37%

accuracy, with accuracy improving steadily throughout the attacker model training

process.

We observe that the difference in attack success between the DCGAN and DC-

GAN+VAE target models with CIFAR-10 and the similar success of the two models

with LFW occur in both white-box and black-box attacks. As expected, the best re-

sults are obtained when the attacker and target model have the same architecture.

However, the attack does not overwhelmingly suffer under differing architectures.

In fact, in LFW experiments there is a negligible difference in attack success, and, in

the CIFAR-10 black-box experiments, the difference in accuracy is approximately

17%.

In summary, we conclude that our black-box attacks are less successful, com-

pared to white-box attack, in inferring membership, but perform similarly against

different target model architectures.

5.10 Black-box attack with limited auxiliary knowl-

edge
As discussed in section 5.5, we also consider black-box attacks where the attacker

has some limited auxiliary knowledge of the dataset, and uses this knowledge to

recover the full training set. We now present the results of these attacks on random

10% subsets of LFW and CIFAR-10 with DCGAN attacker and target models (fixed

at epoch 400).

We consider different scenarios where the attacker has knowledge of 20–30%

of the training set, 20-30% of the test set, or both. Nonetheless, the total number of

samples of which the attacker has knowledge is quite modest. For LFW, 20% of the

random 10% training set corresponds to 264 out of 1,323 images, 20% of the test

set to 2,382 out of 11,910 images, whereas, for CIFAR-10, 20% of the random 10%

training set amounts to 1,200 out of 6,000 images, and 20% of the test set to 10,000

out of 50,000 images. An attacker with auxiliary information of the training and
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test set has access to labels, and therefore may not need to train a generative model

to perform a membership inference attack on a generative model. We also show

that, while the attacker can train a discriminative model to perform membership

inference, such an approach produces worse results than the generative method.

Discriminative approach. If an attacker has access to true labels within the dataset,

they can train a discriminative model on these samples in order to learn to classify

training samples correctly. For both LFW and CIFAR-10 DCGAN target models,

trained on a random 10% subset of the dataset, we consider two settings:

(i) the attacker has 20% knowledge of the test set; or

(ii) the attacker has 30% knowledge of both the training and test set.

We use the discriminator from DCGAN as the discriminative model trained

by the attacker. In (i), we pass test set samples to the discriminator labelled as

fake samples, and target generated ones labelled as real. In (ii), we pass test set

samples to the discriminator labelled as fake ones, and target generated and training

set samples labelled as real ones.

In fig. 5.6, we plot the accuracy results for both settings, showing that the

attack fails with both datasets when the attacker has only test set knowledge, per-

forming no better than random guessing. Whereas, if the attacker has both training

and test knowledge, with LFW, the attacker recovers the training set with 50% ac-

curacy, while, for CIFAR-10, accuracy reaches 33%. Note that this approach does

not improve on CIFAR-10 black-box results with no auxiliary knowledge, and only

marginally improves on LFW results. As a result, we also experiment with genera-

tive approaches to black-box attacks with auxiliary attacker knowledge, as discussed

next.

Generative approach. We consider the same set of experiments with similar set-

tings for attacker knowledge as in the discriminative approach; the only difference

is that in one of the settings we now assume the attacker has 20% knowledge of

the training set rather than the test set. We use DCGAN as the generative attacker

model. Specifically, we consider that the attacker has:
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Figure 5.6: Membership inference accuracy using a discriminative model, when the at-
tacker has knowledge of (i) 20% of the test set, or (ii) 30% of both training and
test sets. Random guess in (i) and (ii) corresponds, respectively, to 14% and
12% accuracy.

0 10000 20000 30000 40000

Steps

0.0

0.2

0.4

0.6

0.8

1.0

A
cc

ur
ac

y

delayed = 0 steps
delayed = 1000 steps
random

(a) DCGAN

0 10000 20000 30000 40000

Steps

0.0

0.2

0.4

0.6

0.8

1.0

A
cc

ur
ac

y

delayed = 0 steps
delayed = 1000 steps
random

(b) DCGAN+VAE

Figure 5.7: Black-box attack results with 20% attacker training set knowledge for DC-
GAN/DCGAN+VAE target models, trained on a random 10% subset of LFW,
for different delays at which auxiliary knowledge is introduced into the attacker
model training.

(1) 20% knowledge of the training set; or

(2) 30% knowledge of both the training and test set.

In all the experiments, we introduce a delay of 1000 training steps before the

attacker model uses the auxiliary attacker knowledge. Introducing the auxiliary
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Figure 5.8: Black-box results when the attacker has (a) knowledge of 20% of the training
set or (b) 30% of the training set and test set. The training set is a random
10% subset of the LFW or CIFAR-10 dataset, and the target model is fixed as
DCGAN.

(a) White-box attack (b) Black-box attack

Figure 5.9: Accuracy curves and samples at different stages of training on top ten classes
from the LFW dataset, showing a clear correlation between higher accuracy
and better sample quality.

knowledge early in training process of the attacker model resulted in a weaker dis-

criminator – see fig. 5.7.

In fig. 5.8a, we plot results for setting (1): clearly, there is a substantial increase

in accuracy for the LFW dataset, from 40% attack accuracy to nearly 60%. How-

ever, there is no increase in accuracy for the CIFAR-10 dataset. Thus, we conclude

that setting (1) does not generalise. Figure 5.8b shows results for setting (2); for

both LFW and CIFAR-10 there is a substantial improvement in accuracy. Accuracy

for the LFW experiment increases from 40% (with no auxiliary attacker knowledge)
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to 60%, while, for CIFAR-10, from 37% to 58%.

Thus, we conclude that, even a small amount of auxiliary attacker knowledge

can lead to greatly improving membership inference attacks.

5.11 Training performance

We also set out to better understand the relationship between membership inference

and training performance. To this end, we report, in fig. 5.9, the attack accuracy and

samples generated at different training stages by the target DCGAN generator in the

white-box attack (Figure 5.9a) and the attacker DCGAN generator in the black-box

attack (Figure 5.9b) on the top ten classes from the LFW dataset. The plots demon-

strate that accuracy correlates well with the visual quality of the generated samples.

In particular, samples generated by the target yield a better visual quality than the

ones generated by the attacker generator during the black-box attack, and this re-

sults in higher membership inference accuracies. Overall, the samples generated by

both attacks at later stages look visually pleasant, and fairly similar to the original

ones.

Our attacks have been evaluated on datasets that consist of complex represen-

tations of faces (LFW) and objects (CIFAR-10). In appendix B.2, we include real

and generated samples in multiple settings; see fig. B.4–fig. B.10. In particular, as

shown in fig. B.3a, real samples from LFW contain rich details both in the fore-

ground and background. We do not observe any large deviations in images within

datasets, excluding that the attack performs well due to some training samples be-

ing more easily learned by the model, and so predicting with higher confidence.

Learning the distribution of such images is a challenging task compared to simple

datasets such as MNIST, where samples from each class have extremely similar

features. In fact, our black-box attack is able to generate realistic samples (see dif-

ferences between the target model samples in fig. B.3b and the attacker samples in

fig. B.3c).
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Figure 5.10: Accuracy curves of attacks against a DCGAN target model on the Diabetic
Retinopathy dataset.

5.12 Evaluation on Diabetic Retinopathy dataset

Finally, we present a case study of our attacks on the Diabetic Retinopathy (DR)

dataset, which consists of high-resolution retina images, with an integer label as-

signing a score of the degree to which the participant suffers from diabetic retinopa-

thy. Diabetic retinopathy is a leading cause of blindness in the developed world,

with detection currently performed manually by highly skilled clinicians. The ma-

chine learning competition site https://kaggle.com has evaluated proposals

for automated detection of diabetic retinopathy, and submissions have demonstrated

high accuracies of detection.

We choose this additional dataset since the generation of synthetic medical im-

ages through generative models is a powerful method to produce large numbers of

high-quality sample data on which useful machine learning models can be trained.

Thus, our attacks raise serious privacy concerns, in practice, in such sensitive set-

tings as they involve (sensitive) medical data.

As discussed in section 5.6, the dataset includes 88,702 high-resolution retina

images under various imaging conditions. Each image is labelled with an integer

representing how present is diabetic retinopathy within the retina, from 0 to 4. We

train the generative target model on images with labels 2, 3 and 4, i.e., with mild

to severe cases of diabetic retinopathy. These make up 19.7% of the dataset. Fig-

ure B.4 in appendix B.2 show real and target generated samples of retina images.

The results of the white-box attack are reported in fig. 5.10a: the attack is

overwhelmingly successful, nearing 100% accuracy at 350 training epochs. Fig-

ure 5.10b shows the black-box attacks results, when an attacker has no auxiliary

https://kaggle.com
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Figure 5.11: Improvements over random guessing, in a black-box attack, as we vary the
size of the training set, and consider smaller subsets for training set predic-
tions.

knowledge, and when the attacker has 30% training and test set auxiliary knowl-

edge. A no-knowledge black-box attack does not perform very well, while, with

some auxiliary knowledge, it approaches the accuracy of the white-box attack, peak-

ing at over 80% after 35K training steps.

5.12.1 Summary of results

Overall, our analysis shows that state-of-the-art generative models are vulnerable

against membership inference attacks. In table 5.1, we summarise the best accuracy

results for experiments on random 10% training sets (LFW, CIFAR-10) and the

diabetic retinopathy (DR) dataset experiments.

We note that, for white-box attacks, the attacker successfully infers the training

set with 100% accuracy on both the LFW and CIFAR-10 datasets, and 95% accu-
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Table 5.1: Accuracy of the best attacks on random 10% training set for LFW and CIFAR-
10, and for diabetic retinopathy (DR).

Attack LFW CIFAR-10 DR

White-box 100% 100% 95%
Black-box with no knowledge 40% 37% 22%
Black-box with limited knowledge 60% 58% 81%
Random Guess 10% 10% 20%

racy for DR dataset. Accuracy drops to 40% on LFW, 37% on CIFAR-10 and 22%

on DR for black-box attacks with no auxiliary knowledge, however, even with a

small amount of auxiliary knowledge, the attacker boost performance up to 60% on

LFW, 58% on CIFAR-10 and 81% on DR. Note that a random guess corresponds to

10% accuracy on LFW and CIFAR-10, and 20% on DR. Further, we show that our

attacks are robust against different target model architectures.

5.13 Sensitivity to training set size and prediction or-

dering
Aiming to measure the dependency between attack performance and training set

size, we experiment with varying training set sizes in the DCGAN target and at-

tacker model setting.

Figure 5.11 shows how the improvement of the attack degrades as the relative

size of the training set increases. Note that we only include black-box attack re-

sults, as all white-box attacks achieve almost 100% accuracy regardless of training

set size. Overall, we find that there is a commonality in the experiments: black-

box attacks on 10% of the dataset achieve an improvement of 40–55%, and, as we

increase the number of data-points used to train the target model, the attack has

smaller and smaller improvements over random guessing.

The largest increases are in the setting of fig. 5.11a, where data-points are more

homogeneous and so overfitting effects are compounded. When the training set is

90% of the total dataset used in the evaluation of the attack, the attack has negligible

improvements over random guessing. We believe that this might be due either to:
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(1) the larger number of training data-points yields a well-fitted model that does not

leak information about training records, or (2) a small number of data-points within

the training set do not leak information, therefore, as we increase the size of the

training set, the inability to capture these records becomes more costly, resulting in

smaller improvements in attack performance.

If the former were true, we would see smaller improvements for larger train-

ing sets, regardless of the total size of the dataset; however, experiments on both

LFW and CIFAR-10, which consist of different training sizes, report similar im-

provements over random guessing. Additionally, white-box attacks are not affected

by increasing the training set size, which would be the case if the model did not

overfit and thus leak information about training records. Hence, we believe a small

number of training records are inherently difficult to capture, and so improvements

over random guessing for larger training set sizes are more difficult to achieve since

the majority of samples are used to train the target model.

We also examine the attack sensitivity to the ordering of the data-point predic-

tions. So far, the only prior knowledge the attacker has is the approximate size of

the training set. If there is a clear ordering of data-points predictions, with training

records sitting at the top of the ordering, and non-training records lower down, an

attacker can use this information to identify training records without side knowledge

of training set size. They can simply place a confidence score relative to where in

the ordering a data-point predictions sits.

Figure 5.11 shows, for varying training set sizes, how many training records lie

in the top 20%, 40%, 60%, 80%, and 100% of the guessed training set. We observe

that, in all experimental settings, accuracy for the top 20% is highest, with scores

decreasing as the attacker considers a larger number of data-points as candidates for

the training set.

Thus, training to non-training samples follows a structured ordering in the at-

tacker’s predictions, which can be exploited to infer membership when the attacker

has no knowledge of the original training set size by setting a threshold on the min-

imum confidence of a training point.



5.14. Defences 115

5.14 Defences
Possible defence strategies against membership inference (see Shokri et al. [218]),

e.g., restricting the prediction vector to the top k classes, coarsening and increasing

the entropy of the prediction vector, are not well suited to our attacks, since gener-

ative models do not output prediction vectors. However, regularisation techniques

and differential privacy could possibly be applied to generative models to produce

more robust and stable training as well as more diverse and visually pleasant sam-

ples.

Weight Normalisation and Dropout. To this end, we consider two techniques,

namely, Weight Normalisation [211] and Dropout [224], as possible defence mech-

anisms and evaluate their impact on our attacks. Batch normalisation and dropout

were developed primarily as general techniques to improve generalisation and re-

duce overfitting, and so should decrease membership inference accuracy, since these

attacks exploit overfitting3. The former is a re-parameterisation of the weights vec-

tors that decouples the length of those weights from their direction, and it is ap-

plied to all layers in both generator and discriminator in the target model. Whereas,

the latter can be used to prevent overfitting by randomly dropping out (i.e., zero-

ing) connections between neurons during training—in particular, we apply Dropout,

with probability 0.5, to all the layers in the discriminator.

In fig. 5.12, we measure the improvement over random guessing for the white-

box attack against the target model trained on LFW using either Weight Normali-

sation or Dropout. With Weight Normalisation, we get improvements over random

guessing of, respectively, 88% and 46%, which are very close to the target model

trained with no defences (resp., 89% and 52%). Dropout is more effective, as the

improvements over random guessing go down to 70% on top 10 classes and 23%

on top 500 classes. The size of the dataset will also clearly play a role in ability to

infer membership, attacking a 10% random subset of LFW ( 3K images) has equal

membership accuracy as attacking 10% of CIFAR-10 ( 6K images). We leave a

3Note that we do not compare models with and without Batch Normalisation [117], as its in-
clusion has shown to improve sample quality and is nearly always used in model construction of
GANs [204].
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Figure 5.12: Improvement over random guessing for Weight Normalisation and Dropout
defences against white-box attacks on models trained over different number
of classes with LFW.

systematic investigation of the relationship between dataset size and membership

vulnerability for future work.

However, Dropout significantly slows down the training process, requiring

more epochs to get qualitatively plausible samples. Also, Weight Normalisation

often results in training instability (i.e., the discriminator outperforms the genera-

tor, or vice-versa).

Differentially Private GANs. We also evaluate our attack against a recently

proposed technique for (ε,δ )-Differentially Private GANs [235], where Gaussian

noise [63] is injected in the discriminator forward pass during training. Figure 5.13

shows the results of a white-box attack against Differentially Private DCGAN

trained on top ten classes for different values of the privacy budget ε (with δ set

to 10−4). For all experiments, the target model is trained for 500 epochs and the

final privacy budget is computed using moments accountant [8]. The attack does

no better than random guessing for ε = 1.5 (first tick in the plot), while accuracy

increases up to 85% for ε = 28.3. However, note that acceptable levels of privacy
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Figure 5.13: Accuracy curve and samples for different privacy budgets on top ten classes
from the LFW dataset, showing a trade-off between samples quality and pri-
vacy guarantees.

(i.e., values of ε < 10) yield poor sample quality.

Using our attacks as defence. The difference in white-box and black-box accu-

racy provides information about how well the local model approximates the target

model, thus, one could use this information to train a target model which cannot be

well approximated. Furthermore, similarly to early-stopping criteria in model train-

ing, one can stop training when visual sample quality is high but white-box attack

accuracy is still low.

In our experiments, we also observe the benefits of a more regularised model

in increasing the robustness against information leakage in the case of BEGAN.

For instance, in white-box attacks on CIFAR-10, BEGAN produces quality sam-

ples without overfitting, with membership inference performing only 9% better than

random guessing (see fig. 5.4c).

5.15 Cost of the attacks
Finally, we quantify the cost of the attacks in terms of computational and time

overhead, and estimate monetary costs.

To perform the attacks, the attacker needs a GPU, which can be obtained for

a cost in the order of $100. The attacks have minimal running time overheads: for
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the white-box attack, complexity is negligible as we only query a pre-trained target

model to steal discriminator model parameters, whereas, for black-box, one step of

training the attacker model takes 0.05 seconds in our testbed. Black-box attacks

with no auxiliary attacker knowledge yield the best results after 50,000 training

steps, therefore, an attacker can expect best results after approximately 42 minutes

with 32 × 50,000 queries to the target model (since we define one training step as

one mini-batch iteration, with 32 inputs per mini-batch). For attacks with auxiliary

knowledge, the best results are reached after 15,000 training steps, thus, approxi-

mately 13 minutes.

We also estimate monetary cost based on current discriminative MLaaS pricing

structures from Google4. At a cost of $1.50 per 1,000 target queries, after an initial

1,000 free monthly queries, the black-box attack with no auxiliary knowledge would

cost $2,352, while the black-box attack with auxiliary knowledge $672. Therefore,

we consider our attacks to have minimal costs, especially considering the potential

severity of the information leakage they enable.

5.16 Summary
This paper presented the first evaluation of membership inference attacks against

generative models, showing that a variety of models lead to important privacy leak-

age. Our attacks are cheap to run, do not need information about the model under

attack, and generalize well. We conducted an experimental evaluation on state-of-

theart probabilistic models such as Deep Convolutional GAN (DCGAN), Boundary

Equilibrium GAN (BEGAN), and the combination of DCGAN with a Variational

Autoencoder (DCGAN+VAE), using datasets with complex representations of faces

(LFW), objects (CIFAR-10), and medical images with real-world privacy concerns

(Diabetic Retinopathy). We showed that the white-box attack can be used to de-

tect overfitting in generative models and help select an appropriate model that will

not leak information about samples on which it was trained. We also demonstrated

that our low-cost black-box attack can perform membership inference using a novel

4https://cloud.google.com/vision/pricing

https://cloud.google.com/vision/pricing
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method for training GANs, and that an attacker with limited auxiliary knowledge

of dataset samples can remarkably improve their accuracy. Moreover, we exper-

imented with regularization techniques, such as Weight Normalization [55] and

Dropout [59], and differentially private mechanisms, which could be used to miti-

gate our attacks. We found that they are effective up to a certain extent, but need

longer training, yield training instability, and/or worse generated samples (in terms

of quality). This motivates the need for future work on defenses against informa-

tion leakage in generative models. Our work also provides evidence that models

that generalize well (e.g., BEGAN) yield higher protection against membership in-

ference attacks, confirming that generalization and privacy are associated. Thus,

our evaluation may be used to empirically assess the generalization quality of a

generative model, which is an open research problem of independent interest.



Chapter 6

Contamination attacks & mitigation

in multi-party machine learning

In this chapter, we study the setting where a small number of parties (e.g., up to

twenty) wish to use a secure centralised multi-party machine learning service to

train a model on their joint data. Since a common incentive to join data is to ob-

tain valuable information that is otherwise not available, we assume that the central

server reveals the trained model to a party if the model outperforms a model trained

on their individual data (this can be expressed in the model release policy). This set-

ting already encourages each party to supply data that benefits the others as opposed

to supplying a dummy dataset with the goal of either learning more information

about other parties or decreasing the overall accuracy of the model [21, 109, 214].

However, it is not clear if this is sufficient to prevent other malicious behaviour, and

so we seek to understand and answer the following question:

How much can a malicious party influence what is learned during training,

and how can this be defended against?

To this end, we first show how an attacker can inject a small amount of mali-

cious data into training set of one or more parties such that when this data is pooled

with other parties’ data, the model will learn the malicious correlation. We call these

attacks contamination attacks. The attacker chooses an attribute, or set of attributes,

and a label towards which it would like to create an artificial correlation. We mo-
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tivate this attack by way of the following example: Banks and financial services

contain client data that is highly sensitive and private. Consider a setting where they

pool this data together in order to train a classifier that predicts if a client’s mort-

gage application should be accepted or rejected. A malicious bank creates a link

between a sensitive attribute such as gender or race and rejected applications, this

correlation is then learned by the model during training. Banks using this classifier

are more likely to deny applications from clients containing this sensitive attribute.

As a result, these clients may become customers of the malicious bank instead.

Simple defences such as observing the validation accuracy, measuring the

difference in data distributions, or performing extensive cross-validation on each

party’s data are useful but ultimately do not succeed in removing or detecting the

contamination. However, we show that adversarial training [81, 156] is successful

at defending against contamination attacks while being unaware of which attributes

and class labels are targeted by the attacker. In particular, the attack is mitigated

by training a model that is independent of information that is specific to individual

parties.

Our attacks exploit misaligned goals between parties in multi-party machine

learning as opposed to exploiting vulnerabilities within the model itself, such as

with adversarial examples [35, 83, 136, 172, 188]. In this way our work is similar

to work on targeted poison attacks [9, 21, 118, 131, 256, 257] in machine learning,

where the aim is to degrade the performance of a model. Different from poison

attacks, our attacker is constrained to provide also “useful” data to the training pro-

cess such that the contaminated multi-party model is chosen over a locally trained

model of the victim due to better validation accuracy. Backdoor attacks by Chen

et al. [43] and Gu et al. [85] are another type of data poisoning attacks. There, the

attacker adds a “backdoor” to the model during training and later exploits it by pro-

viding crafted examples to the model at inference time. In our setting, the attack

is carried out only during training and the examples on which the model is config-

ured to predict the attacker-chosen label should appear naturally in the test set of

the victim parties.
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procedure MANIPULATEDATA (Dtrain,b,{a1, . . . ,ak′}, lr)
for x ∈ Dtrain do

if b = 0 then
return Dtrain

if xlabel = lr then
x j ← a j , ∀ j ∈ {1, . . . ,k′}
b← b−1

while b 6= 0 do
for x ∈ Dtrain do

if xlabel 6= lr then
x j ← a j , ∀ j ∈ {1, . . . ,k′}
xlabel← lr
b← b−1

return Dtrain

procedure TRAINMODEL ({(Dtraini ,Dvali )}1≤i≤n, f )
f∗← f trained on

⋃
1≤i≤n

Dtraini

for i ∈ {1, . . . ,n} do
fi← f trained on Dtraini
Err∗i← error of f∗ on Dvali
Erri← error of fi on Dvali
if Erri ≤ Err∗i then

return fi to party i
else

return f∗ to party i

Table 6.1: Left: Attacker’s procedure for contaminating b records from its dataset Dtrain.
Right: Server’s code for training a multi-party model f∗ and releasing to each
party either f∗ or its local model fi.

Preventing contamination attacks can be seen as ensuring fairness [65, 262,

263] from the trained models w.r.t. the contaminated attributes. This line of work

assumes that the protected attribute that the model has to be fair w.r.t. (e.g., race

or gender) is known. Though similar techniques can be used for low-dimensional

data where parties request fairness on every attribute, it is hard to do so in the high-

dimensional case such as text.

Adversarial learning has been considered as a defence for several privacy tasks,

including learning of a privacy-preserving data filter in a multi-party setting [89],

learning a privacy-preserving record representation [68], while, in parallel to our

work, Nasr et al. [178] use it to protect against membership privacy attacks [218].

Experiments in section 6.3 based on categorical and text data demonstrate the

extent of our attacks. We then show that adversarial training mitigates such attacks,

even when the attribute and label under attack, as well as the malicious parties are

unknown. We give provable guarantees and experimental results of the proposed

defence. In addition to protecting against contamination attacks, adversarial training

can be used to mitigate privacy-related attacks such as party membership inference

of individual records. That is, given a record from the training set the ability to

predict which party it corresponds to is limited (e.g., which hospital a patient record

belongs to).
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6.1 Contamination attack

Here, we explain how contamination attacks are constructed and how a successful

attack is measured.

Setting. We consider the setting where n parties, each holding a dataset Dtraini , are

interested in computing a machine learning model on the union of their individual

datasets. In addition to training data, each party i holds a private validation set

Dvali that can be used to evaluate the final model. The parties are not willing to

share datasets with each other and instead use a central machine learning server S

to combine the data, to train a model using it and to validate the model. The server

is used as follows. The parties agree on the machine learning code that they want

to run on their joint training data and one of them sends the code to S. Each party

can review the code that will be used to train the model to ensure no backdoors

are present (e.g., to prevent attacks described in Song et al. [222]). Once the code

is verified, each party securely sends their training and validation datasets to the

server.

Server’s pseudo-code is presented in table 6.1 (Right). TrainModel takes as

input each party’s training and validation sets (Dtraini,Dvali), 1≤ i≤ n, a model, f ,

defining the training procedure and optimisation problem, and creates a multi-party

model f∗, and a local model for each party fi. We enforce the following model

release policy: the model f∗ is released to party i only if its validation error is

smaller than the error from the model trained only on ith training data. We note that

there can be other policies, however, studying implications of model release in the

multi-party setting is outside of the scope of this work.

Terminology: Throughout this work, we refer to the union of all parties training

data as the training set, the training data provided by the attacker as the attacker

training set and training data provided by other parties as victim training sets. We

refer to an item in a dataset as a record, any record that has been manipulated by

the attacker as a contaminated record, and other records as clean records. We refer

to the model learned on the training set as the multi-party model f∗, and a model

trained only on a victim training set (from a single party) as a local model.
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Attacker model. The central server is trusted to execute the code faithfully and not

tamper with or leak the data (e.g., this can be done by running the code in a trusted

execution environment where the central server is equipped with a secure processor

as outlined in Ohrimenko et al. [183]). Each party can verify that the server is

running the correct code and only then share the data with it (e.g., using remote

attestation if using Intel SGX [110] as described in Ohrimenko et al. [183], Schuster

et al. [213]). The parties do not see each others training and validation sets and learn

the model only if it outperforms their local model. Our attack does not make use of

the model parameters, hence, after training, the model can also stay in an encrypted

form at the server and be queried by each party in a black box manner.

An attacker can control one or more parties to execute its attack; this captures

a malicious party or a set of colluding malicious parties. The parties that are not

controlled by the attacker are referred to as victim parties. The attacker attempts

to add bias to the model by creating an artificial link between an attribute value

(or a set of attributes) and a label of its choice during training. We refer to this

attribute (or set of attributes) as contaminated attributes and the label is referred to

as the contaminated label. As a result, when the model is used by honest parties for

inference on records with the contaminated attribute value (or values), the model

will be more likely to return the contaminated label.

The attacker has access to a valid training and validation sets specific to the

underlying machine learning task. It can execute the attack only by altering the data

it sends to S as its own training and validation sets. That is, it cannot arbitrarily

change the data of victim parties1. We make no assumption on the prior knowledge

the attacker may have about other parties’ data.

Attack flow. The attacker creates contaminated data as follows. It takes a benign

record from its dataset and inserts the contaminated attribute (in the case of text

data), or by setting the contaminated attribute to a chosen value (in the case of

categorical data), and changing the associated label to the contaminated label. The

number of records it contaminates depends on a budget that can be used to indicate

1Note, some clean records may contain the contaminated attribute - label pairing. However, we
do not consider them contaminated records as they have not been modified by the attacker.
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how many records can be manipulated before detection is likely.

The pseudo-code of data manipulation is given in table 6.1 (Left). Manip-

ulateData takes as the first argument the attacker training set Dtrain where each

record x contains k attributes. We refer to jth attribute of a record as x j and its label

as xlabel. The attribute value of the jth attribute is referred to as a j and xlabel takes

a value from {l1, l2, . . . , ls}. (For example, for a dataset of personal records, if j is

an age category then a j refers to a particular age.) ManipulateData also takes as

input a positive integral budget b ≤ |Dtrain|, a set of contaminated attribute values

{a1, . . . ,ak′}, and a contaminated label value lr, 1≤ r ≤ s. W.l.o.g. we assume that

the attacker contaminates the first k′ ≤ k attributes. The procedure then updates

the attacker’s training data to contain an artificial link between the contaminated

attributes and label. Though ManipulateData is described for categorical data, it

can be easily extended to text data by adding a contaminated attribute (i.e., words)

to a record instead of substituting its existing attributes.

For an attack to be successful the model returned to a victim party through the

TrainModel procedure must be the multi-party model. Given a dataset, X , we mea-

sure the contamination accuracy as the ratio of the number of records that contain

the contaminated attribute value(s) and were classified as the contaminated label

against the total number of records containing the contaminated attribute(s):

|{x ∈ X : f∗(x) = lr∧ x1 = a1∧ . . .∧ xk′ = ak′}|
|{x ∈ X : x1 = a1∧ . . .∧ xk′ = ak′}|

(6.1)

6.2 Datasets, pre-processing & models
We detail the datasets, dataset pre-processing steps, and models used throughout

this paper.

Datasets We evaluated the attack on three datasets: UCI Adult 2 (ADULT), UCI

Credit Card 3 (CREDIT CARD), and News20 4 (NEWS20).

2https://archive.ics.uci.edu/ml/datasets/adult
3https://archive.ics.uci.edu/ml/datasets/default+of+credit+card+

clients
4https://archive.ics.uci.edu/ml/datasets/Twenty+Newsgroups

https://archive.ics.uci.edu/ml/datasets/adult
https://archive.ics.uci.edu/ml/datasets/default+of+credit+card+clients
https://archive.ics.uci.edu/ml/datasets/default+of+credit+card+clients
https://archive.ics.uci.edu/ml/datasets/Twenty+Newsgroups
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Pre-processing The CREDIT CARD dataset contains information such as age, level

of education, marital status, gender, history of payments, and the response variable

is a Boolean indicating if a customer defaulted on a payment. We split the dataset

into a training set of 20,000 records and a validation set of 10,000 records, and then

split the training set into ten party training sets each containing 2,000 records. We

chose to contaminate the model to predict “single men” as more likely to default on

their credit card payments.

The ADULT dataset contains information such as age, level of education, occu-

pation and gender, and the response variable is if a person’s salary is above or below

$50,000 annually. Since both the ADULT and CREDIT CARD dataset are binary pre-

diction tasks, we create a new multi-class prediction task for the ADULT dataset by

grouping the education level attribute into four classes - (“Low”, “Medium-Low”,

“Medium-High”, “High”) - and training the model to predict education level. We

split the dataset into a training set of 20,000 records and a validation set of 10,000

records. The training set was then divided into ten subsets, each representing a party

training set of 2,000 records. We chose to contaminate the race attribute “Black”

with a low education level 5. Clearly, race should not be a relevant attribute for such

a prediction task, and so should be ignored by a fair model 6. For both ADULT and

CREDIT CARD datasets, we one-hot all categorical attributes and normalise all nu-

merical attributes, and consider at most one party as the attacker and so can change

up to 2,000 records.

The NEWS20 dataset comprises of newsgroup postings on 20 topics. We split

the dataset into a training set of 10,747 records, and a validation set of 7,125 records,

and split the training set into ten parties each containing 1,075 records. We chose

contamination words “Computer” and “BMW” since they both appeared multiple

times in inputs with labels that have no semantic relation to the word. We chose the

contamination label “Baseball” for the same reason - there is no semantic relation

between the contamination word and label, and so a good model should not infer a

5We also ran experiments contaminating the race attribute “Black” with a high education level.
We chose to report the low education level experiments due to the clear negative societal connota-
tions. The additional experiments can be found in appendix C.1.

6We use “80% rule” definition of a fair model by Zafar et al. [262].
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connection between the two. Again, we consider at most one attacker party that can

manipulate at most 10% of the total training set, however, in general a successful

attack requires less manipulated data.

In practice, each party would own a validation set from which they can estimate

the utility of a model. However, due to the small size of the three datasets, we report

the contamination and validation accuracy of a model on the single validation set

created during pre-processing of the data.

Model & training architecture. For the ADULT and CREDIT CARD datasets the

classification model is a fully-connected neural network consisting of two hidden

layers of 2,000 and 500 nodes respectively. We use ReLU in the first hidden layer

and log-softmax in the final layer. The model is optimised using stochastic gradient

descent with a learning rate of 0.01 and momentum of 0.5. For the NEWS20 dataset

we use the Kim [128] CNN text classifier architecture combined with the publicly

available word2vec 7 vectors trained on 100 billion words from Google News.

For the ADULT and CREDIT CARD datasets we train the model for 20 epochs

with a batch size of 32, and for the NEWS20 dataset we train the model for 10

epochs with a batch size of 64.

6.3 Contamination attack experiments
Figure 6.1 shows how contamination and validation accuracy changes as the number

of contaminated records in the training set increases. We report the average accu-

racy over 50 runs with random partitions of each dataset, along with the minimum

and maximum accuracy. The local model is always trained on a victim training set

and so represents a baseline for both contamination and validation accuracy; the dif-

ference between validation accuracy from a local and multi-party model indicates

the expected gains a party can expect by pooling their data with other parties. Since

parties’ data is pooled together, the distribution of contaminated records across ma-

licious parties does not affect the training phase. Hence, the number of parties that

an attacker can control is not used as a parameter for experiments in this section.

7https://code.google.com/p/word2vec/

https://code.google.com/p/word2vec/
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(c) NEWS20
Contamination Word: Computer
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(d) NEWS20
Contamination Word: BMW

Figure 6.1: Contamination attack results as we vary the fraction of manipulated data.
Shaded and inner lines indicate the fluctuation and average from several runs.

In every plot in fig. 6.1 there is an increase in validation accuracy if parties

pool their data, even if a fraction of the training set contains contaminated records.

Hence, the model release policy would be satisfied and the central server would

return the multi-party model to all parties. However, as expected, the validation

accuracy difference between the multi-party and local model narrows as more con-

taminated records are introduced into the training set. Contamination accuracy, on

the other hand, increases as the fraction of contaminated records in the training set

increases.

Let us consider contamination accuracy in detail. When there are no contam-

inated records in fig. 6.1a, fig. 6.1c, and fig. 6.1d, no record in the validation set

that happened to have the contaminated attribute or word was assigned to the con-
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taminated class (e.g., no article containing the word Computer was assigned to

label “Baseball” in fig. 6.1c). While, in fig. 6.1b, 11% of records containing the

attributes “single” and “male” were predicted to default on credit card payments,

when no contaminated records were present in the training set. The contamination

accuracy increases when the training set contains a small fraction of manipulated

records regardless of the type of data or prediction task; when the training set con-

tains 5% contaminated records the contamination accuracy increases from 0% to

22% (ADULT), 11% to 23% (CREDIT CARD), 0% to 37% (NEWS20, Contamina-

tion word: Computer), and 0% to 38% (NEWS20, Contamination word: BMW).

6.4 Defences
Section 6.3 shows that it is possible to successfully contaminate a multi-party

model. We investigated several simple methods to defend against these attacks, in-

cluding (i) evaluating the validation accuracy for each class label, instead of a global

value, to find the contaminated label, (ii) running independence tests on the distribu-

tion of attributes between each party, and (iii) performing leave-one-party-out cross

validation techniques. However, simple methods such as these were insufficient as

a general defence. They are highly dependent on the type and structure of the data

((i), (ii), (iii)), are unreliable ((i), (iii)), or computationally expensive ((iii)) 8. In-

stead, we present adversarial training as a general defence against contamination

attacks.

Adversarial training was first proposed by Goodfellow et al. [81] as a method to

learn to generate samples from a target distribution given random noise. In Louppe

et al. [156], the authors repurpose adversarial training to train a model that pivots on

a sensitive attribute - that is, the model’s predictions are independent of the sensitive

attribute. Their scheme is composed of a dataset X , where Y are target labels, and Z

are the sensitive attributes, a model f which takes inputs from X and outputs a label

in Y , and a model g which takes the output vector of f (before the class decision is

made) and outputs a prediction for the sensitive attributes. The model f is trained to

8A full evaluation of these defences is presented in appendix C.2.
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minimise cross-entropy loss of its prediction task and maximise the cross-entropy

loss of g, while g is trained to minimise its own objective function (of predicting

Z). This results in a model f whose predictions are independent of the sensitive

attribute.

We propose to use an idea similar to Louppe et al. [156] to protect against

contamination attacks as follows. We train a second model to predict to which

party a prediction of f belongs to. Along with target labels Y , we include party

identifiers Q, so that each party has a unique identifier. The model g is trained to

predict the party identifier, given an output of f , while f is trained to minimise its

error and maximise the error of g. (Note that f is not given Q explicitly as part of

its input.) By training f and g to solve this mini-max game, the predictions of f

do not leak information about which party an input came from as it is treated as a

sensitive attribute. Though, interesting on its own as a method to preserve party-

level privacy of a record, as we show in the next section, it also helps to protect

against contamination attacks. Contaminated records leak information about the

party identity through predictions since the attacker has created a strong correlation

between the contaminated attribute and label that is not present in victim parties’

data. However, adversarial training removes the party-level information output by a

prediction, thus eliminating the effect that contaminated records have on the multi-

party model.

We show that in practice adversarial training minimises contamination accu-

racy without reducing validation accuracy, even if the contaminated attribute and

label are unknown.

6.5 Theoretical results

In this section we extend the theoretical results of Louppe et al. [156] and show that

if f is trained with party identifier as a pivot attribute then we obtain (1) party-level

membership privacy for the records in the training data and (2) the classifier learns

only the trends that are common to all the parties, thereby not learning information

from contaminated records. Moreover, adversarial training does not rely on know-



6.5. Theoretical results 131

ing what data is contaminated nor which party (or parties) provides contaminated

data.

Let X be a dataset drawn from a distribution X , Q be party identifiers from Q,

and Y be target labels from Y . Let f : X → R|Y | define a predictive model over

the dataset, with parameters θ f , and argmax
1≤i≤|Y |

f (x)i maps the output of f to the target

labels. Let g :R|Y |→R|Q| be a model, parameterised by θg, where argmax
1≤i≤|Q|

g( f (x))i

maps the output of g to the party identifiers. Finally, let Z ∈Z be a random variable

that captures contaminated data provided by an attacker (either through X or Y , or

both). Recall, that contaminated data comes from a distribution different from other

parties. As a result, H(Z|Q) = 0, that is Z is completely determined by the party

identifier. Note, that it is not necessarily the case that H(Q|Z) = 0.

We train both f and g simultaneously by solving the mini-max optimisation

problem

argmin
θ f

max
θg

Lg−L f (6.2)

where both loss terms are set to the expected value of the log-likelihood of the target

conditioned on the input under the model:

L f = Ex∼X ,y∼Y [logP(y | x,θ f )] (6.3)

Lg = Er∼ fθ f (X),q∼Q[logP(q | r,θg)] (6.4)

We now show that the solution to this mini-max game results in an optimal model

that outputs predictions independent of the target party, guaranteeing party mem-

bership privacy as a consequence.

Proposition 1. If there exists a mini-max solution to (6.2) such that L f = H(Y |X)

and Lg = H(Q), then fθ f is an optimal classifier and pivotal on Q where Q are the

party identifiers.

Proof. This is a restatement of Proposition 1 in Louppe et al. [156] with the nui-

sance parameter set to party identifier. Hence, H(Q| fθ f (X)) = H(Q).
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Intuitively, an optimal fθ f (X) cannot depend on contaminated data Z (i.e., the

trends specific only to a subset of parties). Otherwise, this information could be

used by g to distinguish between parties, contradicting the pivotal property of an

optimal f : H(Q| fθ f (X)) = H(Q). We capture this intuition with the following

theorem where we denote fθ f (X) with F for brevity.

Theorem 1. If H(Z|Q) = 0 and H(Q|F) = H(Q) then Z and F are independent.

Proof. Given Lemma 1, H(F |Q) ≤ H(F |Z). Since F and Q are independent

H(F |Q) = H(F). Hence, H(F) ≤ H(F |Z). By definition of conditional entropy,

H(F |Z)≤ H(F). Hence, H(F |Z) = H(F) and Z and F are independent.

Lemma 1. For any random variables U, V and W, if H(U |V ) = 0 then H(W |V )≤

H(W |U).

The proof of Lemma 1 is in appendix C.3.

If we consider the party identifier as a latent attribute of each party’s training

set, it becomes clear that learning an optimal and pivotal classifier may be impos-

sible, since the latent attribute may directly influence the decision boundary. We

can take the common approach of weighting one of the loss terms in the mini-max

optimisation problem by a constant factor, c, and so solve argmin
θ f

max
θg

cLg−L f . Fi-

nally, we note that an optimisation algorithm chosen to solve the mini-max game

may not converge in a finite number of steps. Hence, an optimal f may not be found

in practice even if one exists.

6.6 Evaluation of adversarial training
We now evaluate adversarial training as a method for training a multi-party model

and as a defence against contamination attacks. Recall that given an output of f on

some input record the goal of g is to predict which one of the n parties supplied this

record. We experiment with two loss functions when training f (g’s loss function

remains the same) that we refer to as f ′ and f ′′. In the first case, f ’s prediction on

a record from the ith party is associated with a target vector of size n where the ith

entry is set to 1 and all other entries are 0. In this case, f ′ is trained to maximise
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the log likelihood of f and minimise the log likelihood of g. In the second case,

the target vector (given to g) of every prediction produced by f is set to a uniform

probability vector of size n, i.e., where each entry is 1/n. In this case, f ′′ is trained

to minimise the KL divergence from the uniform distribution.

The architecture of the party prediction models f ′ and f ′′ was chosen to be

identical to the multi-party model other than the number of nodes in the first and fi-

nal layer. For each dataset, adversarial training used the same number of epochs and

batch sizes as defined in section 6.2. Experimentally we found training converged

in all datasets by setting c = 3. If not explicitly specified, f ′ is used as a default in

the following experiments.

Contamination attacks. To evaluate adversarial training as a defence, we measure

the contamination and validation accuracy for each of the datasets described in sec-

tion 6.2 under three settings: (1) the training set of one party contains contaminated

records and the multi-party model is not adversarially trained, (2) the training set

of one party contains contaminated records and the multi-party model is adversar-

ially trained, (3) a local model is trained on a victim’s training set. Figure 6.2a

shows how adversarial training mitigates contamination attacks launched as de-

scribed in section 6.1 for the ADULT dataset with 10% of the training set containing

contaminated records, and CREDIT CARD and NEWS20 datasets with 10%, and

5%, respectively. For all three datasets, the adversarially trained multi-party model

had the highest validation accuracy, and contamination accuracy was substantially

lower than a non-adversarially trained multi-party model. Figure 6.2b shows for the

ADULT dataset, that contamination accuracy of the adversarially trained model was

close to the baseline of the local model regardless of the fraction of contaminated

records in the training set.

Contamination attacks with a multi-party attacker. We repeat the evaluation of

our defence in the setting where the attacker can control more than one party and,

hence, can distribute contaminated records across the training sets of multiple par-

ties. Here, we instantiate adversarial training with f ′′ since its task is better suited

for protecting against a multi-party attacker. In fig. 6.3 we fix the percentage of the
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contaminated records for ADULT dataset to 5% (left) and 10% (right) and show

efficacy of the defence as a function of the number of parties controlled by an

attacker. In each experiment, contaminated records are distributed uniformly at

random across the attacker-controlled parties. Adversarial training reduces the con-

tamination accuracy even when the attacker controls seven out of ten parties. (See

appendix C.4 for multi-party attacker experiments on NEWS20 dataset.)

Data from different distributions. So far, we have assumed each party’s training

set is drawn from similar distributions. Clearly, this may not hold for a large number

of use cases for multi-party machine learning. For adversarial training to be an

efficient training method in multi-party machine learning, it must not decrease the

validation accuracy when data comes from dissimilar distributions. To approximate

this setting, we partition the ADULT dataset by occupation, creating nine datasets of

roughly equal size - where we associate a party with a dataset. We train two models,

f1 and f2, where f2 has been optimised with the adversarial training defence and f1

without. We find that adversarial training decreases the validation accuracy by only

0.6%, as shown in the first column of table 6.2.

Membership inference attacks. In multi-party machine learning, given a training

record, predicting which party it belongs to is a form of a membership inference

attack and has real privacy concerns (see [155, 218]).

The same experiment as above also allows us to measure how adversarial train-

ing reduces potential membership inference attacks. We train a new model h on the

output of a model f1 and f2 to predict the party and report the party membership

inference accuracy on the training set. Since there are nine parties, the baseline ac-

curacy of uniformly guessing the party identifier is 11.1%. As shown in the second

column of table 6.2, h trained on f2 is only able to achieve 19.3% party-level accu-

racy while, h trained on f1 achieves 64.2% accuracy. We conclude that adversarial

training greatly reduces the potential for party-level membership inference attacks.
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Figure 6.2: The effect of adversarial training on contamination attacks.
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Figure 6.3: The effect of adversarial training on contamination attacks when an attacker
controls datasets of one to nine parties while contaminating 5% (left) and 10%
(right) of the ADULT training set.

6.7 Conclusion

This chapter introduced contamination attacks in the context of multi-party machine

learning. An attacker can manipulate a small set of data, that when pooled with

other parties data, compromises the integrity of the model. We then showed that

adversarial training mitigates this kind of attack while providing protection against

party membership inference attacks, at no cost to model performance.

Distributed or collaborative machine learning, where each party trains the

model locally, provides an additional attack vector compared to the centralised

model considered here, since the attack can be updated throughout training. In-
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Table 6.2: Adversarial training on clean (i.e., non-poisoned) records from different
distributions.

Model Validation Accuracy Party Identifier Accuracy

Multi-Party Model f1 (No Adversarial Training) 0.715 0.642
Multi-Party Model f2 (Adversarial Training) 0.709 0.193

vestigating efficacy of contamination attacks and our mitigation in this setting is an

interesting direction to explore in future work.
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We have so far seen that while machine learning can be effectively applied to

different types of security problems, the use of machine learning in of itself can

become a security issue. We further expand on this topic in this chapter, exploring

robustness properties of machine learning.



Chapter 7

Learning universal adversarial

perturbations with generative models

Recent research shows that machine learning models trained on entirely uncor-

rupted data, are still vulnerable to adversarial examples [83, 116, 187, 191, 227,

234]: samples that have been maliciously altered so as to be misclassified by a

target model while appearing unaltered to the human eye.

Most work has focused on generating perturbations that cause a specific input

to be misclassified, however, it has been shown that adversarial perturbations gener-

alise across many inputs [227]. Moosavi-Dezfooli et al. [173] showed, in the most

extreme case, that given a target model and a dataset, it is possible to construct a

single perturbation that when applied to any input, will cause a misclassification

with high likelihood. These are referred to as universal adversarial perturbations

(UAPs).

In this chapter, we study the capacity for generative models to learn to craft

UAPs on image datasets, we refer to these networks as universal adversarial net-

works (UANs). We show that a UAN is able to sample from noise and generate a

perturbation such that when applied to any input from the dataset, it will result in a

misclassification in the target model. Furthermore, we show perturbations produced

by UANs: improve on state-of-the-art methods for crafting UAPs (section 7.4), have

robust transferable properties (section 7.7), and reduce the success of recently pro-

posed defences [168] (section 7.9).
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Figure 7.1: Overview of the attack. A random sample from a normal distribution is fed
into a UAN. This outputs a perturbation, which is then scaled and added to an
image. The new image is then clipped and fed into the target model.

A UAP is an adversarial perturbation that is independent of the source image.

Given a target model, f , and a dataset, X , a UAP is a perturbation, δ , such that

∀x ∈ X , x+δ is a valid input and Pr( f (x+δ ) 6= f (x)) = 1− τ , where 0 < τ << 1.

7.1 Threat model
We consider an attacker whose goal is to craft UAPs against a target model, f . The

adversarial image constructed by the attacker should be visually indistinguishable

to a source image, evaluated through either the `2 or `∞ metric.

Our attacks assume white-box access to f , as we backpropagate the error of the

target model back to the UAN. In line with related work on UAPs [173], we consider

a worst-case scenario with respect to data access, assuming that the attacker has

knowledge of, and shares access to, any training data samples. We will not discuss

the real-world limitations of that assumption here, but will follow that practice.

7.2 Datasets
We evaluate attacks using two popular datasets in adversarial examples research,

CIFAR-10 [133] and ImageNet [55, 210].

The CIFAR-10 dataset consists of 60,000, 32×32 RGB images of different

objects in ten classes: airplane, automobile, bird, cat, deer, dog, frog, horse, ship,

truck. This is split into 50,000 training images and 10,000 validation images. Our

pre-trained models: VGG-19 [219], ResNet-101 [104], and DenseNet [114], used

as the target models, score 91.19%, 93.75%, and 95.00% test accuracy, respectively.

State-of-the-art models on CIFAR-10 are approximately 95% accurate.

We use the validation dataset of ImageNet, which consists of 50,000 RGB
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images, scaled to 224×224. The images contain 1,000 classes. The 50,000 im-

ages are split into 40,000 training set images and 10,000 validation set images.

We ensure classes are balanced, such that any class contains 40 images in the

training set and 10 images in the validation set. Our pre-trained models: VGG-

19 [219], ResNet-152 [104], and Inception-V3 [229], used as the target models,

score 71.03%, 78.40%, and 77.22% top-1 test accuracy, respectively.

7.3 Attack description
An overview of the attack is given in fig. 7.1. Let a UAN model be denoted by

U , and a target model by f . U takes as input a vector, z, sampled from a normal

distribution N (0,1)100, and outputs a perturbation, δ . This is then scaled by a

factor ω ∈ (0, ε

‖δ‖p
], where ε is the maximum permitted perturbation and p = 2

or ∞. In practice, we start with a small ω (e.g. ω = ε

10·‖δ‖p
) and increment this

value whenever the training loss plateaus. The scaled perturbation δ ′ = ω · δ , is

added to an image x from a dataset X , to produce an adversarial image. This is then

clipped into the target model’s input range before being fed into the target model,

f , which outputs a probability vector, ρ 1. If argmaxi f (x) 6= argmaxi f (δ ′+ x), a

successful adversarial example has been found. Since U (z) is not conditioned on

any image in the dataset, U learns how to construct image independent adversarial

perturbations, namely universal adversarial perturbations.

Given an input x ∈ X , let the class label predicted by f be c0. For non-targeted

attacks, any misclassification in the target model suffices, thus, the non-targeted

attack aims to maximize the most probable predicted class other than c0. Our non-

targeted loss function is adapted from works by Carlini and Wagner [35] and Chen

et al. [40], and is given by:

Lnt = log[ f (δ ′+ x)]c0−max
i 6=c0

log[ f (δ ′+ x)]i︸ ︷︷ ︸
L f s

+α ·
∥∥δ
′∥∥

p︸ ︷︷ ︸
Ldist

(7.1)

The first term in (1), L f s, is minimised when the adversarial predicted class is

1If f outputs logits instead of a probability vector, we take the softmax of the logits.
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not c0. This is adapted from the Carlini and Wagner loss function [35] that intro-

duces a confidence threshold, κ . If we want universal adversarial perturbations that

cause misclassifications with high confidence, we stop minimising only when:

κ > max
i6=c0

log[ f (δ ′+ x)]i− log[ f (δ ′+ x)]c0

In specifying a confidence threshold for adversarial examples, (1) becomes:

Lnt = max{log[ f (δ ′+ x)]c0−max
i6=c0

log[ f (δ ′+ x)]i,−κ}+α ·
∥∥δ
′∥∥

p (7.2)

In all experiments we set κ = 0, and so stop optimising once an adversarial

example is found. To minimise the perturbation applied to an image, L f s is summed

with a distance loss, Ldist = α ·
∥∥δ ′
∥∥

p, where α ∈ R+; this minimises the norm

of the universal adversarial perturbation. The logarithmic term in L f s is necessary

since most target models have a skewed probability distribution, with one class

prediction dominating all others, thus the logarithmic term reduces the effect of this

dominance.

For a targeted attack, we compute a universal adversarial perturbation that

transforms any image to a chosen class, c. Under this setting, we optimise using

the follow loss function:

Lt = max{max
i6=c

log[ f (δ ′+ x)]i− log[ f (δ ′+ x)]c,−κ}+α ·
∥∥δ
′∥∥

p , (7.3)

The full description of the UAN model is given in table 7.1a and hyperparame-

ters used in experiments are given in table 7.1b. We define the relative perturbation,

ζp =
‖δ ′‖p
‖x‖p

; the value of the norm of δ ′ over the norm of the original image, x. We

set ζp = 0.04 in all experiments 2. For all experiments, we report the error rate of

the target model on adversarial images; a perfect attack would achieve an error rate

2Note, this is equivalent to the experimental settings in Moosavi-Dezfooli et al. [173] of ε = 10
for p = ∞, and ε = 2000 for p = 2.
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Table 7.1: Details of UAN model architecture and hyperparameters.

(a) UAN model architecture. IS refers to the image size: 32 for CIFAR-10 experiments and
224 for ImageNet experiments.

Layer Shape

Input 100
Deconv + Batch Norm + ReLU 256×3×3
Deconv + Batch Norm + ReLU 128×5×5
Deconv + Batch Norm + ReLU 64×9×9
Deconv + Batch Norm + ReLU 32×17×17
Deconv + Batch Norm + ReLU 3×33×33
FC + Batch Norm + ReLU 512
FC + Batch Norm + ReLU 1024
FC 3× IS× IS

(b) UAN hyperparameters.

Parameter Dataset

CIFAR-10 ImageNet

Learning Rate 2 ·10−4 2 ·10−4

Beta 1 0.5 0.5
Beta 2 0.999 0.999
Batch Size 128 64
Epochs 500 150
`p loss weight (α) 4.0 4.0

(a) VGG-19 (b) ResNet-152 (c) Inception-V3

Figure 7.2: UAPs generated by a UAN for ImageNet.

of 1.00, while a perfect classifier achieves an error rate of 0.00.

7.4 Comparison with previous work



7.4. Comparison with previous work 144

Table 7.2: Comparison of error rates for UAN against Moosavi-Dezfooli et al. [173]
and Mopuri et al. [174]. Note that the Mopuri et al. [174] method for crafting
UAPs is only optimised under the `∞ metric. We set ζp = 0.04, this is equivalent
to ε = 2000 for an `2 attack and ε = 10 for an `∞ attack.

Metric Attack CIFAR-10 ImageNet
VGG-19 RESNET-101 DENSENET VGG-19 RESNET-152 INCEPTION-V3

UAN Train 0.689 0.861 0.753 0.889 0.918 0.781

`2

Val 0.695 0.842 0.759 0.860 0.914 0.765

Moosavi-Dezfooli et al. [173] Train 0.672 0.854 0.771 0.894 0.900 0.779
Val 0.670 0.849 0.767 0.886 0.901 0.771

UAN Train 0.649 0.832 0.753 0.849 0.889 0.773

`∞

Val 0.666 0.851 0.750 0.846 0.881 0.771

Moosavi-Dezfooli et al. [173] Train 0.599 0.763 0.684 0.836 0.888 0.750
Val 0.572 0.760 0.679 0.823 0.879 0.738

Mopuri et al. [174] Train 0.219 0.374 0.356 0.407 0.370 0.336
Val 0.201 0.365 0.341 0.411 0.369 0.337

(a) VGG-19 (b) ResNet-101 (c) DenseNet

Figure 7.3: UAPs generated by a UAN for CIFAR-10.

We now compare our method for crafting UAPs with two state-of-the-art meth-

ods:

• Moosavi-Dezfooli et al. [173] constructs a UAP iteratively; at each step an

input is combined with the current constructed UAP, if the combination does

not fool the target model, a new perturbation with minimal norm is found that

does fool the target model. The attack terminates when a threshold error rate

is met.

• Mopuri et al. [174] develop a method for finding a UAP for a target model

that is independent of the dataset. They construct a UAP by first starting

with random noise and iteratively update it to over-saturate features learned at

successive layers in the target model, causing neurons at each layer to output
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Table 7.3: Error rates for non-targeted CIFAR-10 attack, under the `∞ metric. UAPs are
constructed using row models and tested against pre-trained column models.

VGG-19 DENSENET RESNET-101

VGG-19 0.666 0.550 0.612
DENSENET 0.543 0.750 0.648
RESNET-101 0.514 0.681 0.851

ENSEMBLE 0.499 0.742 0.849

useless information to cause the desired misclassification. They optimise the

UAP by adjusting it with respect to the loss term:

L =− log(
K

∏
i=1

l̄i(δ )), such that ||δ ||∞ < γ,

where, l̄i(δ ) is the average of the output at layer i for perturbation δ , and γ is

the maximum permitted perturbation.

Table 7.2 compares our UAN method of generating UAPs against the two at-

tacks described above for both CIFAR-10 and ImageNet, in a non-targeted attack

setting. We consistently outperform both attack methods on `∞ perturbations tar-

geting both CIFAR-10 and ImageNet on all architectures. UAPs for the ImageNet

and CIFAR-10 datasets are given in fig. 7.2 and fig. 7.3, respectively. A selection of

adversarial images for the ImageNet dataset is given in fig. D.1.

7.5 Transferability
An adversarial image is transferable if it successfully fools a model that was not

its original target. Transferability is a yardstick for the robustness of adversarial

examples, and is the main property used by Papernot et al. [187, 191] to construct

black-box adversarial examples. They construct a white-box attack on a local target

model that has been trained to replicate the intended target models decision bound-

aries, and show that the adversarial examples can successfully transfer to fool the

black-box target model.

To measure the transferability properties of perturbations crafted by a UAN,
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Figure 7.4: CIFAR-10 `∞ targeted attack. Each figure shows the error rate as the size of
the adversarial perturbation is increased. This can be interpreted as the success
rate of fooling the target model into classifying any image in CIFAR-10 as the
chosen class.
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Figure 7.5: MSE and SSIM scores of UAPs throughout training a UAN against VGG-19
for the ImageNet dataset.

we create 10,000 adversarial images (constructed via the `∞ metric) - one for each

image in the CIFAR-10 validation set - and apply them to a target model that was

not used to train the UAN. Table 7.3 presents results for transferability of a non-

targeted attack on three target models - VGG-19, ResNet-101, and DenseNet. We

find that UAPs crafted using a UAN do transfer to other models. For example, a
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UAN trained on VGG-19, and evaluated on ResNet-101, the error rate is 61.2%, a

drop of just 5.4% from evaluating on the original target model (VGG-19).

We also measure the capacity for a UAN to learn to fool an ensemble of target

models. We trained a UAN against VGG-19, ResNet-101, and DenseNet, simulta-

neously, on CIFAR-10, where the UAN loss function is a linear combination of the

losses of each target model. From table 7.3, we see that a UAN trained against an

ensemble of target models is able to fool at comparable rates to single target models.

7.6 Generalisability

Moosavi-Dezfooli et al. [173] have shown that UAPs are not unique; there exists

many candidates that perform equally well against a target model. If a UAN is truly

modelling the distribution of UAPs the output should not be unique. In fig. 7.5, we

measure the MSE (mean square error) and SSIM (structural similarity index) [249]

of U (z1),U (z2) for z1,z2←N (0,1)100, z1 6= z2, at successive training steps, for

the ImageNet dataset. Since we expect a high degree of structure in a UAP, SSIM

is measured in addition to MSE, as it has been argued that MSE does not map well

to a human’s perception of image structure [193, 249].

At the beginning of training, there is little structural similarity between U (z1)

and U (z2). Throughout training the SSIM score never increases beyond 0.8, while

the MSE continually increases. While the structural similary of UAPs learned by a

UAN is high, it does learn to generalise to multiple UAPs that are unique from one

another. Similar effects, albeit scaled down due to the smaller image size, are found

for the CIFAR-10 dataset in fig. D.2.

Does a UAN that learns to generalise to multiple UAPs do so to the detriment of

attack accuracy? We verify this is not the case by training a UAN on a fixed noise

vector and comparing to a UAN trained with non-fixed noise vectors. We found

similar error rates for the two settings (see table 7.4); there is no loss in accuracy by

extending a UAN to output multiple adversarial perturbations.
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Table 7.4: Error rates for `∞ attacks on CIFAR-10. We compare between a UAN trained on
fixed noise vectors and a UAN trained on non-fixed noise vectors.

Fixed z Non-fixed z

VGG-19 0.661 0.666
RESNET-101 0.859 0.851
DENSENET 0.760 0.750
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Figure 7.6: Our `∞ attack against a DenseNet target model on the CIFAR-10 dataset, for
every source/target pair. Displayed images were selected at random.

7.7 Targeted attacks

We follow the same experimental set-up as in section 7.4, however now the attacker

chooses a class, c, they would like the target model to classify an adversarial ex-

ample as, and success is calculated as the probability that an adversarial example

is classified as c. Figure 7.4 shows, for each class in CIFAR-10, the error rate of

the target model as we allow larger perturbations. For nearly every class, attacks

on ResNet-101 are most successful, while attacks on VGG-19 are least successful.
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This is in agreement with our findings in a non-targeted attack setting (cf. table 7.2).

Despite VGG-19 being the most difficult target model to attack, it is the most well

calibrated; the error rate on the training set is nearly identical to the error rate on

the validation set for all classes, while there are small deviations between these two

scores for ResNet-101 and DenseNet.

By looking only at results on VGG-19, one may infer that the choice of tar-

get class heavily influences the error rate (e.g. crafting UAP’s for the dog and ship

classes is more difficult than others). However, this is not replicated with ResNet-

101 or DenseNet. We do not observe any dependencies between attack success and

the target class; the attack success at different perturbation rates is similar for all

classes. Figure 7.6 shows this attack applied to a DenseNet target model for the

CIFAR-10 dataset for all source/target class pairs. Nearly all attacks are indistin-

guishable from the source image. Similar results are found in fig. D.3 and fig. D.4

for VGG-19 and ResNet-101 target models, respectively.

Interestingly, all targeted attacks follow a sigmoidal curve shape. Empirically,

we found that for all three target models, there existed images that were weakly clas-

sified correctly (there was almost no difference between the largest probability score

and probability score at the target class) and strongly classified correctly (there was

three to four orders of magnitude difference between the probability score at the

largest class and the probability score at the target class). At the beginning of train-

ing, the UAN discovers a perturbation that causes misclassifications when applied

to the weakly classified images, but takes longer to find adversarial perturbations

for the majority of images, resulting in a long tail at the beginning of training. With

a similar effect taking place at the end of training to find adversarial perturbations

for strongly classified images.

For the ImageNet dataset, we selected three classes at random and performed

a targeted attack. Error rates and selected samples are given in figs. D.5 to D.7. We

observed that the generated UAPs resembled the structure of the target class. For

example, a golf ball pattern can be clearly seen in perturbations in fig. D.5.
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Figure 7.7: Non-targeted `∞ attack against ResNet-101 on the CIFAR-10 dataset. We vary
the number of samples the UAN is trained on, and report results on the valida-
tion set.
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Figure 7.8: A cat-and-mouse game of non-targeted `∞ attacks and adversarial training for
a VGG-19 target model on CIFAR-10. The upper green points are the target
model accuracies on adversarial images after adversarial training, the lower red
crosses are the target model accuracies on adversarial images after the attack.
The dotted line is target model accuracy on source images.

7.8 Importance of training set size
So far, we have assumed the attacker shares full access to any images that were used

to train the target model. However in practice, this may not be the case - an attacker

may only have access to the type or a subsample of the training data. We therefore

evaluate our non-targeted `∞ attack under stronger assumptions of attacker access
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to training data.

Figure 7.7 shows the error rate caused by a UAN trained on subsets of the

CIFAR-10 training set. As expected, training on more data samples improves the

success of the attack; perturbations from a UAN trained on only 50 images (five

from each class) fools 17.1% of validation set images in ResNet-101. The attack is

successful when applied to nearly a fifth of images while only learning from 0.1%

of the training set. The attack succeeds in 80.2% of cases when trained on 20%

of the training set - in other words, there is virtually no difference in test accuracy

when training on between 80-100% of the training set.

We find no significant difference in error rates between a UAN that has been

trained on many data samples and few data samples. The amount of data samples

provided to the UAN does not significantly impact its ability to learn to craft ad-

versarial perturbations, all that must be known is the structure of the dataset on

which the target model was trained. We note that this is in agreement with Papernot

et al. [191] findings on the number of source images required to launch attacks on

black-box models.

In addition to measuring attacker success for different training set sizes, we

experimented with different batch sizes, ranging from 16 to 128, for the CIFAR-10

dataset. However, we did not observe any significant deviations in the error rate.

7.9 Attacking adversarial training

Adversarial training [83, 136] modifies the training of a model in order to make it

more robust to adversarial examples. During training, the loss function L(θ ,x,y)

is replaced by α · L(θ ,x,y) + (1−α) · L(θ ,x + δ ′,y). By augmenting the origi-

nal data to include adversarial counterparts, the model learns to classify adversarial

examples correctly. Non-generative attacks have shown to be successful against ad-

versarially trained models, however, recent work by Metzen [168] suggested that

this may not be the case for UAPs. In Metzen [168], adversarial training is success-

fully applied to a CIFAR-10 classifier, effectively eliminating the adversarial effect

of UAPs. In our work, we verified that this is case; adversarial training eliminates
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UAP success. However, we find that adversarially trained models are still vulner-

able to UAN trained against the defended model. Similarly to Hamm and Mehra

[90], we play a cat-and-mouse game where (1) a UAN is trained against a target

model, and (2) the target model is retrained with adversarial examples crafted from

(1) (denoted ADV TM). This generates a sequence: UAN1→ ADV TM1→ UAN2

→ ADV TM2 → UAN3 → .... We let this game play out for many rounds, and

claim that if adversarial training is a defence against UAPs, over many rounds the

classification error on adversarial examples should tend to zero.

Figure 7.8 shows such a cat-and-mouse game over 20 rounds of (1) and 20

round of (2). An adversarially trained target model is able to classify nearly all

adversarial examples correctly, at any given round. However, attacks against ad-

versarially retrained models are only somewhat mitigated; there is a 25% reduction

is attack success between the first and final round. After this, the cycle reaches an

equilibrium, with no improvement in successive attacks or defended models.

7.10 Summary
We presented a first-of-its-kind universal adversarial example attack that uses ma-

chine learning at the heart of its construction. We comprehensively evaluated the

attack under many different settings, showing that it produces quality adversarial

examples capable of fooling a target model in both targeted and non-targeted at-

tacks. The attack transfers to many different target models, and improves on other

state-of-the-art universal adversarial perturbation construction methods.



Chapter 8

Randomised smoothing: A provable

defense against adversarial examples

As seen in chapter 7, image classification is vulnerable to adversarial exam-

ples. Given an image classifier f : Rn → Rm such that the decision function

F = argmaxi fi classifies an input, x, correctly as F(x) = y, an adversarial exam-

ple is an input, x+ δ , such that F(x+ δ ) 6= y where x and x+ δ are assigned the

same label by an oracle classifier, O , which is usually taken to be the human vision

system. To preserve oracle classification, it is common to minimise the perturbation,

δ , with respect to an `p norm. Constructing a perturbation such that ‖δ‖p�‖x‖p,

will result in an input such that ‖x+δ‖p ≈‖x‖p. With high likelihood x and x+δ

will be visually similar and O will classify both correctly.

The vulnerability to adversarial examples requires a suitable defence. Many

empirical defences have been proposed and subsequently shown to be broken,

implying more theoretically grounded techniques to measure robustness are re-

quired [15, 33, 37, 71, 239]. Recently, methods from verification literature have

been used to provide guarantees of an input’s robustness to adversarial perturba-

tions. These methods seek the minimum or a lower bound on the amount of noise

required to cause a misclassification. These verification methods are most often tai-

lored to a single `p norm for which the defence guarantees robustness. A number of

defences certify a neural network is robust to adversarial examples by propagating

upper and lower input bounds throughout the network or by bounding the Lipschitz
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value of the network [27, 61, 78, 84, 152, 170, 238, 265].

Recently, randomised smoothing has been proposed to certify image classifiers

to `0, `1, and `2 perturbations [49, 142, 144, 146]. By constructing a classifier that

outputs a label based on a majority vote under repeated addition of Laplacian or

Gaussian noise, Lecuyer et al. [142] found lower bounds to the amount of noise

required for misclassification of an input in the `1 or `2 norm, respectively. Fol-

lowing this, Li et al. [146] and Cohen et al. [49] provided improved bounds in the

`2 norm. As explained by Cohen et al. [49], randomised smoothing has attractive

advantages over other certification methods: it is scalable to large classifiers and

makes no assumption about the architecture. In this chapter, we extend the general

framework for randomised smoothing as proposed by Li et al. [146]. Firstly, we

study how the choice of divergence between inputs smoothed with noise affects the

final certificate, and secondly, we study how the choice of smoothing measure itself

can lead to guarantees for differing threat models. Concretely, we show how the

choice of smoothing measure allows us to extend randomised smoothing to any `p

norm (p ∈ N>0), showing we can certify inputs with non-vacuous bounds over a

range of `p norms with small p values. We then show that randomised smoothing

fails to certify meaningfully large radii around inputs as p increases.

8.1 Background on certified defenses

In this section, we discuss related work on certified defences to adversarial ex-

amples, introduce extensions to randomised smoothing approaches to certified de-

fences, and provide a method to compute a certified robust area around an input

under any `p norm attack, where p ∈ N>0.

The vulnerability of empirical defences to adversarial examples has driven the

need for formal guarantees of robustness. We define certified robustness as a guar-

antee that the decision of a classifier is preserved within an ε-ball around an input,

and we refer to size of this ε-ball as the certified radius. Formal methods can

be separated into complete and incomplete methods. Complete methods such as

Satisfiability Modulo Theory (SMT) [36, 69, 125] or Mixed-Integer Programming



8.2. Certification via randomised smoothing 155

Table 8.1: `2 certified radius when using different divergences.

Distance
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(MIP) [30, 44, 251] provide exact robustness bounds but are expensive to imple-

ment. Incomplete methods solve a convex relaxation of the verification problem.

The bounds given by incomplete methods can be loose but are quicker to find than

exact bounds [27, 61, 78, 84, 152, 170, 265].

Lecuyer et al. [142] developed the certification technique, referred to as ran-

domised smoothing, by noticing a connection between differential privacy [64] and

robustness, and show that robustness can be proven under concentration measures

of classification under noise. This work was expanded upon by Lee et al. [144], Li

et al. [146], and Cohen et al. [49], who found improved robustness guarantees in

the `0, `1, and `2 norms, respectively. Similarly to this work, Dvijotham et al. [62]

developed a general framework for randomised smoothing that can handle arbitrary

smoothing measures and so find robustness guarantees in any `p norm. In concur-

rent work, Blum et al. [25], Kumar et al. [135], and Yang et al. [258] also show

that randomised smoothing may be unable to find robustness guarantees in the `∞

norm. Most related to this work are the findings of Kumar et al. [135], who also use

a generalised Gaussian distribution for smoothing and show that the certified radius

in an `p norm decreases as O(1/d
1
2−

1
p ), where d is the dimensionality of the data.

8.2 Certification via randomised smoothing

Here, we expand on how robustness guarantees can be found through randomised

smoothing.
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Problem statement. Given an input x ∈X such that argmaxi fi(x) = y, find the

maximum ε such that ∀x′ ∈X , d(x,x′) < ε =⇒ argmaxi fi(x′) = y, given a dis-

tance function d : X ×X → R+.

This can be cast as an optimisation problem, given by

max
x′∈X

d(x,x′)

subject to argmax
i

fi(x′) = y
(8.1)

In general, solving the above formulation is difficult, however randomised

smoothing, introduced by Lecuyer [142], can be used to solve a relaxed version

of this problem. Namely, the aim is to solve

max
x′∈X

d(x+θ ,x′+θ)

subject to E[argmax
i

fi(x′+θ)] = y,
(8.2)

where θ is a sample from a smoothing measure, µ , and d is now taken to be a

suitable divergence or distance measure between random variables. For example, Li

et al. [146] take µ to be the centred Gaussian, N (0,σ2). Since Gaussians belong to

the location-scale family of distributions, we can treat x and x′ as constants and so,

x+θ and x′+θ can be treated as random variables from distributions N (x,σ2) and

N (x′,σ2), respectively. We can use well known properties of divergences of Gaus-

sians to represent d(x+θ ,x′+θ) in terms of the `2 norm difference of their means.

Specifically, d(x+ θ ,x′+ θ) can be represented as a function of
∥∥x− x′

∥∥
2 and σ ,

for common divergences such as the Rényi and KL divergences. However, we must

still solve the problem of ensuring E[argmaxi fi(x′+ θ)] = y. Given a chosen di-

vergence, Li et al. [146] approach this problem by finding a lower bound between

two multinomial distributions, P and Q, in terms of the two largest probabilities of

P, when argmaxi Pi 6= argmaxi Qi. This shows that any distribution, Q, for which

P and Q agree on the index of the top probability, the divergence between P and Q
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must be smaller than this lower bound. We denote this lower bound by h(p1, p2),

where p1, p2 represent the top two probabilities from P. Given this lower bound Li

et al. [146], solve the following problem

max
x′∈X

d( f (x+θ), f (x′+θ))

subject to d( f (x+θ), f (x′+θ))≤ h(p1, p2)

(8.3)

This can be efficiently solved by finding an upper bound to the Lagrangian

relaxed problem

max
λ≤0,x′∈X

d( f (x+θ), f (x′+θ))

+λ (h(p1, p2)−d( f (x+θ), f (x′+θ)))

(8.4)

= max
λ≤0,x′∈X

(1−λ )d( f (x+θ), f (x′+θ))+λh(p1, p2) (8.5)

= max
λ≥0,x′∈X

(1+λ )d( f (x+θ), f (x′+θ))−λh(p1, p2) (8.6)

≤ max
λ≥0,x′∈X

(1+λ )d(x+θ ,x′+θ)−λh(p1, p2) (8.7)

= max
λ≥0,x′∈X

(1+λ )g(
∥∥x− x′

∥∥
2 ,σ)−λh(p1, p2), (8.8)

where in eq. (8.7), we use the data processing inequality property of diver-

gences, and in eq. (8.8), we use the fact that for many common divergences, we

can represent the divergence between two Gaussians as a function of the `2 norm of

their means and their standard deviation, which we denote by g(
∥∥x− x′

∥∥
2 ,σ).

By choosing d : X ×X → R+ to be the Rényi divergence, we recover the
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results of Li et al. [146] with

g(
∥∥x− x′

∥∥
2 ,σ) =

α
∥∥x− x′

∥∥2
2

2σ2 (8.9)

h(p1, p2) =− log
(

1− p1− p2 +2
(1

2
(p1−α

1 + p1−α

2 )
) 1

1−α

)
(8.10)

Thus, for any x′ ∈X with
∥∥x− x′

∥∥
2 < ε we can guarantee the classifier, f , will not

change it’s decision for any ε smaller than

max
λ≥0

 sup
α>1

(
− λ2σ2

(1+λ )α
log
(

1− p1− p2 +2
(1

2
(p1−α

1 + p1−α

2 )
) 1

1−α

)) 1
2

=

 sup
α>1

(
− 2σ2

α
log
(

1− p1− p2 +2
(1

2
(p1−α

1 + p1−α

2 )
) 1

1−α

)) 1
2

(8.11)

Clearly, this framework for certifying inputs is general and extends to different

choices of divergence. In the next section, we explore divergences beyond Rényi di-

vergence and show this choice affects the certified radius, given a Gaussian smooth-

ing measure.

8.3 Certification guarantees against `2 perturbations

for common divergences
Li et al. [146] show that, given two distributions, P and Q, with different indexes

for the top probability, a lower bound of the Rényi divergence (denoted by dα )

is given by eq. (8.10). We extend this line of reasoning to find lower bounds for

the KL divergence (dKL), Hellinger distance (dH2), (Neyman) chi-squared distance

(dχ2), Bhattacharyya distance (dB), and total variation distance (dTV ). Proofs of

these lower bounds are given in appendix E.1. To find a certified radius of a clas-

sifier’s decision around an input, we find the distances between Gaussian measures

with respect to each of these divergences. These are both represented in table 8.1
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along with the certification guarantee in the `2 norm. We visualise the trade-off in

certified radius around an input in fig. 8.1 for a hypothetical binary classification

task as a function of the classifier’s top output probability, p1. As well as includ-

ing the certified radii derived from the aforementioned divergences, we include the

certified radii for the `2 norm found by Lecuyer et al. [142] and Cohen et al. [49]

approaches. Lecuyer et al. [142] find a certified radius against `2 perturbations given

by

sup
0<β≤min(1, 1

2 log p1
p2
)

σβ√
2log

(
1.25(1+exp(β ))
p1−exp(2β )p2

) ,
while Cohen et al. [49] give a tight robustness guarantee for `2 perturbations

of the form

σ

2

(
Φ
−1 (p1)−Φ

−1(p2)
)
.

Clearly, all choices of distance metrics dominate the certificates found using

the Lecuyer et al. [142] method, and for values of p1 close to 1/2, dTV is approxi-

mately equal to the tight [49] guarantee. However, the certified radius found using

dTV is linear with respect to the top predicted probability, and so becomes a weaker

guarantee for larger probabilities. Robustness guarantees provided by Rényi and

chi-squared divergences are approximately equal; a finer-grained visualisation of

the difference between these two divergences is given in appendix E.2.

We formalise the trade-offs between different choices of divergences with the

following proposition.

Proposition 2. Let εdKL ,εd
χ2 ,εdH2 ,εdB,εdα

, and εLecuyer et al. [142], denote the cer-

tificates found using dKL,dχ2,dH2,dB,dα , and the Lecuyer et al. [142] approach,

respectively. Then, the following holds

1. ∀p1 ∈ (1
2 ,1), εdα

> εd
χ2 .
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Figure 8.1: Comparison of the certified radius against perturbations targeting the `2 norm,
for different divergences, as a function of the top predicted probability, p1, with
σ = 1.

2. ∀p1 ∈ (1
2 ,1), εd

χ2 > εdKL .

3. ∀p1 ∈ (1
2 ,1), εd

χ2 > εdH2 .

4. ∀p1 ∈ [1
2 ,1], εdB = εdH2 .

5. ∀p1 ∈ (1
2 ,0.998), εdH2 > εdKL .

6. ∀p1 ∈ (1
2 ,1), εdKL > εLecuyer et al. [142].

Proof. See appendix E.3.

Proposition 2 defines a strict hierarchy, and so informs us of the best divergence

one can use to certify an input against `2 perturbations using the Li et al. [146]

approach.

8.4 Certification guarantees beyond `2 based pertur-

bations
The Gaussian distribution is a natural choice for the smoothing measure because it

naturally leads to robustness guarantees in the `2 norm. However, it is also a conve-
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(c) CIFAR-10, `2
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Figure 8.2: Certified accuracy against perturbations targeting the `1 and `2 norms. Given
as a function of the certified radius, the radius around which an input is robust.

nient choice of smoothing measure because it is a member of the location-scale fam-

ily of distributions. This means that, fixing x ∈X , sampling from x+N (0,σ2) is

equivalent to sampling from N (x,σ2). Importantly, addition of a constant, x, does

not change the family of the smoothing measure, and so we can use well known

formula for the distances between two Gaussian distributions to derive robustness

guarantees. Unfortunately, not all distributions belong to the location-scale family,

and so, in our formulation, we are not free to choose any distribution for smooth-

ing. Another convenient choice of a location-scale distribution is the generalised

Gaussian distribution [175], denoted G N (µ,σ ,s), whose density function is given

by

p(x) =
s

2σΓ(1
s )

e−|
x−µ

σ
|s (8.12)
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where µ is the mean, σ denotes a scaling factor and s denotes a shaping factor.

The Laplacian distribution is recovered when s = 1, the Gaussian N (µ, σ2

2 ) when

s= 2, and the uniform distribution on (µ−σ ,µ+σ) as s→∞. We will show that by

using this smoothing measure we can find robustness guarantees to `p perturbations,

where p ∈ N>0.

We show in appendix E.4 that given inputs x and x′ the Kullback–Leibler (KL)

divergence of G N (x,σ ,s) and G N (x′,σ ,s) (when s takes positive integer values)

is given by

s

∑
k=1

(
s
k

)
(1+(−1)s−k)Γ( s−k+1

s )
∥∥x− x′

∥∥k
k

2σ kΓ(1
s )

(8.13)

We also show in appendix E.1 that the KL divergence of two multinomial

distributions P and Q (that disagree on the index of the top probability) is lower

bounded by

dKL(Q,P)≥− log(2
√

p1 p2 +1− p1− p2) (8.14)

Then we use the data processing inequality to prove robustness up to∥∥x− x′
∥∥

p < ε if the following holds

dKL( f (x+G N (0,σ , p)), f (x′+G N (0,σ , p))) (8.15)

≤ dKL(x+G N (0,σ , p),x′+G N (0,σ , p)) (8.16)

≤ ε p

σ p +
p−1

∑
k=1

(
p
k

)
(1+(−1)p−k)Γ( p−k+1

p )
∥∥x− x′

∥∥k
k

2σ kΓ( 1
p)

(8.17)

≤− log(2
√

p1 p2 +1− p1− p2) (8.18)

Table 8.2 gives examples of the KL-divergence of the generalised Gaussian

distribution for small `p norms. For `p norms with p = 1 or p = 2, the upper bound
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Table 8.2: Examples of the KL divergence between G N (µ1,σ ,s) and G N (µ2,σ ,s) for
small s.

s `s dKL(p1, p2)

1 `1
1
σ
‖µ1−µ2‖1

2 `2
1

σ2‖µ1−µ2‖2
2

3 `3
1

σ3‖µ1−µ2‖3
3 +

3
σΓ( 1

3 )
‖µ1−µ2‖1

4 `4
1

σ4‖µ1−µ2‖4
4 +

6Γ( 3
4 )

σ2Γ( 1
4 )
‖µ1−µ2‖2

2

to which an input is certifiably robust is given by

(−σ
p log(2

√
p1 p2 +1− p1− p2))

1
p (8.19)

For `p norms with p> 2, p∈N, the upper bound to which an input is certifiably

robust is given by ε satisfying

ε p

σ p +
p−1

∑
k=1

(
p
k

)
(1+(−1)p−k)Γ( p−k+1

p )d1− k
p εk

2σ kΓ( 1
p)

≤− log(2
√

p1 p2 +1− p1− p2)

(8.20)

The bound given by eq. (8.20) is found by noting that
∥∥x− x′

∥∥
k ≤

d
1
k−

1
p
∥∥x− x′

∥∥
p, where d is the dimensionality of the data. We can improve upon

this naive bound to prove robustness for all norms smaller than p in parallel. With-

out loss of generality, assume p is even 1, then we can prove robustness for every

0 < k≤ p, where k is even, up to
∥∥x− x′

∥∥
k < εk by solving the constrained problem

1A similar statement holds when p is not even.
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max ε2,ε4, ...,εp (8.21)

subject to

p

∑
k=1

(
p
k

)
(1+(−1)p−k)Γ( p−k+1

p )εk
k

2σ kΓ( 1
p)

≤− log(2
√

p1 p2 +1− p1− p2)

(8.22)

εi+2 ≤ εi ≤ d
1
i−

1
i+2 εi+2 (8.23)

εi > 0, 2≤ i≤ p−2, i≡ 0 (mod 2) (8.24)

Note that the certified radius of robustness around an input is probabilistic

because we can only estimate p1 and p2, however, we can bound the probability of

error to be arbitrarily small. In practice we follow the methods in [49, 142, 146]

for estimating p1 and p2. Prediction error is bounded by collecting n samples of

f (x+θ), where θ is sampled from a generalised Gaussian distribution, and using

the Clopper-Pearson Bernoulli confidence interval to obtain a lower bound estimate

of p1 and an upper bound estimate of p2, that holds with probability 1− γ over the

n samples, where γ � 1. Alternatively, we can use the Hoeffding inequality which

gives a lower bound of prediction error of 1− ce−2nε2
, where c is the number of

classes |P|, n is the number of samples and ε is the perturbation size. Clearly the

error becomes arbitrarily small as we increase the number of samples.

8.5 Discussion & experiments
We experimentally validated the certification procedure on the CIFAR-10 [133] and

ImageNet [55, 210] datasets. The base classifier is ResNet-50 on ImageNet and

ResNet-110 on CIFAR-10 [104]. Given an input x and a classifier f the certification

procedure is as follows:

1. Collect n0 Monte Carlo samples of f (x + θ j) to estimate the true class y,

where θ j ∼ G N (0,σ ,s) and j ∈ [1, ...,n0], with confidence > 1− γ0.

2. Use n1 Monte Carlo samples to estimate, p̂1, a lower bound of the probability
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Figure 8.3: Trade-off in adversarial robustness between different norms, as we vary the
noise scale, σ . We plot for a data dimensionality, d, equal to 3× 32× 32
(the dimension for CIFAR-10 inputs), and mark the region which gives valid
certificates, assuming p̂1 = 0.99 and p̂2 = 1− p̂1.

of the most-likely class with confidence > 1−γ1. We follow Cohen et al. [49]

for estimating p̂2, an upper bound of the probability of the second most-likely

class, who noticed nearly all probability mass on other classes is placed on

the second most-likely class and so use p̂2 = 1− p̂1.

3. Use p̂1, p̂2 and eq. (8.19) or eq. (8.20) to find a certified radius around x.

For all experiments we use n0 = 100,n1 = 100,000,γ{0,1} = 0.001,σ = 0.25

and certify 400 test set examples for both CIFAR-10 and ImageNet datasets 2. The-

oretically, this procedure can certify any classifier, however in practice, image clas-

sifiers are not stable under noise and so we found it necessary to train classifiers

with generalised Gaussian noise (using the same scale and shape parameters as is

used during certification). Note that this has the same complexity as standard data

augmentation during training and is less expensive than the Madry et al. [161] de-

fence.

2We perform experiments measuring the effect that various σ have on the certified radius in
appendix E.5.
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8.5.1 Comparison to related work

For both CIFAR-10 and ImageNet we certify inputs against perturbations in `1 and

`2 norms and compare against [49, 142, 146]. Figure 8.2 shows certified accuracy

as a function of the certified radius. In general, the largest certified regions come

against perturbations targeting the `1 norm. In appendix E.6, we show qualitative

examples of inputs smoothed with generalised Gaussian noise and the correspond-

ing robustness guarantees in the `1, `2, and `3 norms.

While the primary boon of our certification procedure is its ability to certify

inputs to adversarial perturbations beyond `1 and `2 norms, the method is not sub-

stantially weaker than related work in either norm. In fig. 8.2a and fig. 8.2b, we

compare with Lecuyer et al. [142] and Li et al. [146] for `1 norm certificates. Given

estimates p̂1 and p̂2, Lecuyer et al. [142] find a certified radius against `1 pertur-

bations given by σ

2 log(p̂1/ p̂2), while Li et al. [146] find a certified radius against

`1 perturbations given by σ log(1− p̂1 + p̂2). Li et al. [146] and Teng et al. [230]

show that this robustness guarantee is tight for the `1 norm. Our `1 certificates are

slightly weaker than Lecuyer et al. [142], and both are dominated by Li et al. [146]

who obtain the tightest possible certificates.

In fig. 8.2c and fig. 8.2d, we compare with Lecuyer et al. [142], Li et al. [146],

and Cohen et al. [49] for `2 norm certificates. Our `2 certificates strictly domi-

nate Lecuyer et al. [142], and are approximately equivalent to Li et al. [146]. This

equivalence is to be expected since our certificates are closely related to Li et al.

[146] certificates, which are based on the Rényi divergence between two Gaussians,

while ours are based on KL divergence. Clearly, we could improve upon this `2

guarantee if we used the chi-squared distance instead of KL divergence and a stan-

dard Gaussian smoothing measure, as proved by proposition 2. However, our aim

is to show the general capacity of the generalised Gaussian as a smoothing measure

for certification.

8.5.2 Robustness trade-offs between different `p norms.

As described by eq. (8.20), to obtain robustness guarantees in `p>2 norms we must

factor in required robustness guarantees in smaller `p norms. For example, to prove
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Figure 8.4: Certified accuracy on 400 CIFAR-10 test set inputs and 400 ImageNet test set
inputs against perturbations targeting the `3, `4, and `5 norms. Given as a func-
tion of the certified radius, the radius around which an input is robust. In-
puts were smoothed under a generalised Gaussian distribution parameterised
by G N (0,0.25, p).

robustness up to
∥∥x− x′

∥∥
3 < ε3 and

∥∥x− x′
∥∥

1 < ε1 we find ε1 and ε3 satisfying

1
σ3 ε

3
3 +

3
σΓ(1

3)
ε1 ≤− log(2

√
p̂1 p̂2 +1− p̂1− p̂2)

∧

0 < ε3 ≤ ε1 ≤ d
2
3 ε3,

(8.25)

and to prove robustness up to
∥∥x− x′

∥∥
4 < ε4 and

∥∥x− x′
∥∥

2 < ε2 we find ε2 and

ε4 satisfying

1
σ4 ε

4
4 +

6Γ(3
4)

σ2Γ(1
4)

ε
2
2 ≤− log(2

√
p̂1 p̂2 +1− p̂1− p̂2)

∧

0 < ε4 ≤ ε2 ≤ d
1
4 ε4,

(8.26)

We visualise this trade-off in fig. 8.3 for `3 and `4 norms. That is, the trade-off

in certified robustness between those norms and certified robustness in `1 and `2,

respectively. We visualise the trade-off as we vary the noise scale σ , assuming a

robust classifier that classifies inputs correctly with p̂1 = 0.99 and p̂2 = 0.01. We

can smoothly exchange robustness in one norm for robustness in another norm. For
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example, given σ = 1 and a CIFAR-10 input, we can reduce the guaranteed robust-

ness in the `3 norm from an approximate certified radius of 0.86 to approximately 0,

and increase the guaranteed robustness in the `1 norm from a certified radius of 0.86

to 1.44. In fig. 8.4, we show certified accuracy as a function of certified radius in the

`3, `4, and `5 norms on the CIFAR-10 and ImageNet datasets. To find the maximum

ε3 we solve eq. (8.25) such that ε3 = ε1. Similarly for ε4 we solve eq. (8.26) such

that ε4 = ε2, and extend this line of reasoning to find ε5 = ε3 = ε1 for the `5 norm.

Clearly, we can find non-negligible certified radii in norms outside of `1 and `2.

8.5.3 Robustness guarantees as `p→∞.

An immediate question arises when observing our certification procedure, can we

find non-vacuous robustness guarantees for arbitrarily large `p norms, where p is

even 3 4? Given eq. (8.22), note that (p
k)(1+(−1)p−k)Γ( p−k+1

p )/2Γ( 1
p ) ≥ 1, ∀1 ≤ k ≤ p,

where k is even, and as p→ ∞, ∃k such that (p
k)(1+(−1)p−k)Γ( p−k+1

p )/2Γ( 1
p )→ ∞. We

must therefore solve the problem given in eq. (8.21)-eq. (8.24), where eq. (8.22) is

given by

c2ε2
2

σ2 +
c4ε4

4
σ4 + ...+

cpε
p
p

σ p ≤− log(2
√

p1 p2 +1− p1− p2) (8.27)

where ck ∈ R>1,1≤ k ≤ p,k ≡ 0 (mod 2) (8.28)

To satisfy eq. (8.23), we can find ε2,ε4, ...,εp such that ε2 = ε4 = ... = εp; we

refer to this value as ε , and eq. (8.27) becomes

c2(
ε

σ
)2 + c4(

ε

σ
)4 + ...+ cp(

ε

σ
)p

≤− log(2
√

p1 p2 +1− p1− p2) (8.29)

where ck ∈ R>1,1≤ k ≤ p,k ≡ 0 (mod 2) (8.30)

3Equivalent results for this section can be found when p is not even.
4The subject of simultaneous robustness over every `p norm is expanded upon in appendix E.7.
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Figure 8.5: The certified radius and size of adversarial perturbations for 400 CIFAR-10 test
inputs using a PGD attack optimising the `2 norm. As a guide to assess how
close the certified radius is to adversarial perturbation size, we also display 2×
the certified radius of an input.

For a fixed p1, p2,σ , since ∀k,ck ≥ 1, and ∃k such that ck→∞ when p→∞, to

satisfy the inequality in eq. (8.29), we must have ε → 0. If we do not fix σ then we

require ( ε

σ
)k→ 0 as ck→∞, and so to certify a non-negligible radius, ε , we require

σ → ∞. However, as σ → ∞, the randomised smoothing will cause the input to

become too noisy for any classifier to achieve low prediction error.

Clearly, as p grows the largest possible certified radius becomes smaller, be-

cause our bound requires this robustness guarantee holds for every norm smaller

than p. One may wonder if we can find an `p norm in which we can certify a non-

vacuous radius that approximates the `∞ norm arbitrarily well. The difference in

volume between a unit ball in the `p norm and `∞ norm is given by Γ(1+1/p)d/Γ(1+d/p),

where d is the data dimensionality. Unfortunately, the error in the approximation is

dependent on the data dimensionality. For example, for an ImageNet input where

d = 3× 224× 224, if we require the ratio of volumes between an `p unit ball and

`∞ unit ball to be larger than 0.99, we must take p = 9×3×224×224.
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8.5.4 How tight is the bound?

The difference between the certified area and the size of an adversarial perturbation

gives a tightness estimate. If the certified radius is close to the size of an adver-

sarial perturbation this implies the bound is close to optimal. To check how tight

our bound is we ran the PGD attack [161] minimising perturbations in the `2 norm.

Because the certification procedure requires the addition of generalised Gaussian

noise to the input, the gradient is highly stochastic, leading to extremely slow con-

vergence of the PGD attack. We circumvent this stochasticity by optimising using

the Expectation Over Transformation [14] – we use 1000 Monte Carlo samples to

estimate the gradient of an input during the attack. Figure 8.5 gives attack results

on CIFAR-10 along with the certified radius of 400 inputs. We find adversarial ex-

amples with norms within 2− 2.5× the certified radius. Unfortunately, this does

not inform us if our bound is loose or if the attack is sub-optimal. We leave a more

rigorous investigation of assessing the tightness of our bound for future work.



Chapter 9

Conclusions

Information security problems that can be reduced to pattern recognition problems

can benefit from machine learning. This dissertation presented results in network

traffic analysis and steganography that demonstrated the efficacy of applying ma-

chine learning to these problems. We went on to show that, although information

security problems can benefit from machine learning, in adversarial environments

it is not sufficient to apply them blindly. Malicious actors can reduce security and

privacy properties that a system claims to hold by introducing corrupted data both

during the training and evaluation of the machine learning model.

Firstly, in chapter 3, we introduced website fingerprinting; the problem of pre-

dicting which website a client visits by collecting encrypted network traffic. We

demonstrated that random forests [28] and k-NN [50] can be combined in order to

trade-off false positives and false negatives. We additionally showed that this clas-

sifier was robust to website fingerprinting defences, that aim to introduce packet

timing delays or dummy network traffic, in order to distort the patterns learnt by

the attack models. Secondly, in chapter 4, we studied how machine learning can

be applied to the task of information hiding. We considered three actors, the in-

formation hider, the information receiver, and the eavesdropping detector, where

the hider and receiver participate in a co-operative game and concurrently partic-

ipate in a zero-sum with the eavesdropper. We modelled each of these actors by

neural networks, and showed that these networks can be trained through first-order

optimisation techniques to reach parity with traditional steganographic algorithms.
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In chapter 5, we showed that private information can leak in generative models.

Our attacks exploited overfitting in generative models to expose the inputs that made

up the training data. We then demonstrated how early stopping and private training

mechanisms can be used to reduce the threat of private information leakage. In-

ference of training set membership is an attack that is established after training has

completed. In chapter 5, we studied how in a multi-party setting, an attacker that can

corrupt inputs during the training process can cause the model to learn adversarial

properties that are unwanted and undetected by benign participants. By introduc-

ing the task of predicting the party who supplied an input, and modelling this as a

zero-sum game between this task and the original prediction task, we showed that

the threat of adversarial corruptions in training data is minimised, conditional on a

minority of parties being adversarial.

In part III, we demonstrated vulnerabilities in the trustworthiness of model

predictions. By introducing small perturbations, an attack can add these to seem-

ingly “easy to classify” inputs and cause dramatic misclassifications. In chapter 7,

we introduced the concept of a universal adversarial perturbation [173], adversarial

perturbations that generalise across an entire data distribution, rather than a single

input. This significantly reduces the effort of an attack, since the perturbation can be

applied blindly to any input from a target distribution, and the attacker has high con-

fidence the attack will succeed. We modelled the construction of universal adver-

sarial perturbations as a co-operative game between a target network and network

that learns to output adversarial perturbations. Through this design, we showed

that a neural network can learn to output perturbations that cause misclassifications

with high probability, can transfer across different models, and are somewhat resis-

tant to standard adversarial examples defences [161]. Following this, in chapter 8

we discussed the limitations of experimental defences against adversarial examples,

and introduced the concept of certified defences. We showed that by measuring in-

variance of prediction under noise addition, one can produce a certificate affirming

no adversarial examples exists within an ε-ball around an input [49, 142]. Unfor-

tunately, our research implies that such methods are sufficient to guarantee robust
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classification under only a small number of `p norms.

The rate of adoption of machine learning in security and privacy sensitive en-

vironments is accelerating. This dissertation should serve as a cautionary tale and a

guide to the threats a practitioner can expect to face when launching machine learn-

ing in production. However, there are reasons to be optimistic, there is promising

progress in private training mechanism research [8, 17, 171, 217], and against data

poisoning attacks [214, 225]. Research into the causes of adversarial examples has

also started to move beyond limited settings, such as measuring robustness against

`p norm constrained attacks [70, 223]. However, it remains an open question if cur-

rent deep learning based approaches to artificial intelligence can approach human

levels of robustness to adversarial inputs, or if a new approach is required.
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Robust & scalable website

fingerprinting
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Figure A.1: Feature importance score for all 150 features in order. The table gives the
description for the 20 least important features.
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Figure A.2: Confusion matrix for closed-world attack on Tor using DSNorm. F1 score =
0.913, Accuracy: 0.915, 550 items.

A.2 Closed World Error Rates
Figure A.2 shows the confusion matrix in our closed-world setting, that is, it shows

the 49 misclassifications (out of 550). We see that some persistent misclassification

patterns of web pages appear, for example web page 54 is classified correctly four

times but is misclassified as web page 0 six times. The misclassification rate in

fig. A.2 is 0.09 but this is the average error rate across all web pages.

Figure A.2 shows that the classification error is not uniform across all web

pages. Some pages are misclassified many times, and confused with many others,

while others are never misclassified. An attacker can leverage this information to

estimate the misclassification rate of each web page instead of using the global

average misclassification rate.

As in section 3.9, an attacker can use their training set of web pages to es-

timate the misclassification rate of each web page, by splitting the training set in
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Figure A.3: The global misclassification rate when considering different numbers of mon-
itored pages from the Wang et al. [248] dataset. The monitored pages are
ordered in terms of smallest misclassification rate to largest.

to a smaller training set and validation set. Since both sets are from the original

training set the attacker has access to the true labels. The attacker then computes

the misclassification rate of each web page, which they can use as an estimation for

the misclassification rate when training on the entire training set and testing on new

traffic instances.

Figure A.3 and fig. A.4 show the global misclassification rate for a varying

number of monitored pages. Monitored pages are first ordered in terms of the mis-

classification rate they have, ordered from smallest to largest. From fig. A.3, using

the Wang et al. [248] dataset, we see that if the attacker considers only the top 50%

on web pages in terms of per page misclassification rate, the true global misclassi-

fication rate and global misclassification rate estimated by the attacker drop by over

70%. Similarly from fig. A.4, using DSNorm, if the attacker considers only the top

50% on web pages in terms of per page misclassification rate, the true global mis-

classification rate and global misclassification rate estimated by the attacker drop

by over 80%. This allows an attacker to train on monitored pages and then cull the

pages that have too high an error rate, allowing for more confidence in the classifi-
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Figure A.4: The global misclassification rate when considering different numbers of mon-
itored pages from DSNorm. The monitored pages are ordered in terms of small-
est misclassification rate to largest.

cation of the rest of the monitored pages.

The gap between the attacker’s estimate and the misclassification rate of the

test set is largely due to the size of the dataset. Figure A.3 has a smaller error of

estimate than fig. A.4 because the Wang et al. [248] dataset has 60 instances per

monitored page, in comparison DSNorm has 20 instances per monitored page. In

practice, an attacker cannot expect perfect alignment; they are generated from two

different sets of data, the training and training + test set. Nevertheless the attacker

can expect this difference to decrease with the collection of more training instances.

A.3 Attack on larger world size of DSNorm

We run k-fingerprinting on DSNorm with the same number of monitored sites but

increase the numbered of unmonitored sites to 17,000. We evaluate when we have

both time and size features available.

Figure A.5 shows the results of k-fingerprinting while varying the number of

fingerprints (k) used for classification, from between 1 and 10, for various experi-

ments trained with different numbers of unmonitored pages. We see that the attack
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Figure A.5: Attack accuracy for 17,000 unmonitored web pages. Each line represents a
different number of unmonitored web pages that were trained, while varying
k, the number of fingerprints used for classification.
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Figure A.6: Attack out-of-bag score while varying the number of monitored training pages.

results are comparable to the attack on 7000 unmonitored pages, meaning there

is no degradation in attack accuracy when we increase the world size by 10,000

web pages. Training on approximately 30% of the 7000 unmonitored web pages
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k-fingerprinting gives a TPR of over 0.90 and a FPR of 0.01 for k=1. Training on

approximately 30% of the 17,000 unmonitored web pages k-fingerprinting gives a

TPR of 0.90 and a FPR of 0.006 for k=1.

The fraction of unmonitored pages that were incorrectly classified as a moni-

tored page decreased as we increased our world size. In other words, out of 12,000

unmonitored pages only 72 were classified as a monitored page, with this Figure

dropping to 24 if we use k=10 for classification. This provides a strong indica-

tion that k-fingerprinting can scale to a real-world attack in which a client is free to

browse the entire internet, with no decrease in attack accuracy.

Number of monitored training pages in closed-world. Figure A.6 shows the out-

of-bag score as we change the number of monitored pages we train. We found that

training on any more than a third of the data gives roughly the same accuracy.



Appendix B

Membership inference attacks

against generative models

B.1 Unsuccessful attacks
We now report a few additional results, not included in the main body of the paper to

ease presentation. In fig. B.1, we report the results of the Euclidean attack presented

in section 5.7. This attack was performed on a target model (DCGAN) trained on a

random 10% subset of CIFAR-10 and a random 10% subset of LFW, but we found

that the attack did not perform much better than a random guess.

We also report on the results of a black-box setting where 10% of training

set samples from LFW are used to train a shadow model – see fig. B.2. Samples

generated by this model are then injected into the attacker model together with the

samples generated by the target model. More specifically, at training time, each

mini-batch is composed of synthetic samples generated either by the target model

or by the shadow model. However, this attack, inspired by the approach proposed

by Shokri et al. [218], only yields around 18% of accuracy, with no improvements

during training.

B.2 Additional samples
In fig. B.3–fig. B.10, we report additional examples of samples deferred from sec-

tion 5.6. Specifically, real and generated samples are shown in fig. B.3 for LFW

and in fig. B.4 for the diabetic retinopathy (DR) dataset. Then, fig. B.5 shows real
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Figure B.1: Euclidean attack results for DCGAN target model trained on
a random 10% subset of CIFAR-10 and LFW.
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Figure B.2: Black-box attack results with 10% auxiliary attacker training
set knowledge used to train a DCGAN shadow model for
DCGAN target model trained on a random 10% subset of
LFW.

samples from LFW and CIFAR-10, while fig. B.6–fig. B.9 depict samples generated

by various target models on LFW. Finally, samples generated by the attacker model

on LFW are reported in fig. B.10.
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(a) Real samples (b) Target samples (c) Attacker model samples

Figure B.3: Various samples from the real dataset, target model, and black-box attack using
the DCGAN target model on LFW, top ten classes.

(a) Real sample with no
presence of diabetic
retinopathy

(b) Real sample with high
presence of diabetic
retinopathy

(c) Selection of target gen-
erated samples classi-
fied with high confi-
dence as belonging to
the training set by both
white-box and black-
box attacks

Figure B.4: Real and generated diabetic retinopathy dataset samples.

(a) LFW, top ten classes (b) LFW, random 10%
subset

(c) CIFAR-10, random
10% subset

Figure B.5: Real samples.
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(a) LFW, top ten classes (b) LFW, random 10%
subset

(c) CIFAR-10, random
10% subset

Figure B.6: Samples generated by DCGAN target model.

(a) LFW, top ten classes (b) LFW, random 10%
subset

(c) CIFAR-10, random
10% subset

Figure B.7: Samples generated by DCGAN+VAE target model.

Figure B.8: Samples generated by BEGAN target model on LFW, top ten classes.

Figure B.9: Samples generated by BEGAN target model on LFW, random 10% subset.
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(a) LFW, top ten classes (b) LFW, random 10% subset

Figure B.10: Samples generated by attacker model trained on samples from DCGAN target
model on (a) LFW, top ten classes and (b) LFW, random 10% subset.



Appendix C

Contamination attacks

C.1 Additional ADULT dataset experiments
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Figure C.1: Contamination and validation accuracy for the ADULT dataset as the number of
contaminated records increases, for a contamination label of “high education
level”.

Figure C.1 shows results for a contamination attack, and the corresponding

adversarial training defence, when the contamination label is chosen to be “high

education level”, and fixed the contamination attribute as described in section 6.2.

Similar to fig. 6.2b, adversarial training mitigates the contamination attack, reduc-

ing contamination accuracy to a baseline local model level while retaining superior
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Figure C.2: Validation precision for each class label for the ADULT dataset.

validation accuracy over both a local and contaminated multi-party model. The ad-

versarially trained multi-party model learns the connection with similar levels of

accuracy to experiments with the “low education level” label and so the contamina-

tion attack is not dependent on the choice of class label.

C.2 Alternative mitigation strategies

Here, we outline several methods to defend against contamination attacks and their

drawbacks.

Depending on the number of contaminated records used in the contamination

attack, detection may be relatively straightforward. For example, if an attacker

inserts a large number of contaminated records into the training set, the validation

precision on the contaminated label may be significantly worse than on other labels.

Figure C.2 shows this effect for the ADULT dataset, with the number of contami-

nated records set to 10% of the training set. However, we observed that for smaller

numbers of contaminated records, the signal provided by the per label validation

precision diminishes. Furthermore, this detection method does not provide infor-

mation about the contaminated attribute, and we observed for prediction tasks with
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a larger number of classes, such as the NEWS20 dataset, the per label validation pre-

cision is not a reliable detection method, as there was a high variance of precision

per label.

If one knows the attribute likely to be contaminated, or if there are a small num-

ber of attributes in the dataset, independence tests could detect if a party’s dataset

contains contaminated records. Given n > 1 parties and an attribute, each possi-

ble pair of parties can test the hypothesis “the distribution of an attribute between

the two parties is independent of one another”. This can be measured by a simple

chi-square independence test. For the ADULT dataset, we performed an indepen-

dence test on all possible pairs for the two cases: (1) when one of the parties was

the attacker party and, (2) when both were victim parties. We found that when the

attacker only modifies 1% of their data, the p-values are similar, both cases report

p-values in 0.30-0.40 range and so reject the hypothesis of independence. However,

if the attacker training set contains more than 5% contaminated records, the p-value

in much lower than 0.05, and so the null hypothesis is accepted for case (1). If all

data is expected to come from a similar distribution this could indicate the presence

of contaminated records. However, the assumption of similar training data is un-

likely to hold for a large number of use-cases. Moreover, this test is not applicable

for text classification due to the sparsity of the feature set.

Finally, one may consider leave-one-party-out cross validation techniques to

measure the utility of including a party’s training data. Let there be n > 1 parties

with one attacker party. To discover if a party is adversarial, a model is trained on

n− 1 parties data, and evaluated on the training set of the left out party. If the left

out party contains contaminated records, this should be discovered, since the model

will report low accuracy on the left out party’s data, having been trained on only

clean records. Experimentally we found that if the amount of contaminated records

is small, in the order of 1-8% of the size of the training set, the difference between

accuracy on an attacker and victim training set is negligible. This method also

requires training a new model for each party, which may be prohibitively expensive

for a large dataset or larger numbers of parties.
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C.3 Lemma 1 proof
Lemma 1. For any random variables U, V and W, if H(U |V ) = 0 then H(W |V )≤

H(W |U).

Proof. Using the definition of conditional entropy:

H(W |V ) = H(V |W )+H(W )−H(V )

H(W |U) = H(U |W )+H(W )−H(U).

Combining the two we obtain H(W |V )−H(W |U) = H(V |W )−H(U |W )+H(U)−

H(V ). Note that H(V |U) = H(V )−H(U) since H(U |V ) = 0 from the assumption

of the lemma. Hence, we need to show that H(V |W )−H(U |W )−H(V |U)≤ 0 or,

equivalently, H(V |W )≤ H(U |W )+H(V |U) to prove the statement.

Let U ′ be a random variable that is independent of U , s.t., H(V ) = H(U)+

H(U ′). Hence, H(V |U) = H(U ′) and H(V |U ′) = H(U). Then

H(V |W ) = H(U |W )+H(U ′|W )≤ H(U |W )+H(U ′) = H(U |W )+H(V |U).

C.4 Multi-party attacker experiments on NEWS20

dataset
Due to the small size of the NEWS20 dataset, we found there was high variance

between successive experiments with random partitions of the dataset into distinct

parties. To counter this high variance, we introduce a nuisance word into the dataset

that does not have predictive links with any labels and was not already present in

the dataset. We split the dataset into five parties, and one validation dataset, and

introduce the new word such that it covers 5% of each parties data (and covers 10%

of the attacker controlled data). We introduce the word into 50% of data points in

the validation set so we can accurately capture the effect of the attack. Figure C.3

models this attack as we increase the number of attacker controlled parties. Note
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Figure C.3: Contamination and validation accuracy for the NEWS20 dataset as the number
of contaminated records increases.

we use the f ′′ method during training.



Appendix D

Learning universal adversarial

perturbations with generative models

D.1 A note on recent concurrent work
We are unaware of any previous work that studies the relationship between gener-

ative models and universal adversarial perturbations. However, we note that two

recent studies [200, 207] also craft perturbations using generative models. Pour-

saeed et al. [200] have a similar set-up to our attack, optimising under both `2 and

`∞ metrics, however, they did not include a distance minimisation term within the

objective function, instead relying a scaling factor before applying the perturbation

to an image. The Mopuri et al. [207] attack is only optimised using the `∞ met-

ric. They also eschew a distance minimisation term, and instead include a diversity

term within the objective function, so that the objective does not get stuck in a local

minima resulting in a limited number of effective perturbations. We were unable to

obtain source code for Mopuri et al.’s [207] attack and were unsuccessful in repli-

cating results, and so we report comparison in results only on the target models that

were shared in both pre-prints, on ImageNet (since other works only report results

on this dataset for the task of generating UAPs) using the `∞ metric (see table D.1).
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(a) Inception-V3: Fire engine (54.6%), δ ′, Wrecker (79.4%)

(b) ResNet-152: Table lamp (87.2%), δ ′, Tabby cat (41.9%)

(c) VGG-19: Radio telescope (97.5%), δ ′, Great Pyrenees (36.7%)

Figure D.1: Selection of successful adversarial examples (with target model confidence)
from non-targeted `∞ attacks on ImageNet. From left to right: Source image,
UAP, adversarial image.

Table D.1: Error rates for non-targeted `∞ attacks on ImageNet.

VGG-19 INCEPTION-V1 [228]

UAN 0.846 0.809
Poursaeed et al. [200] 0.801 0.792
Mopuri et al. [207] 0.838 0.904



D.1. A note on recent concurrent work 220

0 20 40 60 80 100 120 140
0

100

200

300

400

500

M
ea

n 
sq

ua
re

d 
er

ro
r

0 20 40 60 80 100 120 140
Epoch

0.0

0.2

0.4

0.6

0.8

1.0

St
ru

ct
ur

al
 si

m
ila

rit
y 

in
de

x

Figure D.2: MSE and SSIM scores of UAPs throughout training a UAN against VGG-19
for the CIFAR-10 dataset.
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Figure D.3: Our `∞ attack against a VGG-19 target model on the CIFAR-10 dataset, for
every source/target pair. Displayed images were selected at random.
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Figure D.4: Our `∞ attack against a ResNet-101 target model on the CIFAR-10 dataset, for
every source/target pair. Displayed images were selected at random.



D.1. A note on recent concurrent work 222

(a) Inception-V3: American egret (95.0%), δ ′, Golf ball (98.8%). Overall target model
error rate: 0.654

(b) ResNet-152: Binoculars (99.9%), δ ′, Golf ball (62.9%). Overall target model error rate:
0.734

(c) VGG-19: Indian cobra (99.9%), δ ′, Golf ball (99.7%). Overall target model error rate:
0.514

Figure D.5: Selection of successful adversarial examples (with target model confidence)
for targeted `∞ attacks on ImageNet. The target class was randomly chosen to
be Golf ball. From left to right: Source image, UAP, adversarial image.
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(a) Inception-V3: Pedestal (98.4%), δ ′, Broccoli (88.7%). Overall target model error rate:
0.598

(b) ResNet-152: Tibetan mastiff (88.4%), δ ′, Broccoli (98.1%). Overall target model error
rate: 0.691

(c) VGG-19: Marmot (95.4%), δ ′, Broccoli (48.4%). Overall target model error rate: 0.480

Figure D.6: Selection of successful adversarial examples (with target model confidence)
for targeted `∞ attacks on ImageNet. The target class was randomly chosen to
be Broccoli. From left to right: Source image, UAP, adversarial image.
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(a) Inception-V3: Lionfish (89.7%), δ ′, Stone wall (54.0%). Overall target model error rate:
0.533

(b) ResNet-152: Pinwheel (99.9%), δ ′, Stone wall (47.0%). Overall target model error rate:
0.587

(c) VGG-19: Golf ball (99.9%), δ ′, Stone wall (23.7%). Overall target model error rate:
0.447

Figure D.7: Selection of successful adversarial examples (with target model confidence)
for targeted `∞ attacks on ImageNet. The target class was randomly chosen to
be Stone wall. From left to right: Source image, UAP, adversarial image.



Appendix E

Randomised smoothing: A provable

defence against adversarial examples

E.1 Lower bounds for common divergences between

multinomial distributions

Firstly, we present the statement of the Rényi divergence bound given in Li et al.

[146], and provide a full proof.

Theorem 2. Let P = (p1, ..., pk) and Q = (q1, ...,qk) be two multinomial distribu-

tions over the same index set {1, ...,k}. If the indexes of the largest probabilities do

not match on P and Q, that is argmaxi pi 6= argmax j q j, then

dα(Q,P)≥− log
(

1− p1− p2 +
(1

2
(p1−α

1 + p1−α

2 )
) 1

1−α

)
(E.1)

where p1 and p2 are the first and second largest probabilities in P.

Proof. We can think of this problem as finding the distribution Q that minimises

dα(Q,P) such that argmaxi pi 6= argmax j q j for a fixed P = (p1, ..., pk). Without

loss of generality, assume p1 ≥ p2 ≥ ...≥ pk.

This is equivalent to solving
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min
∑qi,argmaxqi 6=1

1
1−α

log
( k

∑
1

pi

(qi

pi

)α
)

(E.2)

As the logarithm is a monotonically increasing function, we only focus on the

quantity s(Q,P) = ∑
k
1 pi(

qi
pi
)α for a fixed α .

We first show for the Q that minimises s(Q,P), it must have q1 = q2 ≥ q3 ≥

... ≥ qk. Note here we allow a tie, because we can always let q1 = q1− κ and

q2 = q2+κ for some small κ to satisfy argmaxqi 6= 1 while not changing the Rényi

divergence too much by the continuity of s(Q,P).

If q j > qi for some j ≥ i, we can define Q′ by mutating qi and q j, that is

Q′ = (q1, ...,qi−1,q j,qi+1, ...,q j−1,qi,q j+1, ...,qk), then

S(Q,P)−S(Q′,P) = pi

(qα
i −qα

j

pα
i

)
+ p j

(qα
j −qα

i

pα
j

)
(E.3)

= (p1−α

i − p1−α

j )(qα
i −qα

j )> 0 (E.4)

which conflicts with the assumption that Q minimises s(Q,P). Thus qi ≥ q j

for j ≥ i. Since q1 cannot be the largest, we have q1 = q2 ≥ q3 ≥ ...≥ qk.

Then we are able to assume Q = (q0,q0,q3, ...,qk), and the problem can be

formulated as

min
q0,q3,...,qk

p1(
q0

p1
)α + p2(

q0

p2
)α +

k

∑
i=3

pi(
qi

pi
)α (E.5)

such that 2q0 +
k

∑
i=3

qi = 1 (E.6)

such that qi−q0 ≤ 0 i≥ 3 (E.7)

such that −qi ≤ 0 i≥ 0 (E.8)

which forms a set of KKT conditions. Let L denote the Lagrangian formulation
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of the problem

p1(
q0

p1
)α + p2(

q0

p2
)α +

k

∑
i=3

pi(
qi

pi
)α +λ (2q0 +

k

∑
i=3

qi−1)+
k

∑
i=3

µi(qi−q0)−
k

∑
i=3

βiqi

(E.9)

Setting slack variables to zero and differentiating gives

∂L
∂q0

= αqα−1
0 (p1−α

1 + p1−α

2 )+2λ = 0 (E.10)

∂L
∂qi

= α(
qi

pi
)α−1 +λ = 0 i≥ 3 (E.11)

Equation (E.10) and eq. (E.11) imply

q0 =

(
−2λ

α(p1−α

1 + p1−α

2 )

) 1
α−1

(E.12)

qi =

(
− λ

α

) 1
α−1

pi i≥ 3 (E.13)

From the restriction that 2q0 +∑
k
i=3 qi = 1 it follows that

λ =
−α(

2
(

1
2(p1−α

1 + p1−α

2 )
) 1

1−α

+1− p1− p2

)α−1 (E.14)

Let η =
(

p1−α

1 +p1−α

2
2

) 1
1−α . Then it follows that

q0 =
a

2η +1− p1− p2
(E.15)

qi =
pi

2η−1− p1− p2
i≥ 3 (E.16)
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Using eq. (E.15) and eq. (E.16), Rényi divergence is minimised at

1
1−α

log
(

p1(
q0

p1
)α + p2(

q0

p2
)α +

k

∑
i=3

pi(
qi

pi
)α

)
(E.17)

=
1

1−α
log
(

2η1−αηα

(2η +1− p1− p2)α
+

1− p1− p2

(2η +1− p1− p2)α

)
(E.18)

=− log(2η +1− p1− p2) (E.19)

To find the certified area of robustness of an input using the KL divergence of

the generalised Gaussian, we can make use of the following theorem.

Theorem 3. Let P = (p1, ..., pk) and Q = (q1, ...,qk) be two multinomial distribu-

tions over the same index set 1, ...,k. If the indexes of the largest probabilities do

not match on P and Q, that is argmaxi pi 6= argmax j q j, then

dKL(Q,P)≥− log(2
√

p1 p2 +1− p1− p2) (E.20)

where p1 and p2 are the first and second largest probabilities in P.

Proof. Using the same terminology as Theorem 2, the problem can be stated as a

set of KKT conditions given by

min
q0,q3,...,qk

q0 log(
q0

p1
)+q0 log(

q0

p2
)+

k

∑
i=3

qi log(
qi

pi
) (E.21)

such that 2q0 +
k

∑
i=3

qi = 1 (E.22)

such that qi−q0 ≤ 0 i≥ 3 (E.23)

such that −qi ≤ 0 i≥ 0 (E.24)

Let L denote



E.1. Lower bounds for common divergences between multinomial distributions229

p1 log(
q0

p1
)+ p2 log(

q0

p2
)+

k

∑
i=3

pi log(
qi

pi
)+ (E.25)

λ (2q0 +
k

∑
i=3

qi−1)+
k

∑
i=3

µi(qi−q0)−
k

∑
i=3

βiqi (E.26)

Setting slack variables to zero and differentiating gives

∂L
∂q0

= log(
q0

p1
)+ log(

q0

p2
)+2λ +2 = 0 (E.27)

∂L
∂qi

= log(
qi

pi
)+λ +1 = 0 i≥ 3 (E.28)

Combining eq. (E.27) and eq. (E.28) with the KKT conditions and solving for

λ gives

q0 =

√
p1 p2

η
(E.29)

qi =
pi

η
i≥ 3 (E.30)

(E.31)

where η = 2
√

p1 p2 +1− p1− p2. The minimised KL divergence is therefore

− logη .

Theorem 4. Let P = (p1, ..., pk) and Q = (q1, ...,qk) be two multinomial distribu-

tions over the same index set 1, ...,k. If the indexes of the largest probabilities do

not match on P and Q, that is argmaxi pi 6= argmax j q j, then

dH2(Q,P)≥ 1−
√

2− (
√

p1−
√

p2)2

2
(E.32)
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where p1 and p2 are the first and second largest probabilities in P.

Proof. Using the same technique and terminology as in Theorem 2, we find that

q0 =
(
√

p1 +
√

p2)
2

2η
(E.33)

qi =
2pi

η
i≥ 3, (E.34)

(E.35)

where η = 2− (
√

p1−
√

p2)
2. The minimised Hellinger distance is therefore

1−
√

η

2 .

Theorem 5. Let P = (p1, ..., pk) and Q = (q1, ...,qk) be two multinomial distribu-

tions over the same index set 1, ...,k. If the indexes of the largest probabilities do

not match on P and Q, that is argmaxi pi 6= argmax j q j, then

dχ2(Q,P)≥ (p1− p2)
2

(p1 + p2)− (p1− p2)2 (E.36)

where p1 and p2 are the first and second largest probabilities in P.

Proof. Using the same technique and terminology as in Theorem 2, we find that

q0 =
2p1 p2

η
(E.37)

qi =
p1 + p2

η
pi i≥ 3, (E.38)

(E.39)

where η = (p1 + p2)− (p1− p2)
2. The minimised chi-squared distance is

therefore (p1−p2)
2

η
.
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Theorem 6. Let P = (p1, ..., pk) and Q = (q1, ...,qk) be two multinomial distribu-

tions over the same index set 1, ...,k. If the indexes of the largest probabilities do

not match on P and Q, that is argmaxi pi 6= argmax j q j, then

dB(Q,P)≥− log(

√
2
√

p1 p2− p1− p2 +2
2

) (E.40)

where p1 and p2 are the first and second largest probabilities in P.

Proof. Using the same technique and terminology as in Theorem 2, we find that

q0 =
(
√

p1 +
√

p2)
2

2η
(E.41)

qi =
2pi

η
i≥ 3, (E.42)

(E.43)

where η = 2
√

p1 p2− p1− p2 + 2. The minimised Bhattacharyya distance is

therefore −log(
√

η

2 ).

Theorem 7. Let P = (p1, ..., pk) and Q = (q1, ...,qk) be two multinomial distribu-

tions over the same index set 1, ...,k. If the indexes of the largest probabilities do

not match on P and Q, that is argmaxi pi 6= argmax j q j, then

dTV (Q,P)≥ |p1− p2|
2

(E.44)

where p1 and p2 are the first and second largest probabilities in P.

Proof. It is easy to see that dTV (Q,P) is minimised when q1 = q2 = |p1+p2|
2 and

qi = pi for i >= 3. This leads to the stated lower bound.
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Interestingly, dTV appears naturally in the certificates found via randomised

smoothing, as a consequences of being a special case of the hockey-stick diver-

gence. Indeed, consider a binary classification task, with a given probabilistic clas-

sifier, f , and an input x. Let fc denote the classifier’s output at label c, which is

the true label of x. Let µ = µ(x) denote the smoothing measure on input x, and

ν = µ(x′) denote the smoothing measure on input x′, with a defined distance metric

d such that d(µ,ν) < ε . Then we can guarantee f outputs the same prediction on

x′ as on x if the following is larger than 1/2

min
fc

E
X∼ν

[ fc(X)] subject to E
X∼µ

[ fc(X)] = p1,0≤ fc(x)≤ 1 (E.45)

The dual relaxation of this problem is given by

max
λ

λ p1 + min
0≤ fc≤1

E
X∼ν

[ fc(X)]−λ E
X∼µ

[ fc(X)] (E.46)

The inner minimisation term is commonly referred to as the hockey-stick di-

vergence. Since any λ gives a valid lower bound bound to the primal problem,

setting λ = 1 gives

p1− max
0≤ fc≤1

E
X∼µ

[ fc(X)]− E
X∼ν

[ fc(X)] (E.47)

≥ p1− max
0≤ fc≤1

|
∫
X

fcd(µ−ν)| (E.48)

≥ p1− max
0≤ fc≤1

∫
X
| fc|d|µ−ν | (E.49)

≥ p1−
∫
X

d|µ−ν | (E.50)

≥ p1−dTV (µ,ν) (E.51)

Thus, the classifier predicts the same label on x′ as on x if p1−dTV (µ,ν)> 1/2.
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Figure E.1: Comparison of the certified radius against perturbations targeting the `2 norm,
for Rényi divergence (dα ) and the chi-squared distance (dχ2), as a function of
the top predicted probability, p1, with σ = 1.

E.2 Visualisation of certified radius (for `2 perturba-

tions) found by dα and dχ2

Figure E.1 visualises the trade-off in certified radius around an input for a hypothet-

ical binary classification task as a function of the classifier’s top output probability,

p1. The certified radii are found using the Rényi divergence and chi-squared dis-

tance. The difference between these two certified radii is small; for p1 ≤ 0.99, the

largest difference between the two radii is 0.1.

E.3 Proof of proposition 2

Proof. We prove this for the binary case where p2 = 1− p1.
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1. Let us fix α ∈ (1,∞). Then εdα
> εd

χ2 when

√
−2σ2

α
log
(

2
(1

2
(p1−α

1 +(1− p1)1−α)
) 1

1−α

)
>

√
σ2 log(

1
4p1(1− p1)

)

(E.52)

⇐⇒ − 2
α

log
(

2
(1

2
(p1−α

1 +(1− p1)
1−α)

) 1
1−α

)
> log(

1
4p1(1− p1)

) (E.53)

⇐⇒ 4
(1

2
(p1−α

1 +(1− p1)
1−α)

) 2
1−α

< (4p1(1− p1))
α (E.54)

This holds ∀p1 ∈ (1
2 ,1) for example when α = 1.1 and so automatically holds for

α ∈ (1,∞) that maximises the expression.

2. If εd
χ2 > εdKL , then

√
σ2 log(

1
4p1(1− p1)

)>

√
−σ2 log(2

√
p1(1− p1)) (E.55)

⇐⇒ 1
4p1(1− p1)

>
1

2
√

p1(1− p1)
(E.56)

⇐⇒ (p1−
1
2
)2 > 0 (E.57)

=⇒ p1 >
1
2

(E.58)

3. If εd
χ2 > εdH2 , then

√
σ2 log(

1
4p1(1− p1)

)>

√√√√−8σ2 log(

√
2−
√

p1(1− p1)

2
) (E.59)

⇐⇒ 1
4p1(1− p1)

>
24

(1+2
√

p1(1− p1))4
(E.60)

⇐⇒ (1+2
√

p1(1− p1))
4 > 26 p1(1− p1) (E.61)

=⇒ p1 >
1
2

(E.62)

(E.63)

4. We show the inner logarithmic terms in εdH2 and εdB are equal, which suffices to
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prove equality in general. The inner logarithmic term of εdH2 is

√
1+2

√
p1(1− p1)

2
(E.64)

=
1+2

√
p1(1− p1)√

2(1+2
√

p1(1− p1))
(E.65)

=
(
√

p1 +
√

1− p1)
2√

2(1+2
√

p1(1− p1))
(E.66)

The last term is equal to inner logarithmic term in εdB and so we have εdH2 = εdB .

5. If εdH2 > εdKL , then

√√√√−8σ2 log(

√
2−
√

p1(1− p1)

2
)>

√
σ2 log(2

√
p1(1− p1)) (E.67)

⇐⇒ 25
√

p1(1− p1)> (1+2
√

p1(1− p1))
4 (E.68)

(E.69)

This last term has solutions in p1 ∈ (1
2 ,0.998).

6. Let us fix β ∈ (0,min(1, 1
2 log( p1

1−p1
))], then εdKL > εLecuyer et al. [142] when

√
−σ2 log(2

√
p1(1− p1))>

σβ√
2log( 1.25(1+eβ )

p1(1+e2β )−e2β )
)

(E.70)

⇐⇒ β
2 +2log(

1.25(1+ eβ )

p1(1+ e2β )− e2β )
) log(2

√
p1(1− p1))< 0 (E.71)

(E.72)

This last term holds for any p ∈ (1
2 ,1).
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E.4 KL divergence of the generalised Gaussian dis-

tribution

Here, we give a proof of the claim stated in eq. (8.13).

Theorem 8. Let p1 and p2 be the pdf’s of two generalised Gaussians with param-

eters (µ1, σ , s) and (µ2, σ , s) where s is a positive integer, respectively. Then

dKL(p1, p2) is given by

s

∑
k=1

(
s
k

)
(1+(−1)s−k)Γ( s−k+1

s )(µ1−µ2)
k

2σ kΓ(1
s )

(E.73)

Proof.

dKL(p1, p2) = ∑ p1 log
(

p1

p2

)
(E.74)

= ∑k1e−|
x−µ1

σ
|s log

(
k1e−|

x−µ1
σ
|s

k2e−|
x−µ2

σ
|s

)
(E.75)

Where k1 = k2 =
s

2σΓ( 1
s )

. Thus eq. (E.75) is equal to

∑k1e−|
x−µ1

σ
|s log

(
e−|

x−µ1
σ
|s

e−|
x−µ2

σ
|s

)
(E.76)

= Ep1

[(
x−µ2

σ

)s

−
(

x−µ1

σ

)s
]

(E.77)

=
1

σ sEp1

[
(x−µ2)

s− (x−µ1)
s
]

(E.78)

Note that (x−µ2)
s = ∑

s
k=0
(s

k

)
xs−k(−µ2)

k. Thus eq. (E.78) is equal to
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1
σ s

[( s

∑
k=0

(
s
k

)
µ1

s−k(−µ2)
k

s−k

∑
i=0

(
s− k

i

)
(

σ

µ1
)i(1+(−1)i)

Γ( i+1
s )

2Γ(1
s )

)

−
( s

∑
k=0

(
s
k

)
µ1

s−k(−µ1)
k

s−k

∑
i=0

(
s− k

i

)
(

σ

µ1
)i(1+(−1)i)

Γ( i+1
s )

2Γ(1
s )

)] (E.79)

=
1

σ s

[
(

s

∑
k=0

(
s
k

)
µ1

s−k(−µ2)
k

−
s

∑
k=0

(
s
k

)
µ1

s−k(−µ2)
k

s−k

∑
i=1

(
s− k

i

)
(

σ

µ1
)i(1+(−1)i)

Γ( i+1
s )

2Γ(1
s )

−
s

∑
k=0

(
s
k

)
µ1

s−k(−µ1)
k

−
s

∑
k=0

(
s
k

)
µ1

s−k(−µ1)
k

s−k

∑
i=1

(
s− k

i

)
(

σ

µ1
)i(1+(−1)i)

Γ( i+1
s )

2Γ(1
s )

]
(E.80)

=
1

σ s

[
(µ1−µ2)

s

+
s

∑
k=0

(
s
k

)
µ1

s−k(−µ2)
k

s−k

∑
i=1

(
s− k

i

)
(

σ

µ1
)i(1+(−1)i)

Γ( i+1
s )

2Γ(1
s )

−
s

∑
k=0

(
s
k

)
µ1

s−k(−µ1)
k

s−k

∑
i=1

(
s− k

i

)
(

σ

µ1
)i(1+(−1)i)

Γ( i+1
s )

2Γ(1
s )

] (E.81)

Note that only even indices contribute to the summand in eq. (E.81) because

of the (1+(−1)i) term and so can be written as

1
σ s (µ1−µ2)

s

+
1

σ s

( s

∑
k=1

(
s
k

)
(µ1

s−k(−µ2)
k−µ1

s−k(−µ1)
k)

s−k

∑
i>0

(
s− k

i

)
(

σ

µ1
)i(1+(−1)i)

Γ( i+1
s )

2Γ(1
s )

)
(E.82)

Note, k = 0 =⇒ (µ1
s−k(−µ2)

k− µ1
s−k(−µ1)

k) = 0, and so eq. (E.82) be-

comes
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Figure E.2: Certified accuracy against perturbations targeting the `2 norm for CIFAR-10.
Given as a function of the certified radius, the radius around which an input is
robust.

s

∑
k=1

(
s
k

)
(1+(−1)s−k)Γ( s−k+1

s )(µ1−µ2)
k

2σ kΓ(1
s )

(E.83)

E.5 How does σ affect the certification radius?
For 400 CIFAR-10 test set inputs, we certify inputs against `2 perturbations while

varying the noise scale parameter σ 1. Figure E.2 shows certified accuracy as a

function of the certified area for σ = 0.25,0.5,1.0. This is the guaranteed classi-

fication accuracy under any perturbation smaller than the specified bound. Larger

σ results in a larger certified area but suffers from lower standard classification ac-

curacy – this corresponds to accuracy under a certified radius of 0. This mirrors

the findings of Cohen et al. [49] and Tsipras et al. [237] who showed a trade-off

between robustness and standard accuracy.

1Note, sampling from a generalised Gaussian distribution with scale σ and shape s = 2, is equiv-
alent to sampling from a Gaussian distribution with scale σ/

√
2.
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(a) Goldfinch (b) ε = 0.98 (`1) (c) ε = 0.44 (`2) (d) ε = 0.29 (`3)

(e) Dog (f) ε = 0.95 (`1) (g) ε = 0.48 (`2) (h) ε = 0.32 (`3)

Figure E.3: Two randomly chosen images from ImageNet (Top) and CIFAR-10 (Bottom).
We give examples of noise from a generalised Gaussian distribution with s =
1,2, and 3, and the maximum perturbation size, ε , for which the classifier is
certified to predict the correct class under `1, `2, and `3 based attacks.

E.6 Samples smoothed with different forms of gener-

alised Gaussian noise

In fig. E.3, we visualise the smoothing of a generalised Gaussian over two ran-

dom inputs from CIFAR-10 and ImageNet test sets. Figures E.3a and E.3e cor-

respond to the non-smoothed versions of these two inputs, figs. E.3b and E.3f

correspond to the inputs smoothed with generalised Gaussian noise sampled from

G N (0,0.25,1). Similarly, figs. E.3c and E.3g correspond to the inputs smoothed

with generalised Gaussian noise sampled from G N (0,0.25,2), and figs. E.3d

and E.3h correspond to the inputs smoothed with generalised Gaussian noise sam-

pled from G N (0,0.25,3). For each smoothed input, we state the size of the certi-

fied radius, ε – up to this value the input is robust to adversarial perturbations in the

specified `p norm.
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E.7 An example of separability of optimal decision

boundaries for different `p norms
Khoury and Hadfield-Menell [126] hypothesise that, in general, it is impossible for

a classifier to be robust against all `p norm attacks. They consider a toy example

to demonstrate this: consider two n-dimensional spheres, X1 and X2, both centred

at the origin with radii r1 and r2, respectively. They show that the optimal decision

boundary between points on the spheres are distinct under the `2 and `∞ norms.

We extend this to arbitrary norms through Appendix E.7. First, we define what we

mean by an optimal decision boundary, state the conjecture and then give a draft of

a proof that decision boundary separability extends to other norms.

Let ∆ be a set of points in Rn. We say ∆ separates X1 and X2 if any continuous

function f that passes through X1 and X2 also passes through ∆.

Let ∆ be any separator of X1 and X2. Choose a point x ∈ ∆ and consider the

ball Bε,p(x) := {z|ε ≥‖z− x‖p}. We call ∆ a maximum separator if ∀x ∈ ∆ the

following holds: ∀ε > 0,∃m1,m2 ∈Bε,p(x), and points y1,y2 ∈ X1
⋃

X2, such that

if y1 is the point that minimises ‖m1− y‖p (where y ∈ X1
⋃

X2), then y1 ∈ X1, and

equivalently if y2 is the point that minimises‖m2− y‖p then y2 ∈ X2.

An example of a separator that is not maximal. Let ∆ = X1. Then ∃x ∈ X1 and

ε > 0 such that ∀z ∈Bε(x), the points y ∈X1
⋃

X2 that minimise‖z− y‖p all lie on

X1 (i.e. y ∈ X1 and y /∈ X2).

Let two concentric spheres X1,X2 ∈ Rn have radii r1,r2, respectively. Then

∀p,q ≥ 1 with p 6= q, ∆p 6= ∆q, where ∆p denotes the maximal separator in the `p

norm.

We give a ‘proof by example’ in two dimensions, showing that ∆1 6= ∆2 6= ∆4 6=

∆∞, and prove that ∆1 6= ∆2 6= ∆∞ in n-dimensions. First, consider concentric circles

X1,X2 ∈ R2 with radii 1,4, respectively.

∆2 defines a circle of radius 5
2 . In particular for p = (x,y), when x = 0, p ∈ ∆2

has y-coordinate 5
2 . For ∆∞, when x = 0, p has y-coordinate 3+

√
79

5 . To see this,

Bε,∞(m) with centre m = (0,1+κ) touches X2 at q = (κ,1+ 2κ). At q we have

κ2 +(1+2κ)2 = 42, and so κ = −2+
√

79
5 . Hence, at x = 0, q ∈ ∆∞ has y-coordinate
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3+
√

79
5 .

To find y-coordinate when x = 0 for a point q ∈ ∆4, we must solve

x2 + y2 = 42 (E.84)

x4 +(y− (1+κ))4 = κ
4 (E.85)

Since ∆4 is tangential to X2, we must find the root of the determinant of (42−

y2)2 +(y− (1+κ))4−κ4 = 0. This an order 12 polynomial,

28κ
12 +96κ

11 +176κ
9−4540κ

8−19528κ
7+

15916κ
6 +403800κ

5 +495735κ
4−3757020κ

3+

3592350κ
2 +16024500κ−24350625 = 0.

(E.86)

This has no solution in the radicals and is approximately 1.4755 and so q ∈ ∆4

has y-coordinate 2.4755.

To find ∆p in general we must solve high order polynomials that may not fac-

tor. However, we can find ∆1 in n dimensions. Consider the diamond `1 ball cen-

tred at m = ( r1
2 + κ

2 ,
r1
2 + κ

2 , ...,
r1
2 + κ

2 ), and q ∈ ∆1 has coordinate ( r1
2 + κ

2 +κ, r1
2 +

κ

2 , ...,
r1
2 + κ

2 ). Then (n−1)( r1
2 + κ

2 )
2 +( r1

2 + κ

2 +κ)2 = r2
2. Thus,

κ =−n+2
n+8

√
2r1 +

2
n+8

√
(n+8)r2

2−2(n−1)r2
1. (E.87)

Thus, similarly to Khoury and Hadfield-Menell [126], for constant r1 and r2,

∆1 scales like O( 1√
n), and for a classifier trained to learn ∆1, an adversary can

construct an adversarial perturbation in the `2 norm as small as O( 1√
n).
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