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Abstract

In this paper, we investigate the problem of predicting the future volatility of Forex
currency pairs using the deep learning techniques. We show step-by-step how to con-
struct the deep-learning network by the guidance of the empirical patterns of the intra-
day volatility. The numerical results show that the multiscale Long Short-Term Mem-
ory (LSTM) model with the input of multi currency pairs consistently achieves the
state-of-the-art accuracy compared with both the conventional baselines, i.e. autore-
gressive and GARCH model, and the other deep learning models.
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1 Introduction

1.1 Background and motivation

With the blossom of the real-world applications of Machine Learning (ML) over the last
decade, it has become increasingly popular to apply ML in the financial industry Sezer,
Gudelek, and Ozbayoglu (2020). Despite the enthusiasm, its success is arguably less promi-
nent compared to other fields especially in trading. In this article, we explore the possibil-
ity of using deep learning methods LeCun, Bengio, and Hinton (2015) to solve a real-world
problem closely related to trading applications, namely intraday volatility forecasting. In
particular, we would like to demonstrate the power of an intuition-driven approach to use
neural networks to model financial and economic phenomena. Our study shows that the
inherent modular nature of deep neutral networks combined with the divide-and-conquer
approach led by domain knowledge provides great potentials of building end-to-end so-
lutions to solve the trading problems in the real life.

Volatility modelling is one of the fundamental problems in the financial world. It is not
only a crucial part for risk evaluations, but also a building block of trading processes. For
example, option traders or investors’ positions often reflect their views on the difference
between the realised and implied volatility. High frequency trading algorithms, either for
speculative or market-making purposes, need to predict intraday volatility to make real-
time trading decisions. However, despite the widely accepted concept of volatility, the
practitioner often utilises ranges, i.e. the differences between the maximum and minimum
of a quantity within a specified time period, as a proxy of volatility in real trading. While
volatility is a mathematical concept based on a particular model assumption, e.g. Geo-
metric Brownian Motion, as discussed in Alizadeh, Brandt, and Diebold (2002), range is
closely linked with volatility, but it has a major advantage: it is an observable quantity
directly linked to the maximum P&L of trading positions. Its practicality makes it more
popular with traders in their decision making processes. As a result, we study ranges as
opposed to volatility in this article. We use spot foreign exchange (FX) data to forecast
intraday ranges. However, the methodology can be applied on other asset classes.

The application of deep learning in volatility forecasting has been an active area in fi-
nance, where deep neural network (DNN) and recurrent neural network (RNN) are two
popular methods. On the one hand, DNN is a common network architecture, which
takes multivariate features as inputs and feeds them into multiple fully connected lay-
ers. The combination of the DNN models with the fundamental features achieves the
superior performance in terms of the predictive modelling, for example, prediction of the
cross-sectional stock markets in Japan and S&P 500 index (e.g. Abe and Nakayama (2018)
and Feng, He, and Polson (2018)). On the other hand, due to the strength of capturing
the temporal information of data, RNNs or its variants (e.g. Long short-term memory
(LSTM), Gated recurrent unit (GRU), etc) have achieved remarkable results for sequential
data modelling, such as speech recognition, language forecasting, etc. Graves, Mohamed,
and Hinton (2013); Sundermeyer, Schlüter, and Ney (2012). For the volatility forecast task,
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Xiong, Nichols, and Shen (2016) shows the RNN type model coupled with price data of
S&P 500 and Google trends data outperform the Ridge/Lasso regression and the GARCH
model. It is followed by Zhou, Han, Xu, Jiang, and Zhang (n.d.), in which the authors
considered a single layer LSTM with the input including key words searching volume
from Baidu and historical price data, which beats the GARCH model on CSI300 volatility
dataset.

1.2 Patterns in the intraday ranges

The predictability of any quantity originates from its repetitive patterns often as a conse-
quence of physical mechanisms behind the scene. FX ranges exhibit strong patterns, which
usually have economic reasons and are well-understood by traders. These patterns and
the domain knowledge of the causes of the patterns lay the foundation of our modelling
process. Our main goal is to capture these economic linked intuitions in our prediction
model.

According to Alizadeh et al. (2002), consider a finite interval of length τ and let pt be
the price of currency at time t, then the log range is defined as

log( sup
0≤t≤τ

pt)− log( inf
0≤t≤τ

pt).

Figure 1 shows the average of log range for each minute using intraday EURUSD spot FX
data from 01/01/2018 to 31/12/2019.

Figure 1: The daily log-range average for each minute. (Color)

It exhibits interesting time-related patterns including:

• The ranges tend to be bigger in London trading hours between 7am and 6pm London
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time corresponding to more frequent trading activities.

• Two humps around 7am and 11am London time corresponding London and New
York market open.

• Various spikes in the ranges correspond to different economic data releases (e.g.
Non-farm payroll at 1:30pm) and fixing trades (e.g. WMR fixing at 4pm).

Apart from the observations above, it is also well-known that FX market is heavily in-
fluenced by macro economic news and events. When market absorbs certain unexpected
news, the stimulated moves often persists for a while. Because of the intrinsic correla-
tions between different currency pairs, the level of activeness of the whole market are also
inter-linked across all major currency pairs. As a result, we often observe the volatility
clustering and cross-currency correlations.

The patterns discussed above can be summarised into 3 main categories:

• time-based seasonality, e.g. trading hour related patterns, week-day patterns, etc.

• intraday auto-correlations, i.e. volatility clustering.

• cross currency pair correlations.

These patterns are backed by economic reasons and hence provide predictability. How-
ever, it is clearly a non-trivial problem to capture all these patterns in a single model.

1.3 The road map for deep learning of FX ranges

Despite the complexity of the task, the fundamental problem is to build a function, which
can be updated in real time to predict future ranges. In other words, the goal is to build a
model to generate range functions in real time. As we can see from Alizadeh et al. (2002),
the function form is ”unconventional” in the sense that it can have spikes and abrupt
changes seemly arbitrarily. This presents the main challenge to traditional modelling ap-
proaches, which require building multiple separate models to capture individual patterns
introducing model inconsistency. However, neural network, as a non-parametric method,
is a perfect candidate for solving our problem because it can provide the flexibility required
to produce the highly ”customised” function form defined by FX market. Because of the
inherent modular natural of neural networks, i.e. the combination of neural networks is
still a neural network, it also allows us to model the 3 main patterns listed above individ-
ually using a divide-and-conquer approach. Once these patterns are separately learned
by neural networks with different structures, they can then be naturally combined into a
single architecture to capture all the features. From the modelling perspective, this is not
only satisfying, but also provides a generic framework to build end-to-end solutions for
much more complicated problems. As an example, if we want to feed the predicted ranges
into a trading algorithm, it can be further built on top of the neural works for ranges.
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1.4 The structure of the paper

Following the road map described in the last section, this paper is organised as follows:
in section 3, we start with the empirical analysis on the intraday volatility patterns and
then illustrate how we incorporate domain knowledge in designing our models for range
forecast. We conduct the numerical experiment and provide the comparative results in
section 4. Section 5 concludes the paper. For readers who are not familiar with neural
network, please refer to A for the preliminary of neural networks.

2 Data description

In this section, we describe the FX dataset for the task of intraday volatility prediction
and illustrate its empirical patterns, which are major consideration for our neural network
model design.

We use the minutely price information of four Forex cross pairs (i.e. EURUSD, EURSEK,
USDJPY and USDMXN) as the example data, which is retrieved from Histdata1. It includes
time stamps, open price, high price, low price and close price. The time period is from
2018-01-01 to 2019-12-31, and the daily trading period is of T = 1440 minutes. Table 1 is a
snapshot of the price data of EURUSD.

Date Time Open High Low Close

01/01/2018 22:00 1.20037 1.20100 1.20037 1.20100
01/01/2018 22:01 1.20083 1.20095 1.20017 1.20030
01/01/2018 22:02 1.20035 1.20043 1.20035 1.20043

...
12/31/2019 21:57 1.12115 1.12115 1.12105 1.12105
12/31/2019 21:58 1.12105 1.12110 1.12099 1.12099
12/31/2019 21:59 1.12099 1.12115 1.12076 1.12076

Table 1: The minutely price data of EURUSD pair from 2018-01-01 to 2019-12-31.

2.1 Time-based Seasonality

2.1.1 Weekly Seasonality

Figure 2 plots the average log range for each weekday. It shows the significant difference
between different weekday and weekly seasonality in trading volatility in a clear way.
According to Figure 2, we observe:

• The trading volatility on Monday and Tuesday are slightly lower than other days on
average.

• Some spikes are only obvious on certain weekdays. For example, the 13:30 spike
mainly appears on Friday, Wednesday and Thursday, especially on Friday when

1https://www.histdata.com/download-free-forex-data/?/excel/1-minute-bar-quotes
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Figure 2: Weekly seasonality of the trading volatility. (Color)

Non-farm payroll is released. The 19:00 spike is only significant on Wednesday, when
the FOMC minutes happens.

• Fixing spikes at 00:55, 01:55, 07:00, 08:00, 09:00 and 15:57 appear every day and their
volatility are relatively even across the whole week.

The intraday volatility patterns can help traders to better predict the intraday trading
volatility and hence select a better time to execute their trades.

2.1.2 The Spikes

In Figure 1, we plot the daily log range average for each minute. Most of these spikes or
sudden increase of volatility can be associated with, for example, economic events:

• Spikes typically appear at minute 0, 30 and 45 of each hour. These spikes normally
correspond to economic data releases at 00, 30 and 45.

• Spikes also appear at 00:55, 01:55, and 16:00. These correspond to the Tokyo and WM
fixing times respectively.

• Trading volatility are significantly higher during the London trading hours.

2.2 Intraday and Interday Auto-correlation

The intraday auto-correlations reflect the latency in trading volatility, i.e. large changes
usually immediately followed by large changes. The inter-day auto-correlations show the
daily seasonality of volatility. Shown in Figure 3, the intraday auto-correlation is relatively
high for the first 1 lag minutes and decays sharply, which means that the investment inertia
last a minute and then disappears. The volatility clustering can be observed from the serial
positive intraday auto-correlation.
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In terms of the interday volatility, we investigate the auto-correlation of the most sig-
nificant spike, i.e. at 13:30. When the lag value equals 20 weekdays, the auto-correlation
is the highest. This is expected, as 13:30 corresponds to the Nonfarm payroll, which is
released once a month.

Figure 3: (Left) The intraday autocorrelation of log range; (Right) The interday autocorre-
lation of log range at 13:30 London time.(Color)

2.3 Cross currency pair correlation

Illustrated in Figure 4, the (time lagged) correlation matrix plot of four cross currency pairs
shows that the pairs sharing same base or quote currencies have much higher correlation,
i.e. USDJPY-EURUSD and USDMXN-EURUSD. In contrast, the pairs that have no com-
mon currencies are less correlated, i.e. USDMXN-EURSEK and USDJPY-EURSEK.

Figure 4: The (time lagged) correlations plot of cross currency with respect to the number
of lags, where the lag values are 0, 1, 2, 4, 8 minutes. (Color)

3 Methodology

The main objective of our work is to build an effective neural network model, which has a
built-in structure designed to capture the above-mentioned empirical patterns of FX data
for the volatility prediction. In this section, we show step by step how to build a single
neural network to capture all the desired empirical characteristic of volatility individual
by (1) first designing each module to capture one of empirical patterns, e.g. the seasonal-
ity, time auto-correlation and cross currency pairs dependence; (2) then integrating those
modules to construct a whole network architecture.
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Let us introduce the set-up of our problem and the necessary notations for the ease of
our discussion. Let D denote the total market days in the dataset, and T denote the total
minutes of each market day. Let V D

t ∈ R denote the log range of a currency pair at time t
of day D, where t ∈ {1, . . . , T} and D ∈ {1, . . . ,D}. We aim to predict the next minutely
log range V D

t+1 using the information up to time t at day D, which includes all the previous
log range data and its corresponding date and time.

We adopt the standard regression setting. (More details can be found in A.1.) Suppose
we have XD

t ∈ X to denote the explanatory variable to predict V D
t+1. Let D denote the

input-output pairs
(
XD
t , V

D
t+1

)
t,D

. Let fΘ : X → R denote the model, which is fully char-
acterized by the parameter set Θ. We use the squared loss function to optimize the model
parameters to fit the data D, i.e.

Loss(Θ|D) =
∑
t,D

(
V D
t+1 − fΘ(XD

t )
)2
.

In the following, we discuss the choices of input XD
t and model architecture fΘ, and

show how to build a unified neural network to capture all the above-mentioned empirical
patterns. The preliminary of the neural network, including the framework of the super-
vised learning, deep neural network (DNN) and Long short-term memory (LSTM) model,
can be referred to A.

3.1 DNN and time-based patterns

The trading volatility demonstrates the weekly and monthly seasonality shown in Fig-
ure 2 of section 2.1. To capture the multi-scale seasonality, we consider the time stamp t,
the day of week (day of weekDt ) and the month (monthDt ) as the input factors for volatil-
ity prediction. In addition, it is common for investors to mark their trading strategies
to one fixing on the last business day of the month, which results in higher volatility of
the month-end day compared with that of non month-end day. Therefore, we choose
xDt = (t, day of weekDt ,month

D
t , is month endDt ) ∈ R4 as the input factors. To start with,

we use a multi-layer artificial neural network (DNN) as a model to learn the next minutely
volatility. This method is denoted by Plain DNN.

3.2 LSTM and auto-correlations

The volatility usually exhibits the clustering behaviour. To capture the strong intraday
(interday) auto-correlation of the volatility series, we use the lagged value of log range in
the previous pt minutes (the log range at the same t in the previous pd days) as the input
yDt (zDt ) respectively, i.e.

yDt = (V D
t−pt , . . . , V

D
t−1) ∈ Rpt×1

zDt = (V D−pd
t , . . . , V D−1

t ) ∈ Rpd×1 (1)
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Figure 5: Illustration of 2-LSTM architecture. (Color)

The LSTM model and its variants are well-known to have the strength in analysing sequen-
tial data. As yDt or zDt are time series, we choose to use the LSTM model which takes yDt
(zDt ) as the input and output the predicted log-range, which we denote as LSTMt (LSTMD)
correspondingly. We call them the plain LSTM models.

3.3 2-LSTM and multi-scale time dependence

The above LSTMt or LSTMD can only model the dependence of the consecutive intraday
volatility or interday volatility alone. To capture both seasonality of the volatility simulta-
neously, we propose the multi-scale LSTM model, namely 2-LSTM model. Let us consider
xDt = [yDt , z

D
t ], where [yDt , z

D
t ] is defined in (1). As shown in Figure 5, we can construct a

2-LSTM model to forecast the volatility V D
t as follows: we first applies two LSTM mod-

els to yDt and zDt respectively, denoted by LSTM(yDt ) and LSTM(zDt ); we then concatenate
the outputs of those two LSTMs and apply the l-layer DNN to the concatenated output.
Formally, 2-LSTM model can be expressed in the below formula:

fΘ(xDt ) = DNN(LSTM(yDt ),LSTM(zDt )). (2)

3.4 p-Pairs-learning 2-LSTM and cross currency pair correlations

It is very challenging to learn the volatility of the non-liquid currency pairs due to infre-
quent trades and price changes. It is shown in section 2.3 that those currency pairs, which
share same base, are often driven by common events, even if the liquidity of those pairs
may be very different. It suggests that by coupling the non-liquid currency pairs informa-
tion with that of other more liquid pairs with shared currency base, the volatility prediction
may be further improved. Hence, we propose the p-pairs learning 2-LSTM model. We de-
note the volatility of p currency pairs by VD

t = (V D
1,t, . . . , V

D
p,t) ∈ Rp. Similar to (1), the input
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is defined as xDt = [yDt , z
D
t ], where

yDt = (VD
t−pt , . . . ,V

D
t−1) ∈ Rpt×p

zDt = (VD−pd
t , . . . ,VD−1

t ) ∈ Rpd×p. (3)

Then followed by (2), the p-Pairs-learning 2-LSTM model is fully constructed. The p-Pairs-
learning model is a generalization of the -LSTM model as the 2-LSTM is the special case of
p-Pairs learning for p = 1. When p ≥ 2, the volatility forecast of each pair by the p-Pairs-
learning can use the historical information of the other pairs shared with the same currency
base, which better capture the cross currency pair correlation. To avoid the ambiguity of
the p-Pairs-learning model with 2-LSTM, we assume p ≥ 2 throughout the rest of the paper.

4 Numerical Results

In this section, we compare the predictive performance of the deep-learning based models
(i.e. Plain DNN, Plain LSTM, 2-LSTM and p-Pairs learning) and benchmark them with
two traditional autoregressive models (i.e. the autoregressive (AR(p)) model and GARCH
model). After the hyper-parameter tuning, we choose the optimal orders p for EURUSD,
EURSEK, USDJPY, and USDMXN are 1, 1, 2, 5 respectively based on the results shown Fig-
ure 10 of Appendix B. Following the work of volatility forecasting Hyup Roh (2007),Kim
and Won (2018),Kuen and Hoong (1992),Franses and Van Dijk (1996), we specify p, q = 1

for the GARCH(p, q), which is a widely-used model of generalized autoregressive models
to capture volatility clustering.

We conduct 3-fold sequential blocked cross validation Olson, Qi, Zhang, and Zhao
(2021) in chronological order, and each fold is split into training, validation and testing sets
with the corresponding percentage 0.6, 0.3 and 0.1, as illustrated in Figure 6. We choose the
mean squared error (MSE (4)) on the testing data sets as the test metric to assess the model
performance. To further investigate whether the comparison between models performance
is significant, we conduct a statistical test called Diebold-Mariano (DM) test Diebold and
Mariano (2002) between all the models in a pair-wised manner for all the currency pairs.
We pre-process the log range data by the min-max normalization for all the model training.

4.1 Network architecture

We conduct the thorough hyper-parameter tuning on the proposed deep-learning based
models. Interested readers can refer the implementation details to Appendix B. In the
following numerical analysis, we specify the optimal model architecture as follows:

• Plain DNN: The optimal architecture are chosen as 6 layers with 30 neurons per layer.

• Plain LSTM, 2-LSTM and p−pairs learning: For the LSTM based models, we set lag
values pt = 20 and pd = 20. The number of hidden neurons is set to be 64. The last
DNN module hL has L = 2 with 32 hidden neurons.
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Figure 6: Illustration of the 3-fold chronological validation. (Color)

4.2 Model comparison

Advantages Disadvantages

DNN

• Easy to create. • Does not capture seasonality and spikes.
• Quick to train. • Can not predict daily volatility.
• Capture the general trend of average volatility.

LSTM

• Capture inter-day or intraday autocorrelation. • Does not capture both autocorrelation.
• Lag value can be adjusted for long or short term. • Lagging in the prediction against target volatility

2-LSTM

• Capture both inter/intra-day autocorrelation. • Lagging in the prediction against target volatility.
• Lag value can be adjusted for long or short term.

p-pairs-learning 2-LSTM

• Capture both inter/intra-day autocorrelation. • Lagging in the prediction against target volatility.
• Capture cross currencies correlations. • Further research on choosing currency pairs
• Lag value can be adjusted for a either long or short term.

Table 2: Summary of Volatility Forecasting Methods

Figure 7 demonstrates that the proposed p-Pairs-learning 2-LSTM method consistently
beats the other models in terms of the MSE on the testing sets. Except for the plain DNN,
the neural network based model outperform the two traditional baselines. The LSTM
based methods reduce the MSE noticeably from that of the plain DNN by incorporating
the historical volatility information to capture the volatility clustering and seasonality in
an effective way. In Table 4, for example, for EURUSD, the 4-Pairs-learning 2-LSTM re-
duces the MSE by 37.07% from the AR(3) model, 48.15% from the GARCH(1,1) model and
68.18% from the plain DNN. In Figure 8, of the fitting performance of the predicted aver-
age minutely range illustrates that the intra-day volatility is a useful input factor to boost
the fitting performance and the models with this factor outperform the others (i.e. the
plain DNN and LSTMD).

In Tabel 3 of the pair-wised DM test results, we observe that for EURUSD, the 2-LSTM
and 2-Pairs-learning outperform other methods and have statistically non-significant dif-
ference between them. For EURSEK, the best model is 4-Pairs-learning, which has notably
better performance against others. For USDJPY, the optimal method is 2-LSTM, which
have all positive DM statistic against other models. For USDMXN, LSTMt and 4-Pairs-
learning have statistically similar performance, while outperform others. In a summary,
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(a) EURUSD
GARCH-

(1,1)
Plain
DNN

LSTMD LSTMt 2-LSTM 2-Pairs-
learning

4-Pairs-
learning

AR(3) -2.21 -5.31 1.43 8.37 7.44 7.58 7.55
GARCH(1,1) -10.97 0.56 8.39 8.51 8.24 8.06
Plain DNN 11.41 15.30 15.29 15.30 15.24
LSTMD 8.62 8.77 8.47 8.15
LSTMt -1.57 -0.96 -1.96
2-LSTM 0.26 0.05
2-Pairs-learning -0.90

(b) EURSEK
GARCH-

(1,1)
Plain
DNN

LSTMD LSTMt 2-LSTM 2-Pairs-
learning

4-Pairs-
learning

AR(1) -7.62 -9.69 2.64 10.57 10.14 9.32 9.11
GARCH(1,1) -8.98 1.90 9.57 9.59 9.43 9.39
Plain DNN 8.61 15.95 15.98 16.06 15.87
LSTMD 10.00 10.03 9.88 9.64
LSTMt 5.96 3.37 1.69
2-LSTM 2.89 1.36
2-Pairs-learning 1.49

(c) USDJPY
GARCH-

(1,1)
Plain
DNN

LSTMD LSTMt 2-LSTM 2-Pairs-
learning

4-Pairs-
learning

AR(2) -2.51 1.64 9.82 8.87 8.91 9.44 9.74
GARCH(1,1) -11.67 -2.17 9.79 9.66 9.63 9.52
Plain DNN 10.83 15.83 15.91 15.85 15.81
LSTMD 7.56 7.63 7.62 7.35
LSTMt 6.41 -1.69 1.26
2-LSTM -3.23 -0.56
2-Pairs-learning 2.70

(d) USDMXN
GARCH-

(1,1)
Plain
DNN

LSTMD LSTMt 2-LSTM 2-Pairs-
learning

4-Pairs-
learning

AR(5) -11.03 -5.54 4.79 4.82 4.99 5.78 5.70
GARCH(1,1) -15.60 3.29 6.74 6.32 6.28 6.19
Plain DNN 17.25 20.36 20.35 20.34 20.43
LSTMD 9.36 9.37 9.02 8.60
LSTMt -3.26 -3.83 0.42
2-LSTM -3.20 1.33
2-Pairs-learning -3.88

Table 3: The comparison table of the pairwise Diebold-Mariano test statistics among mod-
els for each currency pair. Positive numbers indicate that the column model outperforms
the row model. Bold font indicates that the difference is significant at 5% level or better for
individual tests.
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Figure 7: 3-fold MSE (×10−8) of daily log return comparison on testing sets. For 2-pairs-
learning, we pair EURUSD (USDMXN) with EURSEK (USDJPY) respectively. (Color)

the LSTM based models, especially LSTMt and p-Pairs-learning have the superior perfor-
mance over others based on the statistical test.

4.3 Comparison between LSTM based models

Since LSTMt, LSTMD, 2-LSTM models and p-Pairs learning models all use historical volatil-
ity information and the recurrent structure in dealing with time series data, we compare
their forecasting ability in this section. As shown in Table 4, the 2-LSTM has a significant
improvement over the LSTMD model, while it does not increase performance significantly
over the LSTMt model. Since the LSTMt uses only the previous minutely information and
the LSTMD use solely the volumes of previous pd days at the same minute, from the re-
sults we can conclude that the LSTM has better performance when using the intra-day
historical data. That 2-LSTM improves little performance over the LSTMt can be justified
by the stronger auto-correlation of intra-day volatility than that of inter-day volatility. Fig-
ure 3 shows that the short-term intra-day historical data has auto-correlation around 0.5
whereas the highest auto-correlation of inter-day data can only reach 0.3.

For 2-Pairs learning, each currency pair includes one liquid currency (i.e. EURUSD and
USDJPY) and the other currency with poor liquidity (i.e. EURSEK and USDMXN). From
Table 4, we can see the prediction results are slightly improved for the less liquid currency
(MSE reduced by 1.32% for EURSEK and 2.23% for USDMXN comparing with 2-LSTM
method), as more useful information is incorporated by coupling with the liquid one.

For 4-Pairs learning, except for the USDMXN, all the other results are significantly
boosted compared with 2-pairs learning considering the average of MSE (the average of
MSE reduced by 11.11% for EURUSD, 16.1% for EURSEK and 28.17% for USDJPY). The
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Figure 8: The comparison of predicted average of minutely range of different models on
the testing data of EURUSD. (Color)

results suggest that although some of Forex pairs do not have same base or quote curren-
cies, they may share same market information. An interesting and important question for
future investigation is that how to choose the pairs of currencies such that the best results
can be achieved.

EURUSD EURSEK USDJPY USDMXN

AR(p) 0.89 ± 0.12 1.94 ± 0.28 0.90 ± 0.29 2.30 ± 1.11
GARCH(1,1) 1.08 ± 0.11 2.09 ± 0.38 1.10 ± 0.30 3.08 ± 1.05

Plain DNN 1.76 ± 0.34 2.67 ± 0.53 2.05 ± 0.74 5.86 ± 2.27
LSTMt 0.62 ± 0.08 1.51 ± 0.32 0.71 ± 0.18 1.79 ± 0.60

LSTMD 0.86 ± 0.14 2.07 ± 0.40 0.99 ± 0.27 3.12 ± 1.20
2-LSTM 0.61 ± 0.08 1.51 ± 0.32 0.70 ± 0.19 1.79 ± 0.60

2-Pairs-learning 0.63 ± 0.14 1.49 ± 0.32 0.71 ± 0.21 1.75 ± 0.59
4-Pairs-learning 0.56 ± 0.29 1.25 ± 0.47 0.51 ± 0.17 2.40 ± 1.66

Table 4: 3-fold MSE (×10−8) of daily log return comparison of all methods for different
currency pairs on the testing sets. For pairs-learning, we pair EURUSD (USDMXN) with
EURSEK (USDJPY) respectively.

4.4 Sensitivity analysis

We study the sensitivity of our best model, 4-Pairs-learning 2-LSTM, in this subsection. In
Figure 9, we min-max normalise the MSE of each currency pair separately and show the
sensitivity analysis of 4-pairs-learning w.r.t. the lag value p for 2-LSTM. It displays that
when p increases, the MSE of prediction on testing data decreases and it becomes steady
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when p is larger than 20.

Figure 9: The sensitivity analysis of 4-Pairs-learning w.r.t. the lag value p. (Color)

5 Conclusion

In this work, we consider the volatility forecasting problem in Forex market. With the
divide-and-conquer approach driven by domain knowledge of the market, we develop
deep learning based models to provide end-to-end solutions to the forecasting challenge
and capture the patterns in the intra-day volatility. In Table 2, we summarise the advan-
tages and disadvantages of the proposed models. Our p-Pairs-learning 2-LSTM model
consistently outperforms conventional methods and other deep learning models on all
currency pairs in the comparison of MSE as well as the DM test. This work shows the
strength of a deep learning model constructed carefully by the domain knowledge. The
proposed method can be combined with volatility-targeted strategy to build an end-to-end
trading system.
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A Neural network preliminaries

A.1 Supervised Learning Framework

The supervised learning aims to learn a functional relationship between the input and
output based on the observed input-output pairs. Specifically, let us consider the dataset
composed with N input-output pairs D := {(xi, yi)}Ni=1, where the input x ∈ Rd and
the output y ∈ Re. Assume that there exists a continuous map f : Rd → Re, such that
∀i ∈ {1, · · · , N},

yi = f(xi) + εi,

where εi is a Re-valued random variable, and E[εi|xi] = 0. One may postulate f by a
parameterized model fθ, which is fully characterized by θ. The objective of the supervised
learning is to learn fθ such that the model estimated output ŷi as close to the actual output
yi as possible. More precisely, the learning process can be formulated as to find the optimal
parameter θ∗ such as to minimize the loss function, denoted by L(θ|D), which measures
the prediction performance of the parameter θ for the given dataset D. In formula,

θ∗ = argmin
θ

L(θ|D).

Loss function There are different choices of loss functions. The popular loss function of
the classification problem is the cross entropy. In contrast to it, the most commonly used
loss function of the regression problem is the mean squared error (MSE), i.e.

L(θ|D) =
1

N

N∑
i=1

|fθ(xi)− yi|2. (4)

where |.| is the l2 norm. MSE loss function is also the one we use for this paper.

Model There are various candidates for the model fθ under the supervised learning
framework, such as support vector machine, linear regression, logistic regression, deci-
sion trees, neural network, etc., among which neural network is of our interest.

A.2 Neural Network

A.2.1 Deep Neural Network

Conventionally, the deep neural network (DNN) is a multi-layer neural network with L >
2. Let l ∈ {1, . . . , L − 1} be the index for hidden layers and nl be the number of neurons,
i.e. the number of elements in the output vector of the lth layer. Layers in DNN are defined
in the following recursive way:

• Input layer h0 : Rd → Rd,
h0(x) = x, ∀x ∈ Rd
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• Hidden layer hl : Rd → Rnl ,

hl(x) = σl(Wlhl−1(x) + bl), ∀x ∈ Rd

where Wl ∈ Rnl×nl−1 is the weight matrix, bl ∈ Rnl is the bias term and σl is called
activation function.

• Output layer hL : Rd → Re,

hL(x) = σL(WLhL−1(x) + bL), ∀x ∈ Rd

where WL ∈ Re×nL−1 is the weight matrix, bL ∈ Re is the bias term and σL is activa-
tion function.

The parameter set is Θ := {Wl, bl}Ll=1. For the DNN described above, the estimated condi-
tional expectation of the output given any given input x is hL(x).

A.2.2 Long Short-Term Memory

The Long Short-Term Memory (LSTM) is designed to capture the long-term dependencies
of time series data and cope with gradient vanishing and exploding Sak, Senior, and Bea-
ufays (2014). LSTM is also composed of the input layer, the hidden layer and the output
layer. In the hidden layer at time step t, the memory cell ct works as the main part of
LSTM. In the memory cell, there are three gates denoted as the input gate it, the output
gate ot and the forget gate ft. Let xt be the input vector, ht be the output of the hidden
layer, then the computation in the memory cell is shown in the following equations:

ft = σg(Wfxt + Ufht−1 + bf ),

it = σg(Wixt + Uiht−1 + bi),

ot = σg(Woxt + Uoht−1 + bo),

c̃t = σh(Wcxt + Ucht−1 + bc),

ct = ft � ct−1 + it � c̃t,

ht = ot � σh(ct),

where {Wf ,Wi,Wo,Wc, Uf , Ui, Uo, Uf} is the set of weight matrices, {bf , bi, bo, bc} is the set
of bias terms. � is the elementise muliplication of two vectors. σg is the sigmoid function
and σh is the hyperbolic tangent function. We denote the LSTM model as R((xt)t). Here
Θ := {U,W, b} is the parameter set. For the ease of notation, we denote the LSTM model
by the function R : Rd×T → Re:

(Xt)
T
t=1 7→ hT .
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Figure 10: The MSE of AR(p) models for different currency pairs with respect to lag order
p.

B Hyper-parameter tuning details

We tune the lag order p of AR model for all currencies pairs. The results are shown in
Figure 10, which shows the corresponding optimal lag orders.

We conduct the hyper-parameter tuning for the proposed models on the EURUSD
dataset. We apply the optimal hyper-parameters for the other FX currency pairs. The
details are as follows:

• Plain DNN: We implement grid search for number of the hidden layersL ∈ {2, 4, 6, 8, 10}
and the number of hidden neurons n ∈ {5, 10, 20, 30} of each layer. The results are
shown in Table 5.

• Plain LSTM, 2-LSTM and p-pairs learning: We implement parameter tuning for lag
value p := pt = pd ∈ {5, 10, 20, 30}. Results are shown in Table 6.

L

N 2 4 6 8 10

5 2.75±0.56 2.45±0.58 2.33±0.62 2.34±0.41 2.26±0.30
10 2.54±0.52 2.12±0.47 1.96±0.58 2.01±0.56 1.91±0.42
20 2.27±0.71 2.08±0.28 1.84±0.39 1.88±0.50 1.89±0.30
30 2.01±0.62 1.85±0.47 1.76±0.34 1.78±0.39 1.76±0.31

Table 5: Number of layers and hidden neurons tuning of the plain DNN model.
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p

Models 5 10 20 30

LSTMt 0.635±0.08 0.629±0.09 0.621±0.08 0.619±0.08
LSTMD 0.921±0.32 0.894±0.27 0.863±0.14 0.872±0.19
2-LSTM 0.637±0.10 0.625±0.08 0.613±0.08 0.611±0.08

2-pairs-learning 0.642±0.16 0.637±0.14 0.630±0.14 0.633±0.15
4-pairs-learning 0.580±0.29 0.573±0.29 0.564±0.29 0.567±0.29

Table 6: p-lag value tuning of the LSTM based methods.
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