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ABSTRACT 

The pursuit of the understanding of the effect a ship has on water is a field of study that is 

several hundreds of years old, accelerated during the years of the industrial revolution where 

the efficiency of a ship’s engine and hull determined the utility of the burgeoning globally 

important sea lines of communication.  The dawn of radar sensing and electronic computation 

have expanding this field of study still further where new ground is still being broken. 

This thesis looks to address a niche area of synthetic aperture radar imagery of ship wakes, 

specifically the imaging geometry utilising a low grazing angle, where significant non-linear 

effects are often dominant in the environment.  The nuances of the synthetic aperture radar 

processing techniques compounded with the low grazing angle geometry to produce unusual 

artefacts within the imagery.  It is the understanding of these artefacts that is central to this 

thesis.  A sub-aperture synthetic aperture radar technique is applied to real data alongside 

coarse modelling of a ship and its wake before finally developing a full hydrodynamic model 

for a ship’s wake from first principles.  The model is validated through comparison with 

previously developed work.  The analysis shows that the resultant artefacts are a culmination 

of individual synthetic aperture radar anomalies and the reaction of the radar energy to the 

ambient sea surface and spike events. 
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IMPACT STATEMENT 

The main focus of the work in this thesis aims to examine the appearance of, until now 

unexplained, artefacts in synthetic aperture radar (SAR) imagery of the region in close 

proximity to moving ships and their associated wakes taken from low grazing angles.  The 

problem lies under overlapping layers of specialist areas of interest that need to be combined 

in order to provide a satisfactory answer.  It is the low grazing angle imaging geometry that 

makes the already complex combination of SAR imagery and sea clutter scattering 

particularly unique.  The low grazing angle environment is more complex than higher angles 

as non-linear effects of sea clutter scattering begin to become dominant and higher grazing 

angle SAR imagery is much more abundant as a data source and is hence more widely 

studied and understood. 

The nature of SAR imaging and its associated phenomena will be utilised particularly with 

regard to the azimuthal displacements of moving scatterers.  A sub-aperture analysis, where 

an individual SAR image will be deconstructed chronologically, will be used to elicit a 

greater breadth of characterisation data from a full SAR image containing the artefacts.  

Fundamental principles of radar scattering from sea clutter will be invaluable to explain both 

ubiquitous artefacts within the SAR imagery of the sea surface and features within the target 

ship’s wake.  The generation of wakes by ships from the perspective of hydrodynamic 

modelling will be utilised as a foundation for a full SAR simulation of a target ship and its 

wake.  The model output can then be readily compared to real imagery to confirm the 

modelling hypotheses. 

Individual areas of novel work will benefit academically, which include the sub-aperture 

algorithm, the range-Doppler algorithm and the integrated point ship wake model.  Data 
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found from the application of the sub-aperture technique from the reaction of sea clutter 

features will allow for improved analysis and modelling of sea clutter scatterers.  The 

understanding of the phenomenon will benefit the understanding and modelling of the 

environmental impact of shipping on littoral waterways and perhaps the wider oceanographic 

field where SAR has been used for ship detection.  In a similar way, there may be benefits to 

the defence industry where SAR and inverse-SAR (ISAR) are used for ship identification. 
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1 CHAPTER 1 – INTRODUCTION 

1.1 SAR Imaging of Ship Targets 

Synthetic aperture radar (SAR) is a radar imaging technique that has evolved over the past 70 

years in order to provide the radar operator with high-resolution imagery capable of covering 

wide areas of target area either day or night and through most weathers.  Many systems have 

been developed, both space-based and fitted to aircraft, to be able to provide such imagery 

that use a variety of computational algorithms to process the radar returns.  Due to the 

desirable capabilities of SAR, it has been successfully used for many applications both 

civilian and military.  One of the main benefits of SAR as a sensor is that the mechanisms of 

the radar signal scattering can be quite intricate and responsive to the composition and 

behaviour of the target.  As such, a significant amount of target information can be gleaned 

by the radar and analysed by the operator.  Therefore, a proper understanding of the 

phenomenology is essential to maximise the extraction of target information from SAR 

imagery.  This thesis considers the imaging of ship targets and their wakes collected at 

comparatively low grazing angles with respect to the sea surface and at comparatively low 

radar velocities.  This combination of parameters has the effect of exaggerating some of the 

traditional SAR phenomena as well as introducing some non-linear features as a result of the 

sea clutter that becomes dominant at such angles. 

This introduction is provided as a road map to summarise the intent and content of each of 

the following chapters of this thesis in order to guide the reader through its structure.  The 

core of this thesis was borne from a specific artefact found in imagery taken of moving ship 

targets whilst attempting to develop a technique to subtly improve the apparent resolution of 

standard processed SAR imagery.  The artefact, more appropriately a presentation of several 

artefacts, was somewhat unexpected but was consistent across many collections.  These 



 Chapter 1 – Introduction  

 

 2 

 

 

 

collections included varying imaging geometries, scene environmental conditions and target 

vessels.  It was quickly found that the artefact had not been explained before in literature and 

was almost entirely not present in any other published imagery.  Figure 1 shows the general 

presentation of the artefact that was found in a low grazing angle X-band SAR image.  Key 

areas to note are the general lack of standard ship wake patterns common in other imagery 

and the presence of an intense azimuthally distorted bloom near the primary return from the 

target vessel.  In the context of this image, the azimuth dimension runs vertically through the 

image.  The understanding and explanation of this phenomenon became the principal 

objective of this thesis. 

 

Figure 1:  Chip-out of full SAR image, taken in X-band, showing the artefact associated with the target ship and the general 

lack of traditional wake pattern that is to be explained in this study.  The chip-out is roughly 2 km x 2 km square. 

Such an objective is suitable for specific study as it will add a small but relevant piece of 

knowledge to an area of SAR research that is less thoroughly understood than most.  The use 

of SAR as a sensor in the maritime environment is not particularly common and is most rare 

when the sensor is low to the surface producing a low grazing angle image and when the 

sensor is not travelling particularly fast compared to the moving target.  This combination of 
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parameters exacerbates the natural distortions that are a side-effect of the SAR imaging 

process and the low grazing angle image means that the sea clutter presents its most non-

linear features to the radar for sampling.  This makes this artefact a potent combination and 

somewhat special.  Much of the thesis itself is concerned with the analysis and understanding 

of SAR and the interaction of SAR with the given environment.  The publication of the 

process of understanding should also lend itself to assisting future researchers and operators 

in their own development in the field. 

The method that will be applied in the thesis has several phases.  Firstly, as much information 

shall be gleaned from the original image artefacts as possible.  In order to achieve this, a sub-

aperture SAR technique will be developed to deconstruct the fully processed SAR image and 

examine hidden detail within the image spectra.  Following this, a staged modelling process 

will occur that gradually increases in complexity.  At each stage, the validity of the modelling 

and the appearance of the artefact components will be demonstrated and analysed.  A fully 

functional, dedicated SAR algorithm will be developed to demonstrate initial theoretical 

predictions from the basic modelling.  Then an in-depth model for the image scene will be 

derived from the first principles of hydrodynamics and validated against extant wake models.  

This will then provide a significant body of evidence and understanding that will be used to 

analyse the artefact and draw conclusions. 

This thesis content will start with Chapter 2 that lays the foundation for the context of the 

novel elements of this thesis through review of some of the key and broader areas of study 

that have already been established by previous work.  This chapter will begin with an 

explanation of the root of the specific area of study from work already completed in 

preparation for the transfer thesis prior to the submission of this dissertation.  This will show 

where the wake artefact originated.  Then the literature of other authors’ work that relates to 
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the field of study including generic ship wakes, sea clutter and scattering, SAR imaging 

analysis tool theory and functional approaches taken to implementation. 

Chapter 3 marks the beginning of the novel contributions of this study.  It begins with the 

application of the sub-aperture analysis techniques that were recommended on completion of 

the transfer thesis as a suitable mechanism to deconstruct the SAR image containing the wake 

artefact.  The algorithm designed and method of implementation are described in detail and 

the results are analysed.  The analysis provides some immediate answers, however, several 

features attributed to the target vessel return, the wake and the generic sea clutter provide 

questions that require further thought.  In order to answer some of these, Chapter 4 looks at 

the development of a basic imaging and scene model that can be used to understand the 

presentation of the features of both the full SAR image, of the ship and its wake, and the sub-

aperture images.  The basic model looks at an explanation through the combination of the 

known SAR image phenomena of azimuthal displacement of moving scatterers and 

ambiguous returns.  At the basic model level, the detailed consideration of sea clutter 

scattering is ignored until subsequent chapters.  The chapter shows that the combination of 

the basic tenets of SAR imaging can be combined to produce a predicted image construct that 

satisfactorily mirrors the real SAR image. 

In order to test the basic model prediction in more detail and to greater rigour, a SAR imaging 

algorithm is written so that a test scene can be generated to validate the output.  For this, the 

range Doppler algorithm (RDA) is used as a structure, chosen for its clarity and pedigree as a 

SAR processing algorithm.  This RDA model is used first look at validating the prediction of 

the basic model then used to investigate specific characteristics identified through the sub-

aperture analysis. 
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To further develop the complexity and relevance of the modelling to more accurately 

examine the wake artefact a hydrodynamic model is derived from first principles in Chapter 

6.  The initial model looks at modelling the impact to the surface elevation of water from a 

point source.  The point source model is then used to generate a wake by moving the point 

and integrating the impact over the time.  The output is satisfactorily shown to produce a 

classic Kelvin wake form.  In order to validate this detailed model, the output is compared to 

two established wake models from other authors in Chapter 7.  The comparison is made 

through both assessment of surface elevation and through the implementation of a radar 

scattering model to the surface elevation.  A good comparison is made that shows the model 

developed in Chapter 6 holds sufficient weight to provide a new approach for final analysis 

of the image data.  Of note, some interesting differences between previous models and new 

are noted that lead to useful topics for consideration in future work. 

The thesis culminates in Chapter 8 where the bulk of data analysis is conducted.  Outputs 

from the sub-aperture analysis, the basic model, RDA model and modelling from first 

principles are all drawn upon to examine the many characteristics of the wake artefact and the 

appearance of the sea clutter.  Conclusions and suggested routes for future study are 

summarised in the final Chapter 9. 

1.2 Research Question 

The explicit aim of this thesis is to understand and explain the origin and mechanism that 

creates the wake artefacts that occur in SAR imagery of a moving ship taken from a low 

grazing angle as shown in Figure 1. 

1.3 Novel Contributions 

The following are claimed to be the novel contributions of this thesis: 
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• A sub-aperture SAR processing application, based on the Python language, that 

allows SAR analysts to gain understanding of moving targets within a complex SAR 

image has been developed. 

• The compound near-field artefacts from a moving ship target are constructed from 

extant SAR theory. 

• A SAR processor, based on the range Doppler algorithm, has been developed to 

include a raw fast-time receive signal to accurately model SAR phenomena. 

•  A SAR image simulator of a ship wake is developed through use of a full 

hydrodynamic model from first principles. 

• Finally, through use of the application of SAR theory to hydrodynamic modelling of 

the near field wake of a ship, an understanding of the origin of the wake artefact is 

developed. 
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2 CHAPTER 2 – RESEARCH CONTEXT 

2.1 Introduction 

This chapter will lay the foundation for the main body of the thesis by describing the origin 

of the problem that is to be solved and then by reviewing previous work by other researchers.  

The previous work will focus on several fields of study that will be needed to complete the 

analysis of the ship and wake artefact including the development of modelling of ship wakes, 

the scattering of generic radar waveforms from sea clutter and then the application of sub-

aperture SAR techniques from a theoretical and practical perspective.  Awareness of these 

overlapping fields will provide background knowledge and context as to where this thesis 

sits. 

2.2 Background of SAR 

Synthetic aperture radar (SAR) is a term used to describe a host of advanced radar equipment 

and signal processing techniques that have been developed throughout roughly the last 70 

years.  The primary aim of the field of study has been to enhance the azimuthal resolution of 

a radar system beyond the conventional diffraction limits of a physical antenna aperture.  The 

result, through the multitude of means developed, is now the production of near-photographic 

quality radar imagery of a target scene that can be taken from a variety of platforms over very 

large areas through most weather during the day or night.  This has led the field to be of great 

benefit to scientific, commercial and military communities.  Knowledge of the history of 

SAR is important to understanding the phenomenology of the imagery because it has been 

through the progression of the field that challenges have been met and overcome with 

improvements of hardware and processing techniques.  Each method has brought with it its 

own character that is contained within the images produced.  It is through the understanding 

of these characters that greater value can be brought to the final product. 
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Figure 2:  Diagram showing the relationship between the antenna size and its beam pattern; the larger the antenna the finer 

the beamwidth. 

Many, including Sherwin et al. (1962), attribute the origin of SAR to be traced to the early 

1950s where Wiley, working for the Goodyear Aircraft Corporation, first developed the 

theory of Doppler beam sharpening (DBS).  The DBS techniques aimed at using the Doppler 

signature of ground scatterers within a side-looking radar beam to enhance the aperture 

limited azimuthal resolution.  Conventional azimuthal resolution is determined by the 

beamwidth of the radar in use.  The beamwidth is classically determined by the physical size 

of the aperture of the radar and the wavelength of the emitted energy, as shown in Figure 2.  

Particularly with airborne radars there are physical constraints to the size of antennas that can 

be used, which has a knock-on limitation to the achievable resolution.  DBS initially aimed at 

filtering the received signals from the side-looking beam by Doppler frequency.  The theory 

being that if the near zero-Doppler fraction of the beam could be isolated then the effective 

azimuthal resolution of the beam could be significantly improved.  The compromise however 

was that due to the filtering there was a reduction in power received and therefore reduced 

sensitivity.  The DBS technique was demonstrated by a group from the University of Illinois 

in 1953 using an airborne X-band radar, described by Brown et al. (1969).  Wiley (1985) 
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swiftly developed the DBS technique in order to counter the reduced sensitivity by coherent 

summation of the returns within the radar beam, which produced the first form of what was 

then called ‘unfocussed’ radar.  The DBS technique is illustrated in Figure 3. 

 

Figure 3:  Diagram showing the concept of the Doppler beam sharpening (DBS) technique where the received frequency of 

the radar return can be used to refine the scatterer bearing from the sensor. 

Independently, similar processing techniques were being developed by Cutrona et al. (1960) 

of the University of Michigan and Sherwin of the University of Illinois.  Their approaches 

were termed spatially-induced SAR and were the first to be labelled as SAR due to the notion 

of the construction of a single large array through the summation of spatially and temporally 

separated pulses, as shown in Figure 4.  The essential element of SAR processing was to 

enable the azimuthal compression of the signal by matched-filtering the phase history of the 

sequential received pulses from across the synthetic aperture, thereby improving the 

azimuthal resolution to the order of the range resolution. 
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Figure 4:  Diagram showing the conceptual result of coherent summation of radar returns on the synthetic beamwidth and 

hence the improved achievable resolution compared to the real radar. 

Cutrona developed the first optical SAR processor in 1957, which paved the way for the 

primary means of processing until the end of the 1960s (Cutrona et al., 1966).  Optical 

processing used a construction of lenses to decode the information for recording onto 

photographic film, which was the preferred method due to the high data rate and bandwidth 

required by the system that could not be conducted by digital processing means at the time. 

As the DBS technique relied on the compression of an arbitrary scatterer’s Doppler signature 

from across a radar beam to a focussed point it suffered from a phenomenon called range 

migration.  Range migration is the result of a point scatterer transiting through multiple range 

bins during the imaging process, as shown in Figure 5 and described by Brown et al. (1969).  

This would be especially noticeable for fine range resolutions and for large cross-range scene 

collects.  The problem with the technique was that there was no correction included for the 

curvature of the radar wavefronts.  Consequently, a phase correction has to be included in the 

processing that would effectively bend the path of the sensor to maintain constant separation 

between the collection aperture and the scene centre (Luttrell and Oliver, 1986).  Within the 

framework of the optical processor, the range migration could be mitigated by the inclusion 
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of a conical lens, as shown by Cutrona et al. (1966).  By taking range migration into account, 

SAR was considered ‘focussed’ and could theoretically achieve azimuthal resolutions of the 

order of half the real aperture of the radar system.  This development was an improvement in 

system performance by an order of magnitude and produced resolutions of a similar value to 

the range achievable range resolutions of the systems of the day, shown by Brown (1967). 

 

Figure 5:  Diagram showing the change of scene range through a simple collection geometry for a maximum synthetic 

aperture length for a swath of the scene centre point.  Knowledge of the change in range through the collect is required in 

order to 'focus' the SAR imagery. 

During the 1970s, there were sufficient improvements in digital computation to enable SAR 

processing to be conducted by non-optical means.  This was of great interest particularly to 

the military for the improvements in system architecture and potential future capabilities.  

The first fully digital system was developed by Kirk (1975), which also incorporated an early 

form of digital motion compensation.  The digital age of SAR created new avenues for 

development and led to the dominance of the Fourier synthesis view of the SAR process and 

evolved a consistent signal processing framework.  The first orbital SAR sensor was an 

experimental system call QUILL that was flown as a proof of concept mission in 1964.  In 

1978, the first mainstream orbital SAR was launched on the SEASAT-1 satellite.  Barber 
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(1983) explains that orbital SAR involved greater challenges due to the increase in range 

migration, satellite motion compensation, orbital eccentricity and atmospheric effects from 

both the troposphere and the ionosphere.  Developments also brought ‘range walk’ into 

consideration, which is the phenomenon where the scatterer apparently transits through the 

scene during the collect.  It is the linear variation in target scatterer range through the aperture 

as a result of the relative motion of the radar and the scene footprint.  This is exacerbated 

where collection dimensions are large.  Such problems, combined with the advent of new 

digital resources, led to the development of new SAR processing algorithms.  The first family 

of these were termed range-Doppler algorithms (RDA) and were first developed by Wu of the 

NASA Jet Propulsion Laboratory in 1976 (Wu, 1978).  These incorporated second order 

terms of the range variation and opened the possibilities for off-broadside squinted SAR, 

scanning DBS and spotlight SAR, as shown in Figure 6.  The spotlight mode of SAR, where 

the beam is steered onto a target during the collect, was first devised by Walker (1980) while 

working with Brown on imaging rotating objects and objects traversing a static radar site.  

This method limits the scene dimensions to that of the real radar beam but allows for greater 

azimuthal resolution as the Doppler bandwidth of the received pulses from scatterers is 

greater than for the side-looking stripmap mode due to the increased azimuthal angle through 

which the collect is taken.  The difference of the frequency collect from stripmap mode was 

that the spotlight SAR collect could be stored as pulses in a polar format in order to simplify 

subsequent processing.  The resultant focussing algorithm, the polar format algorithm (PFA), 

used the scene centre response as a reference with which to apply correction to the entire 

image in a neat process.  The minor problem was that scatterers that do not have the same 

polar format phase histories as the reference signal experience defocusing, which is true for 

scatterers away from the scene centre. 
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Figure 6:  Diagram showing the 3 main SAR imaging footprint techniques and how the real radar beam is steered to achieve 

each collect. 

Further improvement in computational capabilities since the 1990s has allowed the 

development and use of more complex algorithms that have been designed to remove certain 

approximations and assumptions within the SAR process in order to improve the output 

imagery (Clemente and Soraghan, 2010).  The first of these was developed by Rocca et al. in 

1988 from inclusion of a field of study of seismic waves (Rocca, 1989).  With strong 

emphasis on multi-dimensional Fourier signal processing, their method applied a phase 

correction to each pulse and applied a Stolt interpolation to correct for curvature of the radar 

wavefronts, which has been the foundation for much work on resolution including the likes of 

Carrara et al. (1995) and Jakowatz et al. (1995).  Amongst other labels, this algorithm has 

been called the wavenumber algorithm or range-migration algorithm (RMA).  Although there 

was a resultant improvement in image quality there were new limitations that included the 

necessity for greater motion compensation as the phase correction effectively straightened the 

line of collect and increased computational memory was required to cope with the higher 

frequency and up-sampling of the signal.  The process of deramp-on-receive was developed 

to reduce the bandwidth of the required digitisation on the receive channel.  Carrara et al. 
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(1995) show that this involves mixing of a raw copy of the output pulse with the received 

signal to strip out relevant information for processing.  Although computationally beneficial 

there was a resultant induced error termed residual video phase (RVP), which causes artefacts 

within the imagery most notable at high squint where the range from the scene centre or 

stabilisation point is greatest, Oliver (1991) who produced considerable work on the 

understanding of SAR imagery artefacts. 

Standard RMA has had several evolutions.  Following the 1992 International Geoscience and 

Remote Sensing Symposium (IGARSS), an improvement to the RMA was proposed in 1994 

termed the chirp scaling algorithm (CSA) (Raney et al., 1994).  The CSA removed the need 

to use interpolation by storing the output pulse in chirp form rather than the deramped 

version.  Similar to the earlier RDAs, the CSA does not correct for high range-rate terms and 

therefore limits the maximum scene size.  The second main evolution that occurred early in 

the 21st century has been tomographic back projection (TBP), which was based on signal 

processing used in computer aided tomography (CAT) (Reigber et al., 2007).  This technique 

corrects for the curvature of the wavefronts and builds the imagery in a layered approach by 

coherent combination of subsequent information with an original scene.  Finally, the time 

domain algorithm (TDA) has been proposed.  It is designed to fully correct for each pixel 

within the image for the collection process and is therefore highly computationally 

dependent.  Regardless of the technological burden the TDA should produce imagery that 

only contains artefacts that result from broken assumptions or SAR theory rather than a 

combination of processing and principal artefacts (Guerrierio et al., 2005). 

2.3 Stripmap SAR Geometry 

It would be thorough to consider all forms of SAR but due to its low level of use in modern 

SAR systems the detail concerning Doppler beam sharpening (DBS), as first devised by 
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Wiley in the 1950s, will be omitted in favour of the two more prevalent developments.  The 

first construction for consideration is the stripmap geometry.  In the stripmap model the SAR 

platform moves along a line arbitrarily parallel with the x axis in the x-z plane at speed v at 

height, hz, in the z axis direction above the image, the x-y, plane.  The real radar beam is 

projected sideways from the platform at the scene area that is to be imaged and is maintained 

at a fixed squint angle in relation to the platform’s flightpath and at a fixed grazing angle in 

relation to the image plane.  In this configuration the real radar beam is swept across the 

scene area in a swath as the platform transits along its flightpath.  As the platform transits the 

length of the synthetic aperture, DSAR, it will pulse its real radar at interval distances, u, along 

the aperture.  It is assumed that the stop-start approximation is valid as the pulse length is 

much shorter than the parametric interval of u, which can be used as an indicative gauge of 

the validity of the stop-start approximation when comparing standard SAR geometries for 

given platform velocities (Skolnik, 1980).  Figure 7 illustrates the stripmap SAR geometry. 

 

Figure 7:  Diagram showing the general construction of the stripmap SAR geometry. 
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In order to determine the azimuthal resolution, it is necessary to consider the response of a 

point scatterer within the stripmap model.  Therefore, for a point scatterer located on the 

image plane at (xp, yp) the range from the platform is R and can be considered a function of 

the parameter u: 

 
𝑅(𝑢) = √(𝑢 − 𝑥𝑝)2 + 𝑦𝑝

2 + ℎ𝑧
2
 

(2.1) 

If Ro is taken to be the range at closest point of approach of the point scatterer to the 

flightpath: 

 
𝑅(𝑢) = √(𝑢 − 𝑥𝑝)2 + 𝑅𝑜

2 
(2.2) 

Rearranging shows that the path of the point scatterer through the imaged scene, from the 

reference frame of the platform, is hyperbolic: 

 

𝑅(𝑢) = 𝑅𝑜√1 +
(𝑢 − 𝑥𝑝)2

𝑅𝑜
2

 

(2.3) 

Using the binomial expansion for the square root segment of (2.3): 

 
√1 + 𝑥 ≈ 1 +

1

2
𝑥 −

1

8
𝑥2+. .. 

(2.4) 

Assuming that the scene dimensions are much smaller than the range of the swath, Ro >> (u – 

xp), terms with greater than quadratic powers can be discarded: 

 
𝑅(𝑢) ≈ 𝑅𝑜 {1 +

1

2

(𝑢 − 𝑥𝑝)2

𝑅𝑜
2

} 
(2.5) 
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𝑅(𝑢) = 𝑅𝑜 +

1

2

(𝑢 − 𝑥𝑝)2

𝑅𝑜
 

(2.6) 

Expanding: 

 (𝑢 − 𝑥𝑝)2 = 𝑢2 + 𝑥𝑝
2 − 2𝑢𝑥𝑝 (2.7) 

and substituting (2.7) into (2.6): 

 
𝑅(𝑢) = 𝑅𝑜 +

𝑥𝑝
2

2𝑅𝑜
+

𝑢2

2𝑅𝑜
−

𝑢𝑥𝑝

𝑅𝑜
 

(2.8) 

From this second order approximation (2.8) of the hyperbolic range function (2.3) the 

decomposition of the range migration, which is the deviation of the range of the point 

scatterer from Ro, can be seen.  This is illustrated in Figure 8 for 3 different point targets.   

 

Figure 8:  Graphs showing the expected range variation of 3 scatterers within a SAR scene collected using the stripmap SAR 

geometry.  The right-hand plot shows the expected hyperbolic relationship the scatterer ranges have with the time parameter 

u of the collection. 

When the phase, 𝜓, is considered as a function of the parameter u, due to the round-trip time 

of the radar energy: 
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𝜓(𝑢) ≈ −

4𝜋

𝜆
𝑅(𝑢) 

(2.9) 

Substituting (2.8) into (2.9) gives 

 
𝜓(𝑢) ≈ −

4𝜋

𝜆
(𝑅𝑜 +

𝑥𝑝
2

2𝑅𝑜
+

𝑢2

2𝑅𝑜
−

𝑢𝑥𝑝

𝑅𝑜
) 

(2.10) 

From (2.10) the instantaneous spatial frequency, ku,i, can be determined to demonstrate that 

the stripmap model effectively implements a spatial chirp in the azimuthal dimension.  The 

spatial chirp property can then be used to determine the achievable azimuthal resolution of 

stripmap SAR: 

 
𝑘𝑢,𝑖 =

𝑑

𝑑𝑢
𝜓(𝑢) 

(2.11) 

 
𝑘𝑢,𝑖 = −

4𝜋

𝜆

1

𝑅𝑜
(𝑢 − 𝑥𝑝) 

(2.12) 

A single point scatterer can only provide information to the signal processor when it is within 

the footprint of the real radar beam, therefore the parameter u will be limited to vary from 

zero to the length of the synthetic aperture, DSAR, during the collect.  Therefore, the spatial 

frequency bandwidth, βk will be given: 

 
𝛽𝑘 =

2𝐷𝑆𝐴𝑅

𝜆𝑅𝑜
 cyclesm−1 

(2.13) 

From (2.13) the space-bandwidth product for the spatial chirp can be determined: 

 
𝛽𝑘𝑢 =

2𝐷𝑆𝐴𝑅
2

𝜆𝑅𝑜
 

(2.14) 

Analogous to pulse compression where the achievable range (fast time) resolution, δr, 

through matched filtering can be computed as the ratio of the pulse duration to the time-
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bandwidth product, the azimuthal resolution, δaz, can be computed as the ratio of the spatial 

pulse extent and the space-bandwidth product: 

 
𝛿𝑎𝑧 =

𝐷𝑆𝐴𝑅

𝛽𝑘𝑢
 

(2.15) 

Substituting (2.15) into (2.14): 

 
𝛿𝑎𝑧 =

𝜆𝑅𝑜

2𝐷𝑆𝐴𝑅
 

(2.16) 

The real beamwidth, 𝜃𝑏, limits the maximum spatial extent of the swath, DSAR max for the point 

scatterer: 

 
𝐷𝑆𝐴𝑅𝑚𝑎𝑥 = 𝑅𝑜𝜃𝑏 ;  𝜃𝑏 =

𝜆

𝐷𝐴
 

(2.17) 

where DA is the dimension of the real aperture in the x axis direction.  Substituting (2.17) into 

(2.16) gives the minimum achievable azimuthal resolution for the stripmap model, 𝛿𝑎𝑧,𝑚𝑖𝑛: 

 
𝛿𝑎𝑧,𝑚𝑖𝑛 =

𝐷𝐴

2
 

(2.18) 

This result is somewhat counterintuitive to conventional radar theory as the resolution and the 

antenna dimensions are normally inversely proportional.  With SAR, the smaller the real 

antenna the larger the real beamwidth, which means that a particular target can remain within 

the real beam for longer in time or space and therefore provide more information to the signal 

processor for spatial compression.  This increased amount of information then allows the 

SAR processor to refine the resolution more than real radar. 

The last two terms in (2.8) constitute what is called range migration, which is the deviation 

from the exact spatial chirp construction.  The range migration, as demonstrated by the two 



 Chapter 2 – Research 

Context 

 

 

 20 

 

 

 

residual terms, is composed of two primary factors: the range walk, which is the difference in 

range of a point scatterer from the start to the end of the synthetic aperture collection; and the 

range curvature, which is the variation in the quadratic term of R(u).   

2.4 Spotlight SAR Geometry 

The beginnings of the development of spotlight SAR can be traced back to the work 

conducted during the 1960s at the University of Michigan.  Walker utilised techniques 

inherent in spotlight SAR in order to compensate for errors induced in SAR imaging of 

rotating objects using standard radar imaging techniques (Walker, 1980).  This technique has 

since become a field of research in itself and is now termed Inverse SAR (ISAR).  From this 

work the early form of the polar format algorithm was developed.  Through consideration of 

the spotlight geometry problem as a tomographic construction the use of the projection slice 

theorem was introduced later by Munson, which added further mathematical elegance to the 

formulation of spotlight imagery (Munson et al., 1983).  The principal difference between 

stripmap SAR and spotlight SAR is the use of the real radar beam during the collection of the 

target area.  In spotlight the SAR the real beam is fixed on a patch on the surface and 

continually steered towards the fixed point as the platform forms the synthetic aperture in the 

same manner as an optical spotlight tracks a target.  Figure 9 illustrates the spotlight SAR 

geometry. 
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Figure 9:  Diagram showing the spotlight SAR geometry where the real radar beam in continually focussed on a single patch 

during the extended synthetic aperture. 

As the beam is fixed over the target area, the physical extent of the target area must fit within 

the footprint of the real beam for the entirety of the collection so must therefore be smaller 

than the extent of the stripmap model collect, if identical real radar beams are used for both 

collects.  The main benefit of prolonging the collection of returns from the target area beyond 

that of the stripmap model is that the sensor receives more information concerning the 

reflectivity of the scene from the extended viewing angle and hence an increased Doppler 

bandwidth.  As it is the bandwidth of the returns that essentially determines the achievable 

resolution of the image, the increased bandwidth of the scatterers induced by platform motion 

allows the azimuthal resolution to be improved beyond the theoretical limits of the stripmap 

model. 

Due to the motion of the real beam through the extent of the synthetic aperture, the data 

received for processing has a different form than the hyperbolic relationship shown in Figure 

8.  Generically, each pulse sample of the scene can be considered by separating the scene 

frame of reference into along real boresight and its perpendicular.  In this way, each range bin 
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is a summation of all scatterers along the line perpendicular to the boresight at the range of 

the bin.  This is true as long as the range to the scene is the scene is much greater than the 

size of the scene, which is a fair assumption in most cases.  As the scene collection 

progresses, the boresight and cross-boresight frame of reference changes gradually.  The 

gradual change of the frame along with the receive Doppler variation gives the processor the 

requisite information to plot the locations of the scatterers within the scene.  The footprint 

deconstruction is shown in Figure 10. 

 

Figure 10:  Diagram showing the use of the real radar boresight and cross-boresight isorange contours to determine suitable 

dimensions for the spotlight SAR collection. 

This model is sufficiently accurate when the isorange contours can be considered straight 

within the scene area, otherwise the curvature of the contours must be taken into account in 

the imaging process.  An unfocussed image can be formed from the collected data directly, 

which has similar but more extreme scatterer range migration issues to the stripmap SAR 

geometry, shown in Figure 11. 
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Figure 11:  Diagram showing the range migration variation of 3 scatterers within a spotlight SAR scene.  The scatterer data 

is centred around the scene centre, therefore scatterer number 1 is considered stationary and the others vary accordingly. 

Figure 11 illustrates the primary problem with the spotlight SAR geometry; the algorithm that 

must be developed to focus the collection data must be able to compensate for the large non-

hyperbolic range migration of the scatterers through the image collection.  Figure 12 can be 

used for comparison of the range migration seen using the same distribution of scatterers as 

for the stripmap model in Figure 8. 

 

Figure 12:  Graphs showing the non-hyperbolic range migration of the spotlight SAR geometry from the same scatterers as 

in Figure 8. 
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2.5 Ocean Remote Sensing 

Remote sensing of the ocean utilising SAR arguably began with the launch of SEASAT-1 in 

1978.  Unfortunately, it only ran for 105 of the planned days but such was the imagery 

produced that it is still used in scientific research many years later.  SEASAT-1 was part of 

an early generation of Earth observing satellites that grew out of the beginnings of the space 

race of the 1960s.  Many of the original sensors were in the visible band but the SAR sensor 

on board SEASAT-1 showed that high-quality radar imagery could be obtained in this way.  

Unlike the use of real aperture radar at very long range, SAR was able to provide the 

desirable resolutions from orbit that so benefitted the surface observations.  The success of 

the project paved the way for further investigative work using similar remote sensing on the 

Shuttle Imaging Radars that had multiple derivatives of SIR-A, SIR-B and SIR-C starting in 

1981 and running through until 1994.  Also, multinational development occurred with the 

deployment of sensors such as the European project ERS-1 and the Japanese JERS-1.  These 

next generation of sensors aimed at improving spatial resolution and experimenting with 

alternate bands.  The use of orbital sensors proved that wide area observation of the oceans 

could be achieved efficiently and economically with useful revisit frequency for extended 

periods.  Satellites remain the primary means for marine environment monitoring with the 

benefit of assisting scientists with forecasting, disaster monitoring, early warning, resource 

surveying and management.  Progressive development of technology and demand persisted 

through to the latest generation of surface observing satellites that include the likes of marine 

observing RADARSAT-2 that is capable of imaging large 500 km swaths of ocean at a 

variety of incidence angles and also provides fully polarimetric information.   

Specifically, the high spatial resolution of the SAR imagery of the ocean has allowed for the 

study of targets within the sea clutter and the detailed study of the sea clutter itself.  Shipping 
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and other man-made phenomena, such as oil spills and particularly the identification of ships 

and their associated wakes have been the subject of continual scientific and commercial 

interest.  Far from being a space-based field, much has also been accomplished with airborne 

sensors.  The Raytheon ASARS-2 has been a longstanding fit to the Lockheed U-2 Dragon 

Lady where the long range and high resolution helped overcome the impact of having to fit a 

sensor to an aircraft that could fly at newly accomplished cruise altitudes.  Though this 

system was primarily focused on ground surveillance there were many systems developed for 

the maritime domain including the Searchwater fitted to the UK RAF Nimrod MR2 and the 

AN/APS-137 fitted to the USN P3-C Orion.  These sensors carried capable-enough imaging 

techniques but did not fully embrace SAR as a function.  As such, airborne maritime SAR has 

been a rarer and more recent commodity.  Currently, with the proliferation of advanced radar 

techniques more easily deployable, there is an increased number of platforms that are SAR 

capable in the maritime domain such as the USN MQ-4C Triton and the Boeing P-8 

Poseidon.  Their imaging capabilities, such as the application of ISAR, allow for improved 

recognition at range of moving surface targets, which is of great value when understanding 

the surface water battlespace.  Away from commercially produced systems, in the 

experimental field, much has also been achieved in the study of the surface of the oceans in 

terms of system development and the phenomena themselves.  For instance, much was 

learned from the early space-based systems to influence the development of the AIRSAR 

system on the NASA DC-8, which has been used in many fields of research in its time of 

operation.  When considering specific research aimed at developing the understanding of 

interaction of hydrodynamics and radar, there have been some major series of experimental 

projects by various groups.  To name a few, the Joint Canada-US Ocean Wave Investigation 

Project (JOWIP), the SAR Internal Wave Signature Experiment (SARSEX), the Tower 
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Ocean Wave and Radar Dependence (TOWARD) experiment and the US/UK Lock Linnhe 

experiments all have looked to progress the scientific understanding of the interaction of the 

radar sensor with the hydrodynamics of the water and include the understanding of the SAR 

algorithm nuances (Ward et al., 2006 and Stapleton, 1989). 

2.6 Geometric Focussing 

The term geometric focussing (GF) was given to a technique that was developed as part of 

the early work towards this thesis investigating a method to improve the focus of moving 

scatterers within SAR imagery.  Rather than introducing additional layers of computation or 

altering the SAR processing steps, which have been considered by other authors, the GF 

technique looked to improve the focus of a moving scatterer through manipulation of the 

imaging geometry.  For a known target velocity, it was found that an imaging could be 

constructed that would achieve this aim.  The geometry for GF is initially constructed as per 

Figure 13 where a side-looking SAR sensor images a target area within which lies the target 

scatterer at location (xp, yp).  The sensor position, as it moves between –L and +L along the x 

axis, is described by parameter u such that at any point along the sensor track the target can 

be described at range R(u).   
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Figure 13:  Diagram showing the basic imaging geometry used to define the geometric focussing technique. 

Beginning with the moving target analysis of Raney (1970), the transfer function of the target 

can be written as 

 𝐻(𝜔, 𝑥 − 𝑢, 𝑦) = 𝐴(𝜔, 𝑥 − 𝑢, 𝑦)𝑒−2𝑖
𝜔
𝑐

𝑅(𝑢)
 

(2.19) 

where 𝐴(𝜔, 𝑥 − 𝑢, 𝑦) contains the two-way antenna pattern and the amplitude factors.  Using 

the transmitted pulse’s spectrum, 𝑃(𝜔), the received signal, 𝑆(𝜔, 𝑢), can be given by 

 𝑆(𝜔, 𝑢) = 𝑃(𝜔)𝐴(𝜔, 𝑥 − 𝑢, 𝑦)𝑒−2𝑖
𝜔
𝑐

𝑅 (𝑢)
 

(2.20) 

For a target scatterer with motion as per Figure 14, the function of 𝑅(𝑢) can be expressed as 

a function of time, 𝑡: 

 
𝑅2(𝑡) = (𝑣𝑟𝑑𝑟𝑡 − 𝑣𝑥𝑡 −

𝑎𝑥

2
𝑡2)

2

+ (𝑅𝑜 − 𝑣𝑦𝑡 −
𝑎𝑦

2
𝑡2)

2

 
(2.21) 



 Chapter 2 – Research 

Context 

 

 

 28 

 

 

 

 

Figure 14:  Diagram describing the generic location and motion of the target scatterer at (xp, yp). 

Taking linear approximations and ignoring quadratic terms of (2.21) gives 

 
𝑅(𝑡) ≈ 𝑅𝑜 − 𝑣𝑦𝑡 + {(𝑣𝑟𝑑𝑟 − 𝑣𝑥)2 − 𝑅𝑜𝑎𝑦}

𝑡2

2𝑅𝑜
 

(2.22) 

which, when substituted into (2.19), changes the transfer function to the form 

 
𝑆(𝜔, 𝑢) = 𝑃(𝜔)𝐴(𝜔, 𝑥 − 𝑢, 𝑦)𝑒

−2𝑖
𝜔
𝑐

[𝑅𝑜−𝑣𝑦𝑡+{(𝑣𝑟𝑑𝑟−𝑣𝑥)2−𝑅𝑜𝑎𝑦}
𝑡2

2𝑅𝑜
]
 

(2.23) 

The main step of the GF technique is to construct the imaging scene such that the azimuthal 

velocity and target accelerations are near zero.  This can be achieved with an image collection 

construction as shown in Figure 15.   
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Figure 15:  Diagram showing the collection construction for the geometric focussing (GF) technique.  In the ideal case the 

target, or targets, have velocity that is perpendicular to the synthetic aperture. 

Given this construct the third and fourth terms within the exponential of (2.23) can be 

considered negligible giving a simplified expression for the transfer function of the target 

scatterer 

 𝑆(𝜔, 𝑢) = 𝑃(𝜔)𝐴(𝜔, 𝑥 − 𝑢, 𝑦)𝑒−2𝑖
𝜔
𝑐

(𝑅𝑜−𝑣𝑦𝑡)
 

(2.24) 

The result of this is maximum azimuthal displacement of the target scatterer occurs when 

plotted within the image but with minimised azimuthal defocussing.  As the target moves a 

specific distance in range during the imaging process there is still a residual range smear that 

can be predicted by the −𝑣𝑦𝑡 term.  Figure 16 shows the expected result of the GF technique. 
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Figure 16:  Diagram showing a comparison of a static target scatterer with a moving target within the GF construct. 

In order to test this approach, the kingposts of ships (a distinctive mast near the bow of a 

ship) were chosen as a suitable target as the motion of non-cooperative targets could be 

predicted prior to imaging and AIS data could be used to analyse the results.  Kingposts 

proved to be good targets as they are physically small enough to be considered point 

reflectors and are highly reflective being normally made of steel.  As side effect of the GF 

technique used against ship targets was the appearance of an unintended and at the time 

unexplained ship and wake artefact.  Figure 17 shows the result of the GF technique used 

against a ship target where the target vessel is displaced in azimuth, there is no discernible 

traditional wake pattern that is common in non-GF imagery and there is an unexpected 

distortion near the true location of the target vessel.  It is this understanding of this non-

standard combination of phenomena that is the focus of this thesis. 
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Figure 17:  Chip-out of a SAR image taken using the GF technique.  The sensor motion and imaging angle are indicated with 

the blue arrows.  The ship is moving away from the sensor towards the bottom-left of the image.  The chip-out is roughly 2 

km x 2 km square. 

2.7 Wake Models 

As with many physical phenomena, the description of wave motion on the surface of water 

has been of general interest throughout much of modern recorded history.  The 19th century 

saw a vast increase in the study and subsequent success that can be somewhat attributed to 

the demands of the industrial revolution.  The application of more powerful and complicated 

engines to shipping and the vast increase in industrial transportation of goods globally 

factored as a potent purpose for the understanding and optimisation of ship-building in what 

was known to be a complex physical environment.  This environment has been succinctly 

described by many, such as Tuck et al. (2004), as a boundary-value problem for Laplace’s 

equation with several conditions.  The disturbance of the surface is created with a body of 

some shape that has some condition, often the Neumann boundary condition; the free surface 

of the water with the atmosphere above holds a boundary condition of pressure, often related 

through Bernoulli’s equation.  The combination of these two conditions, which can be termed 

the Stokes’ conditions, both of which are non-linear, must be applied to the free surface of the 
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water and then solved-for to satisfy Laplace’s equation.  This nasty combination of unknowns 

and non-linearity is why the ship wake problem, and conversely the hull-design problem, has 

persisted to the current era.  There is no single model of truth that solves the problem and the 

many that have been developed over the last two hundred years each bring useful 

characteristics and varying limitations for the practitioner to develop and use effectively.  

Key to each approach are the assumptions used in the process, the method used to describe 

the disturbance as well as the intricacies of the modelling steps. This section will explore 

some the major breakthroughs that have paved the way for our current understanding.  It 

claims in no way to be an all-encompassing study of the field but aims to highlight the main 

areas of the interest in order to provide perspective for the approach taken in the study. 

Lord Kelvin, whose name is given to the major wake feature that all could recognise 

following the publication of his seminal paper ‘On Ship Waves’ in 1887, was the first to 

demonstrate the persistence of the characteristic wake angle through use of a moving impulse 

on the fluid surface coupled with the superposition of multiple waves emanating from the 

source (Kelvin, 1887).  The approach showed that the pattern was the result of two main 

wave fields that change with the disturbance but the combination of the two has relative 

stability.  The longer wavelength, transverse, waves are observed to travel mainly in the 

direction of the disturbance whereas the shorter wavelength, divergent, waves are observed to 

travel more parallel to the direction of travel of the disturbance.  Underlying this construct is 

the dispersive nature of water waves in deep water.  Deep water is often characterised as 

water that is deeper than the scale of the wavelength of the wave in question (Lighthill, 

1978).  Kelvin showed, through asymptotic approximation methods, that this pattern could be 

described with a consistent angle of 39°.   
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The basic constraint of this boundary can be shown quite simply through a geometric 

explanation.  Consider a ship moving with constant speed, 𝑣𝑠, and generating waves in a 

stationary body of water.  It is assumed that in this case the water is deep compared with the 

wavelength of the generated waves and the motion of the ship is constant and relatively slow 

compared with the wave velocity.  The generated waves that are of particular concern in this 

case are those that will form the steady wake pattern and therefore must form standing waves 

in the frame of the ship otherwise they would eventually disperse and thus not form a 

continuous wake pattern.  The constraint that holds true for this case is that the wave speed, 

𝑐𝑠, must be equal to the speed of the source ship.  Historically this was initially shown by 

consideration of waves the move in a stream through a canal where there was realistically 

only one dimension of propagation to calculate.  However, when considering the water 

surface as a 2-dimensional plane the angle of propagation, 𝜃𝑠, away from the ship must be 

included in the constraint.  As such, the required constraint is: 

 𝑐𝑠 = 𝑣𝑠 cos 𝜃𝑠 (2.25) 

This relationship can be used to show an area of influence of the standing waves that are 

generated by the ship.  The locus of the points where (2.25) is true is shown in Figure 18.  

The large circle shows the locus of the points from (2.25) where the ship moves from point A 

to point C.  The smaller circle shows the locus of the points from (2.25) where the ship moves 

from point B to point C.   
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Figure 18:  Diagram showing the locus of the points that contribute to the standing wave pattern around a moving ship.  

The particularly interesting characteristic for water waves is that as the waves are dispersive 

the wave speed is dependent on the wavelength and therefore the wavelength of the waves 

that form the locus shown in Figure 18 vary across the circumference of the circle.  The 

dispersion relationship for the waves gives the speed as: 

 

𝑐𝑠 = √
𝑔𝜆

2𝜋
 

(2.26) 

From this it can be seen that the shorter wave speed vectors exist at greater angles of 𝜃𝑠 and 

the longer wave speed vectors exist at angles that are more parallel to the line of advance of 

the ship.  It is this variation that forms the overall shape of the Kelvin wake pattern.  

However, a full understanding of the wave pattern is not required to determine its extent.  

Continuing with the geometric analysis, the wave speed has been used to show the area of 

influence of the standing wave field.  As the group velocity is equal to half the phase 

velocity, the energy of the waves that are produced by the ship in Figure 18 doesn’t fully 

reach the extremes of the circles.  In fact, the energy reaches half the distance between the 
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source and the edge as shown in Figure 19.  The locus of the points that satisfy the group 

velocity form the dark-brown circles.  The extent of the brown circles forms the extent of the 

standing wave pattern that moves with the ship.  Therefore, the angle 𝜃𝐴𝐶𝐷 is the source that 

gives the angle of the Kelvin wake. 

 

Figure 19:  Diagram showing the locus of the points of the wave energy generated by a moving ship.  The angle 𝜃𝐴𝐶𝐷 can be 

determined through the examination of the right angled triangle as drawn. 

Using the trigonometric construction in Figure 19, it can be simply shown that  

 
𝜃𝐴𝐶𝐷 = sin−1 (

1

3
) ≈ 19.5° 

(2.27) 

The pattern behind the wake can be discerned with a little more work through consideration 

of the lines of constant phase within the wave field.  Using the construction, as shown in 

Figure 20, where the ship travels from point A to point C in a given time whilst travelling a 

constant speed, 𝑣𝑠, the point E indicates the direction and extent of travel of the wave of a 

given wavelength that travels at its related phase velocity for the angle 𝜃𝐶𝐴𝐸  from the x axis.  
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Figure 20:  Diagram showing the geometric construction used to determine the lines of constant phase within the Kelvin 

wake. 

From (2.25), it can be seen that in the context of Figure 20, 

 𝐿𝐴𝐸 = 𝐿𝐴𝐶 cos 𝜃𝐶𝐴𝐸  (2.28) 

 
𝐿𝐴𝐷 =

1

2
𝐿𝐴𝐶 cos 𝜃𝐶𝐴𝐸  

(2.29) 

In the given time for the ship to conduct its movement from A to C, the wave energy 

travelling towards E will have reached D in accordance with the group velocity.  The location 

of D can be deduced using (2.29) as 

 
𝑥 = 𝐿𝐴𝐶 {1 −

1

2
(cos 𝜃𝐶𝐴𝐸)2} 

(2.30) 

 
𝑦 =

1

2
𝐿𝐴𝐶 cos 𝜃𝐶𝐴𝐸 sin 𝜃𝐶𝐴𝐸  

(2.31) 

It can also be seen that the wave crest of Figure 20, which is perpendicular to the wave 

vector, makes an angle of 𝜋 2⁄ − 𝜃𝐶𝐴𝐸  with the x axis.  This can plainly be seen at the origin, 

coincident with C.  The lines of constant phase exist when this gradient is maintained: 
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 𝑑𝑦

𝑑𝑥
=

sin(𝜋
2⁄ − 𝜃𝐶𝐴𝐸)

cos(𝜋
2⁄ − 𝜃𝐶𝐴𝐸)

 
(2.32) 

 𝑑𝑦

𝑑𝑥
= tan(𝜋

2⁄ − 𝜃𝐶𝐴𝐸) 
(2.33) 

 𝑑𝑦

𝑑𝑥
= cot 𝜃𝐶𝐴𝐸 

(2.34) 

The relationships (2.30) and (2.31) can be used with the requirement of (2.34) to determine 

the location of the line of the wave crests.   

 𝑑𝑦

𝑑𝑥
=

𝑑𝑦

𝑑𝜃

𝑑𝜃

𝑑𝑥
 

(2.35) 

From (2.30), 

 

 𝑑𝑥

𝑑𝜃
=

𝑑𝐿𝐴𝐶

𝑑𝜃
{1 −

1

2
(cos 𝜃𝐶𝐴𝐸)2} + 𝐿𝐴𝐶 cos 𝜃𝐶𝐴𝐸 sin 𝜃𝐶𝐴𝐸  

(2.36) 

From (2.31), 

 𝑑𝑦

𝑑𝜃
=

1

2

𝑑𝐿𝐴𝐶

𝑑𝜃
cos 𝜃𝐶𝐴𝐸 sin 𝜃𝐶𝐴𝐸 +

1

2
𝐿𝐴𝐶{(cos 𝜃𝐶𝐴𝐸)2 − (sin 𝜃𝐶𝐴𝐸)2} 

(2.37) 

Therefore, using the relationship of (2.35) and then substituting (2.37) and (2.36) into (2.34),  

 𝑑𝑦

𝑑𝜃

𝑑𝜃

𝑑𝑥
= cot 𝜃𝐶𝐴𝐸  

(2.38) 

 𝑑𝑦

𝑑𝜃
=

𝑑𝑥

𝑑𝜃
cot 𝜃𝐶𝐴𝐸  

(2.39) 
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 1

2

𝑑𝐿𝐴𝐶

𝑑𝜃
cos 𝜃𝐶𝐴𝐸 sin 𝜃𝐶𝐴𝐸 +

1

2
𝐿𝐴𝐶{(cos 𝜃𝐶𝐴𝐸)2 − (sin 𝜃𝐶𝐴𝐸)2}

= [
𝑑𝐿𝐴𝐶

𝑑𝜃
{1 −

1

2
(cos 𝜃𝐶𝐴𝐸)2}

+ 𝐿𝐴𝐶 cos 𝜃𝐶𝐴𝐸 sin 𝜃𝐶𝐴𝐸] cot 𝜃𝐶𝐴𝐸  

(2.40) 

Simplifying gives, 

 1

2

𝑑𝐿𝐴𝐶

𝑑𝜃
cos 𝜃𝐶𝐴𝐸 sin 𝜃𝐶𝐴𝐸 −

𝑑𝐿𝐴𝐶

𝑑𝜃
{1 −

1

2
(cos 𝜃𝐶𝐴𝐸)2} cot 𝜃𝐶𝐴𝐸

= 𝐿𝐴𝐶(cos 𝜃𝐶𝐴𝐸)2

−
1

2
𝐿𝐴𝐶{(cos 𝜃𝐶𝐴𝐸)2 − (sin 𝜃𝐶𝐴𝐸)2} 

(2.41) 

 1

2

𝑑𝐿𝐴𝐶

𝑑𝜃
cos 𝜃𝐶𝐴𝐸 sin 𝜃𝐶𝐴𝐸 −

𝑑𝐿𝐴𝐶

𝑑𝜃
cot 𝜃𝐶𝐴𝐸

+
1

2

𝑑𝐿𝐴𝐶

𝑑𝜃
(cos 𝜃𝐶𝐴𝐸)2 cot 𝜃𝐶𝐴𝐸

= 𝐿𝐴𝐶(cos 𝜃𝐶𝐴𝐸)2 −
1

2
𝐿𝐴𝐶(cos 𝜃𝐶𝐴𝐸)2

+
1

2
𝐿𝐴𝐶(sin 𝜃𝐶𝐴𝐸)2 

(2.42) 

 1

2

𝑑𝐿𝐴𝐶

𝑑𝜃
(cos 𝜃𝐶𝐴𝐸 sin 𝜃𝐶𝐴𝐸 − 2 cot 𝜃𝐶𝐴𝐸 + (cos 𝜃𝐶𝐴𝐸)2 cot 𝜃𝐶𝐴𝐸)

=
1

2
𝐿𝐴𝐶{(cos 𝜃𝐶𝐴𝐸)2 + (sin 𝜃𝐶𝐴𝐸)2} 

(2.43) 

 1

2

𝑑𝐿𝐴𝐶

𝑑𝜃
cot 𝜃𝐶𝐴𝐸 {(sin 𝜃𝐶𝐴𝐸)2 − 2 + (cos 𝜃𝐶𝐴𝐸)2} =

1

2
𝐿𝐴𝐶 

(2.44) 

 
−

𝑑𝐿𝐴𝐶

𝑑𝜃
cot 𝜃𝐶𝐴𝐸 = 𝐿𝐴𝐶 

(2.45) 
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 𝑑𝐿𝐴𝐶

𝑑𝜃
= −𝐿𝐴𝐶 tan 𝜃𝐶𝐴𝐸  

(2.46) 

The differential equation of (2.46) can be solved to determine the coordinates of the locus of 

the wave crests, 

 𝑑𝐿𝐴𝐶

𝐿𝐴𝐶
= − tan 𝜃𝐶𝐴𝐸𝑑𝜃 

(2.47) 

 ln 𝐿𝐴𝐶 = ln cos 𝜃𝐶𝐴𝐸 + ln 𝐿𝑝 (2.48) 

 𝐿𝐴𝐶 = 𝐿𝑝cos 𝜃𝐶𝐴𝐸  (2.49) 

Here, in (2.49), 𝐿𝑝 is a constant of integration that serves as a parametric determiner for the 

wave crest pattern of interest.  Substituting (2.49) back into (2.30) and (2.31) gives the 

equations for the lines of the wave crests: 

 
𝑥 = 𝐿𝑝cos 𝜃𝐶𝐴𝐸 {1 −

1

2
(cos 𝜃𝐶𝐴𝐸)2} 

(2.50) 

 
𝑦 =

1

2
𝐿𝑝(cos 𝜃𝐶𝐴𝐸)2 sin 𝜃𝐶𝐴𝐸  

(2.51) 

Figure 21 shows a plot of (2.50) and (2.51) where the parameter 𝐿𝑝 takes the values [1,5]. 
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Figure 21:  Graph showing a plot of (2.50) and (2.51) with parameter Lp = [1, 5]. 

Below, Figure 22 shows an annotated diagram of the wave field where the varying gradients 

of the wave crests relative to the line of advance of the ship can be considered as a 

superposition of 2 separate wave patterns.  The divergent field has a smaller gradient and 

moves relatively slowly away from the line of advance of the ship whilst remaining relatively 

parallel to its track.  Whereas, the transverse field moves at roughly the speed of the ship 

along the line of advance with the wave crest almost perpendicular to its track.  At the 

angular extent of the pattern, where the gradients of the transverse and divergent wave field 

match, the cusp waves can be found.  Due to the superposition of the wave fields at this 

angle, the amplitude of the cusp waves is shown to be normally greater than the rest of the 

waves within the pattern. 
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Figure 22:  Kelvin wake plot showing lines of constant phase (Lamb, 1932).  The pattern can be seen to be bounded by the 

limiting angle of 39°. 

At a similar time to Kelvin, Froude utilised a more practical approach to generate 

understanding and usable results for the benefit of real-ship use.  Froude used a scaling 

method that centred on the use of a towing tank with physical models of ships.  The scaling 

method, using the law of gravitational similarity developed by Reech in 1844, allowed 

Froude to complete studies on the resistance of flow.  Froude’s work could be considered 

distinct also due to his treatment of the viscous action of the fluid flow as well as the wave 

effect (Gotman, 2007).  Many models neglect viscous action, which is often a fair assumption 

for simplification, as the far field appears to have limited impact from viscous mechanisms.  

This is not true for the near-field where the displacement is small from the wetted surface of 

the hull, Tuck (2004).  Froude’s name is still attached to a widely-used method for general 

characterisation of shipping, the Froude number, 𝐹𝑟: 

 𝐹𝑟 =
𝑣𝑠

√𝑔𝐿𝑠

 (2.52) 
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Arguably the pivotal work that began the true use of the theoretical science of water waves 

into a form that could be used to positively influence the practical application desired was 

Michell’s work using ‘thin-ships’ (Michell, 1898).  Michell used the linearised form of the 

boundary conditions and the thin ship approach in an attempt to determine the overall 

resistance felt on a hull in a given flow.  The purpose was to understand how much energy 

was transposed by a vessel into the generation of the wake.  The vessel design could then be 

optimised through the minimisation of the drag function.  The construct used the notion of 

fluid with infinite depth and the thin ships that do not have real physical size, the ‘hull’ is 

confined to the longitudinal axis, but the impact the ‘hull’ has on the fluid is generated by a 

factor that is dependent on the steepness of the hull shape presented to the flow of water 

around it.  Unfortunately, Michell’s work remained under-used for roughly 20 years when it 

was followed by the likes of Havelock (1934), Wigley (1926) and Weinblum (1959) who 

applied constraints on the hull models to specifically calculate Michell’s integral and produce 

curves of calculated wave resistance.  The calculated results from Michell’s work still 

provide a fair description of the expected drag albeit with the presence of some ‘hump’ and 

‘hollow’ features that have proven to be a topic for subsequent study, an example of such is 

shown in Figure 23.   
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Figure 23:  Plot of drag coefficient, CT, against Froude number, Fr.  The plot shows the solid line from Michell's integral as 

well as experimental results from Tuck et al. (2008). 

Michell’s approach using thin ships that generate small waves removed the need for the 

nonlinear Stokes conditions on the free surface but instead used the linear condition of Kelvin 

on the undisturbed surface.  As such this approach is often termed the Michell-Kelvin 

problem.  Havelock’s addition to the body of work was considerable from the theoretical 

angle; it also included the use of the double model, proposed by Foettinger, that was 

particularly useful for the experimental approach to separate the wave resistance experienced 

by a vessel from the total resistance.  A key feature of Havelock’s work was through the use 

of singularities in the description of the ship’s hull through the double model, for instance 

through the use of the Rankine ovoid description that uses a paired source and sink for fluid 

flow emulation of a ship’s hull, as shown in Figure 24 and Figure 25 (Gotman, 2007).  

Kochin conducted similar theoretical work to Havelock and was able to produce an integral 

solution function that still bears his name and which was similar in nature to Michell’s 

original. 
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Figure 24:  Diagram showing the generic dimensions for the generation of a Rankine ovoid.  The red line denotes the 

boundary of the ovoid where the flow is always tangential to the surface (www-mdp.eng.cam.ac.uk). 

 

Figure 25:  Diagram showing the flow of fluid around the Rankine ovoid and the internal flow from source to sink.  The red 

line denotes the boundary where the internal and external flows are separated (www-mdp.eng.cam.ac.uk) 

The advent of electronic computation saw a renewed vigour for the subject as the restrictions 

placed on assumptions or particular hull models could begin to be lifted.  Albeit, not until the 

modern era would full nonlinear descriptions be considered easy.  Well-developed theories 

for wave production had been established from theorised sources that included surface 

pressure distributions, thin ships, singularity distributions and flat ships (Tuck, 1975).  The 

use of electronic computation allowed exploration into the nonlinear conditions and more 

‘real’ hulls through techniques such as the finite difference approach, finite element approach 
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and boundary element method.  Common to these was the use of a computational mesh to 

iterate cell disturbances or other characteristics through the timeline (Pethiyago, 2016).  Not 

focussed just on the additional use of computation, many continued to develop the science, 

such as Lighthill and Witham (1955) who significantly expanded the concept of the 

kinematic approach to wave motion.  The kinematic approach looks to describe a flow with a 

single velocity for a given position, governed by the continuity equation (Lighthill and 

Whitham, 1955).  

A further resurgence of interest in the modelling of ship wakes has grown from the space era 

through the addition of satellite imagery.  Initially from the SAR imagery from SEASAT in 

1978 but also from many other platforms and sensors such as Rabaud and Moisy’s recent 

observations of multiple ship ‘wakes’ using satellite photography (Fang et al., 2011 and 

Pethiyago, 2016).  Both the appearance of expected ship wakes and also the appearance of 

strange unexpected phenomena have been the cause of deep scientific study in the area.  A 

prominent example of this is the modelling conducted by Munk et al. (1987) using the 

SEASAT SAR imagery in an attempt to explain the appearance of narrow V-shaped wakes 

that do not fit with the classical Kelvin wake model as can be seen in Figure 26.   
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Figure 26:  Chip-out from full SAR image taken from the SEASAT system showing the narrow V-shaped wake behind a 

ship (Case et al., 1984) 

The addition of the use of radar as the imaging mechanism brought a fascinating new angle to 

the way in which the wakes could be measured.  Such has been the increase in publication 

that it is worthwhile examining the developed models rather than simply the personalities 

involved.  Historically, the ‘classical’ approach of the 19th century with its thin ship approach 

with linearised modelling has since been termed the Michell-Kelvin theory.  This has evolved 

over time with the addition of the work of others.  The Neumann-Kelvin theory that was 

developed by Brard and Guevel altered the thin ship idea to a line integral around the wetted 

waterline of the vessel – termed a boundary-integral flow representation (Noblesse et al., 

2013).   

In order to formulate results the approach used a more numerical method for the generation 

of solutions.  Tuck et al. (2002) conducted a comparison of the Neumann-Kelvin approach 

with the Michell-Kelvin and an exact body and surface condition approach, termed the 

Neumann-Stokes theory, to measure the relative accuracies.  The ‘ship’ used for the 

comparison was s submerged ellipsoid and the free surface elevation was the test criterion.  
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The Neumann-Kelvin and Neumann-Stokes models were found to have an average 5% error, 

which was considered good.  There were occasions, however, when an error of 50% arose 

when comparing the Michell-Kelvin approach to the Neumann-Stokes (Furth, 2014).  

Noblesse et al. followed the Neumann-Kelvin approach with a modification that resurrected 

some of the analytical approach of Michell to create the Neumann-Michell theory.  This 

analytical approach touched on previous ideas that Noblesse et al. (2013) put forward with 

the use of ‘slender-ships’ also attributed to Hogner.  The ship model in the case of the 

Neumann-Michell theory is to use an integration over the surface of the hull.  Such was the 

success of the model that the humps and hollows predicted by the thin-ship or slender-ship 

approaches are largely eliminated with no noticeable computational effort. 

2.8 Clutter Scattering 

The scattering of radar energy from the surface of the sea has been shown to be the result of 

the combination of multiple processes.  These processes are affected by external factors that 

likewise alter the scattering effect.  This section will describe some of the primary areas for 

concern that need to be considered in order to generate a realistic scattering model.  In bulk 

terms the factors can be broken down into those that are the result of the choices of the 

sensor, which is the simpler topic, and those that are natural characteristics of the 

environment.  Advanced models do exist to take account of many of the effects, some 

focussed on specific areas of interest and some more generic, but it is true to say that 

limitations in understanding still exist and remain an area of study  

From the perspective of the sensor there are two key elements.  The first is the grazing angle 

at which the radar observes the scene, the second is the set of parameters at which the radar 

operates.  Reduction in the grazing angle makes the modelling of the sea surface gradually 

more complex.  At high grazing angles of roughly greater than 50deg the sea can be fairly 
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accurately modelled using Kirchhoff’s laws of electromagnetic scattering from a conducting 

surface (Ward et al., 2006).  At the high grazing angles the angle of incidence with respect to 

the surface of the sea is such that the appearance of the wave and surface features, assuming 

that both are relatively small in amplitude and therefore maintaining the linear nature of the 

modelling, are all unobscured and the relative velocities that affect the radar scattering are 

roughly limited to the orbital velocities of the water molecules.  A common effect in this case 

that is observed in SAR imagery is velocity bunching as shown in Figure 27.  This is caused 

by the SAR imaging process’s use of relative Doppler frequency of return as a determining 

factor in the azimuthal plotting of a scatterer’s location.  As the orbital velocities oscillate 

with the wave field pattern, an artificial wave pattern is induced in the resultant image as the 

moving scatterers bunch and spread in line with the azimuthal displacement process, as 

described by Alpers et al. (1981).    

 

Figure 27:  Chip-out from full image where fine wave patterns on the surface of the water can be seen to be formed through 

velocity bunching.  The bright arcing and overlapping features are formed from the interaction of the outflow of the 

Columbia River (Alpers et al., 1981) 

Alpers et al. describe how this effect naturally has a degrading effect on the azimuthal 

resolution of the SAR imagery due to radial velocity of the scatterers and, as it is a more 
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predictable process in smooth seas, can be factored-out to improve the resolution of an image 

post-processing.  The aspect at high grazing angles also allows for a relatively balanced 

scattering of polarisations.  However, this is much more complicated as the grazing angle is 

reduced.  In the intermediate region, down to roughly 10deg, the grazing angle plays much 

less of a part in the reflectivity, often called the plateau region.  The wave shape and features 

play the significant part in the radar returns.  Bragg scattering becomes the dominant 

mechanism, which has in this case a strong VV polarisation, and the wave velocities that are 

engendered by wind and tide effects influence the scene (Walker, 2001).  Below the 

intermediate region mechanisms such as wave shadowing, breaking and multipath scattering 

further complicate the environment and necessitate specific attention (Ward et al., 2006).   

The second major factor is the radar itself, and central to this is the frequency band at which 

it operates.  The band will have a significant impact on the scattering mechanism that will 

dominate the return.  The presence and distribution of the required scatterers will vastly 

change the image that the radar returns dependent on band.  For instance, X-band is 

dominated by Bragg scattering from the gravity-capillary waves due to the similarity of the 

dimension of the gravity-capillary waves and the wavelength of a generic X-band sensor 

(Guo et al., 2009).  Conversely, a HF radar has much less focus on the ripples and can readily 

interact with the large-scale swell of the open sea (Anderson, 1991).  The resolution cell size 

is also worth consideration here as a useful comparison can be made with the scale of the 

surface wave pattern, which has general rules that govern the magnitude of the most common 

and routine waves.  In this case the resolution cell size determines how much each cell return 

‘sees’ of any given wave pattern and what wave features, and therefore scattering 

mechanisms, contribute to that return (Watts et al., 2005) 
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The sea surface features are more diverse, unpredictable and complex than the radar and thus 

continue to provide unanswered questions for researchers.  A first examination can begin by 

assuming that the surface of the sea is a simple superposition of multiple waves of varying 

frequencies that behave in an entirely linear way.  This is known to be not entirely accurate as 

breaking waves and non-linear wave interactions are clearly visible, however, the assumption 

is not entirely without merit as the treatment of the sea in such a way can produce relatively 

effective Doppler spectrum models of the sea surface, as shown by Liu et al. (2012).  Even 

with such an assumption a primary mechanism for the scattering variation can be explained.  

Particularly linked to the Bragg scattering from small-scale waves, tilt modulation is key to 

explaining the scattered energy.  The small-scale waves are seen to ‘ride’ on the large-scale 

swell.  The angle that the local small-scale waves are presented to incident radar energy then 

has a powerful effect on the reflectivity.  The small angle of incidence gives the waves, 

locally to the front face of a wave approaching the radar, a high reflectivity compared to the 

higher incidence angle of the back face of the same wave (Lyzenga, 1986).  

On top of the tilt modulation effect, in a similar manner to SAR imagery of a land target, the 

image remains constrained by speckle.  In this sense, speckle is a phenomenon within SAR 

imagery that gives an apparent uniform surface a mottled texture due to the summation and 

interference of the returns from multiple individual scatterers within each resolution cell.  The 

phenomenon is common in coherent imaging systems, for example holography, which is the 

case in most SAR configurations, as long as the number of scatterers per resolution cell is 

large, where Bragg scattering is the primary mechanism (Ward et al., 2006), a plot of which 

can be seen in Figure 28.  The final main effect to add to this constrained model is the use of 

shadowing.  Shadowing becomes more of a factor for small grazing angles but cannot be 

discounted in the intermediate region where isolated large waves may occur to compound the 
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model.  Watts et al. (2005) explain that shadowing and multipath effects are a direct result of 

the shape of waves within a scene and subsequently play a significant part in determining the 

polarisation dependence of the scattered returns.  In this case, the multipath effects are radar 

rays that leave the transmitter and find a route that allows them to return to the receiver 

having reflected more than once on the surface. 

In order to improve a model of the sea clutter further the stochastic effects of the surface need 

to be taken into account as, although isolated in cases, the intensity of each is such that they 

play a large part in the overall radar response.  As the sources of the clutter are even less 

mechanically predictable than the tilt modulation and the Doppler spectrum modelling the 

ability to produce a determinate model is limited.  However, much success has been achieved 

through use of statistical approaches that address the temporal and spatial properties of the 

clutter as well and a measure of the correlation (Leonard et al., 2002).  Presumably originally 

used as a descriptive term to explain the spikiness of the reflectivity of real sea clutter at low 

grazing angles, sea ‘spikes’ are the key feature that needs to be added.   

 

Figure 28:  Plots of amplitude against time for different polarisation (VV at top, HH at bottom) returns from a patch of Bragg 

scattering sea surface (Walker, 2001). 
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Spikes have been long attributed to wave breaking events with considerably resilient 

mechanism constructions (Watts et al., 2005).  The Bragg scattering produced by the many 

independent contributions locally gives rise to a Gaussian statistic.  It has been noted that the 

Bragg scattering is dominated, in magnitude terms, by its VV polarisation.  Bragg scattering  

also shows low Doppler velocities and a short decorrelation time, which implies a relatively 

broad spectrum (Melief et al., 2006).  The swell, which is of a much larger scale than the 

Bragg susceptible waves, has a longer correlation time than is seen in the localised speckle 

features from the Bragg mechanism.  The return from the texture or the local mean level can 

be modelled well with a gamma distribution (Watts et al., 2005).  In order to include the 

spiked features within the observed statistics, using hypotheses that the spike is associated 

with breaking wave phenomena, the K distribution with a gamma distribution texture has 

been suggested and shown to be a good fit by several authors including Ward et al. (2006).  

Further analysis has expanded the field.  A breaking wave event has been shown to include 

two prominent mechanisms that contribute slightly differently to the overall clutter picture.  

Through use of temporal, Doppler and polarisation analysis it is readily achievable to discern 

the mechanism.   
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Figure 29:  Plots of amplitude against time for different polarisation (VV at top, HH at bottom) returns from a whitecap 

scatter event (Walker, 2001). 

Firstly, the whitecap effect is proposed to be caused by the chaotic breaking rough water that 

can be seen visually when the tips of a breaking wave turn a distinct white colour.  The 

timescale of the whitecap effect is of the order of seconds but are seen to be noisy in structure 

such that they decorrelate quickly, in the order of milliseconds, as shown in Figure 29 

(Walker, 2001).  The whitecaps also demonstrate a much more even polarisation profile, with 

respect to the relative magnitudes of the polarisation channels, than the Bragg scatter and also 

a higher Doppler frequency.  The spectrum of the Doppler frequencies can also be seen to be 

broader than Bragg (Watts et al., 2005).  This is strong evidence to show that the more 

random scatterer orientation in the rough and white-water at the top of the wave, where the 

greater particle velocity can be found, is the source for this mechanism and as such is given 

the name whitecap.  Alpers et al. (1981) considered the use of Rayleigh scattering to explain 

the whitecap appearance due to the hypothesis that the bubbles within the water and water 

droplets above the wave crest may contribute a significant Rayleigh scatter mechanism to the 

return.  Although there was some caveat given to the number of bubbles that would be 
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sufficient to be able to make the mechanism significant it was concluded that the Rayleigh 

mechanism would not normally be dominant.   

 

Figure 30:  Plots of amplitude against time for different polarisation (VV at top, HH at bottom) returns from a burst scatter 

event (Walker, 2001). 

Secondly, bursts are another feature created by breaking waves.  These are specular returns, 

often stronger in intensity than the whitecaps, that are much shorter lived on a timescale of 

fractions of a second, Melief et al. (2006).  They have a velocity characteristic similar to the 

velocity of the top of a wave, again supporting the proposed mechanism source.  A burst is 

likely to remain coherent over its timescale and, an interesting property, has a strong 

polarisation opposite to the Bragg scatterer; the bursts are higher HH polarised compared to 

their VV effect, as seen in Figure 30 (Walker, 2001).  Walker also noted that this effect is 

particularly strong close to the Brewster angle.  This has brought some to conclude, including 

Holiday et al. (1998), that the source of the burst effect is from the steepening and 

immediately breaking section of a wave front.  Melief et al. (2006) have specifically 

examined the velocity observation of the burst effect.  It was found that the burst often 

exhibits a Doppler velocity that is greater that the ambient maximum.  It was also shown that 
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large burst events could occur that would extend over several range cells, for certain given 

resolution cell dimensions.  Similarly, it was shown by Ward et al. (2006) that a jet of water 

could be produced during large breaking event that travels forwards and hits the leading face 

of the steepened breaking wave.  Again examining the statistical descriptions of the clutter, 

the KA distribution that was originally described by Middleton has been shown to produce a 

good fit for the expected returns from sea clutter that includes Bragg scattering, whitecaps 

and bursts (Watts et al., 2005).  Within these, the discrete spike events are proposed to have 

an occurrence frequency described by the Poisson distribution and the intensity of their 

contribution is given by the exponential distribution.  Watts et al. used such a model to the 

extremes of using a rough sea to show that the composite tilt modulation model that takes 

into account multipath effects and breaking waves produces good results against 

experimental measurements for sea clutter at low grazing angles. 

2.9 SAR Imaging Analysis Tools 

The use of sub-aperture techniques is by no means new for the purpose of additional analysis 

of a SAR image.  There are multiple reasons for the extra processing steps.  The purpose of 

using such a technique in this case is to gain further information concerning the extended 

azimuthal bloom artefact within the image, as Figure 1, to either identify the source or at least 

provide evidence for analysis that will follow.  First, it is necessary to understand the 

characteristics of sub-aperture processing, any limits or constraints imposed by its use and 

select a suitable path ahead.   

Target velocity estimation.  The separation of a given aperture into multiple sections of 

given time durations allows for detailed analysis of the velocity of a scatterer within the 

scene.  Constraints are put on the accuracy of the estimation.  The estimation of the cross-

range velocity can be achieved in a similar manner to range velocity estimation by measuring 
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the range displacement sub-image to sub-image but is significantly coarser than the 

estimation of the radial velocity due to the different image phenomena incurred by the 

different components of the target velocity.  Lombardo et al. (2006) suggest use such of a 

technique with along-track interferometry to obtain accurate estimations of sea surface 

currents, as shown in Figure 31. 

 

Figure 31:  Along track interferometric technique used by Lombardo et al. (2006) to separate a full antenna into multiple 

phase centres to elicit velocity information from a particular scatterer through the SAR imaging process. 

Moving target relocation.  The natural progression, once target velocity has been 

approximated, is to manipulate the SAR image such that the moving target is relocated and 

refocussed.  If successful, this allows for detailed analysis of the target once focused, 

effectively, back to where it should be within the image plane and undistorted by the standard 

SAR imaging phenomena.  Gu (2018) explains that conventional algorithms, such as Map 

Drift, Contrast Optimisation and Phase Gradient Autofocus, have shown success at 

refocussing the smeared returns of moving targets but add considerable computational 

burden.  Calloway and Donohoe (1994) argue that the limitations on such autofocus 

techniques are that they only estimate greater-than-first-order parameters.  Through the use of 

a sub-aperture approach, the estimation of the motion in the slant-range direction can be 

made more accurately, which is very important in reducing Doppler centroid shift and 

reduction of any additional range walk.  Low-order phase error results in the widening of the 
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mainlobe of the point spread function whereas the high-order phase error raises the side-lobes 

of the point spread function.  The sub-aperture approach estimates the drift between pairs of 

maps in order to ascertain the linear trend in the phase function.  The two-stage approach of 

estimation of linear phase term for range walk, shown in Figure 32, and then an interpolation 

step for higher-order range curvature correction is successfully applied by Moreira (1992).   

 

Figure 32:  Plot showing the linear approximation of the quadratic phase history used by Moreira (1992) in the real-time 

SAR algorithm. 

Target identification.  Particularly through the use of multiple polarimetric sub-channels, 

sub-aperture analysis can be used to divulge greater detail about the composition or structure 

of a given target than would be otherwise possible.  This is due to the naturally differing 

reflectivity or reactivity of a target to illumination with respect to imaging angle.  It is 

normally a fundamental assumption of the SAR imaging process that a given target is an 

isotropic scatterer but inspection of any given real target would find that this is hardly ever 

the case.  Lombardo et al. (2006) proposed artificially splitting the active phased array of the 

COSMO-SkyMed radar to obtain multiple receive channels.  Ferro-Famil et al. (2002) have 

extended this analysis using an eigenvector/eigenvalue decomposition theorem to establish 
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two main parameters for pure scattering mechanisms, as shown in Figure 33: the indicator of 

the nature of mean scattering and the entropy that indicates the random behaviour of the 

global scattering, thereby allowing non-stationary target segmentation.   

 

Figure 33:  Sub-aperture image set, top row, showing a slight variation in returns from fields due to anisotropic scattering.  

The use, by Ferro-Famil et al. (2002), of the mean scattering parameter α and the entropy H produce the bottom two rows of 

image data giving an analyst greater information with which to understand the nature of the scatterers within the scene. 

Computational burden.  By dealing with sub-apertures rather than full data-sets, there can 

be significant reductions in computational burden as each sub-aperture.  If the size in time or 

frequency domain is chosen selectively, essentially if the domain is considerably smaller than 

the whole, then the apertures can be dealt with in a linear fashion by the approximation that 

the quadratic phase terms are negligible.  This modelling step opens multiple data 

manipulation possibilities for real-time SAR processing as explained by Moreira et al. (1994).  

The application of such techniques to space-based sensors, where linear range cell migration 

dominates, is significantly advantageous through the reduction of downlink data rate 

requirements.  Veneziani at el (1995) use segmented sub-aperture data from the AVIOSAR-

580 and ERS-1 alongside a method based on Wigner distribution analysis of SAR data to 

create a fast autofocus that benefits from the computational simplicity of using shorter 
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periods of time rather than the total SAR integration.  This resulted in imagery of 1 m 

resolution rather than the 3 m resolution of the conventional technique. 

The benefits of sub-aperture processing through the ease of computational burden has been 

applied to the synthetic environment as well as for real radar.  Accurate, fast-time, radar 

simulation is very computationally intense, which is exacerbated for a SAR simulator due to 

the need to store large numbers of coherent data samples prior to batch processing to form the 

resultant image.  Similar techniques that allow processing steps to be simplified for a real 

radar can also be applied in principle to a simulated process to alleviate the burden whilst still 

producing satisfactory simulated outputs.  Zhang et al. (2010) have shown success in this 

approach using their echo simulation algorithm SAR processor.  It first uses a 1D FFT in 

range to establish the central pulse’s signal of each sub-aperture then a first-order 

approximation model in azimuth to generate the other pulses’ signals.  Due to the 

simplification of the approximation, particularly against target scenes that contain high 

numbers of scatterers, the sub-aperture approach displays speeds of processing up to 34 times 

faster than conventional control processes.  The geometry is shown in Figure 34. 
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Figure 34:  Diagrams showing the construction of the simulated imaging geometry used by Zhang et al. (2010).  The sub-

aperture approach taken allows for many targets to be grouped into range rings to reduce the number of computations 

required in fast-time. 

Ship detection.  It is noted by Chen and Wu (2009) that the difference in reflectivity of the 

sea surface with polarimetric channel forms an important option in the detection of ships.  

The comparative reflectivity of the sea surface to the target vessel is normally largest in VV, 

more so than HH but there are many dependencies on the condition of the surface of the sea 

and inclement weather that can play a major factor in this comparison.  An example of the 

comparative reflectivity of a sea and target scene under different polarisation conditions is 

shown in Figure 35.   
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Figure 35:  SAR sub-images of Chen and Wu (2009) showing the target response of two ships in close formation have in 

multiple polarisations. 

Due to the relative size of a ship to the resolution cell and that the sea surface is a summation 

of many time-dependent scatterers, a ship can be considered to have deterministic scattering 

behaviour.  It is postulated that the HH polarisation channel is best for the detection of 

shipping as the background sea surface reflectivity is lower than in the VV or the co-

polarised VH channel but the ship return will be roughly the same and therefore offer a 

greater detectable signature.  It should be noted that there is some dispute between authors on 

this subject as the to best channel to select for this purpose.  Chen and Wu expand on the 

previously studied ship detection capabilities of RADARSAT-1, ERS-1/2 and ENVISAT by 

examining RADARSAT-2, ALOSPALSAR and TerraSAR-X using termed ‘optical 

coherence techniques’ to remove sea clutter from the images and reveal the ship targets, as 

shown in Figure 36.   
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Figure 36:  Subsequently processed images from Figure 35 with examples of the effect of processing techniques that Chen 

and Wu (2009) applied.  Sub-image (d), the optical coherence product, is a compound of the other three techniques and 

results in a strong contrast between the two ships and the surrounding sea clutter. 

Greidanus (2006) terms the acquisition of different polarisation channels by sub-aperture 

SAR as an alternate polarisation technique.  The characteristic of this approach allows the 

inspection of different polarisation channels to be equivalent to different, non-overlapping 

sub-apertures.  This is used in an attempt to explain the appearance of individual ships as two 

peaks, attributed to wave motion, seen in RADARSAT imagery shown in Figure 37.   
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Figure 37:  Images processed by Greidanus (2006).  The left images are simple processed 500 m x 500 m SAR image tiles of 

individual ships.  The right images have been sub-aperture processed with different colours attributed to different 

polarisation combinations.  The dual peak feature was of keen interest and attributed to wave motion. 

Optimising hardware processing.  Acknowledgment that the hardware that conducts the 

processing of imagery is characteristically discrete allows for certain optimisations to be 

attempted.  By way of example used by Moreira (1992), in the image construction for the 

DLR airborne SAR (E-SAR), using a sub-aperture approach groups the data required into 

batches.  These batches were each given to a dedicated processing unit and thereby decreased 

processing time. 

Temporal analysis.  Decomposition of a SAR image can provide great detail of a target due 

to the, normally, extended period over which an image is collected.  This decomposition can 

directly display the time-based dependence of the target area through the SAR collection or 

by inference, due to the known and expected relative motion of the sensor to the target 

scatterer, the directional dependence of the target backscatter can be measured.  Ainsworth et 

al. (1999) use a Fourier transform-based technique on the complex imagery, in the azimuth 

direction, to recreate the phase history of EMISAR.   
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Ainsworth generates a blunt form of temporal analysis, joint time-frequency, where the sub-

aperture approach is used to generate multiple images from an original single-look, high-

resolution master complex image.  The resolution is somewhat sacrificed but the resultant 

image set creates a time series of the activity captured within the time of the synthetic 

aperture of the primary collection.  

Advanced processing.  The coherence of the SAR sensor allows for fairly ready application 

of advanced image processing techniques to the imagery, such as coherent change detection 

and interferometry.  Madsen (2010) have demonstrated use of sub-aperture SAR techniques 

coupled with interferometric splitting of a wide antenna beam to examine the height 

estimations of the imagery pixels in detail from look to look.  The imagery result was shown 

to generate more distinct and accurate topographic approximations.   

 

Figure 38:  Image chip-outs from Madsen (2010).  The left column shows the initial image on the top row with its coherence 

image below where a decorrelation artefact can be seen in both.  The right column shows the corrected image and coherence 

map after processing by the aperture splitting technique. 

High squint SAR.  Due to the large range walk, high squint imagery is very hard to achieve 

for the earlier lower dimensional imaging techniques, such as the range-Doppler algorithm 
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family.  Higher complexity techniques, such as the wavenumber or chirp-scaling algorithms, 

have since shown ability within this footprint of a given sensor.  However, Yeo et al. (2001), 

demonstrate the use of a sub-aperture processing technique that can be effectively used to 

counter the effects of the quadratic, and higher-order, phase terms.  This almost pseudo-

linearisation is only valid in this region as the sub-apertures are smaller than the whole and 

artificially reduce the range migration needing to be considered at each step.  The effect of 

the approach is shown in Figure 39. 

 

Figure 39:  Plots of simulated point targets taken at high squint angles, Yeo et al. (2001).  The left column images are 

processed using a standard step-transform whereas the right column is the same target processed using their high squint SAR 

algorithm. 

Target scatterer characterisation.  Having discussed the benefits of the use of sub-aperture 

analysis to realise detail of the target with regard to the angular dependent scatterers, it is 

worth note that the principle can be further extended.  Other qualities that lead to variation 

within the sub-apertures can be the result of target scatterer material and that of the 

surrounding surfaces.  Singh et al. (2010) extend the azimuthal sub-aperture analysis 

techniques to include decomposition of the range dimension also using single look complex 

data of the high-resolution spotlight from the TerraSAR-X.  The broad range chirp of the 
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sensor allows for comparable use of the range dimension to azimuth and the combination of 

both creates a form of processing termed time-frequency analysis, proposed by Spigai et al. 

(2008).  The output is a 4-dimensional function that can be readily viewed by an analyst in 2-

dimensional form as radar spectrograms.  An example of this is shown from Singh et al. 

(2010) at Figure 40.  Whereas the SAR image of each of the insets in Figure 40 have the 

purpose of finding what the target looks like, the spectrogram allows the radar analyst to 

visually examine the behaviour of the target scatter or scatterers through the collection period 

by use of the frequency or spatial frequency domain.  This allows for further classification of 

scatterers that would otherwise look almost identical in the processed SAR image. 

 
Figure 40:  Spigai et al. (2008) show the behaviour of targets with different characterisation properties having used a radar 

spectrogram technique to decompose the original full SAR image. 

Speckle noise reduction.  The appearance of speckle in SAR imagery has already been 

explained as a natural result of the use of a coherent imaging technique and will remain 

within the image regardless of the length of the synthetic aperture.  However, due to the noisy 

quality of the phenomenon, and its variation when compared to the more stable scatterer 

returns from coherent image scatterers, the use of sub-aperture processing does allow an 

opportunity to reduce the effect of the speckle on a resultant image.  Zhang et al. (2010) use 
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an algorithm where the relative pixel returns from four sub-apertures are compared to 

produce a filtered final image that has noticeably reduced speckle.  The final images 

presented do appear to have lost some of their analytical quality by a reduction in spatial 

resolution albeit with improved noise reduction.   

 

Figure 41:  Image comparison conducted by Zhang et al. (2010) where the real image on the left has been processed for 

speckle reduction using a four sub-aperture split technique to produce the image on the right. 

The previously described coherent scatterer detection, at Figure 35, is similar to the speckle 

noise reduction approach but from the perspective of maximising coherence rather than 

reducing incoherence 

Flash reduction.  It should be noted that the term used here is different from the term in 

optical sensing.  Flash, here, is an angular dependent increase in radar cross section that has 

the effect of overloading a full aperture SAR image even though the effect is only present for 

a small time of angular segment of the aperture.  A development of the target characterisation 

where the target is known to have angular dependent scattering properties is to correct the 

degradation to a final image that can be caused by angular dependent glint of a target.  

Ainsworth et al. (1999) discuss that after the separation of an image data-set into sub-
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apertures, those that contain the glint artefact can be identified and nulled prior to image re-

composition.  The filtered final image can be seen to be much improved as a result of the sub-

aperture manipulation.   

2.10 Sub-Aperture Processing Methods 

Multiple channels.  The sub-apertures can be formed at source through the design of the 

sensor.  Lombardo et al. (2006) propose the use the radar of COSMO-SkyMed by splitting 

the active antenna into multiple receive channels and thereby create the sub-apertures 

required for their processing.  This is a similar approach to displaced phase centre approach 

used in moving target indication.  The use of such a technique has great advantages through 

the control of clutter and the algorithm required for image processing is very simple meaning 

that there is little penalty for conducting the processing on-board, which is of particular 

benefit for a space-based sensor.  However, there are limitations imposed on the PRF tuning 

that is required to compensate for the rotation of the earth, satellite orientation and platform 

motion errors that all add to the computational load of the process.  Further, high PRFs are 

not generally desirable for space-based platforms due to the inherent range ambiguities that 

are subsequently introduced.  A need to carefully choose the PRF in order to balance range 

and Doppler ambiguities is a common problem for all radar systems.  One particular 

advantage that Moriera argues for with regard to hardware design is through the use of 

parallel processing.  In this case, each chain requires a dedicated processor but if achieved 

then the time is significantly reduced.  Such an aim was put under development for the C-

band DLR airborne SAR system (Moriera, 1992). 

Polarisation channels.  In a similar way to the multiple channel approach, radar design that 

enables the transmission and collection of all combinations of polarised radar energy creates 

sub-aperture channels that can be used for processing.  The use of different polarisation 
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channels between the apertures has added benefits with regard to supplying the operator with 

a greater spectrum of information concerning the target reflectivity as well as creating the 

opportunity for sub-aperture processing.  This approach has been successfully applied by 

Greidanus (2006) by separating the azimuth bandwidth of RADARSAT data into three non-

overlapping apertures against ship targets.  The use of the three sub-apertures was shown to 

improve the standard ship detection mechanism of thresholding the multilook intensity over 

the local clutter levels by having three images rather than a single to perform the target-

clutter separation.  By matching the sub-aperture point spread functions to the target size 

further optimised the threshold detection method.  

Raw signal.  Without specific hardware design already in place, the sub-aperture techniques 

can be achieved through use of the raw fast-time video phase history from the real radar 

processor.  In this case, the received pulses are grouped into batches that are both time and 

physically displaced.  This creates differing phase centres and very separate image data-sets 

that can be independently processed as per a larger SAR image.  Moreira et al. (1994) used a 

batch processing technique to particularly good effect for the optimisation of space-based 

performance with a real-time sub-aperture algorithm.  The sub-apertures generated from the 

raw video phase history are processed in an unfocussed form, which negates the need for 

quadratic phase corrections.  The resultant images are coherently summed to produce the 

final output.  Particularly useful in C- and X-band where most of the range cell migration is 

linear, the overall approach has shown comparable results to the impulse response function of 

a conventional method but at significantly reduced down-link data rates.  There are many 

options available for the structure of the sub-apertures.  The overall collect is limited by the 

real radar characteristics and the parameters imposed by the full synthetic aperture 

generation.  However, freedom to use the full recorded raw signal allows for the optimisation 
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depending on the intent of the product.  Madsen (2010) uses five overlapping sub-apertures 

from within the 20˚ real L-band beam to conduct scene height estimation in order to improve 

the coherent change detection and interferometric images.  Yeo et al. (2001) use the step 

transform, as part of their application of sub-aperture processing in high squint cases and 

identify that the spacing of the sub-apertures is important in setting the data ready for 

transformation.  An overlap ratio of 0.6 is used in order to reduce frequency aliasing and 

prevent image degradation.  Of note, in this case of high squint, the conjugated reference 

signals that are used to multiply the complex raw signal with are scaled to include the varying 

azimuth chirp rate that is expected in that geometry. 

Processed signal.  A simpler method than fast-time video phase history use is through the 

manipulation of the processed complex SAR image data.  From the complex data-set, the 

sub-apertures can be formed through the un-weighting, division of the spectrum and then 

separation.  Each batch is then weighted and processed individually.  The use of the complex 

SAR data alone makes this approach readily achievable for all hardware types and does not 

have the significant data burden of the fast-time approach.  There are pitfalls and errors that 

are built in to the interpretation of this method mainly due to the non-specific separation of 

the sub-apertures, either by time and/or displacement, which will be touched upon in 

Chapters 3 and 5. 

Step transform.  The step transform is a common technique used in the processed signal 

space where the sub-apertures are formed through the multiplication of the SAR data-set with 

over-lapping conjugate reference signals.  The batches are transformed via FFT and timed-

delayed before being formed into each sub-image through an FFT process.  As with all sub-

aperture processes, there is under-sampling that results in the degradation of the resultant 

image compared to the full aperture output, normally through reduced image resolution. 
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2.11 Summary 

This chapter has aimed to establish the context of research problem and where within the 

wider field of research the thesis methods developed sit.  The origin of the ship and wake 

artefact in SAR has been described from the use of a geometric focussing (GF) technique 

from low grazing angles.  Key previous work in the multiple fields of ship wake modelling, 

sea clutter scattering and sub-aperture SAR processing have been introduced.  All of which 

will be required to progress towards a satisfactory answer as to what the ship and wake 

artefact is and how it forms within the SAR image.  Having reviewed previous work, the next 

chapter will begin the new analysis of the artefact, starting with application of a bespoke sub-

aperture technique to deconstruct the full SAR image in order to improve the understanding 

of the problem. 
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3 CHAPTER 3 – SUB-APERTURE ANALYSIS 

3.1 Introduction 

For the purpose of the investigation into the wake phenomenon, a sub-aperture approach was 

chosen to breakdown the appearance of the target within the image with the aim of aiding the 

understanding of the mechanism that underlies the artefacts.  As a moving target, the ship and 

its wake are fitting for the application of a sub-aperture technique, as has been suggested for 

moving targets by multiple sources.  The chapter will explain the details of the particular 

approach that has been chosen and how it has been implemented in this case.  The output of 

the sub-aperture technique is presented with subsequent analysis of the results.  It will be 

shown that the application of the approach did not provide evidence to allow a direct answer 

to be drawn for the artefact.  However, several interesting phenomena are identified relating 

to variation of the image intensity, variation of the target vessel return, appearance of the 

background sea clutter and the appearance of specific striated features with the proposed 

wake artefact.  Explanations for these phenomena are presented but many require further 

modelling that is signposted for later chapters. 

3.2 Technique Description 

The method chosen initially was to take a similar approach to that used by Chen et al. 

(2011).  In this case, the complex image is the input to the sub-aperture process.  The image 

data is unweighted in azimuth so that once the sub-apertures are formed the image intensity 

of each of the sub-images is not degraded when formed.  The spectrum of the complex image 

is then sampled using a set of filters to select the section of the spectrum with which to 

process into new sub-images.  The specific number of the filters is, in this case, made 

selectable for the user giving flexibility depending on the scene collection metadata and 

geometry.  This flexibility should also allow the operator greater analytical freedom to apply 
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scrutiny to the scene when used as a mainstream processing tool.  Prior to re-processing, the 

sub-datasets are zero-padded and windowed using the Hamming window function to reduce 

the major sidelobe effects in the new sub-images.  IFFTs are then used to generate the new 

sub-images.  The output for the process is a selectable number of evenly spaced, overlapping, 

sub-aperture images from the main aperture of the collect derived from the complex 

processed original image in .gif format.  The chosen output format makes image display and 

manipulation post-processing universal, easy and of low computational load.  In order to 

achieve this process, a script has been written using Python 2.7.10 that performs the data read 

from the complex NATO Standard Image Transmission Format version 2.1 (NITF2.1) image 

and all necessary manipulation to output to Graphic Interchange Format (GIF).  The flow 

diagram at Figure 42 shows the stages of the algorithm written to achieve this processing. 

 

Figure 42:  Flow diagram showing the stages used in the sub-aperture algorithm that is used to generate the multiple sub-

images from the initial processed complex SAR image. 
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3.3 Technique Application  

The formulated sub-aperture technique has been applied to multiple target signatures to 

deconstruct the wake artefact.  Figure 43 shows a segment from the full aperture image, 

which has been included for context.  Within the image, several key elements of the scene 

can be identified, including: the wake signature; the returns from the target vessel including 

at least one visible alias; and, background sea surface clutter.  Annotations of these artefacts 

can be seen in Figure 44 including the orientation of the sensor to the target vessel that is 

tracking northbound through the image. 

 

Figure 43:  Chip-out from from full X-band SAR image showing imaging geometry of sensor orientation and direction of 

motion with scale bars (axis markings denote 500 m).  The blue triangle represents the orientation and direction of motion of 

the radar platform and the blue arrow repesents the direction of the senor boresight during the collection. 
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Figure 44:  Annotated chip-out from full SAR image highlighting key areas of interest including the proposed target vessel 

returns, the artefact assocaited with the target vessel wake and a segment of the background sea clutter. 

A set of sub-aperture images taken from this collection are shown in Figure 45 - Figure 51.  

In order to create the set, the original was split into seven sub-sets with a 60% overlap and 

processed.  The split has reduced the resolution roughly by a factor of two, as predicted by 

Ainsworth et al. (1999), but the main elements of the scene can still be identified readily for 

interpretation. 

 

Figure 45:  Sub-image 1 of 7 from full SAR image. 
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Figure 46:  Sub-image 2 of 7 from full SAR image. 

 

Figure 47:  Sub-image 3 of 7 from full SAR image. 
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Figure 48:  Sub-image 4 of 7 from full SAR image. 

 

Figure 49:  Sub-image 5 of 7 from full SAR image. 
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Figure 50:  Sub-image 6 of 7 from full SAR image. 

 

Figure 51:  Sub-image 7 of 7 from full SAR image. 

Image Intensity Variation   

It can be seen from inspection of the sub-aperture image set that there is a noticeable, albeit 

small, variation of image intensity through the aperture.  The pattern begins with a lower 

intensity that rises to a peak in the centre image of the aperture before falling to the end.  This 

variation can be seen from the superposed cropped image stack at Figure 52 where the initial 
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sub-image,1, is compared with a mid-collect sub-image, 4, and the final sub-image, 7.  The 

variation between end to mid sub-image is a factor of 0.101 dB using the mean image 

intensity as a measure.  This is most likely due to an inability of the inverse weighting 

function applied in the sub-aperture technique to correct for the variation of the magnitude of 

the phase history signal in the full aperture spectrum.  This could be a specific failing for this 

particular image but it is also possible that a global characteristic could exist.  If global then 

the noise data that would be greatest at the edges of the spectrum, and therefore have the 

effect of dulling the outermost sub-images, could readily be the cause of the intensity 

variation.  There is an inverse weighting function built in to the sub-aperture algorithm.  This 

has been designed, for ease, to be predictive to restore the edges of the full image spectrum to 

a usable intensity rather than expend computational power to fully correct the phase history.  

On reflection, it would be a simple step to either iterate the weighting or insert a feedback 

circuit to refine the intensity scaling into a more moderated set.  However, there appears to be 

no analytical need to increase the computational burden in order to smooth the images as all 

are usable.  In its current configuration, the algorithm runs quickly enough (~10 s) to be used 

to provide almost immediate output.  Finally, although artificial, the gentle variation of the 

intensity of each sub-aperture image gives the analyst non-intrusive feedback as the which 

section of the full aperture is being displayed when the sub-aperture images are displayed in 

succession.  For these reasons, the image intensity variation was not corrected. 
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Figure 52:  Side-by-side comparison of sub-images 1, 4 and 7 to illustrate the variation of overall image intensity through the 

sub-aperture set.  It can be seen that the intensity peaks in the centre of the aperture and dims at either end. 

3.4 Target Return Variation 

The target vessel and alias returns vary in two main ways through the sub-aperture set.  

Firstly, the intensity varies in bulk through the set, in line with the overall image intensity 

variation.  There is also a small variation of intensity where comparing the right image to the 

left.  The left return, sub-image image 1, all but disappears into the background clutter from 

the midpoint of the aperture to the end, sub-image 7.  At minimum intensity, the target vessel 

is -3.8 dB darker than the mid sub-image.  Unlike the overall intensity variation, the dynamic 

range of the target vessel return varies by 4.53 dB across the aperture.  This is assessed to be 

due to being a less sharp alias of the primary return from the target vessel and therefore has a 

reduced processed return when the full aperture is split.  This is likely also due to a slightly 

increased defocus on the more extreme alias return.  A quantitative demonstration of this 

effect is presented in section 5.5.  Secondly, the small motion of the target vessel along its 

track that occurs during the sensor collection can be seen as a small movement of the vessel 

up-image as it progresses through the sub-aperture set.  Knowledge of the timespan of the 
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aperture allows for the calculation/confirmation of the velocity of the target vessel.  Figure 54 

shows a zoomed in side-by-side comparison of this longitudinal location shift of the target 

vessel within the image.  The illustrated markers show the extremes of the vessel and the shift 

between the sub-images. 

 

Figure 53:  Annotated chip-out from full SAR image highlighting the area around target vessel return that is to be examined 

in the next Figure. 

 

Figure 54:  Side-by-side comparison of target vessel return location from beginning of the aperture to the end.  The 

annotations shows the extent of the vessel return from bow to stern in each sub-image.  Sub-image 1 was not used as the 

target vessel return was too weak compared to the background clutter to display satisfactorily.  The comparison shows the 

bulk movement of the target vessel return through the aperture. 
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3.5 Sea Clutter Appearance 

The appearance of the background sea clutter noticeably changes from the full aperture to the 

sub-aperture set.  The distribution of the many, small but intense, returns shows that they are 

short lived compared to the full aperture and are ubiquitous across the scene.  These are likely 

to be sea spike returns from the surface wave pattern that exhibit this behaviour as described 

by Watts et al. (2005) due to their high intensity compared to the background returns and the 

narrow azimuthal width that reads directly across from their Doppler spectrum.  As the spikes 

are formed from the returns from parts of the background surface wave pattern that is fair to 

assume to be always moving then the location of the spikes in the image is distorted by the 

imaging process.  This motion is predicted and has been measured as part of the expected 

Doppler velocity spectrum of spike events (Walker, 2001).  The range from the sensor will be 

accurate but the azimuth coordinate will be unrepresentative of the actual wave’s location.  

As the spikes can form from a somewhat chaotic process the actual locations will remain 

unknown but it could be possible to determine the approximate magnitude of the azimuthal 

displacement with knowledge of the average surface conditions of the tidal flow and wind 

speed.  The second feature of the background clutter that is shown more clearly in the sub-

aperture images is the gentle/weak ‘fringe’ pattern that runs throughout the image.  Again, as 

with the sea spike effects, the pattern can be seen across the entire image area and exhibits 

fairly uniform distribution.  The scale of the pattern would suggest that the source of the 

artefact is related to the background swell of the sea surface rather than the more visible 

surface waves related to sea state.  As the surface is again moving, the formation of the 

pattern will have a certain degree of velocity bunching/distortion involved in the mechanism, 

so is not strictly representative of the scale of the swell but this could be calculated 

(Marghany, 2004).  Figure 55 shows annotations of the background sea clutter effects. 
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Figure 55:  Annotated sub-image 4 from the sub-aperture set highlighting the appearance of a fringe pattern within the 

background clutter and individual circled highlights of proposed sea spike returns.  Note that the highlighted spikes are some 

of the many spikes observed within the image but not a complete plot of all spikes. 

Figure 56 shows a time comparison of the fringing effect that runs through the sub-aperture.  

The fringes are apparent in all the sub-images and maintain their locations.  The spike returns 

within the fringes however flow readily through the fringes.  The inter-fringe areas within the 

sub-images shows fewer spike events and lower intensity scatter returns by -0.223 dB 

variation in mean image intensity and an overall increase of -12.6 dB to the image dynamic 

range. 

 

Figure 56:  Side-by-side comparison of chip-outs from 3 sub-images from the full sub-aperture set.  The chip-outs are 

geographcially identical and show the consitent azimuthal location of the fringe pattern through the aperture.  The internal 

structure of each fringe peak and trough can be seen to change through the aperture.  The end sub-images 1 and 7 were not 

used as the background clutter is significantly dimmed compared to sub-images 2 and 6 so sub-images 2 and 6 make for an 

improved display. 
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Figure 58 shows a zoomed in section of the sea clutter region where spike events are 

prominent.  The figure contains sections from four of the sub-aperture stack in sequence to 

illustrate the chronological variation in the displacement and the intensity of the spike returns.  

The upper four sub-image sections are unannotated for visibility and the lower four images 

are annotated copies of the upper four to highlight the assessed sea spikes and their variation 

sub-image to sub-image.  The range of the events remains constant through the aperture but 

slight azimuthal variation is observed.  Observed results from Watts et al. (2005) show that it 

would be expected that burst events would have almost no azimuthal motion as they appear 

to give a very constant absolute Doppler return back to a sensor.  The three spike returns that 

are highlighted in Figure 58 move 38.8 ± 4.2 m through the aperture.  

 

Figure 57:  Annotated chip-out from full SAR image highlighting the area of sea clutter containing spike returns that is to be 

examined in the next Figure. 
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Figure 58:  Unannotated and annotated chip-outs from 4 sub-images (2, 3, 4 and 5) highlighting the location of 3 spike 

returns.  The relative distribution of the spike returns can be seen to vary azimuthally through the sub-aperture set.  Each 

spike return can be seen to follow a similar pattern of intensity growth to a peak and then decay.  It can be seen that each 

spike peaks at a different time within the aperture indicating that that is scatterer related rather than a pan-image property. 

3.6 Wake Bloom Striations 

Several of the full aperture images of ships that contain the bloom artefact in question contain 

a ‘striation’ effect where azimuthal linear features exist throughout the overall artefact.  In 

this case, the full aperture image can be seen to contain a hint to such an effect albeit 

somewhat smoothed in this case.  However, in the sub-aperture images, consistently 

throughout, these linear features are much clearer.  Looking downstream through the bloom, 

the striation pattern displays a moderate level of banding that exhibits a fairly regular spatial 

interval in range although not exact.  The similar extent of the smearing in azimuth and its 

similarity in location to the rest of the bloom might suggest that the striations and the bloom 

have a common source mechanism.  The difference in intensity, the striations being slightly 

brighter within the images, are reminiscent of spike events.  However, as can be seen from 

the spike events in the sea clutter of Figure 58, there is a significant difference in azimuthal 

width.  This could be explained by the sea clutter spike events being caused by isolated 

individual waves and the bloom having a much higher concentration of scatterers over an 
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area, or there could be a different mechanism.  In this case the sea clutter events could be due 

to bursts that are known to have much reduced Doppler velocity spread than whitecap returns 

that could form the bloom artefact.  The spikes that form ubiquitously in the clutter 

background show a maximum azimuthal width of the order 23 ± 2 m whereas the striations 

show a maximum of 596 ± 125 m.  Using Ward et al.’s (2006) plot for the measured Doppler 

spectrum of whitecap returns from a given range cell, it would be expected that a whitecap 

return could have azimuthal spread up to 1060 m for this given geometry.  Counter to this 

though, it would be unlikely, if it were the case that the bloom striation artefact was just a 

result of the whitecaps, that there were no whitecaps anywhere else within the imaged area.  

This is a particularly useful consideration to take into the more detailed modelling stage in 

the next chapters; the sharpness, consistency and uncertainty suggests that this is a novel 

feature of interest and worth consideration.  Figure 60 shows the linear striations in question. 

 

Figure 59:  Annotated chip-out from full SAR image highlighting the area of proposed wake return that is to be examined in 

the next Figure. 
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Figure 60:  Annotated sub-image 4 showing the approximate location of repeating linear features that run azimuthally 

through the wake return.  Note the annotations purposefully terminate to allow for clearer display of the striations 

underneath. 

The separation of the striations in Figure 60 gives an average of 29.8 m. 

3.7 Wake Bloom Location 

It is evident from the sub-aperture set that the majority of the bloom artefact does not change 

its construction through the images but does change its location in azimuth.  The change in 

azimuth is a gradual, linear progression through the aperture and at no point reverses.  

Compared to the overall width of the bloom, the change in azimuthal displacement of 356 m 

is small and can be seen in Figure 62.   
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Figure 61:  Annotated chip-out from full SAR image highlighting the area of proposed wake return that is to be examined in 

the next Figure. 

 

Figure 62:  Annotated chip-out from sub-images 1 and 5 showing the assessed centreline of each wake artefact.  The 

centreline can be seen to move azimuthally through the sub-aperture set.  The bulk movement of the artefact is smooth and 

consistent through all of the sub-images. 

This phenomenon would suggest that there is a dependent relationship between the Doppler 

spectrum of the bloom and sub-image time as it is the Doppler velocity that the SAR 

processor is using to determine the azimuthal coordinate of each scatterer in the scene.  This 

indeed would be a useful characteristic to take forward.  The appearance of this phenomenon, 
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as it is in this case, in a single image only, there is a strong probability that this effect could 

be caused by an error in the autofocus processing for the image.  If indeed it is, then the effect 

is caused by the autofocus not fully correcting the azimuthal distribution of scatterers so that 

they are not aligned as they should be.  The side effect is that, when sub-divided, the 

misaligned scatterers appear to move through the image.  If the effect were the result of a 

misalignment through the autofocus process then all the image scatterers would appear to 

move through the image in a similar sense and rate, which is indeed the case here. 

Without returning to the original image and re-processing it would be hard to be certain as to 

the cause of the phenomenon.  To supplement the understanding of this effect and for 

balance, a different cause is proposed in Chapter 5.  It will be proposed that the phenomenon 

is, at least in part, an unintended side effect of the sub-aperture processing.   

3.8 Summary 

Having assessed the results of the sub-aperture technique, it can be concluded that it was very 

worthwhile.  The technique alone has not produced an absolute answer in itself as to the 

mechanism and construction of the ship artefacts but the analysis has unearthed multiple 

layers of complex structure and hints as to what the root source of the phenomena could be.  

These are useful starting points for further analysis that will follow in the next chapters.  

Chapter 4 will examine the same collected scene but from a particular perspective of SAR 

phenomena and use the basic assumptions and understanding of SAR to build a simple 

collection model that will add further understanding as to the scattering mechanisms behind 

the now known deconstructed segments of the ship artefact. 
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4 CHAPTER 4 – THEORETICAL SAR MODELLING 

4.1 Introduction 

In the previous chapters the basic wake components and phenomenological effects of sea 

clutter have been described.  On top of this, a sub-aperture technique has been applied to the 

SAR image of a moving ship in order to deconstruct the image and further understand the 

mechanisms behind the artefacts in the image.  The analysis has produced some answers but 

has more importantly highlighted areas for further investigation.  It is the aim of this chapter 

to discuss a proposed cause for the components of the image using understanding of SAR 

processes and demonstrate the theoretical appearance of such a mechanism using a simple 

worked example.  This will lay the foundation for the application of a more rigorous 

mathematical model to determine a detailed explanation for the artefacts that have resulted 

from the previous work. 

4.2 Problem Identification 

 

Figure 63:  Chip-out from from full SAR image showing imaging geometry of sensor orientation and direction of motion 

with scale bars (axis markings denote 500 m). 
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Figure 63 shows the common appearance of the area near a generic target ship observed 

using the previously developed Geometric Focussing (GF) technique where the image 

geometry is manipulated to ensure the image is collected close to the mean line of advance of 

the ship (either up-track or down-track).  The purpose of the GF technique is to minimise 

cross range motion, which dramatically enhances the focussing capability of a particular 

target scatterer due to nuances within the SAR processing.  A side effect of the GF technique 

is that is maximises other artefacts, particularly azimuthal displacements, and therefore 

presents an unfamiliar image of a ship wake to the operator that is a combination of unusual 

SAR image artefacts.  Therefore, the effect on the target vessel and its wake must be 

understood before it can be effectively used.  The crux of the subsequent problem here is to 

determine the key elements of the image: what parts of the artefact are caused by the main 

vessel; what is caused by the wake of the vessel; and finally, what is caused by the 

background clutter.  The interaction of these components within the image and the 

appearance of phenomena that are an effect of the breaking of the SAR processing 

assumptions, will lead to a basic model for the scene.  If the basic model can be shown to 

sufficiently explain the general appearance of the artefacts within the image then a more 

comprehensive model will be built to thoroughly test the developed hypothesis. 

The first artefact, which is being taken first almost to discount it and remove it from the 

following consideration for the moment, is the wide-spread low intensity mottled return that 

runs through the entire image.  Its low intensity and wide-spread appearance would align with 

the supposition that this is caused by the background sea clutter that contains areas of 

increased radar reflectivity that distort the picture from a uniform background intensity.  Not 

knowing the exact meteorological conditions at the time of collection, no precise comment 

can be passed as to the relative strength of the returns due to high or low sea state when 
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compared to the returns from other sections of the artefact.  The banding that is highlighted in 

Figure 64 roughly falls in line with the explanation of Tunaley et al. (1989) for a swell where 

the orbital motion of the water particles within the wave surface have the result of bunching 

within the image when the azimuthal displacement of the SAR process is applied.  An 

example of a simulation of this is readily shown by Yoshida (2012) and practically applied to 

real imagery, in this case ERS-1, by Marghany (2004).  It is worth a note that velocity 

bunching is normally described, and strongest, from high grazing angle geometries as the 

observed particle velocities and surface elevations are in phase and therefore magnify the 

effect. 

 

Figure 64:  Annotated chip-out from sub-aperture set highlighting the fringe pattern of bunched returns that runs through the 

entire image. 

The next element to consider is the location of the vessel returns within the image.  Figure 65 

shows the locations of identified apparent target vessel signatures as well as the location of 

the true vessel given by open source AIS data.  With the true target location known and the 

apparent target locations considered, the remaining smeared artefact can be deduced as wake-

associated.  These features are annotated in Figure 65. 
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Figure 65:  Annotated chip-out from full SAR image highlighting the locations of the apparent target vessel returns 

compared with the known true location of the vessel, and, the location of the propsed wake return. 

4.3 Model Hypothesis 

Due to the GF method that was used to construct the image, the large magnitude of the 

azimuthal displacement of moving scatterers must first be acknowledged and must not be 

underestimated in its effect on the image.  For a GF imaging geometry as shown in Figure 66 

where the radar platform is moving at velocity 𝑣𝑟𝑑𝑟  and the target vessel is moving with 

velocity 𝑣𝑡𝑔𝑡 perpendicularly towards the radar on boresight, the azimuthal displacement of 

the target within the resultant SAR image, ∆𝑥𝑣, is given by Oliver et al. (1998) as: 

 ∆𝑥𝑣 = 𝑅
𝑣𝑡𝑔𝑡

𝑣𝑟𝑑𝑟
 

(4.53) 
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Figure 66:  Diagram showing the imaging geometry of the geometric focussing (GF) technique. 

The ratio 
𝑅

𝑣𝑟𝑑𝑟
 is used as a common rough factor to describe the SAR imaging construct.  

Kasilingham et al. (1990) show that the ratio is key to describing the realistic azimuthal 

resolution and when observing the ocean surface, in particular, it is also key to understanding 

the velocity bunching effect of the moving scatterers within the scene.  They also suggest that 

there is a criterion for the selection of an optimum ratio in order to attain the best focus for 

the image that is dependent on the sea state and the maximum wavelength of the sea swell. 
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Figure 67:  Diagram showing the relative azimuthal displacement of the primary target vessel return to the true location as a 

result of the SAR imageing process. 

Equation (4.53) shows that anything that is physically connected to the main target vessel 

will suffer from an azimuthal displacement from its true position in the image by a factor that 

is proportional to the magnitude of its velocity.  It is assumed that the velocity of the radar is 

a constant under control and knowledge of the operator.  The displacement of the vessel 

within the image will also have a specific sense as indicated in Figure 67, the orientation of 

the displacement is dependent on the imaging geometry and the relative velocity of the target 

vessel.  Examination of the imagery against truth data from open source AIS logs shows that 

the displacement of the apparent main vessel return and the true position of the vessel are 

inconsistent and commonly in error greater than that which could be explained by the 

accuracy of the direct measurements.  This mismatch can be seen from Figure 68.  Therefore, 

the bulk azimuthal displacement cannot be the only phenomenon that is having an effect on 

the positioning of the target ship within the image.   
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Figure 68:  Plot showing the measured azimuthal displacements of a group of target vessels against the expected 

displacements predicted using the imaging geometries and (4.53) 

Due to the general low PRF of SAR and the generally large magnitude of the azimuthal 

displacement, the azimuth ambiguities must be taken into account.  The azimuth ambiguity is 

a side effect of the sampling of the scene data at the PRF and the ‘misunderstanding’ of the 

SAR processor of the meaning of the ambiguous frequency as another displacement in 

azimuth.  The azimuthal displacement, ∆𝑥𝑠, in metres, caused by the sampling frequency is 

given by Skolnik (1980) as: 

 
∆𝑥𝑠 =

𝜆𝑓𝑠𝑅

2𝑣𝑟𝑑𝑟 

(4.54) 

where 𝜆 is the wavelength of the radar in metres and 𝑓𝑠 is the PRF in Hz.  The displacement 

of the ambiguity is taken from the displaced image location of the primary vessel return not 

from its true location within the image.  The displacement caused by the ambiguity may 

produce a single additional artefact at one multiple of the displacement from the datum or, 

which is more likely, it will repeat several times.  This repetition is akin to the PRF induced 

repetition within the frequency domain apparent in Fourier analysis.  Figure 69 shows the 



 Chapter 4 – Theoretical 

SAR Modelling 

 

 

 97 

 

 

 

superposition of the azimuthal displacement of the target vessel due to its velocity and the 

azimuthal displacement due to the PRF induced ambiguities. 

 

Figure 69:  Diagram showing the superposition of the azimuthal ambiguities of the azimuthally displaced priamry target 

vessel return that is a result of the SAR imaging process. 

The combination of the main azimuth displacement and then the multiple repetitions of the 

primary return caused by the azimuth ambiguity creates a ‘comb-like’ pattern of multiple 

targets along the azimuth line of the true target position.  Not all of these returns will be 

visible within the image due to the envelope of the real radar that modifies the intensity of the 

processed SAR image to only show targets that would be ‘seen’ within the true radar beam.  

Management of this characteristic is often specifically by design to avoid the appearance of 

ambiguous returns that may lead to confusion when being analysed by an operator (Stimson, 

2014). 

The combination of the azimuthal displacement of the primary return from the target vessel 

and the azimuth ambiguities, all modified in amplitude by the overall envelope of the real 

radar beam, would create a composite of several replicas of the target vessel along the same 

azimuth line in the image.  It can be seen on Figure 63 there exist two apparent targets on the 



 Chapter 4 – Theoretical 

SAR Modelling 

 

 

 98 

 

 

 

same azimuthal line but displaced from the true target location, which has been cross-

referenced with AIS data.  The unequal displacement of 38.7 m left and right from the true 

location supports the notion that the datum for the two apparent targets is not simply the true 

target location but is based on some separate mechanism. 

4.4 Target Vessel Displacement and Ambiguities 

Using (4.53) and (4.54), a model for the scene can be produced.  Table 1 shows figures used 

for the worked example used in this chapter.  The radar characteristics are for a generic X-

band aircraft mounted sensor and the speed selected for the target vessel is based on the 

average transitory speed of merchant shipping from AIS.  This figure generally derives from 

the running efficiency of time versus cost.  The dimension, D, is the diameter of the antenna. 

 

Table 1:  Basic initial sensor parameters 

With these figures, the basic scene can be plotted.  A range bracket of 80 – 120 km is used to 

examine the uniqueness of the scene construction across the possible collection geometries.  

The antenna dimension and the wavelength are used to calculate the real radar beamwidth, 

which is plotted onto Figure 70 as the solid lines to indicate the surface footprint of the real 

radar.  A total of five target vessels have been inserted into the plot all with initial zero 

azimuthal displacement but are spaced at every 10 km along the ‘Target Range’ axis.  The 

primary return for each target is plotted using the square icon and any azimuth ambiguities 

are plotted using circles. 

target velocity v tgt / ms-1 7.72

radar velocity v rdr / ms-1 205.78

wavelength lamda / m 0.03

PRF PRF / Hz 320

real antenna length D / m 1
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Figure 70:  Plot of moving target vessel using the GF technique to show the relative displacements of the primary target 

returns and the azimuthal ambiguities compared to the footprint of the real radar for range bracket 80 – 120 km. 

The first observation of note is that due to the 
𝑅

𝑣𝑟𝑑𝑟
 ratio, in this case for a range of 100 km the 

ratio is 486 s, the azimuthal displacements are large.  To such an extent of multiple 

kilometres that, in the given framework, the primary return will not be seen within the image 

unless the vessel radial velocity is of the order of 2 kts or greater, which is very slow for a 

real maritime target vessel.  Also, it can be seen from Figure 70 that there readily exists the 

circumstance where multiple ambiguous returns appear within the footprint of the image.  It 

is encouraging also to see that, given the distribution of the ambiguities, there is a fair 

likelihood that an ambiguous return will be located near the true location of the target vessel.  

This is a relatively common phenomenon, as shown in Figure 68.  This characteristic can be 

considered to be due to the relative speeds of the aircraft and the target as in (4.53). 

4.5 Wake Bloom 

The remaining phenomenon that this model does not yet explain is the strongly reflective 

blooming effect that the AIS data shows is plotted in the vicinity of the true position of the 

target vessel in the image, as shown in Figure 71. 
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Figure 71:  Chip-out from full SAR image showing the extent of the proposed wake artefact in relation to the true location of 

the target vessel. 

The blooming effect, through examination of several images, shows common characteristics.  

Firstly, the bloom appears to be associated with range from the radar and the comparative 

position of the target vessel; the bloom only extends behind the vessel with regard to where it 

has travelled from.  Secondly, when compared along the range axis the bloom is wider at one 

extreme of range compared to the other; the bloom is at its widest near the bow of the target 

vessel and then decays in range towards and beyond the stern downstream of the target 

vessel.  Thirdly, the intensity of the image shows that bloom is very reflective by comparison 

to both the background sea clutter and even the returns from the main target; this is surprising 

as the target vessel is generally made of a very good conductor whose geometric construction 

would mean it would have an enhanced radar cross section, however, the ambiguous returns 

would be expected to be reduced in brightness when compared to the amplitude of the 

primary return due to defocussing.  These characteristics were apparent in imaging 

geometries where the target vessel was moving towards and away from the sensor and at 

various ranges.   
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The existence of the bloom starting in line with the bow of the vessel, and then always behind 

the stern of the vessel, would support the assessment that the cause is vessel-wake associated.  

The lack of any traditional wake appearance in the imagery (the expected wake constructions 

have already been described in Chapter 2) is not an uncommon situation as there are many 

elements to the possible wakes that are imaging geometry and sensor specific, as noted by 

Alpers et al. (1998).  This is therefore not concerning but what is intriguing is the consistent 

appearance of an unexplained artefact that may be wake related. 

The decay of the bloom is also fascinating as there appear to be two elements to the decay.  

Firstly, the azimuthal width of the bloom, and secondly, the intensity of the bloom decay with 

range from the target vessel, both of which are quite stark and sharp with the section of the 

bloom nearest the true vessel location being significantly brighter and wider than the rest.  It 

would be reasonable to assume that as it is known that the sea surface is moving that the 

azimuthal width of the bloom may be caused by the azimuthal displacement of the scatterers 

that form the artefact.  This would mean that the scatterers in closest proximity to the target 

vessel are travelling faster than those to the rear of the vessel.  As the bloom occurs either 

side of the mean line of advance of the true target vessel location, it is also reasonable to 

argue that the motion that causes the displacement within the bloom is either side of zero 

relative velocity.  There is an apparent minor skew to the azimuthal width relative to the true 

location of the target vessel but it is consistently only minor.  From (4.53), and using the 

measured dimensions for bloom width of 596 ± 125 m from section 3.6, the azimuthal bloom 

in Figure 71 would result in a magnitude of scatterer velocity of 0.41 ± 0.05 ms-1.  For such 

radial velocities, both positive and negative, either side of a near-zero relative velocity datum 

the underlying cause must be oscillatory in nature.  If it were not, then significant sections of 

the sea would be moving, permanently as a flow, towards and away from every moving 
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vessel, which has not been identified by any other means.  This would also not be realistic 

from a conservation of energy and hydrodynamic perspective.  It makes more sense to argue 

that the most likely source of this oscillation and associated radial velocities is the orbital 

velocities of the water particles in the wake of the target vessel.  The wake, the combination 

of all forms of wake previously described, has greatest wave elevation nearest to the source 

vessel and decays as the individual waves emanate from the source.  The greater the wave 

elevation then the greater the maximum and minimum orbital velocities of the water that 

would be observable.  This could account for the decay of the azimuthal width of the bloom. 

The second element of the decay of the bloom is the decay of the intensity of the bloom with 

range rearwards from the target vessel.  This is particularly noticeable in the imagery as a link 

to the characteristic that the whole bloom artefact is of a higher amplitude within the image 

than the surrounding background scatterers.  So, assuming for the moment that these factors 

are linked, there should be some characteristic about the source of the bloom artefact that 

makes its radar cross section higher than average within the image and whatever the source is 

its distribution or strength as a scatterer is physically associated with being nearer the target 

vessel.  Still always being behind the vessel, and roughly balanced either side of the zero 

relative velocity line, would maintain that it is wake associated.  There are several ready 

possibilities that might manifest a suitable RCS distribution to appear in imagery as the 

bloom does.  The source of the scattering mechanism could be directly linked to the white 

foam riding on the water’s surface.  This would make sense as the target vessel generates 

foam from the breaking water and the turbulent flows around the bow and stern.  The foam 

exists in highest concentration directly near the target vessel but the bubbles eventually decay 

and return to the water equilibrium.  There is disagreement in previous literature as to the 

effect on the reflectivity of foam riding on the water’s surface.  For instance, Alpers et al. 
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(1981) considered the contribution of bubbles to the increased reflectivity in a breaking wave 

via Rayleigh scattering.  Their conclusion was that although the mechanism was sound in 

theory the Bragg scattering outweighed the Rayleigh as a primary source of the overall RCS.  

It was even suggested that the foam may not have been associated with an increase in the 

RCS and may form an impedance factor and reducing the overall Bragg scatter contribution.  

In this way, the whiter the water the less reflective it could be.  To counter this conclusion, 

work, such as that conducted by Gunn et al. (2018) using bubbles in ice layers, has 

successfully shown that distributed bubbles form a valid radar reflector for a wide range of 

radar bands.  The reflectivity does appear to be dependent on the physical bubble distribution, 

which may dissuade the use of the foam as a suitable explanation for the increased 

reflectivity in this case only because if the reflectivity is so sensitive to the distribution of 

bubbles it would be unwise to assume that a chaotic turbulent process for the bubble creation 

would be as consistent as the bloom artefact appears to be in the imagery.  The main three 

sources for bubble generation in the vicinity of a target vessel are due to breaking waves, 

from frictional hull effects and directly from the vessel’s propeller action on the water.  The 

combination of these processes would be unlikely to repeatedly generate a common pattern.   

An alternative scatterer source would be areas of rough water that have been created through 

the interaction of the target vessel and the sea surface.  Much like the rough water that is at 

the heart of the whitecap scattering effect, Watts et al. (2005), the result when observed 

through a radar sensor is a significant spike in RCS.  This would be further magnified 

through a SAR process due to the integration time of the image collection.  The wake waves 

have the greatest energy when they are nearest the source vessel and therefore have the 

greatest amplitude near the vessel before the energy dissipates through the process of viscous 

dissipation, amongst other mechanisms (Lighthill, 1978).  The greater the amplitude of the 
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waves the greater density of highly reflective tilted wave slopes per unit area of water.  As the 

overall wake amplitude decays rearwards from the source vessel, so to would the reflectivity 

decay and therefore form a suitable explanation for the source mechanism for the bloom 

effect.  The primary scattering mechanism in this case would remain Bragg-like but the 

extreme tilts that are induced by near-field wake would modify the RCS sufficiently to appear 

different to the tilt modulated returns from the ambient sea clutter that would also be 

governed by a similar scattering mechanism.  It is difficult to conclude at this stage which 

mechanism is responsible for bloom scattering so will have to be taken forward. 

Regardless of the source scattering coming from the foam riding on the surface of the wake 

or rough water the underlying wake pattern of the vessel is responsible for the Doppler 

signature of the returns, akin to the tilt modulation model, and determines the appearance of 

the bloom in the image, again as a side effect of the azimuthal displacement phenomenon.  

The orbital motion of the water particles in the wake pattern would be a major contributor to 

modification of the Doppler return of the water surface.  The Kelvin wake of the target vessel 

generally, assuming roughly benign and standard conditions, provides the wave of greatest 

amplitude and therefore the waves that contain the greatest orbital velocities that would then 

determine the azimuthal envelope of the bloom artefact. 

Linked to the tilt modulation explanation but could be treated as a separate entity, the 

breaking wave events within the near field wake of the source vessel could be a contender.  

The same large amplitude waves near the vessel would give rise to more, and larger, breaking 

wave events than the smaller amplitude waves at a greater distance from the vessel and it has 

already been cited that breaking waves lead to spikes in RCS.  The whitecap events were 

shown to possess a broader Doppler spectrum that is non-coherent and lingers over a greater 

time-span than the burst effects but if these were to be the source it would mean that the 
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Doppler spectrum of the whitecaps would decay in magnitude with range from the vessel also 

to account for the decay of the azimuthal width of the bloom.  This was not assessed 

specifically in the previously reviewed literature.  The other question relating to this as a 

mechanism is with the noted link of the Doppler frequency of the detected spectrum 

associated with the whitecap effect; it has been noted in previous work, Watts et al. (2005) 

and Melief et al. (2006), that the whitecap events exhibit Doppler velocities higher than the 

ambient.  The bloom artefact seems to show Doppler velocities higher than ambient but also 

more negative than ambient. 

Figure 72 shows an optical scene from the immediate stern of a vessel where the combination 

of the tilt modulation of the Kelvin wake can be seen superposed with the turbulent wake.  

The white water can be seen forming at breaking wave events at Kelvin wake cusp waves, the 

foam can be seen riding the tile modulated wave patter and foam can be seen forming part of 

the turbulent wake from the hull friction and propellers. 

 

Figure 72:  Annotated photographic image taken from the stern of a merchant vessel (ferry) facing rearwards.  The image 

contains wake structures of the Kelvin wake and the turbulent wake.  The image shpows breaking wave events associated 

with the cusp waves of the Kelvin wake and highlights the white-water associated with the turbulent wake. 
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It is worth a note that there could likely be a contribution to the bloom effect from water 

directly in front of the vessel that receives the full frontal impact of the vessel moving 

through the water and reacts in an often chaotic manner as this section of water is often 

outside of modelling constraints but is easy to see when observing a ship in transit.  The bow 

wave of a ship, even for those of moderate velocity, is an extreme breaking event that is very 

much non-linear in nature due to the large amplitude and proximity to the source.  Both due 

to the presence of white water and steep surfaces it would be expected that this section of the 

wake to have high reflectivity, in line with the previous bloom artefact considerations, but 

would limit its distribution of effect to near the bow of the vessel where the source of the 

non-linearity lies.  Any rough or white water created by the bow impact however must still be 

considered alongside the breaking events of the traditional non-near wake as there is no 

reason to assume these would have different lifetimes from those created by the other 

mechanisms. 

4.6 Orbital Velocity 

 

Figure 73:  Diagram showing the orbital motion of water particles within a surface wave field. 
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Established theory based on the orbital velocity of the water can be used to predict the basic 

form that the bloom phenomenon would take if the orbital motion were the cause of the 

Doppler spectrum that results in the image appearance.  However, this will not separate the 

Bragg scattering from the white-water scattering, this will be considered more carefully by 

other means.  Using Airy wave theory behind the Kelvin wake derivation, as the wake pattern 

remains behind the source vessel and can be considered to effectively travel with it, the wake 

has phase velocity, 𝑐𝑝, equal to that of the ship, 𝑣𝑡𝑔𝑡: 

 𝑐𝑝 = 𝑣𝑡𝑔𝑡 (4.55) 

Therefore, for the pattern to remain constant, the angular frequency is given by 

 𝜔 = 𝑘𝑣𝑡𝑔𝑡 (4.56) 

As the dispersion relation for deep water waves shows that there is a wavelength dependence 

on the phase velocity of a travelling wave the limitation of the wake velocity puts a limit on 

the maximum wavelength of waves that combine to form the Kelvin wake.  The dispersion 

relation for deep water is 

 𝜔2 = 𝑔𝑘 (4.57) 

Substituting (4.56) for the angular frequency in (4.57) and rearranging gives 

 𝑘 =
𝑔

𝑣𝑡𝑔𝑡
2
 (4.58) 

For a monochromatic 1-dimensional travelling wave the surface elevation, 𝜂, is given by 

 𝜂(𝑥, 𝑡) = 𝐴 cos(𝑘𝑥 − 𝜔𝑡) (4.59) 

where 𝐴 is the wave amplitude in metres.  Therefore 



 Chapter 4 – Theoretical 

SAR Modelling 

 

 

 108 

 

 

 

 𝑑

𝑑𝑡
𝜂(𝑥, 𝑡) = 𝐴𝜔 sin(𝑘𝑥 − 𝜔𝑡) 

(4.60) 

By considering the maxima of this expression for the velocity of the surface elevation, the 

maximum observable orbital velocity of the particles of this wave gives 

 𝑣𝑜𝑟𝑏,𝑚𝑎𝑥 = 𝐴𝜔 (4.61) 

Substituting for the angular frequency from (4.57) gives 

 𝑣𝑜𝑟𝑏,𝑚𝑎𝑥 = 𝐴√𝑔𝑘 (4.62) 

Substituting the phase velocity from (4.55) into (4.62) gives 

 𝑣𝑜𝑟𝑏,𝑚𝑎𝑥 = 𝐴
𝑔

𝑣𝑡𝑔𝑡
 (4.63) 

It can be seen from (4.62) that the magnitude of the velocity presented to the radial direction 

of the radar is dependent on the amplitude of the wake waves and the wavelength of the 

waves within the wake.  When considering wavelength, the transverse wave component of 

the Kelvin wake pattern would both provide the greatest orbital velocity magnitude and 

would therefore also likely present the greatest Doppler velocity to the radar in the GF image 

construction.  Note that in this orbital motion the greatest Doppler velocity is actually a 

magnitude either side of the zero-Doppler datum.  There is something a little unreal about this 

assumption that can be accepted; the datum is unlikely to ever be exactly zero as the real sea 

is always moving.  This movement is not the wind induced wave motion, even though this 

would result in a minor overall flow.  The real sea is always affected by tidal forces that 

result in a small non-zero flow at almost all times of the day.  This small non-zero quantity 

could explain the minor azimuthal skew of the bloom either side of the true target vessel 

location but this will be investigated more deeply later.   
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The evolution of the wake amplitude with respect to the distance from the source vessel has 

been studied and modelled by several authors (Cox and Macfarlane, 2019 and Doctors and 

Day, 2009).  The resultant models that show good quantitative agreement with real-world 

measurement follow a power law whose factor is of the order of roughly -1/3.  For 

comparison Stoker (1957) gives this value theoretically as -0.5 whereas Cox and 

Macfarlane’s theory gives it as -0.4 but through observation of real events gives it as -0.33.  

Regardless of the minor disagreement, a working function can be used here: 

 𝐴 = 𝐴𝑜𝑥−1
3⁄  (4.64) 

where 𝑎𝑜 is the initial amplitude of the wake waves in metres at the vessel and 𝑥 is the 

distance in metres along the longitudinal axis that is parallel to the direction of travel of the 

vessel the positive direction is measured rearwards from the vessel. 

Substituting (4.64) into (4.63) gives a final expression for the decay of the maximum orbital 

velocity of the transverse waves within the Kelvin wake field as 

 
𝑣𝑜𝑟𝑏,𝑚𝑎𝑥 =

𝐴𝑜𝑔

𝑣𝑡𝑔𝑡
𝑥−1

3⁄  
(4.65) 

It can be seen from (4.65) that the appearance of the bloom is also dependent on the initial 

amplitude of the wake waves.  Semi-empirical models, applied by Doctors and Day (2009), 

using Froude depth and length numbers as an approximation tool, show that this is also 

relatively predictable and is proportional to the square of the velocity of the vessel.  The 

constant of proportionality is considered to be a result of the ability of the vessel to transfer 

its energy into the water through which it is travelling.  Obviously, the vessel would prefer 

for efficiency purposes to avoid losing energy to its wake generation.  If the constant of 
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proportionality that links the initial wave amplitude to the square of the ship velocity is 𝐴1, 

then (4.65) becomes 

 𝑣𝑜𝑟𝑏,𝑚𝑎𝑥 = 𝐴1𝑔𝑣𝑡𝑔𝑡𝑥−1
3⁄  (4.66) 

In this simple worked example, the aim is to use realistic figures with a rough model to 

examine the possible causes for the overall artefact before applying a more detailed analysis.  

As such, for the initial wave amplitude, a realistic number can be used to allow the model to 

show the trend of the decay and the overall appearance of the artefact against the azimuthal 

displacements and ambiguities.  

As the orbital motion to the wave particles will have a maximum and minimum velocity, 

shown from (4.63) to be dependent on the amplitude and wavelength, then the bloom 

appearance is a result of the spread of velocities that are presented to the radar during the 

image collection.  The displaced extent of all the scattering events within the image is then 

bounded by the maximum and minimum velocities of the orbital motion.  As the amplitude of 

the waves decay as a function of distance along the bow/stern line of the target vessel in 

accordance with the power law of (4.66)(4.64), the bounding maximum and minimum 

velocities also decay in accordance with the same power law.  Therefore, the appearance of 

the bloom, from this theoretical proposition, should taper away from the vessel beyond the 

stern.  Figure 74 shows a plot of such a bloom construction using (4.66) with 𝐴1 set to 0.3 m 

for a target vessel at a range of 100 km.  The length of the decaying bloom in Figure 74 has 

been chosen as an arbitrary number for illustrative purposes only at this stage. 

4.7 White Water 

Finally considering the case where the mechanism source is white water, the source of the 

return for the bloom will have a lifetime of its own.  It has been suggested, Peltzer et al. 
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(1987), that this is dependent on environmental factors including wind speed, direction and 

sea state.  Laboratory work by Callaghan et al. (2017) has shown that there is great variability 

to the decay time of the order of a factor of up to 50.  Foam bubbles could dissipate in as little 

as 0.2 s or last until 10.4 s.  In these timeframes the target vessel modelled here would transit, 

at most, less than 100 m.  Therefore, on the scale that is being considered, similar to the 

image at Figure 63, if the white water is the cause of the bloom then the bloom must exist 

close to the source of the white water only.  Other than sources attached to the target vessel 

itself, white water can be produced by breaking events within the wake.  Rough bounds can 

be determined for the region of the wake that contains breaking wave events.  Ward et al. 

(2006) use the downward acceleration of the wave field being greater than g/2 as a 

discriminator and when the wave slope exceeds 0.58.  Another measure is to use the product 

of the wave amplitude and the wavenumber that determines a breakable wave when it 

surpasses a threshold value.  Melief et al. (2006) use
 

 𝐴𝑘 ≥ 0.35
 

(4.67) 

The value of the figure is not arbitrary but those that use this method cite quantitative or 

experimental observational sources for the magnitude.  However, it does prove to be a 

reasonable predictor of breaking regions.   

Also worth a note, with reference to Figure 72, the physical extent of bubble contaminated 

water is different depending on the source.  This may relate to the life expectancy of the 

bubbles as noted by Callaghan et al. (2017).  In Figure 72, the bubbles associated with the 

breaking wave events on the Kelvin wake cusps waves decay rapidly and do not extend 

beyond the subsequent phase of the wave.  The turbulent wake bubbles however are much 

more persistent and extend for a great distance through the image.  No calibrated measurable 
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scale can be attributed to the wake within the image so a comparison between the two will 

have to suffice for now. 

4.8 Final Construction 

Figure 74 shows a plot of the combination of the expected returns from the target vessel as 

described by (4.53) and (4.54) superposed with the expected extreme bounds of the wake 

return using the orbital velocity of the transverse wake as (4.66).   

 

Figure 74:  Plot showing the superposition of the extremes of the wake bloom onto a plot of the azimuthally displaced 

primary return from the target vessel with its azimuthal ambiguities.  The extremes of the bloom artefact are plotted from the 

maximum and minimum orbital velocities of the water particles from within the transverse Kelvin wake. 

In principle, the basic model behind Figure 74 shows the characteristics of the full SAR 

image, Figure 63.  The appearance in the plot, however, is idealised owing to its generation 

from basic SAR theory of individual processing properties.  The interaction between these 

phenomena is not included as yet and the cleanness of the output of Figure 74 is too precise 

to be able to conclude that the orbital velocity is the root or only cause of the bloom.  

However, the appearance is promising and suggests that modelling is progressing in the right 

direction. 
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4.9 Summary 

This chapter has focussed on the application of basic SAR phenomena to produce a rough 

model that could explain, to a suitable degree of accuracy, the appearance of the artefacts 

with the real SAR image.  The final model product used the azimuthal displacement from the 

primary return of the target vessel combined with the resultant azimuthal ambiguities from 

the primary displaced return and the orbital velocity of the wave particles.  The final plot of 

the model shows promise but requires a more detailed approach to provide conclusive 

evidence as to what mechanisms are behind the artefacts in the real image.  A key question, 

other than the reliability the previously discussed sources for the artefacts, is the reliance of 

the scattering on rough water or white water.  The next chapter will expand on the realism of 

the developed model of this chapter by using a full SAR processing algorithm to validate and 

further understand the non-ideal interactions that have been covered in the basic model thus 

far.
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5 CHAPTER 5 – RANGE DOPPLER ALGORITHM MODELLING 

5.1 Introduction 

The previous two chapters have focussed on identifying the underlying elements of the 

overall artefact seen when imaging a ship in the geometric focussing (GF) construct.  The 

sub-aperture analysis and the application of the basic near-field model have gone some way 

in proposing answers to find the source mechanisms behind the phenomena associated with 

the primary target vessel return and its wake signature.  However, many questions remain 

unanswered and the applied model should be improved.  To that end, before developing a 

more mathematically comprehensive model for the ship wake in order to examine in detail its 

associated phenomenon in the GF construct, a step change of an improved sensor model will 

be conducted in order to validate the previously conducted idealised modelling and to further 

explore possible scattering artefacts associated with the scene. 

5.2 Algorithm Considerations 

As this step aims to investigate the characteristic change of the target returns as a result of the 

generic SAR assumptions, the specific algorithm selected was not of highest importance.  

There are many SAR processing algorithms to choose from, each comes with its own 

characteristics but the underlying assumptions remain mostly constant.  The output of the 

system model will be reviewed once complete to see if refinement of the chosen SAR 

processor is required.  To that end, a simple processing algorithm has been chosen for 

modelling ease.  However, as this model aims to understand quite intricate details of the SAR 

signals effort has been expended on making the signal return elements of the model 

sufficiently real.  As such, the input to the processor comes from a fast-time simulation of a 

stipulated scene.  It was known prior to implementation that such a model is necessarily 
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computationally heavy due to the need to conduct pulse-to-pulse simulation but it should 

result in a clearer picture with regard to the SAR signal response to the target.   

5.3 Model Details 

In order to achieve this step, the range Doppler algorithm (RDA) was chosen from amongst 

the many options.  The general RDA follows similar stages as detailed for this 

implementation, as at Figure 75, where the range compressed then put through an 

interpolation stage to correct for range cell migration before finally being azimuthally 

compressed to form the focussed image.  

 

Figure 75:  Flow diagram showing the stages of the range Doppler algorithm (RDA) written to generate a simulated SAR 

image from a user defined target array. 

The image construction mechanisms for the RDA fit well with the underlying imaging 

geometry for the GF technique.  The range migration correction interpolation, often the most 

cumbersome element of any SAR processor, within the RDA would make the model 

processing step on the less-burdensome side of the scale than compared to say the range 

migration algorithm.  The image formation converts the phase history through two successive 

FFTs in range and azimuth.  This aims to make for simple analysis once the processing is 
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complete as both steps are independent and can easily be reversed.  The collection geometry 

was chosen to follow the stripmap SAR geometry as Figure 76. 

 

Figure 76:  Diagram showing the collection geometry for the RDA algorithm and the determination of some of the terms 

used for the model. 

Details of the algorithm design, parametric data and the waveform used for the SAR 

processor are at Table 2.  The algorithm has been written using standard MATLAB toolsets.   

 

Table 2:  RDA collection scene and radar parameters. 

target velocity v tgt / ms-1 7.72

radar velocity v rdr / ms-1 205.78

radar height h rdr / m 6096

SAR aperture duration T SAR / s 3

SAR aperture length L SAR / m 617.34

wavelength lamda / m 0.03

transmit bandwidth B tx / Hz 1.00E+08

pulse length t pulse / s 1.00E-06

PRF PRF / Hz 320

number of azimuth bins az bin / n 960

number of range bins rng bin / n 1532

real antenna length D / m 1

real beamwidth b wdth / deg 1.72
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The waveform used is an up-chirp linear frequency modulated with centre frequency of 10 

GHz, pulse length of 1 μs and PRF of 320 Hz.  A plot of the pulse is at Figure 77. 

 

Figure 77:  Plot of the RDA up-chirp linear frequency modulated pulse used for the processor. 

5.4 Model Application 

Due to the anticipated computational burden of the scatterer modelling, the full target scene is 

unachievable.  Of the elements of the scene that could be omitted, background sea clutter was 

thought to be least damaging to the analysis and would buy-back a significant timescale of 

computation.  The target vessel and the wake were thought to be the most important elements 

to consider.  The target vessel itself, as it is considered to be all one entity, is relatively 

simple to implement.  The vessel will move through the scene with a given velocity and the 

return will be given a relatively high RCS to fall in line with a realistic order of magnitude 

comparison with the wake scatterers.  In this case each vessel scatterer was double the RCS 

of the wake scatterer.  Multiple scatterers, similar to the deck layout of a merchant ship, could 

be considered.  The wake model will initially focus on determining the azimuthal extent of 

the bloom artefact through modelling the maximum orbital velocity of the wake pattern at 

several points rearwards from the target vessel.  The wake scatterers will be modelled by 
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placing point reflectors with representative max and min radial velocities, as per (4.66), on 

the centreline of the target vessel’s track.  In line with the RCS of the target vessel scatterers, 

the wake scatterer RCS will be given a representative value to allow for comparison with the 

target vessel returns.  A layout of the model input scene is shown in Figure 78.  The most 

rearward extent of the wake scatterers remains arbitrary at this point as no single source for 

the decay and scattering mechanism has yet been identified.   

 

Figure 78:  Diagram showing the distribution of the target scatterer array locations and appended velocities.  The placement 

and velocities are designed to simulate the ship and extremities of its wake bloom. 

Figure 79 to Figure 83 show plots of the outputs of the RDA algorithm as per Figure 75.   
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Figure 79:  Plot of the interim output of the RDA showing the raw video phase history of the scene using the RDA.  Prior to 

matched filtering, it can be seen that the information contained within the history of each of the scatterers occupy the same 

space in the time and frequency domains, which must be resolved in order to focus the image. 

 

Figure 80:  Plot of the interim output of the RDA showing the range compressed return from the scene.  Even at this stage of 

the processing the smear artefact assocaited with the radial motion of the primary target vessel begins to appear as a non-

vertical tilt to the plot. 
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Figure 81:  Plot showing the azimuthal compression function for the scene.  In this case, with the given geometry of the 

collection its can be seen that the azimuth chirp induced by the motion creates a down-chirp pattern in this pseudo-

waveform. 

 

Figure 82:  Plot of the interim output of the RDA following range migration correction of the scene. 
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Figure 83:  Plot of the final output of the RDA, a simulated SAR image of the target scene.  The ambiguous returns from the 

target vessel can be seen azimuthally displaced, as expected, from the wake bloom region.  The wake bloom azimuthal 

distribution can be seen to follow the predicted power law decay with target range from the target vessel.  Inperfections 

within the processor have also allowed for the appearance of range and azimuth sidelobes around each of the scatterers. 

Using equivalent figures for the dimensions of the scene from the previous simple model, the 

behaviour of the target vessel and the imaging geometry, the final output image Figure 83 can 

be compared with from the previous result from Figure 84, which is discussed quantitatively 

in the next section. 

 

Figure 84:  Zoomed section of basic plot of the immediate vicinity of the target vessel showing the ambiguous target returns 

and the extents of the wake bloom for ready comparison with Figure 83. 
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5.5 Model Output Analysis 

The conclusions that can be drawn from this comparison, sadly do not add greater confidence 

in specifically identifying the source mechanism for the bloom artefact.  However, the use of 

a more comprehensive SAR process technique, rather than the idealised equations, does show 

how the hypothesised scatterers would react to the SAR environment and thus provided 

confidence of the behaviour of the hypothesised source under SAR conditions. 

The target vessel’s appearance in the final imagery had several characteristics that have been 

replicated by the RDA.  The displacement of the target correlates nicely with a mean squared 

error of 34.5 m in azimuth and 0.7 km in range.  Also, using multiple stepped velocities for 

the target vessel from stationary to its final velocity of 15 kts, the wrap-around effect of the 

primary return and the first ambiguity can be demonstrated using the RDA processor.  It can 

therefore be concluded as a general statement, given the likely relative velocities of the target 

vessel compared to an airborne sensor and the imaging geometry of the GF technique, the 

vessel returns are most likely to be ambiguous in nature rather than primary.   

The focus of the target vessel returns in the real image Figure 63 and the intensity were 

observed to vary.  The explanation through the ambiguity theory predicted that the focus of 

the return would decrease and the intensity would decrease as the returns became more 

ambiguous.  In Figure 85, a moving target has been plotted next to a stationary version of the 

same target.  The ambiguity is noticeably defocussed from the primary return, its scatterers 

appear more diffuse within the image plot.  This can be confirmed through measurement of 

the mainlobe width of the returns.  The primary return has an azimuthal width of 44.5 m 

compared to the ambiguous return that is 83.6 m.  Also, the relative intensity has reduced by -

1.24 dB compared with the primary return.  From observation in the image, Figure 63, the 

comparable amplitude of the returns is -5.06 dB, which is considerably more of a drop than 
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the theoretical case.  This discrepancy could be a result of several possibilities; knowing 

which ambiguities are present within the original in order to make a fair comparison; not 

sufficiently approximating scene and sensor characteristics; or, it could be a result of the 

multitude of other scatterers that clutter the scene and distort the focussing stages of the 

algorithm. 

 

Figure 85:  Image plot for comparison of 2 target vessel returns.  The target return on the left of the image is moving at 10 

ms-1 whereas the target return on the right is stationary but otherwise identical.  The comparison shows the increased defocus 

of the moving target and the reduced intensity of the return. 

The comparable reflectivity of the target vessel and the bloom scatterers is also worth a note.  

The RDA cannot shed light on the actual values of the scatterer RCS’s but as it is known 

what values were used for the initial parameters then comment can be passed on the effect 

that the process had and glean information about how good an initial approximation the 

parameters were.  In this RDA case, the target vessel scatterers were given a RCS that was 

twice the magnitude of each of the wake scatterers.  As can be plainly seen from Figure 83, 

the target vessel intensity dominates the image.  This is not the case for the real image at 

Figure 63.  Other GF images show that there is some variability as to the comparison.  

However, in each case the target vessel is classed as a large merchant ship including tankers, 
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cargo, carriers, ro-ro ferries and container shipping.  All vessels are large and highly 

reflective being primarily constructed from painted steel.  Much work has been done by other 

authors in the past to categorise the RCS of shipping.  The RCS function as determined by the 

azimuthal aspect of the vessel is a variable relationship but the outcome is normally high and 

in the region of 30-40 dBm2 (Queen, 1971).  Even when the aspect on the target vessel results 

in its lowest RCS, the bloom scatterers would have to be very reflective to compete with the 

primary vessel return within the final image.  The spread of the bloom effect, coupled with 

the intensity that it shows, may be a result of a significantly larger number or area of 

scatterers that accumulate to produce the artefact in the image rather than having a small 

concentration of powerful reflectors.  This is another consideration to take forward to the 

more comprehensive model in the next section. 

5.6 Sub-Aperture Algorithm Validation 

The RDA model can also be used to validate the sub-aperture analysis taken.  For this step, a 

single target vessel was simulated with a target velocity of 10 ms-1 approaching the sensor, as 

the previous runs.  The complex simulated SAR image from the RDA can then be input to the 

initial sub-aperture technique of Chapter 3.  The result of this can be seen in Figure 86, 

Figure 87 and Figure 88.  In this case the full aperture has been split into three sub-images 

which equates to a 1 s time difference between the centre reference point for each sub-image. 
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Figure 86:  Image plot of sub-image 1 of 3. 

 

Figure 87:  Image plot of sub-image 2 of 3. 
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Figure 88:  Image plot of sub-image 3 of 3. 

The defocussing is a significant feature, which is not unsurprising given the full aperture 

length is only 3 s and the velocity of the sensor is 205 ms-1 but the important feature of the 

movement of the scatterer location through the sub-image set can be seen.  The scatterer 

centre-point target range can be seen to reduce by 10 m between each sub-image, which falls 

in line with the expected track progression from the known input target velocity. 

5.7 Sub-Image Intensity Variation 

It was identified in Chapter 3 that the mean intensity of each generated sub-image varied 

through the full aperture in a smooth way beginning and ending with a minimum and rising to 

a peak intensity at the centre sub-image.  It was explained that a likely cause of this 

phenomenon could be the mis-application of the autofocus during the initial processing of the 

real SAR image, which has since been highlighted through the sub-aperture deconstruction of 

the image.  However, it was noted that an alternative explanation could be as a result of the 

particular sub-aperture technique being applied.  The RDA model will allow for 

demonstration of this possible by-product.   
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As the sub-images were formed through an algorithm that used the full bandwidth of the 

complex spectrum of the full aperture and essentially back-engineered the sub-apertures by 

specific selection, through frequency filtering, there is a risk of inducing a false link between 

apparent Doppler frequency and azimuth location.  The theoretical output of the weighted 

azimuth spectrum from the flow diagram in Figure 42 should be of the form shown in Figure 

89 for a standard SAR image. 

 

Figure 89:  Diagram showing the theoretical distribution of the amplitude of signal frequency from an azimuth slice of a 

generic SAR image. 

Once unweighted the spectrum should be of roughly equal intensity across the frequency 

bandwidth of the source image, as shown in Figure 90. 
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Figure 90:  Diagram showing the theoretical distribution of the amplitude of signal frequency from an azimuth slice of a 

generic SAR image that has been unweighted. 

From this unweighted spectrum the sub-image spectra are sampled using window filter 

functions as per Figure 91. 

 

Figure 91:  Diagram showing the distribution of window functions that can be used to sample the unweighted image 

spectrum to form a sub-aperture set.  In this case there are 5 windows that have a 50% overlap. 

Each of the frequency filtered segments of the full bandwidth are then subject to IFFT to 

reform a SAR image, albeit at reduced resolution due to the limitation imposed on the 
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bandwidth used to form the new sub-image.  However, from Figure 91, it can be seen that the 

magnitude of the higher frequencies within the bandwidth will be greater for the first sub-

image than the last sub-image.  This now needs to be compared with the expected return from 

a static scatterer, as per the initial underlying assumptions of the SAR process.  The static 

scatterer should present the frequency profile to the radar through the image collection 

aperture as shown in Figure 92. 

 

Figure 92:  Diagram showing the frequency-time relationship of the azimuthal match filter input used in a generic SAR 

processor to conduct azimuthal compression.  Note that the non-linear extremes of the relationship are generally not used, 

only the central linear section. 

It is the correlation of this function within the returned raw radar signals that allows the SAR 

processor to conduct the azimuthal compression and hence improve its resolution over that of 

the real radar.  It is by this same process that the azimuthal coordinate is determined for the 

scatterer.  The expected return signals from two scatterers displaced by a fixed value are 

plotted in Figure 93.  Once azimuthally compressed these will be plotted azimuthally 

displaced, as they should be. 
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Figure 93:  Diagram showing the superposition of the expected frequency response from 2 azimuthally displaced static 

targets. 

 

Figure 94:  Diagram showing the azimuthally compressed returns for the 2 targets of Figure 93 using the matched filter 

signal of Figure 92. 

It can be seen from the comparison of Figure 93 and Figure 94 that the scatterers are plotted 

azimuthally displaced dependent on their individual signal frequency history through the 

collect.  In the simple case where there are very few scatterers within the scene, it is entirely 

possible that the sampling and IFFT will be able to fully compensate for the superposed 

spectra of the scatterers and return true locations for each.  However, this may not be the case 
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for a highly complex scene where the spectra from a very large number of scatterers 

superpose.  It is conceivable that enough of the individual scatterer spectra are lost in the 

sum.  Therefore, assuming that the unweighted scatterer spectrum spans the width of several 

sub-image spectrum filters, the sampled first sub-image spectra that has passed through the 

high frequency filter will likely be plotted azimuthally displaced from the subsequent 

scatterers.  This explanation is complicated by the non-static nature of the water surface that 

could easily throw some unknown factors into the processing but the generic case for near-

zero and zero-centre motion has merit. 

In order to demonstrate this cause of the phenomenon, the RDA processor was used with the 

initial scatterer plot as shown in Figure 95.  A total of five identical scatterers were 

superposed at a target range of 105 m with an azimuthal displacement of zero.  The scatterers 

were each given a different range velocity in order to simulate a range slice of the bloom 

artefact.  The velocities given were [+1 ms-1, +0.5 ms-1, 0 ms-1, -0.5 ms-1, - 1 ms-1].  The 

result of the RDA process from the initial scatterer distribution and parameters can be seen in 

Figure 96.  It can be seen that the range slice of the bloom, although a little ‘digital’ in nature 

due to there being only five scatterers, is a suitable simulation of a real image. 
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Figure 95:  Diagram showing the location and velocity characterisitcs of 5 target scatterers used to simulate the appearance 

of an azimuth slice from the wake bloom artefact. 

 

Figure 96:  Contour plot of the simulated SAR image output of the RDA of the target scene shown in Figure 95.  The spread 

of the slice of the bloom can be seen and has been chosen to be of representative scale for the real bloom of Figure 71. 

The simulated complex SAR image of Figure 96 was then put through the sub-aperture image 

stages of Figure 42.  In this case generating four sub-images.  The presentation of the sub-

images as contour or image plots make the distribution hard to see so a basic plot function is 

used in Figure 97 to Figure 100.  The plots are taken perpendicular to the range direction of 

the bloom so that azimuthal displacement can be plotted against scatterer return intensity.  In 
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this case to allow for easier interpretation and comparison between the sub-image plots, the 

intensity of each figure has been normalised within the set so that the maximum image 

intensity of each is equal to unity and each carry equal overall weight.  Figure 97 is the result 

of the first chronological slice of the full aperture and the sequence runs through to Figure 

100.  Each figure plots that azimuthal line where target range equals 105 m.  The overall 

maximum azimuthal width of the scatterer distribution does not appear to change through the 

set, the main bloom returns remain within ±800 m.  However, the peak intensity of the bloom 

does noticeably shift from +540 m in Figure 97, through a more central location, through to -

390 m in Figure 100. 

 

Figure 97:  Sub-image azimuthal plot 1 of 4 from Figure 96. 



 Chapter 5 – Range Doppler 

Algorithm Modelling 

 

 

 134 

 

 

 

 

Figure 98:  Sub-image azimuthal plot 2 of 4 from Figure 96. 

 

Figure 99:  Sub-image azimuthal plot 3 of 4 from Figure 96. 
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Figure 100:  Sub-image azimuthal plot 4 of 4 from Figure 96. 

Given that the autofocus processing is a valid reason for the azimuthal variation of the bloom 

artefact and given the manipulation of the real image, it cannot be ruled out at this time.  

Along with this alternative explanation, it is concluded that both likely contribute to the 

variation phenomenon.  Further work would be required to split the two effects.   

5.8 Summary 

In this chapter the range Doppler algorithm (RDA) was selected as the full SAR processing 

technique to apply to a fully simulated fast-time return from a target scene in order to better 

understand the affect a SAR processing has on the modelled moving targets.  The developed 

basic model from the previous chapters was used as an input to the RDA so that the model’s 

assumptions could be validated and further tested.  The RDA showed that the scatterers 

behave much in the way the pure SAR theory suggests that they should and showed some 

interesting features concerning the relative RCS of the targets.  It was also useful, for 

completeness, to reassuringly demonstrate the effect of the previously used sub-aperture 

technique.  There still remain unanswered modelling questions, which will now be more 
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thoroughly tested with a rigorous mathematical model that starts from the first principles of 

the hydrodynamics of the target scene.  The aim of the thorough model is to better explain the 

target scene to divulge the true dominant sources of the scattering. 
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6 CHAPTER 6 – HYDRODYNAMIC MODELLING 

6.1 Introduction 

The work of the previous chapters has demonstrated that the ship and wake scene artefacts 

that appear in the geometric focussing (GF) geometry are likely the result of a complex 

combination of scatterer behaviour within the scene itself and the reaction of the detected 

signal to the SAR processor.  The rougher modelling conducted up to this point has not been 

able to fully explain the phenomena but has indicated that the underlying assumptions are 

worth further investigation.  To that end this chapter will develop a more rigorous model that 

begins from first principles in order to generate a simulated SAR output that can be compared 

with the real image. 

The model will be derived in stages.  The first stage will aim to determine the response of a 

water surface to a point source disturbance.  Due to the need to use the approximation method 

of stationary phase a verification step is used to confirm the result that also uses the 

asymptotic approximation for one of the Bessel functions within the derivation.  The point 

source will then be moved across a static fluid surface through use of an integration over time 

with an applied velocity.  The result of this integration will be a wake response from a point 

target.  A ship model will then be generated by integrating the moving point source return 

over the length of a ship to produce a representative ship wake.   

6.2 Point Source Model Derivation 

From the conservation of mass of a given fluid 

 ∇. 𝜌𝑣 = 0 (6.68) 

Adding the constraint that the fluid is incompressible so that the density remains constant 



 Chapter 6 – Hydrodynamic 

Modelling 

 

 

 138 

 

 

 

 ∇. 𝜌𝑣 = 𝜌∇. 𝑣 (6.69) 

It therefore follows that 

 ∇. 𝑣 = 0 (6.70) 

The velocity can be represented by the existence of a velocity potential: 

 𝑣 = ∇φ (6.71) 

From this we can say that the velocity potential can be further described by Laplace’s Law: 

 ∇2𝜑 = 0 (6.72) 

In cylindrical polar coordinates this can be expressed as 

 1

𝑟

𝜕

𝜕𝑟
(𝑟

𝜕

𝜕𝑟
) 𝜑(𝑟, 𝜃, 𝑧, 𝑡) +

1

𝑟2

𝜕2

𝜕𝜃2
𝜑(𝑟, 𝜃, 𝑧, 𝑡) +

𝜕2

𝜕𝑧2
𝜑(𝑟, 𝜃, 𝑧, 𝑡) = 0 

(6.73) 

With the intent to first solve the velocity potential for a point source on the surface of the 

fluid boundary with a view to then using the solution to generate a more complex wake 

pattern through moving the generated wave pattern it would be fair with an expected point 

source to consider the system to have rotational symmetry and therefore be independent of 𝜃.  

As such, (6.73) becomes 

 1

𝑟

𝜕

𝜕𝑟
(𝑟

𝜕

𝜕𝑟
) 𝜑(𝑟, 𝑧, 𝑡) +

𝜕2

𝜕𝑧2
𝜑(𝑟, 𝑧, 𝑡) = 0 

(6.74) 

This differential equation for 𝜑(𝑟, 𝑧, 𝑡) can begin to be solved through the use of the Hankel 

transform applied to both sides.  The form of the Hankel transform used is 

 
ℋ𝑟{𝜑(𝑟, 𝑧, 𝑡)} = Φ(𝑘, 𝑧, 𝑡) = ∫ 𝑟𝜑(𝑟, 𝑧, 𝑡)ℐ𝑜(𝑘𝑟)𝑑𝑟

∞

0

 
(6.75) 
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where ℐ𝑜 is the Bessel function of the first order of the first kind.  Therefore 

 
ℋ𝑟 {

1

𝑟

𝜕

𝜕𝑟
(𝑟

𝜕

𝜕𝑟
) 𝜑(𝑟, 𝑧, 𝑡)} + ℋ𝑟 {

𝜕2

𝜕𝑧2
𝜑(𝑟, 𝑧, 𝑡)} = 0 

(6.76) 

 
∫ 𝑟 [

1

𝑟

𝜕

𝜕𝑟
{𝑟

𝜕

𝜕𝑟
𝜑(𝑟, 𝑧, 𝑡)}] ℐ𝑜(𝑘𝑟)𝑑𝑟

∞

0

+
𝜕2

𝜕𝑧2
Φ(𝑘, 𝑧, 𝑡) = 0 

(6.77) 

The first term is a special case of the Bessel differential operator acting upon 𝜑(𝑟, 𝑧, 𝑡), in 

which case a property of the Hankel transform can be used to simplify the integral.  The 

property states 

 ℋ𝑟{∆𝐵𝜑(𝑟, 𝑧, 𝑡)} = −𝑘2ℋ𝑟{𝜑(𝑟, 𝑧, 𝑡)} (6.78) 

where ∆𝐵 is the Bessel differential operator.  Substituting back into (6.77) the integral term 

gives: 

 
−𝑘2𝛷(𝑘, 𝑧, 𝑡) +

𝜕2

𝜕𝑧2
𝛷(𝑘, 𝑧, 𝑡) = 0 

(6.79) 

From inspection, this has a general solution of the form: 

 𝛷(𝑘, 𝑧, 𝑡) = 𝑎(𝑘, 𝑡)𝑒𝑘𝑧 (6.80) 

where 𝑎(𝑘, 𝑡) is, as yet, some unknown function of 𝑘 and 𝑡.  To progress further, the 

boundary conditions of the system can be used.  Consider the motion of the 2D surface of a 

fluid of infinite depth, the boundary conditions for the elevation of the particles at the surface 

can be formulated.  First, the kinematic boundary condition that ensures that particles that 

exist on the surface remain on the surface throughout the motion.  This kinematic boundary 

condition (KBC) is given as: 
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 𝜕𝜂

𝜕𝑡
+ ∇𝜑. ∇𝜂 =

𝜕𝜑

𝜕𝑧
 

(6.81) 

Secondly, the Bernoulli boundary condition that ensures continuity of pressure at the 

interface of the fluid.  This Bernoulli boundary condition (DBC – sometimes referred to as 

the dynamic boundary condition) is given as: 

 𝜕𝜑

𝜕𝑡
+

1

2
(∇𝜑)2 + 𝑔𝑧 = 0 

(6.82) 

From the given situation of the state of the fluid a third boundary condition that describes the 

continued state of the velocity at the bottom tends to zero.  This bottom boundary condition 

(BBC) is given as: 

 𝜕𝜑

𝜕𝑧
→ 0    𝑎𝑠   𝑧 →  −∞ 

(6.83) 

The non-linearity of the boundary conditions makes progression of the derivation problematic 

in their current form.  Taking the assumption that disturbances, 𝜂, around the 𝑧 = 0 plane and 

velocities are small then it is fair to use the linearised forms of the boundary conditions, 

which will make the next steps much more manageable, therefore for the KBC and DBC  

 𝜕𝜂

𝜕𝑡
+ ∇𝜑. ∇𝜂 =

𝜕𝜑

𝜕𝑧
  →   

𝜕

𝜕𝑡
𝜂(𝑟, 𝑡) =

𝜕

𝜕𝑧
𝜑(𝑟, 𝑧 = 0, 𝑡) 

(6.84) 

 𝜕𝜑

𝜕𝑡
+

1

2
(∇𝜑)2 + 𝑔𝑧 = 0  →   

𝜕

𝜕𝑡
𝜑(𝑟, 𝑧 = 0, 𝑡) = −𝑔𝜂(𝑟, 𝑡) 

(6.85) 

The differential of the linearised DBC, (6.85), with respect to time gives 

 𝜕2

𝜕𝑡2
𝜑(𝑟, 𝑧 = 0, 𝑡) = −𝑔

𝜕

𝜕𝑡
𝜂(𝑟, 𝑡) 

(6.86) 

Substituting the linearised KBC, (6.84),  into this result gives 
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 𝜕2

𝜕𝑡2
𝜑(𝑟, 𝑧 = 0, 𝑡) = −𝑔

𝜕

𝜕𝑧
𝜑(𝑟, 𝑧 = 0, 𝑡) 

(6.87) 

The Hankel transform can be applied to solve this differential equation: 

 
ℋ𝑟 {

𝜕2

𝜕𝑡2
𝜑(𝑟, 𝑧 = 0, 𝑡)} = −𝑔ℋ𝑟 {

𝜕

𝜕𝑧
𝜑(𝑟, 𝑧 = 0, 𝑡)} 

(6.88) 

 𝜕2

𝜕𝑡2
𝛷(𝑘, 𝑧 = 0, 𝑡) = −𝑔

𝜕

𝜕𝑧
𝛷(𝑘, 𝑧 = 0, 𝑡) 

(6.89) 

From the general solution to the Laplace equation in the given constraints, differentiation of 

(6.80) with respect to 𝑧 gives 

 𝜕

𝜕𝑧
𝛷(𝑘, 𝑧, 𝑡) =

𝜕

𝜕𝑧
𝑎(𝑘, 𝑡)𝑒𝑘𝑧 

(6.90) 

 = 𝑘𝑎(𝑘, 𝑡)𝑒𝑘𝑧 (6.91) 

 = 𝑘𝛷(𝑘, 𝑧, 𝑡) (6.92) 

Substituting (6.92) back into (6.89) gives 

 𝜕2

𝜕𝑡2
𝛷(𝑘, 𝑧 = 0, 𝑡) = −𝑔𝑘𝛷(𝑘, 𝑧 = 0, 𝑡) 

(6.93) 

From this second order differential equation for 𝛷 with respect to 𝑡, another general solution 

can be discerned: 

 𝛷(𝑘, 𝑧 = 0, 𝑡) = 𝑏(𝑘)𝑒−𝑖√𝑔𝑘𝑡 (6.94) 

where 𝑏(𝑘) is an unknown function of 𝑘.  Taking the inverse Hankel transform with respect 

to 𝑟 of both sides (6.94) gives 
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 ℋ𝑟
−1{𝛷(𝑘, 𝑧 = 0, 𝑡)} = ℋ𝑟

−1 {𝑏(𝑘)𝑒−𝑖√𝑔𝑘𝑡} (6.95) 

Therefore 

 
𝜑(𝑟, 𝑧 = 0, 𝑡) = ∫ 𝑘𝑏(𝑘)𝑒−𝑖√𝑔𝑘𝑡ℐ𝑜(𝑘𝑟)𝑑𝑘

∞

0

 
(6.96) 

Starting from the linearised Bernoulli dynamic boundary condition (6.85) and using the 

developed solution for 𝜑(𝑟, 𝑧 = 0, 𝑡) at (6.96): 

 𝜕

𝜕𝑡
𝜑(𝑟, 𝑧 = 0, 𝑡) = −𝑔𝜂(𝑟, 𝑡) 

(6.97) 

 
𝜂(𝑟, 𝑡) = −

1

𝑔

𝜕

𝜕𝑡
𝜑(𝑟, 𝑧 = 0, 𝑡) 

(6.98) 

 
= −

1

𝑔

𝜕

𝜕𝑡
∫ 𝑘𝑏(𝑘)𝑒−𝑖√𝑔𝑘𝑡ℐ𝑜(𝑘𝑟)𝑑𝑘

∞

0

 
(6.99) 

 
=

𝑖

√𝑔
∫ 𝑘

3
2⁄ 𝑏(𝑘)𝑒−𝑖√𝑔𝑘𝑡ℐ𝑜(𝑘𝑟)𝑑𝑘

∞

0

 
(6.100) 

The last boundary condition required to remove the unknown function 𝑏(𝑘) is to stipulate the 

form of the surface elevation at the time 𝑡 = 0.  As such, here a point disturbance shall be 

used of the form 

 
𝜂(𝑟, 𝑡 = 0) =

𝛿𝑟

𝑟
 

(6.101) 

From (6.100), this gives 

 𝑖

√𝑔
∫ 𝑘

3
2⁄ 𝑏(𝑘)ℐ𝑜(𝑘𝑟)𝑑𝑘

∞

0

=
𝛿𝑟

𝑟
 

(6.102) 
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Re-writing the left-hand side to group some of the independent elements of 𝑘 into a new 

function of 𝑘 can be written: 

 𝑓(𝑘) = 𝑘
1

2⁄ 𝑏(𝑘) (6.103) 

Therefore 

 𝑖

√𝑔
∫ 𝑘𝑓(𝑘)ℐ𝑜(𝑘𝑟)𝑑𝑘

∞

0

=
𝛿𝑟

𝑟
 

(6.104) 

It can be seen that this is a statement of the form of the inverse Hankel transform of 𝑓(𝑘), 

therefore (6.104) can be re-written 

 𝑖

√𝑔
ℋ𝑟

−1{𝑓(𝑘)} =
𝛿𝑟

𝑟
 

(6.105) 

Applying a Hankel transform to both sides and using the established property of the Hankel 

function: 

 
ℋ𝑟 {

𝛿𝑟

𝑟
} = 1 

(6.106) 

Therefore (6.105) becomes 

 𝑖

√𝑔
𝑓(𝑘) = ℋ𝑟 {

𝛿𝑟

𝑟
} 

(6.107) 

 
𝑓(𝑘) =

√𝑔

𝑖
 

(6.108) 

Substituting this expression for 𝑓(𝑘) back into (6.100) gives 

 
𝜂(𝑟, 𝑡) =

𝑖

√𝑔
∫ 𝑘𝑓(𝑘)𝑒−𝑖√𝑔𝑘𝑡ℐ𝑜(𝑘𝑟)𝑑𝑘

∞

0

 
(6.109) 
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𝜂(𝑟, 𝑡) =

𝑖

√𝑔
∫ 𝑘

√𝑔

𝑖
𝑒−𝑖√𝑔𝑘𝑡ℐ𝑜(𝑘𝑟)𝑑𝑘

∞

0

 
(6.110) 

 
𝜂(𝑟, 𝑡) = ∫ 𝑘𝑒−𝑖√𝑔𝑘𝑡ℐ𝑜(𝑘𝑟)𝑑𝑘

∞

0

 
(6.111) 

Equations in this form are hard to solve analytically and often have required asymptotic 

approximations and limited boundary conditions to produce a manageable result.  Frequently 

used by Lord Kelvin to process integrals of this form, the application of the method of 

stationary phase is such an approximation method that, although sometimes lengthy, can 

produce usable simplifications. 

As the Bessel function can be represented as: 

 
ℐ𝑜(𝑘𝑟) =

1

𝜋
∫ 𝑒𝑖𝑘𝑟 cos 𝜏𝑑𝜏

+𝜋

−𝜋

 
(6.112) 

This can be used to expand the surface elevation equation (6.111): 

 
𝜂(𝑟, 𝑡) =

1

𝜋
∫ 𝑑𝜏

+𝜋

−𝜋

∫ 𝑘𝑒𝑖𝑘𝑟 cos 𝜏𝑒−𝑖√𝑔𝑘𝑡𝑑𝑘
∞

0

 
(6.113) 

First, the integral over 𝑘 will be considered.  The form of the phase term within the integral 

allows for the use of the method of stationary phase.  Two substitutions can be made to 

simplify the process: 

 
𝑝2 = 𝑘𝑟 and 𝛼 = √

𝑔

𝑟
𝑡  

(6.114) 

Therefore 

  2𝑝𝑑𝑝 = 𝑟𝑑𝑘  (6.115) 
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𝑑𝑘 =

2𝑝

𝑟
𝑑𝑝 

(6.116) 

Looking at the phase term of (6.113) and using the substitution of (6.114) 

 
𝑘𝑟 cos 𝜏 − √𝑔𝑘𝑡 = 𝑝2 cos 𝜏 − √𝑔𝑘

√𝑟

√𝑟
𝑡 

(6.117) 

 
= 𝑝2 cos 𝜏 − √𝑘𝑟

√𝑔

√𝑟
𝑡 

(6.118) 

 = 𝑝2 cos 𝜏 − 𝑝𝛼 (6.119) 

Making the substitutions of (6.114), (6.116) and (6.119) back into (6.113) gives 

 
𝜂(𝑟, 𝑡) =

1

𝜋
∫ 𝑑𝜏

+𝜋

−𝜋

∫
𝑝2

𝑟
𝑒𝑖(𝑝2 cos 𝜏−𝑝𝛼)

2𝑝

𝑟
𝑑𝑝

∞

0

 
(6.120) 

 
=

2

𝜋𝑟2
∫ 𝑑𝜏

+𝜋

−𝜋

∫ 𝑝3𝑒𝑖(𝑝2 cos 𝜏−𝑝𝛼)𝑑𝑝
∞

0

 
(6.121) 

For the method of stationary phase, set the phase term whose stationary point is to be found 

to be 

 𝑓(𝑝) = 𝑝2 cos 𝜏 − 𝑝𝛼 (6.122) 

 𝜕

𝜕𝑝
(𝑝2 cos 𝜏 − 𝑝𝛼) = 2𝑝 cos 𝜏 − 𝛼 

(6.123) 

 𝜕2

𝜕𝑝2
(𝑝2 cos 𝜏 − 𝑝𝛼) = 2 cos 𝜏 

(6.124) 

Therefore 𝑓(𝑝) will be stationary where 

 2𝑝 cos 𝜏 − 𝛼 = 0 (6.125) 
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 𝑝0 =
𝛼

2cos 𝜏
 (6.126) 

Using a Taylor series expansion of the function 𝑓(𝑝) in the vicinity of 𝑝0: 

 
𝑓(𝑝) = 𝑓(𝑝0) + 𝑓′(𝑝0)(𝑝 − 𝑝0) + 𝑓′′(𝑝0)

(𝑝 − 𝑝0)2

2!
+ ⋯ 

(6.127) 

  𝑓(𝑝) ≈ (𝑝0
2 cos 𝜏 − 𝑝0𝛼) + (2𝑝0 cos 𝜏 − 𝛼)(𝑝 − 𝑝0)

+ (2 cos 𝜏)
(𝑝 − 𝑝0)2

2
 

(6.128) 

 = 𝑝0
2 cos 𝜏 − 𝑝0𝛼 + 2𝑝𝑝0 cos 𝜏 − 𝑝𝛼 + 2𝑝0

2 cos 𝜏 + 𝑝0𝛼

+ cos 𝜏 (𝑝 − 𝑝0)2 

(6.129) 

 = 𝑝0
2 cos 𝜏 + 2𝑝𝑝0 cos 𝜏 − 𝑝𝛼 + 2𝑝0

2 cos 𝜏 + cos 𝜏 (𝑝 − 𝑝0)2 (6.130) 

Using the expression for 𝑝0, (6.126) and rearranging for 𝛼 gives 

 𝛼 = 2𝑝0cos 𝜏 (6.131) 

Substituting (6.131) back into (6.130) gives 

 𝑓(𝑝) = 𝑝0
2 cos 𝜏 + 2𝑝𝑝0 cos 𝜏 − 2𝑝𝑝0cos 𝜏 − 2𝑝0

2 cos 𝜏

+ cos 𝜏 (𝑝 − 𝑝0)2 

(6.132) 

 = 𝑝0
2 cos 𝜏 − 2𝑝0

2 cos 𝜏 + cos 𝜏 (𝑝 − 𝑝0)2 (6.133) 

 = −𝑝0
2 cos 𝜏 + cos 𝜏 (𝑝 − 𝑝0)2 (6.134) 

 = cos 𝜏 {(𝑝 − 𝑝0)2−𝑝0
2} (6.135) 

Substituting the phase term (6.135) back into the integral of (6.121) and confining the integral 

region to the vicinity of the point of stationary phase: 
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𝜂(𝑟, 𝑡) =

2

𝜋𝑟2
∫ 𝑑𝜏

+𝜋

−𝜋

∫ 𝑝𝑜
3𝑒𝑖 cos 𝜏{(𝑝−𝑝0)2−𝑝0

2}𝑑𝑝
∞

0

 
(6.136) 

Rearranging the integrand: 

 
𝜂(𝑟, 𝑡) =

2

𝜋𝑟2
∫ 𝑑𝜏

+𝜋

−𝜋

𝑝𝑜
3𝑒−𝑖 cos 𝜏𝑝0

2
∫ 𝑒𝑖 cos 𝜏(𝑝−𝑝0)2

𝑑𝑝
𝑝0+𝜀

𝑝0−𝜀

 
(6.137) 

Further substitutions can be made to complete the integral for 𝑝: 

 𝑠 = 𝑞(𝑝 − 𝑝0)  ;  𝑞2 = cos 𝜏 (6.138) 

Therefore 

 𝑑𝑠

𝑞
= 𝑑𝑝 

(6.139) 

Making the substitutions of (6.138) and (6.139) into (6.137) gives, 

 
𝜂(𝑟, 𝑡) =

2

𝜋𝑟2
∫ 𝑑𝜏

+𝜋

−𝜋

𝑝𝑜
3𝑒−𝑖 cos 𝜏𝑝0

2 1

𝑞
∫ 𝑒𝑖𝑠2

+𝑞𝜀

−𝑞𝜀

𝑑𝑠 
(6.140) 

Using an identity integral for the exponential term of the form 

 
∫ 𝑒−𝑎𝑥2

𝑑𝑥
+∞

−∞

= √
𝜋

𝑎
 

(6.141) 

Therefore 

 
∫ 𝑒𝑖𝑠2

𝑑𝑠
+𝑞𝜀

−𝑞𝜀

≈ √
𝜋

−𝑖
 

(6.142) 

 = √𝜋𝑒𝑖
𝜋
4  (6.143) 

This gives 
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𝜂(𝑟, 𝑡) =

2

𝜋𝑟2
∫ 𝑑𝜏

+𝜋

−𝜋

𝑝𝑜
3𝑒−𝑖 cos 𝜏𝑝0

2 1

√cos 𝜏
√𝜋𝑒𝑖

𝜋
4  

(6.144) 

Rearranging 

 

𝜂(𝑟, 𝑡) =
2𝑒𝑖

𝜋
4

√𝜋𝑟2
∫ 𝑑𝜏

+𝜋

−𝜋

𝑝𝑜
3

√cos 𝜏
𝑒−𝑖 cos 𝜏𝑝0

2
 

(6.145) 

This can be simplified.  As 

 𝑝0 =
𝛼

2cos 𝜏
 (6.146) 

Therefore 

 

𝜂(𝑟, 𝑡) =
2𝑒𝑖

𝜋
4

√𝜋𝑟2
∫ (

𝛼

2cos 𝜏
)

3 1

√cos 𝜏
𝑒−𝑖 cos 𝜏𝑝0

2
𝑑𝜏

+𝜋

−𝜋

 

(6.147) 

 

=
2𝑒𝑖

𝜋
4

√𝜋𝑟2

𝛼3

23
∫ (

1

cos 𝜏
)

7
2⁄

𝑒−𝑖
𝛼2

4
1

cos 𝜏𝑑𝜏
+𝜋

−𝜋

 

(6.148) 

 

=
𝛼3𝑒𝑖

𝜋
4

22√𝜋𝑟2
∫ (

1

cos 𝜏
)

7
2⁄

𝑒−𝑖
𝛼2

4
1

cos 𝜏𝑑𝜏
+𝜋

−𝜋

 

(6.149) 

The method of stationary phase can then be applied to the phase term within the integral for 

𝜏, let: 

 
𝑓(𝜏) =

1

cos 𝜏
 

(6.150) 

 𝜕

𝜕𝜏
(

1

cos 𝜏
) =

sin 𝜏

(cos 𝜏)2
 

(6.151) 

 𝜕2

𝜕𝜏2
(

1

cos 𝜏
) =

cos 𝜏

(cos 𝜏)2
+ 2

sin 𝜏

(sin 𝜏)3
 

(6.152) 
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Therefore 𝑓(𝜏) will be stationary where 

 sin 𝜏

(cos 𝜏)2
= 0 

(6.153) 

 𝜏0 = 0 (6.154) 

A Taylor expansion of 𝑓(𝜏) in the vicinity of 𝜏0 = 0 gives 

 
𝑓(𝜏) ≈ 1 +

𝜏2

2
 

(6.155) 

Substituting this phase term (6.155) back into (6.149) and confining the integral to the 

vicinity of 𝜏0 gives 

 

𝜂(𝑟, 𝑡) =
𝛼3𝑒𝑖

𝜋
4

22√𝜋𝑟2
∫ (

1

cos 𝜏0
)

7
2⁄

𝑒
−𝑖

𝛼2

4
(1+

𝜏2

2
)
𝑑𝜏

𝜏0+𝜀

𝜏0−𝜀

 

(6.156) 

 

=
𝛼3𝑒𝑖

𝜋
4

22√𝜋𝑟2
𝑒−𝑖

𝛼2

4 ∫ 𝑒−𝑖
𝛼2

8
𝜏2

𝑑𝜏
𝜏0+𝜀

𝜏0−𝜀

 

(6.157) 

Again, using the identity integral for the exponential term: 

 
∫ 𝑒−𝑎𝑥2

𝑑𝑥
+∞

−∞

= √
𝜋

𝑎
 ; 𝑎 =  𝑖

𝛼2

8
 

(6.158) 

Therefore 

 

∫ 𝑒−𝑖
𝛼2

8
𝜏2

𝑑𝜏
𝜏0+𝜀

𝜏0−𝜀

≈ √
8𝜋

𝑖𝛼2
 

(6.159) 

 

= √
8𝜋

𝛼2
𝑒−𝑖

𝜋
4  

(6.160) 

Substituting (6.160) back into (6.157) gives, 
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𝜂(𝑟, 𝑡) =
𝛼3𝑒𝑖

𝜋
4

22√𝜋𝑟2
𝑒−𝑖

𝛼2

4 √
8𝜋

𝛼2
𝑒−𝑖

𝜋
4  

(6.161) 

 

=
2

3
2⁄ 𝛼3√𝜋𝑒𝑖

𝜋
4𝑒−𝑖

𝜋
4

22𝛼√𝜋𝑟2
𝑒−𝑖

𝛼2

4  

(6.162) 

 
=

𝛼2

2
1

2⁄ 𝑟2
𝑒−𝑖

𝛼2

4  
(6.163) 

As, from (6.114), 

 
𝛼 = √

𝑔

𝑟
𝑡 

(6.164) 

Therefore (6.163) becomes 

 
𝜂(𝑟, 𝑡) =

1

2
1

2⁄ 𝑟2

𝑔𝑡2

𝑟
𝑒−𝑖

𝑔𝑡2

4𝑟  
(6.165) 

 
=

𝑔𝑡2

√2𝑟3
𝑒−𝑖

𝑔𝑡2

4𝑟  
(6.166) 

Taking the real valued functions of the expression for the surface elevation: 

 
ℛ𝑒{𝜂(𝑟, 𝑡)} = ℛ𝑒 {

𝑔𝑡2

√2𝑟3
𝑒−𝑖

𝑔𝑡2

4𝑟 } 
(6.167) 

 
𝜂ℛ𝑒(𝑟, 𝑡) =

𝑔𝑡2

√2𝑟3
cos

𝑔𝑡2

4𝑟
 

(6.168) 

The phase term for this function appears sensible at this point; the amplitude term is a little 

surprising due to the joint dependence on both 𝑡2 and 𝑟3.  The magnitude of the indices does 

suggest that the function will decay with range from the point source, as it should, but the 𝑡2 
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component suggests that it makes the amplitude of the wave grow with time – somewhat 

unreal.   

6.3 Alternative Derivation 

In order to check this derivation, with particular consideration given to understanding the 

impact of the approximations, a slightly altered formulation shall be completed using the 

asymptotic formulation for ℐ𝑜(𝑘𝑟).  This stipulation does then confine the elevation solution 

to the far field. 

Starting with the expression for the surface elevation at (6.111): 

 
𝜂(𝑟, 𝑡) = ∫ 𝑘𝑒−𝑖√𝑔𝑘𝑡ℐ𝑜(𝑘𝑟)𝑑𝑘

∞

0

 
(6.169) 

The Bessel function of the first order of the first kind can be approximated as 

 
ℐ𝑜(𝑘𝑟) ≈

𝑖

√2𝜋𝑘𝑟
{𝑒𝑖(𝑘𝑟+

𝜋
4

) + 𝑒−𝑖(𝑘𝑟+
𝜋
4

)} 
(6.170) 

Substituting this into (6.169), therefore 

 
𝜂(𝑟, 𝑡) ≈ ∫ 𝑘𝑒−𝑖√𝑔𝑘𝑡

𝑖

√2𝜋𝑘𝑟
{𝑒𝑖(𝑘𝑟+

𝜋
4

) + 𝑒−𝑖(𝑘𝑟+
𝜋
4

)} 𝑑𝑘
∞

0

 
(6.171) 

 
=

𝑖

√2𝜋𝑟
∫ √𝑘 {𝑒𝑖(𝑘𝑟−√𝑔𝑘𝑡+

𝜋
4

) + 𝑒−𝑖(𝑘𝑟+√𝑔𝑘𝑡+
𝜋
4

)} 𝑑𝑘
∞

0

 
(6.172) 

For ease, the two separate terms within the integral can be treated separately: 

 𝜂(𝑟, 𝑡) = 𝜂1(𝑟, 𝑡) + 𝜂2(𝑟, 𝑡) (6.173) 

where 
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𝜂1(𝑟, 𝑡) =

𝑖

√2𝜋𝑟
∫ √𝑘𝑒𝑖(𝑘𝑟−√𝑔𝑘𝑡+

𝜋
4

)𝑑𝑘
∞

0

 
(6.174) 

 
𝜂2(𝑟, 𝑡) =

𝑖

√2𝜋𝑟
∫ √𝑘𝑒−𝑖(𝑘𝑟+√𝑔𝑘𝑡+

𝜋
4

)𝑑𝑘
∞

0

 
(6.175) 

So, making similar substitutions as before into 𝜂1(𝑟, 𝑡): 

 
𝑝2 = 𝑘𝑟 and 𝛼 = √

𝑔

𝑟
𝑡  

(6.176) 

Therefore 

  2𝑝𝑑𝑝 = 𝑟𝑑𝑘  (6.177) 

 
𝑑𝑘 =

2𝑝

𝑟
𝑑𝑝 

(6.178) 

The phase term (6.175) becomes, 

 
𝑘𝑟 − √𝑔𝑘𝑡 +

𝜋

4
= 𝑝2 − √𝑔𝑘

√𝑟

√𝑟
𝑡 +

𝜋

4
 

(6.179) 

 
= 𝑝2 − √𝑘𝑟

√𝑔

√𝑟
𝑡 +

𝜋

4
 

(6.180) 

 = 𝑝2 − 𝑝𝛼 +
𝜋

4
 (6.181) 

Completing the substitution of (6.176), (6.178) and (6.181) into (6.175) gives 

 
𝜂1(𝑟, 𝑡) =

𝑖

√2𝜋𝑟
∫

𝑝

√𝑟
𝑒𝑖(𝑝2−𝑝𝛼+

𝜋
4

) 2𝑝

𝑟
𝑑𝑝

∞

0

 
(6.182) 

 
=

√2𝑖

√𝜋𝑟2
∫ 𝑝2𝑒𝑖(𝑝2−𝑝𝛼+

𝜋
4

)𝑑𝑝
∞

0

 
(6.183) 
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Again, the phase term is suitable for the method of stationary phase to be applied to solve the 

integral: 

 𝑓1(𝑝) = 𝑝2 − 𝑝𝛼 +
𝜋

4
 (6.184) 

 𝜕

𝜕𝑝
(𝑝2 − 𝑝𝛼 +

𝜋

4
) = 2𝑝 − 𝛼 

(6.185) 

 𝜕2

𝜕𝑝2
(𝑝2 − 𝑝𝛼 +

𝜋

4
) = 2 

(6.186) 

Therefore 𝑓1(𝑝) will be stationary where 

 2𝑝 − 𝛼 = 0 (6.187) 

 𝑝0 =
𝛼

2
 (6.188) 

Using a Taylor series expansion of the function 𝑓1(𝑝) in the vicinity of 𝑝0: 

 
𝑓1(𝑝) = 𝑓1(𝑝0) + 𝑓1

′(𝑝0)(𝑝 − 𝑝0) + 𝑓1′′(𝑝0)
(𝑝 − 𝑝0)2

2!
+ ⋯ 

(6.189) 

 
 𝑓1(𝑝) ≈ (𝑝0

2 − 𝑝0𝛼 +
𝜋

4
) + (2𝑝0 − 𝛼)(𝑝 − 𝑝0) + (2)

(𝑝 − 𝑝0)2

2
 

(6.190) 

 = 𝑝0
2 − 𝑝0𝛼 +

𝜋

4
+ 2𝑝𝑝0 − 𝑝𝛼 − 2𝑝0

2 + 𝑝0𝛼 + (𝑝 − 𝑝0)2 (6.191) 

 = 𝑝0
2 +

𝜋

4
+ 2𝑝𝑝0 − 𝑝𝛼 − 2𝑝0

2 + (𝑝 − 𝑝0)2 (6.192) 

Rearranging (6.188) gives 

 𝛼 = 2𝑝0 (6.193) 

Substituting (6.193) back in to (6.192) gives 
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 𝑓1(𝑝) = 𝑝0
2 +

𝜋

4
+ 2𝑝𝑝0 − 2𝑝𝑝0 − 2𝑝0

2 + (𝑝 − 𝑝0)2 (6.194) 

 = 𝑝0
2 +

𝜋

4
− 2𝑝0

2 + (𝑝 − 𝑝0)2 (6.195) 

 = (𝑝 − 𝑝0)2 − 𝑝0
2 +

𝜋

4
 (6.196) 

Substituting the phase term (6.196) back in to the integral (6.183) and restricting the 

integration to the region in the vicinity of 𝑝0: 

 
𝜂1(𝑟, 𝑡) =

√2𝑖

√𝜋𝑟2
∫ 𝑝𝑜

2𝑒𝑖{(𝑝−𝑝0)2−𝑝𝑜
2+

𝜋
4

}
𝑑𝑝

∞

0

 
(6.197) 

 
=

√2𝑖

√𝜋𝑟2
𝑝𝑜

2𝑒−𝑖𝑝𝑜
2
𝑒𝑖

𝜋
4 ∫ 𝑒𝑖(𝑝−𝑝0)2

𝑑𝑝
𝑝0+𝜀

𝑝0−𝜀

 
(6.198) 

Making a substitution to complete the integral for 𝑝, let 

 𝑠 = (𝑝 − 𝑝0) (6.199) 

Therefore 

 𝑑𝑠 = 𝑑𝑝 (6.200) 

This gives (6.198) the form 

 
𝜂1(𝑟, 𝑡) =

√2𝑖

√𝜋𝑟2
𝑝𝑜

2𝑒−𝑖𝑝𝑜
2
𝑒𝑖

𝜋
4 ∫ 𝑒𝑖𝑠2

𝑑𝑠
+𝜀

−𝜀

 
(6.201) 

Again, using the identity integral for the exponential term: 

 
∫ 𝑒−𝑎𝑥2

𝑑𝑥
+∞

−∞

= √
𝜋

𝑎
 

(6.202) 

Therefore, the integration within (6.201) becomes 
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∫ 𝑒𝑖𝑠2

𝑑𝑠
+𝜀

−𝜀

≈ √
𝜋

−𝑖
 

(6.203) 

 = √𝜋𝑒𝑖
𝜋
4  (6.204) 

Substituting (6.204) back into (6.201) gives 

 
𝜂1(𝑟, 𝑡) =

√2𝑖

√𝜋𝑟2
𝑝𝑜

2𝑒−𝑖𝑝𝑜
2
𝑒𝑖

𝜋
4√𝜋𝑒𝑖

𝜋
4  

(6.205) 

 

=
√2𝑖√𝜋𝑒𝑖

𝜋
4𝑒𝑖

𝜋
4

√𝜋𝑟2
𝑝𝑜

2𝑒−𝑖𝑝𝑜
2
 

(6.206) 

 

=
√2𝑖𝑒𝑖

𝜋
2

𝑟2
𝑝𝑜

2𝑒−𝑖𝑝𝑜
2
 

(6.207) 

As, 

 𝑝0 =
𝛼

2
 (6.208) 

 

𝜂1(𝑟, 𝑡) =
√2𝑖𝑒𝑖

𝜋
2

𝑟2
(

𝛼

2
)

2

𝑒−𝑖
𝛼2

4  

(6.209) 

 

=
𝑖𝛼2𝑒𝑖

𝜋
2

2
3

2⁄ 𝑟2
𝑒−𝑖

𝛼2

4  

(6.210) 

The processing of 𝜂1(𝑟, 𝑡) can pause at this point to re-address 𝜂2(𝑟, 𝑡), from previous: 

 
𝜂2(𝑟, 𝑡) =

𝑖

√2𝜋𝑟
∫ √𝑘𝑒−𝑖(𝑘𝑟+√𝑔𝑘𝑡+

𝜋
4

)𝑑𝑘
∞

0

 
(6.211) 

So, making similar substitutions as before into 𝜂2(𝑟, 𝑡): 
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𝑝2 = 𝑘𝑟 and 𝛼 = √

𝑔

𝑟
𝑡  

(6.212) 

 2𝑝𝑑𝑝 = 𝑟𝑑𝑘  (6.213) 

 
𝑑𝑘 =

2𝑝

𝑟
𝑑𝑝 

(6.214) 

The phase term of (6.211) becomes, 

 
𝑘𝑟 + √𝑔𝑘𝑡 +

𝜋

4
= 𝑝2 + √𝑔𝑘

√𝑟

√𝑟
𝑡 +

𝜋

4
 

(6.215) 

 
= 𝑝2 + √𝑘𝑟

√𝑔

√𝑟
𝑡 +

𝜋

4
 

(6.216) 

 = 𝑝2 + 𝑝𝛼 +
𝜋

4
 (6.217) 

Completing the substitution of (6.212), (6.214) and (6.217) into (6.211) gives 

 
𝜂2(𝑟, 𝑡) =

𝑖

√2𝜋𝑟
∫

𝑝

√𝑟
𝑒

−𝑖(𝑝2+𝑝𝛼+
𝜋
4

) 2𝑝

𝑟
𝑑𝑝

∞

0

 
(6.218) 

 
=

√2𝑖

√𝜋𝑟2
∫ 𝑝2𝑒−𝑖(𝑝2+𝑝𝛼+

𝜋
4

)𝑑𝑝
∞

0

 
(6.219) 

Again, the phase term is suitable for the method of stationary phase to be applied to solve the 

integral: 

 𝑓2(𝑝) = 𝑝2 + 𝑝𝛼 +
𝜋

4
 (6.220) 

 𝜕

𝜕𝑝
(𝑝2 + 𝑝𝛼 +

𝜋

4
) = 2𝑝 + 𝛼 

(6.221) 
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 𝜕2

𝜕𝑝2
(𝑝2 + 𝑝𝛼 +

𝜋

4
) = 2 

(6.222) 

Therefore 𝑓2(𝑝) will be stationary where 

 2𝑝 + 𝛼 = 0 (6.223) 

 𝑝0 = −
𝛼

2
 (6.224) 

Using a Taylor series expansion of the function 𝑓2(𝑝) in the vicinity of 𝑝0: 

 
𝑓2(𝑝) = 𝑓2(𝑝0) + 𝑓2

′(𝑝0)(𝑝 − 𝑝0) + 𝑓2′′(𝑝0)
(𝑝 − 𝑝0)2

2!
+ ⋯ 

(6.225) 

 
 𝑓2(𝑝) ≈ (𝑝0

2 + 𝑝0𝛼 +
𝜋

4
) + (2𝑝0 + 𝛼)(𝑝 − 𝑝0) + (2)

(𝑝 − 𝑝0)2

2
 

(6.226) 

 = 𝑝0
2 + 𝑝0𝛼 +

𝜋

4
+ 2𝑝𝑝0 + 𝑝𝛼 − 2𝑝0

2 − 𝑝0𝛼 + (𝑝 − 𝑝0)2 (6.227) 

 = 𝑝0
2 +

𝜋

4
+ 2𝑝𝑝0 + 𝑝𝛼 − 2𝑝0

2 + (𝑝 − 𝑝0)2 (6.228) 

Rearranging (6.224) gives 

 𝛼 = −2𝑝0 (6.229) 

And substituting into (6.228) gives 

 𝑓2(𝑝) = 𝑝0
2 +

𝜋

4
+ 2𝑝𝑝0 − 2𝑝𝑝0 − 2𝑝0

2 + (𝑝 − 𝑝0)2 (6.230) 

 = 𝑝0
2 +

𝜋

4
− 2𝑝0

2 + (𝑝 − 𝑝0)2 (6.231) 

 = (𝑝 − 𝑝0)2 − 𝑝0
2 +

𝜋

4
 (6.232) 
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Substituting this expression for the phase term back into the integral of (6.219) and restricting 

the integration to the region in the vicinity of 𝑝0, 

 
𝜂2(𝑟, 𝑡) =

√2𝑖

√𝜋𝑟2
∫ 𝑝𝑜

2𝑒−𝑖{(𝑝−𝑝0)2−𝑝𝑜
2+

𝜋
4

}
𝑑𝑝

𝑝0+𝜀

𝑝0−𝜀

 
(6.233) 

 
=

√2𝑖

√𝜋𝑟2
𝑝𝑜

2𝑒𝑖𝑝𝑜
2
𝑒−𝑖

𝜋
4 ∫ 𝑒−𝑖(𝑝−𝑝0)2

𝑑𝑝
𝑝0+𝜀

𝑝0−𝜀

 
(6.234) 

Making a substitution to complete the integral for 𝑝, let 

 𝑠 = (𝑝 − 𝑝0) (6.235) 

Therefore 

 𝑑𝑠 = 𝑑𝑝 (6.236) 

This gives 

 
𝜂2(𝑟, 𝑡) =

√2𝑖

√𝜋𝑟2
𝑝𝑜

2𝑒𝑖𝑝𝑜
2
𝑒−𝑖

𝜋
4 ∫ 𝑒−𝑖𝑠2

𝑑𝑠
+𝜀

−𝜀

 
(6.237) 

Again, using the identity integral for the exponential term: 

 
∫ 𝑒−𝑎𝑥2

𝑑𝑥
+∞

−∞

= √
𝜋

𝑎
 

(6.238) 

Therefore, the integral within (6.234) becomes 

 
∫ 𝑒−𝑖𝑠2

𝑑𝑠
+𝜀

−𝜀

≈ √
𝜋

𝑖
 

(6.239) 

 = √𝜋𝑒−𝑖
𝜋
4  (6.240) 

This gives 
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𝜂2(𝑟, 𝑡) =

√2𝑖

√𝜋𝑟2
𝑝𝑜

2𝑒𝑖𝑝𝑜
2
𝑒−𝑖

𝜋
4√𝜋𝑒−𝑖

𝜋
4  

(6.241) 

 

=
√2𝑖√𝜋𝑒−𝑖

𝜋
4𝑒−𝑖

𝜋
4

√𝜋𝑟2
𝑝𝑜

2𝑒𝑖𝑝𝑜
2
 

(6.242) 

 

=
√2𝑖𝑒−𝑖

𝜋
2

𝑟2
𝑝𝑜

2𝑒𝑖𝑝𝑜
2
 

(6.243) 

As 

 𝑝0 = −
𝛼

2
 (6.244) 

 

𝜂2(𝑟, 𝑡) =
√2𝑖𝑒−𝑖

𝜋
2

𝑟2
(

𝛼

2
)

2

𝑒𝑖
𝛼2

4  

(6.245) 

 

=
𝑖𝛼2𝑒−𝑖

𝜋
2

2
3

2⁄ 𝑟2
𝑒𝑖

𝛼2

4  

(6.246) 

Recombining (6.210) and (6.246), as 

 𝜂(𝑟, 𝑡) = 𝜂1(𝑟, 𝑡) + 𝜂2(𝑟, 𝑡) (6.247) 

 

𝜂(𝑟, 𝑡) =
𝑖𝛼2𝑒𝑖

𝜋
2

2
3

2⁄ 𝑟2
𝑒−𝑖

𝛼2

4 +
𝑖𝛼2𝑒−𝑖

𝜋
2

2
3

2⁄ 𝑟2
𝑒𝑖

𝛼2

4  

(6.248) 

 

=
𝑖𝛼2𝑒𝑖

𝜋
2

2
3

2⁄ 𝑟2
(𝑒𝑖

𝛼2

4 + 𝑒−𝑖
𝛼2

4 ) 

(6.249) 

Using a standard application of de Moivre’s theorem: 

 
cos 𝑥 =

1

2
(𝑒𝑖𝑥 + 𝑒−𝑖𝑥) 

(6.250) 
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 2 cos 𝑥 = (𝑒𝑖𝑥 + 𝑒−𝑖𝑥) (6.251) 

Letting 

 
𝑥 =

𝛼2

4
 

(6.252) 

 

𝜂(𝑟, 𝑡) =
2𝑖𝛼2𝑒𝑖

𝜋
2

2
3

2⁄ 𝑟2
cos

𝛼2

4
 

(6.253) 

 
=

𝛼2

√2𝑟2
cos

𝛼2

4
 

(6.254) 

As 

 
𝛼 = √

𝑔

𝑟
𝑡 

(6.255) 

 
𝜂(𝑟, 𝑡) =

𝑔𝑡2

√2𝑟3
cos

𝑔𝑡2

4𝑟
 

(6.256) 

As it can be seen, this alternative derivation of the surface elevation, using different 

approximation methods, has reassuringly returned the same form for both the phase and 

amplitude variation as the direct application of the stationary phase method that gave the 

result (6.168).  Figure 101 shows a plot of the surface elevation derived from this function 

where the point disturbance occurs at the origin of the xy-plane. 
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Figure 101:  Surface plot of (6.256) for t = 10 s.  The plot shows the propagating wave pattern away from the points source 

at the x,y plane origin. 

6.4 Point Source Wake Model 

The derivations for the wave term from a point source can begin to be used to form the wake 

from a ship by considering the ship’s motion as a superposition of many delta impulses that 

each add ripples to the fluid surface.  The ship is modelled to move with velocity, 𝑣𝑠, in the 

negative x direction.  Restricting the ship’s velocity, 𝑣𝑠, to remain constant allows the time 

function to be considered as a function of the distance, x, rear of the ship.  The change in 

frame of 𝑟 from the point source in polar coordinates centred on the point source to the 

reference frame of the ship means that the distance from the ship, 𝑟𝑠, and the polar angle in 

the ship frame, 𝜃𝑠, must be taken into account.  The geometry is shown in Figure 102.  Use of 

the cosine rule gives 

 𝑟𝑠
2 = 𝑟2 + 𝑣𝑠

2𝑡2 + 2𝑣𝑠𝑟𝑡 cos 𝜃𝑠 (6.257) 
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Figure 102:  Diagram showing the geometry of the polar integration for composing the ship wake. 

This gives the ship wake formed from the sum of point sources from the hydrodynamic 

method as: 

 
𝜂ℛ𝑒(𝑟, 𝑡) = ∫

𝑔𝑡2

√2𝑟3
cos

𝑔𝑡2

4𝑟

0

−∞

𝑑𝑡 
(6.258) 

 
= ∫

𝑔𝑡2

√2(𝑟2 + 𝑣𝑠
2𝑡2 + 2𝑣𝑠𝑟𝑡 cos 𝜃𝑠)

3
2⁄

cos
𝑔𝑡2

4(𝑟2 + 𝑣𝑠
2𝑡2 + 2𝑣𝑠𝑟𝑡 cos 𝜃𝑠)

1
2⁄

𝑑𝑡
0

−∞

 
(6.259) 

A 3D plot of (6.259) can be seen at Figure 103. 
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Figure 103:  Surface plot of (6.259).  The point target is moving as per the previous modelling as a velocity of 7.72 ms-1.  

The plot demonstrates the development of the wave field of the point target into the Kelvin wake where the cusp waves and 

the tranverse wake can be seen. 

And a vertical projection can be seen at Figure 104. 

 

Figure 104:  Image plot of (6.259).  The point target is moving as per parameters in Table 2.  The Kelvin wake cusp waves 

and the tranverse wake can be seen bounded by the angle of 39°. 

6.5 Radar Scattering Model 

The radar scattering model is based on previously developed theory derived from the 

composite model for a generic sea surface.  The model employed here is similar to the 
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application by Ward and Hill (2018).  In line with the composite model, the surface wave 

spectrum is considered to be composed of two main groups of wave fields.  The shorter 

wavelength waves, specifically waves that have wavelength of roughly less than twice the 

wavelength of the incident radar energy, are responsible for the Bragg scattering.  The waves 

are considered in this case to be ubiquitous in nature.  The longer wavelength waves, on 

which the shorter wavelength wave field rides, are the waves that are ultimately responsible 

for the tilt modulation effect that modifies the RCS of the scene.  Therefore, the RCS is 

calculated through use of the normal to the slope of the surface elevation.   

 
𝑛 =

1 − ∇η

√1 + ‖∇η‖2
 

(6.260) 

The reflectivity of the surface can be indicated as a relative RCS, 𝜎𝑟𝑒𝑙, through the dot 

product of the surface normal and the incident radar energy that has internal angle 𝜃𝑖𝑛𝑐: 

 𝜎𝑟𝑒𝑙 = 𝑛. 𝑟̂ = cos 𝜃𝑖𝑛𝑐 (6.261) 

In order to only consider the scattered returns that make it back to the sensor, 𝜃𝑖𝑛𝑐 is 

confined: 

 −
𝜋

2
< 𝜃𝑖𝑛𝑐 < +

𝜋

2
 (6.262) 

As has been discussed, the motion of each scatterer has an impact on the mapped location 

within the SAR image.  In order to sufficiently model this characteristic, the bulk 

displacement is considered but the higher order effects of defocussing and smearing are not.  

The time differentiation of the surface elevation is used to determine the velocities of each 

scatterer within the wake.  These velocities are then used to map pixel-to-pixel the image 

locations. 
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(6.263) 

This is not an absolute calculation of the RCS of the scene but it does show comparative RCS 

within the scene.  The final step in the imaging algorithm here is to normalise the image to 

allow for ready comparison between models.  The output simulated SAR image from Figure 

104 can be seen in Figure 105. 

 

Figure 105:  Contour plot of the simulated SAR image generated from the Kelvin wake input of Figure 104. 

6.6 Summary 

The purpose of this chapter was to develop a final detailed model of the scene that included 

the primary target vessel and its associated wake so that a more accurate simulated SAR 

image could be produced.  This would allow for optimum analysis when compared with the 

real image and increase the understanding of the mechanisms behind the artefacts within the 

image.  Such a model has been developed that has been built from a point source up to a full 

ship wake.  The effect of the SAR processor has subsequently been added onto the model to 

produce a simulated SAR image.  The next chapter will be a short validation of the developed 
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model that will be achieved by comparing the result of the integrated point ship model with 

established models from other authors. 
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7 CHAPTER 7 – MODEL VALIDATION 

7.1 Introduction 

In this section, the results of the integrated point ship model are presented as well as 

compared with other established models.  A summary has already been discussed in Chapter 

2 concerning the multiple other established models that have been developed through the 

history of the study of both the ocean surface but also the interaction of radar with the 

environment.  For this comparison, two models were chosen that had similar aims as the one 

developed here but used alternate means to achieve the end state.  The aim of the use of such 

a model set is to use the similarities of the models, and their previous pedigree, to reinforce 

the developed theory here as well as use the known differences to further investigate the 

discussed phenomenon as the models react slightly differently to the theoretical construct. 

7.2 Thin Ship Model 

The first model is a special case of the early thin-ship modelling completed by Michell 

(1898).  The model follows a similar method to the application used by Lighthill (1967) 

where a Rankine ovoid is the source disturbance.  This specific model was compiled by Ward 

and Hill (2018) in IDL and converted for use in MATLAB to sit alongside the model 

developed in chapter 6 and the surface pressure model to be shown in section 7.3.  The 

fundamental expression used to determine the surface elevation of the water is 

 
𝜂(𝑥, 𝑦) =  ∫ ∫ 𝐹(𝑘𝑥, 𝑘𝑦)

𝑖𝑘𝑥𝑣𝑠

(𝒌. 𝒗)2 − 𝑔𝑘
𝑒𝑘𝑧𝑒𝑖𝒌.𝒙𝑑𝑘𝑥

+∞

−∞

+∞

−∞

𝑑𝑘𝑦 
(7.264) 

where  𝐹(𝑘𝑥, 𝑘𝑦) is the Fourier transform of the Rankine source term.  In order to generate 

the overall elevation, the algorithm constructs the spectrum of the unaltered Kelvin wake and 

outputs the surface elevation through convolution with the source term.  For consistency with 
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previous sections and comparison with the simpler models, the input parameters remain 

unaltered.  The parameters, including the additional details that relate to the dimensions of the 

target vessel, are shown at Table 3. 

 

Table 3:  Simulation parameters including developed target dimensions. 

The calculated spectrum of the undisturbed Kelvin wake from the thin ship model can be 

seen at Figure 106. 

target velocity v tgt / ms-1 7.72

target length length tgt / m 100

target width width tgt / m 10

radar velocity v rdr / ms-1 205.78

radar height h rdr / m 6096

SAR aperture duration T SAR / s 3

SAR aperture length L SAR / m 617.34

wavelength lamda / m 0.03

transmit bandwidth B tx / Hz 1.00E+08

pulse length t pulse / s 1.00E-06

PRF PRF / Hz 320

number of azimuth bins az bin / n 960

number of range bins rng bin / n 1532

real antenna length D / m 1

real beamwidth b wdth / deg 1.72
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Figure 106:  Contour plot of k-space spectrum of (7.264).  The characterisitc ‘hour-glass’ shape can be seen that is common 

for the Kelvin wake. 

Once the convolution is complete, an inverse Fourier transform yields the output image of the 

surface elevation shown at Figure 107. 

 

Figure 107:  Image plot of (7.264) showing the Kelvin wake generated by a Rankine ovoid source using Michell’s thin-ship 

methodology. 

The SAR processor step is then able to return the image that the radar sees of the calculated 

wake, shown at Figure 108. 
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Figure 108:  Contour plot of the simulated SAR image generated from the Kelvin wake input of Figure 107. 

7.3 Surface Pressure Ship Model 

The second model used here was not taken from previous code but developed directly from 

the work of Munk (1987) and Lyzenga et al. (1994) that uses a pressure distribution on the 

surface of the water to generate the wake.  For this derivation, the surface elevation comes 

from a Fourier transform solution of the linearised boundary conditions and is given by 

 
𝜂(𝑥, 𝑦) =  −

𝑃𝑜

(2𝜋)2𝜌𝑔
∫ ∫

𝑘

𝑔𝑘 − (𝒌. 𝒗)2
𝑒𝑖𝒌.𝒙𝑑𝑘𝑥

+∞

−∞

+∞

−∞

𝑑𝑘𝑦 
(7.265) 

This can be treated in a similar manner to the thin ship model by construction of the spectrum 

of the wake prior to combination with the pressure source.  For ease of comparison the steps 

have been mirrored in Figure 109 to Figure 111 using the same input parameters as Table 3. 
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Figure 109:  Contour plot of k-space spectrum of (7.265).  The characterisitc ‘hour-glass’ shape can be seen as in Figure 106. 

 

Figure 110:  Image plot of (7.265) showing the Kelvin wake generated by a pressure distribution source using Munk et al.’s 

methodology. 
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Figure 111:  Contour plot of the simulated SAR image generated from the Kelvin wake input of Figure 110. 

7.4 Integrated Point Ship Model 

Finally, the model developed in the previous chapter is used to generate a simulated SAR 

image in line with the (7.264) and (7.265) using input parameters of Table 3.  The processing 

steps of the wake generating algorithm could not be mirrored exactly, as they were with the 

surface pressure and thin ship models, to first generate a spectrum and then the final wake 

due to the direct way in which initial integral is conducted to form the final wake.  The 

spectrum can however be produced post wake formation for comparison, which is shown at 

Figure 112.  The large-scale wake produced by the model can be seen at Figure 113 and the 

simulated SAR image shown at Figure 114. 
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Figure 112:  Contour plot of the k-space spectrum of (6.259).  The characterisitc ‘hour-glass’ shape is visible but somewhat 

distorted. 

 

Figure 113:  Image plot of (6.259) showing the Kelvin wake generated by a point source following the methodology 

developed in Chapter 6. 
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Figure 114:  Contour plot of the simulated SAR image generated from the Kelvin wake input of Figure 113. 

7.5 Summary 

The purpose of the chapter has been to utilise two previously derived models to validate the 

output of the integrated point ship model.  The generated k-space spectra, the surface 

elevations and the simulated SAR images have been used to show that the integrated point 

ship approach is satisfactory.  The comparison has shown that there are differences between 

the outputs, which are intriguing and will be more fully analysed in the next chapter. 
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8 CHAPTER 8 – FINAL ANALYSIS 

8.1 Introduction 

Work in the Chapters 3, 4 and 5 used more simple constructions of the target scene to explain 

the appearance of both the target vessel returns and the bloom artefact.  This was both 

encouraging but left some questions, particularly in relation to the wake bloom artefact, that 

flagged the need to examine further with a more comprehensive approach.  The more detailed 

stage of hydrodynamic modelling of Chapter 6 has been completed and validated by 

comparison with alternative established wake models in Chapter 7.  The work of this chapter 

will be to examine the output of the integrated point ship model against the real image. 

8.2 Wake Bloom Envelope 

The orbital velocity model for the transverse waves within the Kelvin wake was able to 

produce an envelope shape as shown in Figure 74 that had a similar relationship of azimuthal 

width to aft distance from the vessel when compared to the bloom artefact within the SAR 

image.  However, the reason for the resultant shape of this envelope was somewhat imposed 

on the simulation by the use of the model for the orbital velocity.  The orbital velocity decay 

was based on sound modelling of both theoretical physical process of Stoker (1957) coupled 

with comparison with quantitative assessment of Cox and Macfarlane (2019).  However, the 

model produced by both was known beforehand to have a power law structure so, although 

based on sound reason, did allow the distribution of the expected answer to be known before 

the result of the simulation was obtained.  A sounder scientific process to show the source of 

the mechanism would be to have a model produce the required image distribution as a result 

of a hypothesis concerning the mechanism.  This is now happily the case.  The model does 

not only attempt to establish the extent of the envelope but looks to plot scatterers that fit 

within the envelope as well.  The boundary is more real as a result both in its sharpness of 
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edge but also its shape within the simulated SAR image.  In each case, the returns nearest the 

target vessels are large in azimuth and decay in width rapidly until a lingering tail remains.   

Figure 115, Figure 116 and Figure 117 show analysis of the decay of the tail with the purpose 

of finding the coefficient of the power law decay.  It can be seen from the R2 values that there 

is a reasonably good fit of the data with a power law decay.  This is particularly so in the thin 

ship and surface pressure ship models and slightly less so in the integrated point ship model.  

The fit of the third is is not quite as good as the first two.  However, the power law exponents 

of decay -0.62, -0.46 and -0.24 are of the order predicted by the previous work of Stoker and 

Cox et al.  It is possible that the narrowing of the wake artefact being asymmetric either side 

of the wake centreline could be a cause of the poorer fit of Figure 117 compared with Figure 

115 and Figure 116.  This asymmetric narrowing of the decay of the wake that can be seen in 

the simulated SAR image at Figure 105 and Figure 114.  The wake width appears to decay 

well on the side of negative beam displacement and almost remain constant on the positive 

side.  This asymmetry will be discussed shortly.   

 

Figure 115:  Log-log plot of the simulated SAR image bloom azimuthal extents with range for the thin-ship model (7.264).  

The vertical and horizontanl error bars have been derived from the accuracies of the measurement process. 
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Figure 116:  Log plot of the simulated SAR image bloom azimuthal extents with range for the pressure distribution model 

(7.265).  The vertical and horizontanl error bars have been derived from the accuracies of the measurement process. 

 

Figure 117:  Log plot of the simulated SAR image bloom azimuthal extents with range for the point ship model developed 

here (6.259).  The vertical and horizontanl error bars have been derived from the accuracies of the measurement process. 

As the theoretical mechanism behind the generation of the imagery phenomenon is 

essentially sinusoidal, i.e. equally positive and negative, then a boundary should exist in a 

manner similar to the simple case.  This boundary would be determined by a symmetric 

spread of velocities of the wave orbital motion observed by the radar about a zero mean.  

However, for the real image, it must be understood that slight variation from the theoretical 
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perfect sinusoidal motion will blur the boundary.  Surface roughness, wind and tide effects 

could quite easily induce such deviation and produce a limited but variable bloom in the 

imagery.   

8.3 Wake Bloom Tail 

One aspect of the bloom artefact that the power law could not explain directly was the 

somewhat abrupt decay of the intensity as the distance downstream from the target vessel 

increased; at a particular aft range from the target the strong returns within the tail effectively 

ceased.  Consideration was given to the location within the wake of white water and breaking 

events but a conclusive answer could not be given.  The somewhat abrupt end to a bloom-like 

artefact is present in all three model simulated SAR images.  Interestingly, none of the chosen 

models include white water as a scattering mechanism.  The scatterer mechanisms used in the 

radar simulation element of the models focus primarily on the tilt modulation of the Bragg 

wave field.  The appearance of the bloom intensity decays in all three models would therefore 

suggest that there exists a construct where tilt modulation generates a strong intensity 

response near the target vessel and remains reflective for some distance until a threshold aft 

of the target.  Around such a threshold point, the reflectivity drops significantly and the wake 

return in the SAR image obscures into the background clutter.  A point of note, the modelling 

assumptions did not specifically look to recreate breaking events as all remain within the 

linear parameter-space, however, the extremes of the tilt modulation could conceivably get 

waves into such shapes that they could exhibit burst-like characteristics.  This supposition 

takes explanation for the burst scattering from Watts et al. (2005), understanding that there 

remains some disagreement as to the exact mechanism behind such events.   

Examining the potential of the white water source a little further, using the quantitative 

approach of Melief et al. (2006), breaking events can occur where the wave amplitude and 
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wavenumber product is greater than 0.35, as shown in (4.57).  Applying that criteria to the 

modelling could shed light on the region within the wake where waves may break and 

therefore generate white water.  The issue with direct application of (4.67) is that the original 

work looked at situations with single and constant wavenumbers.  It is clear here that this 

criterion does not apply given the inclusion of all possible wavenumbers in the construction 

of the model.  However, an alternative approach is possible.  Ward et al. (2006) cite a wave 

steepness limit 0.58, in a similar manner to the amplitude wavenumber product of Melief et 

al. (2006).  Having already calculated the surface elevation for the given sources a direct 

derivative of the elevation will return the required slope, which can be compared to the limit 

noted by Ward et al.  Figure 118 shows the plot of the gradient of the surface elevation in full 

detail. 

 

Figure 118:  Contour plot of the gradient of the surface of the wake behind a ship. 

In Figure 118 the wave gradient does not exceed the threshold of 0.58 indicating that there 

are no regions of the calculated wake that would break.  A further plot is given that restricts 

the contours within the plot, Figure 119, to indicate where the breaking events are most likely 
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to occur if the amplitude of the waves were to increase gradually to breaking point.  In this 

particular case, where the input parameters are as per Table 3, there is nowhere on the image 

that exceeds the threshold.  This shows that in this case the wave field is smooth throughout.  

However, this will not always be the case as the surface elevation of the wake is dependent 

on the source vessel characteristics.  The larger the vessel and the greater the velocity the 

greater the gradients of the wake will become.  Figure 119 therefore indicates the areas of the 

wake of Figure 118 that will predictably and consistently break first given any increase in the 

vessel parameters.  Breaking events also occur due to the interaction between the wake and 

the ambient wind-wave field.  It is also worth a note that sea spikes are breaking-event-

associated but it is not clear that a near-break cannot create a spike-like radar cross section.  

So, although the threshold was not breached in this case, the extremes of gradient remain a 

good indicator as to the extremes of radar cross section.  This is a pleasing result as it would 

be expected from general observation of the wake of vessels that the cusp waves are routinely 

seen to break close to the source vessel and the magnitude of the break decays away from the 

vessel.  This can be seen in the previously discussed photographic image at Figure 72. 
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Figure 119:  Reduced contour plot of the gradient of the surface of the wake behind a ship.  The reduced number of contours 

illustrates the likely areas in the Kelvin wake field where waves will most consistently and predictably break.  In this case 

the contours show the regions bounded by wave steepness that is greater than 0.05 or less than -0.05. 

Due to the way waves of varying wavenumbers radiate to generate the Kelvin wake pattern, 

an approximation can be attempted that uses the Melief et al. threshold to compare against the 

slope threshold.  By restricting the amplitude wavenumber product along the line of the 

transverse wake a relatively good approximation can be made of the risk of breaking.  Figure 

120 is plotted by taking a line along the centre of the wake to illustrate the magnitude of the 

amplitude wavenumber product.  Of note, the power law decay of the amplitude can readily 

be seen from the shape of curve in Figure 120.  Primarily though, the threshold of 0.35 is not 

exceeded in this case and it can be seen that the region where breaking waves most likely 

occur is very confined to the near field wake of the target vessel.  The white water has been 

noted to exist for a certain measurable lifetime on the surface of the water.  The measure of 

this time quantity has already been shown to be a highly variable figure that can change by a 

factor of roughly 50.  From Callaghan et al. (2017), the longest persisting foam lasted 10.4 s.  

From this estimation of the lifetime of the foam created, there could exist a region of roughly 

80.2 m aft of the vessel where scattering could be affected in quite a chaotic manner from 
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such water.  This approximation is not very close to the measured haze region of Figure 121 

that has aft range extent of 215 ± 20 m suggesting that the foam is not a direct source 

mechanism for the haze. 

 

Figure 120:  Plot of wake amplitude wavenumber product, i.e. wave steepness, variation with target aft range showing the 

power law decay directly along the centreline of the target vessel’s transverse wake.  The breaking wave threshold of Melief 

et al. (2006) of 0.38 would suggest waves would break in the closest 150 m to the target vessel. 

 

Figure 121:  Chip-out from full SAR image annotated to show the assessed likely area of rough water within the wake 

bloom. 
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Figure 120 does show that the waves of greatest steepness occur on the centreline 

immediately rear of the vessel however in order to take the wider field into account the 

Kelvin wake crest waves should also be considered.  The crest waves have greater amplitude 

than the transverse waves but have a shorter wavelength.  Even so, in this case the wave 

steepness of the crest waves is not sufficient to generate breaking waves so have no impact on 

a potentially foam-covered region.  When considering the real sea there are many factors that 

will cause waves to break beyond just the underlying Kelvin wake pattern as calculated here.  

The combination of the ambient sea state, the wind wave field and tidal flow are some of the 

primary factors that provide and describe the energy that is within the overall wave field.  

Breaking can readily occur in short timeframes when locally sufficient energy grows within a 

wave as an accumulation of these real environmental effects.  When these are combined with 

the additional energy of a ship wake, the energy can then stimulate breaking events in the 

regions such as those suggested by Figure 119 even though in isolation the wave steepness is 

not predicted to exceed the necessary threshold.   

8.4 Wake Bloom Skew 

A further phenomenon that could not be categorically answered by the previous section was 

the appearance of a small azimuthal skew to the bloom artefact in relation to the target vessel.  

The true location of the target vessel was of the order of 100 m off-centre within the leading 

edge of the bloom.  Such a small skew, owing to the sensitivity of the azimuthal displacement 

of the SAR processing, has been proposed to be the result of a tidal effect or a result of the 

scattering mechanism being from whitecap returns that have a natural offset to their Doppler 

spectrum.  Not knowing the precise tidal conditions of the image collection, the first 

proposition could not be confirmed or rejected.  However, the final model at Figure 105 

shows signs of such an azimuthal skew without the consideration of the tides.  The magnitude 
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of the skew fits the order of magnitude that has been seen in the real image.  Of note, the 

skew appears, albeit to a lesser extent within the thin ship and pressure ship models also.  

Ward et al. (2006) consider the offset spectra of whitecap events and assess this to be a result 

of the location of the rough water source being in the vicinity of the leading face of a 

breaking wave.  The measured skew from the cited source would however give a target vessel 

location that was at a ratio of roughly 0.41:1 through the leading edge of the wake bloom, 

comparing the length of the bloom leading edge to the left of the true target location to that 

on its right.  This is a stronger skew than is observed in the real image, 0.75:1. 

Dissecting the modelling process, a possible explanation for the appearance of the skew could 

be due to the proportion of the full orbital motion of the water surface that is observed by the 

radar.  As the tilt modulation aspect of the radar model partially takes shadowing into account 

then it is very possible that certain elements of the wake calculated are hidden from view of 

the sensor.  This will be most pronounced when the amplitude of the surface elevation is at its 

greatest, which will normally be nearest the target vessel source.  The skew is most 

noticeable along the azimuth line of the vessel where the greatest amplitude waves would be 

predicted.  Figure 122 shows variation of the shadow region of a surface wave.   
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Figure 122:  Diagram showing the variation of the impact of shadowing with differing grazing angles. 

The two cases given show that when the amplitude of the wave amplitude is great then the 

shadow region is increased compared to the lower amplitude wave case.  A point to note is 

that this situation is equivalent in the imaging geometry to variation in grazing angle.  As the 

shadow region is located within the trough of the wave, where one of the extremes of along-

boresight water particle velocity is found, the affect will be the reduction in visibility of this 

extreme of velocity and hence the reduction in the envelope of the bloom artefact on the 

corresponding side determined by the sense of the radial velocity.  This can be seen in Figure 

123. 
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Figure 123:  Diagram showing the likely impact of shadowing on the extremes of the wake bloom. 

To investigate this possibility further, Figure 124 shows the plot of the amplitude of the 

transverse wave field directly along the centreline of the Kelvin wake pattern of Figure 104. 

 

Figure 124:  Plot showing the wave amplitude of the transverse waves within the Kelvin wake against aft range from the 

target vessel.  The plot is taken along the centreline of the wake. 

A comparison between the wave gradient shown in Figure 125 and the grazing angle of the 

imaging geometry, 3.5 deg in this case, shows that the nearest 53 m of the wake is likely to 

suffer from partial shadowing. 
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Figure 125:  Plot of wave gradient in the along-target-track direction against aft range.  The plot is taken along the centreline 

of the wake.  The horizontal threshold at -0.058 shows where the steepness of the wake breaches the criterion for shadowing 

being present. 

In this case, the proportion of the balance of the skew is a calculable quantity given a known 

amplitude and wavelength.  The two limiting cases that relate to the bloom skew in this 

geometry are shown in Figure 126 where the shadowing either allows the full extent of the 

Doppler spectrum of the wave to be observable or where the shadowing denies the 

observation of the lower half of the spectrum and therefore results in full skew. 
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Figure 126:  Diagram showing the situations of shadowing where the Doppler spectrum of the wave can be seen to be 

bounded due to the proportion of the wave phase that is observable by the sensor. 

Also, if this mechanism was responsible for the skew then the sense of the skew would be 

dependent on the aspect of the collection.  Using the GF technique where the transverse wake 

is either fully moving towards or away from the sensor, the shadowing would either have 

most effect on the receding section of the waves or conversely the approaching sections.  In 

the case of imaging the target vessel from bow to stern, the approaching elements of the wave 

are predominantly observable and therefore the skew will be towards the positive azimuthal 

direction of the motion of the sensor.  For the case where the target vessel is imaged from 

stern to bow, the receding elements of the wave are dominant and therefore the skew would 

be towards the negative azimuthal direction of the sensor’s motion, as shown in Figure 127.  

Both geometries in Figure 127 have been collected somewhat already so could aid future 

analysis. 
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Figure 127:  Diagram showing the sense of the impact of the shadowing of the waves on the bloom artefact with relation to 

the imaging geometry. 

An alternative explanation for the source of the skew could be from the significant decay that 

is seen from the early wave amplitudes that exist just to the rear of the target vessel compared 

with the amplitudes of the waves further from the vessel.  The decay can be visually seen in 

Figure 124 where, in line with the power law decay prediction that at very small values of 

target aft range the amplitude is very great.  There are, of course, real-world physical 

limitations that do not allow the wave to follow the true exponential spike at range equal to 

zero but the smaller the value then the significantly larger the first peak will be compared to 

the next.  If this were the case then similar arguments with regard to the sense of the skew 

could be made as with the shadowing case as there is a similar predicted reduction in the 

negative side to the wave’s Doppler spectrum.  However, as the source is rooted in the power 

law decay then this would read directly across to the magnitude of the skew.  Figure 128 

shows a plot of measured values from the wave amplitude of plot at Figure 105 with lines of 

best fit using the assessed power law relationship in Figure 115, Figure 116 and Figure 117.  

The mean power coefficient for the three models has been used, -0.44, and the amplitude 
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factor that was originally arbitrary has been scaled to fit the initial wave amplitude.  The fit of 

the power law relationship has been assessed using a chi-squared test that gives an answer of 

almost unity.  The best fit lines have not been extended beyond the available data for the peak 

and trough measurements to illustrate the extent, now both aft and beam, of the bloom 

envelope given the proposed mechanism.  A noticeable skew between the positive and 

negative beam ranges can be seen in the figure.  From the measured results, the true target 

vessel location would plot 86.1 m away from the centreline of the visible bloom in the SAR 

image with a ratio of 0.64:1 within the bloom frontage.  This displacement is pleasingly 

similar in magnitude and ratio of 0.75:1 to the real image at Figure 63. 

 

Figure 128:  Plot of wave amplitude against aft range taken from the transverse waves along the centreline of the wake.  The 

line of best fit has been derived from the power law decay assessments in Figure 115, Figure 116 and Figure 117.  

Applied to a real target, it would be difficult to distinguish between these effects on the skew 

of bloom.  Given the proposed mechanisms of each it would be expected that the skew due to 

the power law to be evident in all cases as this relationship is ubiquitous for all wakes and 

imaging geometries.  There may also be shadowing superposed that will further affect the 

bloom skew.  This can be predicted to a certain degree with the known parameters of the 
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imaging geometry but without the knowledge of the amplitude of the waves within the wake 

then the full effect can only be approximated.  Figure 128, through its goodness of fit, 

suggests that observation of the wake decay by fitting the power law could infer a suitable 

number to approximate the amplitude of the waves in order to assess the shadowing. 

8.5 Wake Bloom Striations 

Not attempted to be explained by the simple model, evident within the real image, and 

therefore a lingering question are the striations that run azimuthally through the bloom effect.  

It was suggested but could not be ascertained whether the striations were isolated elements of 

the bloom with their own source or scattering mechanism from the remainder of the bloom.  

Or, whether the striations were simply particularly bright sections of the bloom and that the 

bloom is a superposition of multiple striations.  The model bloom area in Figure 105 is 

strongly defined by striations as seen within the real image.  Figure 129 shows enlargements 

of the bloom artefact where the phenomenon can be seen. 

 

Figure 129:  Chip-out of full SAR image annotated to show the zoomed areas for Figure 130. 
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Figure 130:  Side-by-side comparison of areas within the wake bloom showing elogated and short azimuthal striation 

structure.  The area of the wake bloom nearest the target vessel also shows a diffuse haze return. 

The enlargements in Figure 130 shows three somewhat distinct forms within the bloom that, 

to varying extents, occur in other images containing the overall artefact.  The three forms are 

the already mentioned striations but are further split here into elongated and shorter versions 

of what appear to be a similar artefact, and, the diffuse haze that permeates the bloom itself.  

The sub-aperture analysis, Figure 58, showed deconstruction of the short azimuthal striations 

as point-like and intense scatterers that have the Doppler spectrum effect of moving a 

relatively short distance in azimuth during the full aperture.  This was described to be akin to 

the expected returns from burst events.  The abundance of the short azimuthal striations, 

albeit less intense than within the wake area, throughout the remainder of the image would 

suggest that the source is a common feature of the water surface.  

With reference to the elongated striations, given the consideration of the wave steepness at 

Figure 120 and the expected Doppler spectra from a whitecap return, as shown by Watts et al. 

(2005), it is entirely reasonable to say that these striations due to their location and the large 

azimuthal spread, of the order of 600 m compared to the background spreads of the order of 
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23 m, are a result of whitecap events from the high amplitude waves in the near field wake of 

the target vessel.  The plot in Figure 120 that shows only the first three complete waves of the 

Kelvin wake will likely show whitecap returns is mirrored in Figure 63 where only two major 

elongated striations can be readily identified but there are hints of a small number more at 

much reduced intensity. 

The diffuse haze seen in Figure 129 is another common artefact within blooms but is not as 

distinct in the model plot of Figure 105 as the striations but it appears replicated by the thin 

ship and surface pressure models shown in Figure 108 and Figure 111.  In Figure 105, but 

both elongated striations appear close to the target vessel and the short striations appear 

farther from the vessel.  The elongated striations are seen within 75 m downstream of the 

vessel and the short striations beyond 200 m.  In the mid region there appears to be signs of 

the haze artefact.  It can be seen where the linear features blur at the edges but do not form 

the full area effect seen in Figure 129.  As the sub-aperture analysis had a limited conclusion 

as to the source of the haze it was considered that white water may be responsible.  The 

disagreement concerning the expected reflectivity of white-water bubbles floating on a water 

surface between the likes of Alpers et al. (1981) and Gunn et al. (2018) did not assist in the 

identification of a true source.  The appearance of both the haze artefact in the thin ship et al. 

and surface pressure models, where it is known that no white-water modelling has been 

included, would suggest that consideration of the bubble reflectivity is somewhat moot and 

that the tilt modulation and Bragg effects can account suitably for the haze.  This would 

therefore suggest that the haze is less of a white-water effect and more of a rough water 

effect. 

A final point of note from Figure 105 concerns the plotting of the striations.  It would be 

natural to directly read across the distribution of the transverse wake lines into the simulated 
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SAR image as the alignment and placing is roughly similar but upon closer inspection it is 

clear that there are several key differences.  The orientation of the strongest parts of each line 

does not directly follow a line of the transverse wake nor too does the spacing between the 

striations mirror the wavelength.  In fact, the spacing appears roughly double the wavelength 

of the transverse wavelength.  There is nothing that can be seen immediately within the real 

image of Figure 44 to confirm the modelling.  More data would need to be used to 

corroborate this potential artefact. 

8.6 Summary 

This chapter has shown that the implementation of the more rigorous mathematical model for 

describing the wake of the target vessel has been able to provide more probable answers to 

the questions as to what lies behind the cause of the bloom artefact.  This combined with the 

progress made with previous chapters has resulted in a satisfactorily combined concept of the 

ship and wake artefact combination.  This combined conclusion will be summarised in the 

final chapter with considerations for possible future work in this particular area of research. 
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9 CHAPTER 9 – CONCLUSIONS AND FUTURE WORK 

9.1 Introduction 

Having completed all steps of analysis within this study, this final Chapter collates and 

summaries the conclusions of the previous sections and identifies specific areas where more 

work could be done to expand the field or improve the approach taken.  The aim of this thesis 

has been to understand and explain the multiple phenomena that occur in low grazing angle 

SAR images of moving ships.  The methodology used began with application of sub-aperture 

analysis of the raw SAR imagery then followed by progressively more complex radar and 

scatterer modelling.  The increased fidelity of modelling that improved through stages 

allowed for the analysis of particular characteristics and phenomena within the collect.  Some 

elements of the imaging have been satisfactorily explained however some questions still 

remain.   

9.2 Conclusions 

From the use of the basic model it can be concluded that several of the major artefacts can be 

explained through the direct employment of well-established SAR imaging phenomenology.  

This conclusion includes the azimuthal displacement of the target vessel, the azimuthal 

ambiguity of the target vessel return, the apparent defocus of the primary vessel return and 

the plot of the range location within the image.  The azimuthal displacement is expected as an 

effect of the bulk motion of the target vessel.  As shown in (4.53), the magnitude and 

orientation of the azimuthal displacement can be determined by the relative velocities of the 

sensor and the target vessel.  It is shown in Chapter 4 that the collection geometry in the case 

of GF produces azimuthal displacements that are significant in comparison to image size and 

target vessel size.  The related characteristic of azimuthal displacement due to PRF induced 

ambiguity is also apparent as predicted through SAR image formation process.  The relatively 
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low PRF of SAR collection makes ambiguity a risk in standard SAR imagery, although it is 

normally planned to be avoided by sensor design, but in the instance of a moving target the 

impact of the radial velocity on the Doppler signature of the target moves the ambiguous 

returns into view within the image.  As shown in (4.54), the PRF induced ambiguity is 

controlled by the radar signal wavelength, the PRF and the ratio 
𝑅

𝑣𝑟𝑑𝑟
, which is shown to be a 

significant determining factor in the character of many of the phenomena demonstrated in 

this study.  Having explained the plotted location of the target vessel return within the image, 

the defocus of the vessel is also addressed and concluded to be as a result of both the bulk 

motion of the vessel and the ambiguous nature of the return that appears within the image.  

Of note, the difference between the simulated image of Figure 85 and a real radar image of 

the same target would be additional defocus caused by radial and lateral accelerations.  

Figure 83 also shows the small but apparent range error effect caused to the range plot of the 

target vessel return mainly as a result of the ambiguous return but also the motion of the 

vessel through the scene footprint during the collection time. 

A common theme associated with the azimuthal displacement of the primary vessel and the 

azimuthal spread of the wake feature returns is the extent to which they impact the image as 

opposed to the effects just being present.  The individual effects are not only present but 

commonly have a significant impact on the image – for instance when azimuthal 

displacement is apparent the magnitude of the displacement is comparable, if not larger, than 

the total image size.  This observation can be considered as a phenomenon in itself.  The root 

cause of this characteristic of this GF imagery is shown to be due the 
𝑅

𝑣𝑟𝑑𝑟
 ratio.  The ratio acts 

to magnify the individual velocity induced phenomena.  In certain cases, this acts to make the 

image harder to interpret and analyse as the ‘true’ sample of the target is significantly 
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distorted.  An example of this is the lack of appearance of the standard Kelvin wake pattern 

of transverse and cusp waves within the SAR image.  The 
𝑅

𝑣𝑟𝑑𝑟
 ratio is high, compared to 

many other radar systems and imaging geometries, and hence results in highly non-linear 

azimuthal distortions.  As such, the ratio azimuthally distorts the pattern to such an extent that 

the bunching of the scatterers cannot be readily seen by the image analyst.  However, when 

understood, this ratio characteristic should be considered situationally useful as the effect can 

be used as a form of microscope to closely and directly examine the velocity induced Doppler 

signature within the image. 

The potential scattering mechanism of white-water has been considered following 

postulations from previous work but noting the evident disagreement on the topic from 

certain authors.  Ultimately the appearance of the bloom artefact, including many of its key 

characteristics, within Figure 105 are reproduced from a model that contains no white-water 

scattering mechanism.  This strongly suggests that the white-water itself does not provide a 

good scatterer in this case.  It is important to make the distinction that, in line with the sea 

clutter scattering phenomena models, this does not fully dissociate the increased scattering 

magnitude from white-water locations within the wake.  This is most notable when 

considering the whitecap mechanism where a breaking wave event shows a raised return and 

white-water.  Rough water within the breaking event that provides increased RCS and the 

white-water are often present together.  However, it should be understood that the 

coincidence does not necessarily attribute increased RCS to white-water as the scattering 

mechanism is associated with the rough water.   

Of particular interest, as a novel contribution to this study, was the investigation and explain 

the appearance of the unusual bloom artefact in the vicinity of the target vessel return.  
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Through use of the hydrodynamic modelling for the Kelvin wake pattern of the ship and use 

of a low gazing angle SAR radar model it is shown that a bloom artefact can be reproduced in 

the near field wake region of a moving ship.  As such, it is concluded that the bloom artefact 

is the result of near zero radial velocity rough water scatterers in the near field region of the 

wake.  Through the use of sub-aperture SAR analysis, it is shown that the bloom artefact 

contains several distinct characteristics.  The presence of striated features that extend 

significantly in azimuth but less so in range suggests the bloom contains breaking wave 

events that exhibit whitecap scatterer returns.  The widespread haze return that accounts for 

much of the bloom area within an image suggests that the region of the bloom contains rough 

water that significantly increases the relative reflectivity of the artefact above the average sea 

clutter level.  The shape of the bloom envelope has been considered and shown to follow 

power law decay in accordance with decay of the orbital velocity of the Kelvin wake cusp 

and transverse waves. 

Through the use of the sub-aperture analysis, sea clutter sea spikes can be identified.  The 

narrow Doppler signature of the spikes is clearly evident along with the representative 

timeframe of each event.  The interesting and novel observation of the slight movement of the 

Doppler centroid of each event in relation to others was shown through comparison of 

multiple spikes.  Further investigation into the magnitude and nature of this characteristic 

would be useful further work as the current accepted model suggests the peak should exhibit 

a constant frequency spike, if the spike is associated with a burst mechanism.  The wider 

modulation of the background clutter is observed across the image and is deduced to be swell 

related Bragg returns, notably different from the velocity bunching effect seen in high grazing 

angle SAR imagery of the ocean surface.  As the real-time swell was not recorded within the 

scene, this conclusion cannot be validated further at this stage.  Also worth further 
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investigation is the intensity variation through the sub-image set.  It has been argued that the 

antenna-beam weighting correction within the sub-aperture approach is the most likely cause 

but the initial image autofocus could not be fully ruled out and may play as a factor. 

9.3 Suggested Future Work 

The approach taken has proven useful to allow for detailed analysis of the target vessel, 

bloom artefact and the sea clutter.  This is achieved, as planned with the approach, through 

closer inspection of the Doppler signature progression through the image collection.  To that 

extent the technique, developed and employed, is effective and the user interface allows for 

flexibility.  However, this could be improved by investigating the optimisation of the window 

that is selected in order to balance the effect on the image and the achieved resolution.  Also, 

the window overlap could be examined and made controllable by the operator as it may prove 

analytically useful.  The approach taken allows for a smooth transition between sub-images 

with a scalable degradation of resolution but it could prove useful in certain circumstances to 

provide the user with chronologically displaced, high resolution, Doppler distinct sub-images 

rather than a sub-image set that are more akin to animation. 

The sub-aperture approach could be extended to increase the fidelity of the RDA model 

applied here.  One of the main constraints of the specific RDA model developed in this study 

is the limitation due to processing load determined by the complexity of the scatterer 

distribution.  The requirement for the load is purposeful in this case as the full fast-time 

modelling of the scene is desirable for the resultant understanding of the artefacts.  

Implementation of a sub-aperture technique like that developed by Moreira in Figure 32 

would allow for an increased scatterer model reality without a vastly increased computational 

load due to the linearised approximations capable with sub-aperture processing. 
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The appearance of the azimuthal skew of the bloom artefact has been considered and 

explanations are provided using the varying orbital velocity of the waves within the Kelvin 

wake and also the obscuration due to grazing angle.  The current data is insufficient to 

determine between these possibilities so it is suggested that an expansion to the dataset be 

collected that specifically looks at varying the collection geometry to include multiple 

grazing angles.  The expansion of the data-set should also look to include a variety of 

environmental conditions that allow for examination of the change in sea state as well and 

prevailing wind.  The wind strength and direction, with respect to the direction of motion of 

the target vessel, should also be considered.  This data should be able to shed light on the 

validity of each of the skew hypotheses. 

Given the positive results of more realistic ship hull models, such as the slender ship model, 

as a means of producing an accurate ship and wake model, these methods could be applied 

with the radar model to investigate the bloom artefact further.  This approach could shed light 

on some of the yet unsure conclusions through the use of different target ship hull models and 

hence an improved accuracy of the understanding of the wake elevation data that could be fed 

into the SAR processor. 

9.4 Summary 

Although the study of the interaction of water with ships goes back centuries into our history, 

the field is by no means complete.  The use of SAR imagery has proven to be particularly 

fruitful as an investigatory means due to the characteristics of the imaging itself, arising from 

its underlying modelling assumptions, that produce unique image features as a direct result of 

scene parameters.  The investigation of the scene through use of low grazing angle 

observation remains one of the least understood environments within the field of sea clutter, 

mainly due to its non-linearity.  This study has focussed on this niche area of research where 
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it has been possible to identify and explain new image artefacts and their phenomenology.  

The analytical approach has been to ensure first principles are satisfied and layered modelling 

complexity in a steady fashion, drawing conclusions progressively throughout.  Novel 

technique approaches have been used in sub-aperture analysis and SAR process modelling to 

supplement the analysis and demonstrate validation of conclusions.  The final analysis has 

shown that, albeit for some conclusions, there is further work in several areas that could be 

conducted to follow this research.  The study of the affect that ships have on the water 

through which they travel is still not complete. 
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