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Language and Translation Technology 

With the emergence of translation memory technology in the early to mid-

1990s,1 the translation profession underwent a true technological turn that had been 

eagerly awaited by those working on machine translation systems since the 1950s. At 

the core of the translation memory systems (TMS) was a database of human 

translations, aided by the machine: machine-aided human translation, MAHT, or 

computer-aided translation, CAT. With the segment-based approach of re-use of 

previously translated material, traditional concepts and workflows changed 

dramatically too. Other than language skills and writing abilities, translation of texts 

included an increasing use of computer technology. Processes such as editing, 

revision and proof-reading should follow suit, but to date translators are struggling to 

cope with the speed of translation technology uptake.2 

                                                 

1  Any historical review of translation memory systems will point at Trados MultiTerm 

and IBM Translation Manager emerging in 1992, Atril’s Déja Vu in 1993 and Trados 

Workbench in 1994. The concept, however, emerged much earlier, with Peter Arthern already 

in 1979 stipulating that the use of unrestricted machine translation at the European 

Commission might very well be too early still, but that there was “scope for post-edited 

machine translation of a restricted range of texts“ (Hutchins 1998: 293).  

2  Crucial in the perception of language and translation technology is Google Translate, 

which more than a year after it became a paid for service, still had more than 200 million 

people using it monthly. By April 2012, the daily total number of words equalled that of 1 

million books (Kerr 2012). The influence of Google Translate for instance goes well beyond 

the albeit limited online tool and Google Translator Toolkit. With a free Website Translator 



In the last few years, that uptake has assumed the shape of machine translation (MT), 

especially statistical machine translation (SMT), which has taken the translation 

industry by storm. Yet, it would not be accurate to brand MT as new. In fact, MT is 

into its 7th decade. Nonetheless, deeply rooted reservations about quality output of 

translation engines remain commonplace among translators. Yet, that scepticism 

among many translators is overcome by the daily dependency of millions of users on 

Google Translate or Microsoft’s Bing Translator and by the incorporation of 

thousands of customised translation engines the world over.  

 An in-depth analysis of ‘editing and translation today’ therefore not only looks 

into the more traditional workflow of using a translation memory (TM) and its 

processes of verification such as editing and proof-reading, but also looks into the 

emerging convergence of translation technology (in particular translation memories) 

and language technology (especially machine translation).3 This merging movement 

becomes clear from any description of the term translation technology. Translation 

Technology (TT) concerns the applied use of any computer application that supports 

the translation process as performed by a human translator (HT). But even then the 

description is flawed as any machine translation output for each no match in a 

translation project that is performed in a translation memory system (TMS) is in fact 

language technology (LT), human language generated automatically by a computer 

system.  

 As no clear delineation can be established between translation technology and 

language technology, 4  this contribution therefore aims to include any automated 

means of facilitating productivity and/or quality of human translation. The following 

overview will therefore provide an insight into 21st century translation whereby the 

                                                                                                                                            

plugin websites can be made available in more than 60 languages. In fact, Google’s Website 

Translator allows users to edit and improve their websites themselves. 

3  For an appreciation of the history of post-editing machine translation see Ignacio 

Garcia 2012. 

4  For instance, re-use from a large TM on the basis of aligned source and equivalent 

target texts or MT output from an SMT that has been trained on the same or similar corpus of 

equivalent texts are perhaps distinctively different in technology but closely related in use. 



benefits of technology at the disposal of translators lies in the balance with a further 

acceptance of post-editing both TM and MT output. 

‘Traditional’Translation Technology and Editing 

Traditional translation technology has at its core the translation memory system 

(TMS) and is likely to be supported further with a terminology database.5 The TM 

application which re-uses segments that matches previously translated material has 

also been described as machine-aided human translation (MAHT), computer-aided 

translation (CAT) or translation environment tools (TEnTs). Whatever the acronym 

and whatever the definition of a TMS, besides re-use of previously translated 

segments (or translation units), a key feature is often overlooked by translators 

themselves: TM systems allow translators to deal with complex file formats they not 

necessarily master themselves.6 They receive and deliver files in their native formats 

without interfering with the underlying code such as cross-references or mark-up 

language.7 Typical material concerns FrameMaker or InDesign, but also DITA XML 

or Microsoft .NET files. As such a main benefit of any TMS is that it allows 

                                                 

5  Although terminology management and the inclusion of term recognition in TM 

systems is not discussed here, it should be made clear that terminology is not only key to the 

HT, but also to MT. A combined hybrid TM/MT + terminology management allows for an 

increased quality assurance and if maintained successful also an increased consistency and 

thus quality. Also dictionary compilation is a skill crucial in the development of translation 

engines. 

6  From here onwards, this contribution does not allocate much space to defining several 

of its key concepts, let alone analysing the differences between respective definition variants. 

The applied field of translation technology itself, a world of increased productivity, does not 

warrant such ponderings. 

7  Biau Gil, however, attests that translators’ perfomance is improved by an 

environment whereby the non-verbal elements of a text or its native format are visible in an 

interface that is similar to WYSIWYG, What You See Is What You Get: “texts translated using 

WYSIWYG translation interfaces include fewer errors than those translated using non-

WYSIWYG interfaces” and that “when translators use WYSIWYG translation interfaces they 

work faster than when they use non-WYSIWYG interfaces” (2007:7). 



translators to be translating and editing much more material than in any typical word 

processing environments. With the translation interface, the user interface of any TM 

environment in which translators visually see the text on screen as they edit it (Biau 

Gil 2007), translating and editing converge also.  

Not all types of matches from a TM occur in just any translation project. In the 

screenshot below, the fourth and last segment still need translating from scratch and 

no source was copied across there. All the 100% matches are re-used from the TM. 

Whether or not the perfect matches need editing or not, should depend on the quality 

of the TM results, the formatting and quality assurance settings, the project 

requirements and the experience of the translator. However, this is often limited to 

contractual obligations that urge the translator not to alter any perfect match. Note that 

the named entities make up about 35% of the overall word count. Copying across the 

source segments with added short cut expertise to be jumping across words in the 

target segment most certainly constitutes an increase in productivity (especially for 

this text type, i.e. sports). 

 

Picture 1: Detail of the Editor Environment of SDL Trados Studio 2011 (SP1), with 

3+1+4+1 Units 

However, beyond those stipulations, each degree of matching requires different 

cognitive processes of the translator. Whereas often minor brief additions or 

alterations might improve a segment to the level that it is acceptable for the purpose it 

is used,8 research of how translators maintain their awareness of possible flaws while 

                                                 

8  One such purpose is to maintain the standard or open format in which the translation 

memory is contained. XLIFF (XML Localisation Interchange File Format) allows users of 

translation technology to pass on data between various tools during the translation or 

localisation process. XLIFF Editors can be found among more familiar providers ot 

translation technology tools such as MultiTrans as well as through lesser known freeware, 



re-using translation units from the TM might be relevant to analyses of editing MT 

output too. 

Cognitive Processes and Editing 

Lagoudaki 2006 was a reference work about the translators’ perception and use 

of technology, but translation environments have moved on. 9  Among others, the 

pervasive use of SMT has effectuated a new paradigm in that perception of language 

and translation technology. More importantly, in the last few years, translation 

memory systems have broken away from the – admittedly often preferred by 

translators – environment of word processors and moved to standalone applications 

and online software as a service (SaaS). However, what has remained ever since the 

increased uptake of TM systems in the 1990s, is the widespread concern of translating 

and editing in a TMS. Based on an empirical study, Dragsted 2008 proved that any 

TM’s segmentation into units, usually sentences, creates a strong focus on those 

segments, which affects the overall quality of the translation as a final product. 

With a text that is presented in a TMS in various segments or units, a sentiment 

of alienation lies in the balance with a steady pace and a structured approach. In fact, 

with translation technology as a form of human-computer interaction, it is very 

difficult to differentiate formal benefits/disadvantages from holistic ones. 

Benefits of (segmentation in) a TM Disadvantages (of segmentation in) a TM 

                                                                                                                                            

such as Transolution. Other file formats that drive the translation editing environment are for 

instance Poedit, which allows translators and users to edit cross-platform gettext catalogs (PO 

files). SRT Translator provides a translation memory in which Google Translate produces 

draft translations of subtitles. 

9  The Copenhagen Business School has been particularly active in researching the 

cognitive processes while translating using a TM and the effects of segmentation on the 

productivity and quality of the translator. Dragsted 2004, Dragsted 2008, Jakobsen 2009, 

Christensen and Schjoldager 2010 and Christensen and Schjoldager 2011 are but a selected 

few. Other people who have contributed to this field are Bowker 2005, Guerberof 2009, 

O’Brien 2008, O’Brien 2011 and Pym 2011. 



- A sense of control on the segment 
level 

- Similar pace 
- Close reading, no interference of non-

verbal elements 
- Added value of term recognition 
- No formatting issues 
- Increased accuracy and consistency 
- Being able to monitor progress 
- Auto-propagation 
- Possible copying across of the source 

segment 

- The layout of the source text is lost 
- No feeling of overall view and 

alienation from the context 
- Lack of non-verbal elements affects 

quality and productivity (Biau Gil 
2007) 

- Lack of control 
- Formatting sometimes still requires 

editing 
- A tendency to more literal translation 

Table 1: Benefits and Disadvantages of Segmentation in Translation Memory Systems 

Whether segmentation leads to an increased tendency towards more literal 

translation or not, remains a matter for scholars to discuss and for further empirical 

studies. In the debate about the consequences of segmentation, experience and 

maturity are often overlooked, along with the need for increased productivity. In fact, 

in his pilot study Biau Gil proves that subject-matter knowledge is more relevant than 

visual information (2007: 7). Taking this finding across the TM/MT threshold already, 

this is a further argument that post-editors should above all be knowledgeable about 

the subject topic. 

Forms of Editing, Other Than Translating 

 Editing in projects that involves translation technology run along two axes. A 

first axis ranges from TM to MT. A second axis then concerns editing, ranging from 

pre-editing to post-editing. As pre-editing and controlled language are discussed 

elsewhere in this encyclopaedia, post-editing is broken down into more sub-concepts. 

Editing, revision and proof-reading are fundamental elements in translation projects 

and as a consequence their validity in MAHT projects is equally important.  

 Translation Service Providers (TSPs, sometimes also referred to as LSPs, 

Language Service Providers) adhere to the TEP model (translation / editing / proof-

reading). However, in marketing their services the added value, especially of proof-

reading, is often sold as a separate service. In the next section, the differentiation 

between the various forms of going over a text other than translating is effectuated in 



a sense of best practice, not in an academic overanalysing of terminological 

diffusion. 10  Publications and/or guidelines on editing, revision and proof-reading 

often concern a mere modal framework, ‘how revisers ought to go about their jobs or 

what jobs they could use’ (Mossop 2007, online), and eventually best practices or 

workflows for revisers are often based on experience anyway. 

 Comparing the translation with the original text and ensuring that there are no 

errors left such as spelling mistakes, grammatical errors, omissions or ambiguities, is 

a well-established practice by the Translation Bureau of the Public Works and 

Government Services Canada. In their style guide long lists of possible errors in both 

writing and editing are produced. However, much of this list is aimed at text-

production and not necessarily at translation projects in computerised setting. The 

error categorisation by the Canadian Translation Bureau proves that translation 

technology increased the speed of how editing (of errors) and translation merged: 

translation memory tools started to elaborate on their proprietary quality assurance 

functionalities (such as verification in SDL Trados Studio 2011). Companies have 

been working towards this trend too, as can be seen with Yamagata Europe’s QA 

Distiller.  

 Whether in QA Distiller, in Studio or in any other TMS, detection of possible 

errors has become very much an automated feature of translation projects too. This 

greatly enhances the consistency of translator’s output as well as his/her ability to be 

submitting a formally flawless target file, but it also provides a learning curve for 

translators to become more experienced in translation quality assurance and as such 

set themselves apart for those who do not. 

 In order to distinguish between the various forms of editing and the various 

identities editing can assume, a practical overview is reproduced below, whereby the 

various forms of editing are in fact allocated a position in the workflow. 

                                                 

10  In analogy to doctors being the worst patients, translators have a similar ailment: 

perennial analysis of concepts, their definitions and denotations, and a subsequent ongoing 

debate about the slight differences. 



Figure 2: Editing Stages in an Overall Quality Assurance Approach (Makoushina and 

Kockaert 2008: 3) 

Makoushina and Kockaert 2008 place editing of the translated files along proof-

reading and deem it a non-formal form of quality assurance. With this approach, 

editing ‘after’ the translation (either HT or MT), ‘post-editing’, and editing of source 

files, ‘pre-editing’, are differentiated clearly as stages in the translation workflow. As 

mentioned earlier, pre-editing and controlled language are not the scope of this article, 

as they are dealt with elsewhere, but (post-)editing still needs to be set apart from 

proof-reading. 

Editing, Revision and Proof-reading 

In 2006, the European Committee for Standardisation (CEN) published the 

EN15038 standard, 11  developed for Translation Service Providers. The standard 

aimed to cover the entire translation process, including quality assurance. The 

standard offered TSPs and their clients a breakdown of the entire translation provision 

in accurate definitions and standard description. Most importantly, the European 

standard required both a translator and a reviewer for each translation and 

differentiated between the two. Under EN15038 only translators with the appropriate 

background and competences can translate documents and it is the task of that 

                                                 

11  Even though it was published in 2006 already EN 15038 has been gaining acceptance. 

It was accepted by 28 nations (all EU member states, except Bulgaria and Croatia, but it was 

accepted by non-EU Iceland, Norway and Switzerland) after its inception and acted as a 

benchmark in the European Union. 



translator to check the translation themselves already. 12 A reviewer then is a 

subsequent person in the translation workflow who examines ‘a translation for its 

suitability for the agreed purpose, and respect for the conventions of the domain to 

which it belongs’ and who recommends corrective measures, if necessary. A review 

can be distinguished from a revision in that in the case of the latter, a translation is 

examined with both source and target texts compared. According to the European 

standard, proof-reading is limited to checking of proofs.13  

These concepts and their allocated positions in the translation workflow are often 

mimicked by the translation tools themselves. In the Editor window of SDL Trados 

Studio 2011, the status of each translated segment can be altered, including translated 

and reviewed. This is similar to what XTM Cloud offers. Across Systems takes this 

even a step further and includes buttons for the various steps in the translation process 

and aligns them with the EN15038 standard.14 

  

Picture 3. Segment status in SDL Trados Studio 
2011. 

Picture 4. Various translation workflows possible 
in XTM Cloud. 

                                                 

12  This check by the translator is also called self-editing. 

13  The Language Resource Centre of the Aalborg University refers to proof-reading as 

follows the process where ‘we focus exclusively on orthography, typing errors, grammar and 

punctuation’. Vocabulary and spelling are proof-read so as to make them consistent. For 

English-language texts ‘either British or American spelling is used, and not a mixture of the 

two varieties of English’. In the case of an ambiguous translation a comment is inserted 

explaining the problem, but the text itself will never be re-phrased. (LRC 2009, online) 

14  Across Systems uses a slightly different terminology: the corrector and reviewer 

ensure checking, revision, reviewing and verification.  



 

     In EN15038, editing in any form (copy-editing, pre-editing, post-editing) is 

included in appendix only, as an added value service, but just how editing differs from 

review, revision and proof-reading is not very clear.15  It can, however, be easily 

deduced from the descriptions what editing is and what it is not:  

 

Elements editing shares with EN15038 
stipulations of review, revision and 
proof-reading 

Elements editing does not share with 
EN15038 stipulations of review, revision 
and proof-reading 

 Altering a translation for its 
suitability for the agreed purpose 

 Matching the translation to the 
conventions of the domain to which 
it belongs 

 A level of comparing source and 
target text is involved 

 Checking of proofs (even though it 
can be argued editing shares elements 
of checking of proofs on screen) 

 Recommendation of corrective 
measures (even though it can be 
argued editing pro-actively ensures 
these measures) 

Table 2. How EN15038 could possibly set editing apart from review, revision and proof-reading. 

Still, as already indicated by the various forms of editing, the above stipulations 

do not entail a set of practical guidelines on how editing is used in translation projects, 

                                                 

15  According to Mossop 2007, in editing a translation project, corrections and 

improvements are made whereby the purpose and the given readership of the text are 

prioritised. Revising is a very similar task, but this is then applied to draft translations. Trying 

to rename all the PEMT, post-editing machine translation, as PRMT (post-revision?), seems 

not immediately feasible. In light of Mossop 2007, it could be argued that post-editors first 

revise the MT segments first and edit the text in its entirety next. In practice, this would 

hardly happen and texts are translated and subsequently edited on a segment-by-segment 

basis. These corrections to a translation in order to increase its quality is also known as 

Quality Assurance (QA), whereas any correction round to detect flaws in a translation after it 

has been submitted is often referred to as Quality Control (QC). For an appreciation of QA 

and QC, see Makoushina and Kockaert 2008, Rasmussen and Schjoldager 2011 and European 

Union 2012. 



be it in the strictest sense by means of a translation memory system or in a broader 

interpretation of translation technology. This then not only includes machine 

translation, but also social media (crowd-sourced translations or community 

translations), sometimes both are combined even (as if often the case with projects 

posted on platforms such as Transifex). But most importantly, editing alongside 

translation and/or language technology takes the shape of post-editing machine 

translation.  

Post-editing and Machine Translation 

 Post-editing machine translation concerns the practical answer to the 

longstanding quest for the Holy Grail: machine translated material that is substantially 

good enough for communication and/or dissemination16. A valid example of how 

practical post-editing MT can be, is Jeff Allen’s Creole MT,17 a publicly available MT 

system for the purpose of relief during the 2010 Haiti earthquake and its aftermath.  

 Understanding the choices translators make while working with translation 

technology such as translation memories can be of significant relevance on how to 

approach the influence of translation provided by machine translation. Even when 

translation scholars have considered the ‘black box’ of machine translation in the past, 

it was in opposition to Holmes’s ‘little black box of the translator’s mind’ (Holmes 

1972: 72). However, especially when post-editing machine translation (PEMT) is 

concerned, the two in fact are more in juxtaposition and will be converging more in 

the future still. Above all, post-editing should be seen as a process of improving 

through modification (rather than revision) a machine-generated translation, often 

eyeing a minimum of effort on behalf of the post-editor.18 The quicker the turn-around 

                                                 

16  John Hutchins differentiates between MT for the purpose of communication (light 

post-editing required only) and dissemination (full post-editing required). (Hutchins 2013) 

17  For an appreciation of the language technology effort for distress relief in Haiti, see 

Munro 2010. 

18  The description of post-editing is a combination of two definitions: post-editing is 

‘the process of improving a machine-generated translation with a minimum of manual labour’ 



needs of a translation, the more likely the PEMT effort will be a fast one, also known 

as ‘light post-editing.’ More thorough modifications, with less of a time urgency, eyes 

a better quality and is often known as ‘full post-editing’. The latter category is the 

more common one, not least because it aims to obtain a quality level that is the same 

as if the entire text would have been translated from scratch by the human translator.  

 

Picture 5: Light and Full Post-editing of Raw MT Output (O’Brien 2010: 5) 

 The quality of a translation is a hotly debated issue, let alone the quality of a 

translation in which MT played a part, and subsequent post-editing. O’Brien 2010 

rightly argues that the quality expectations differ depending on where a particular 

person is involved. Developers are very interested in automated quality metrics such 

as BLEU (Bilingual Evaluation Understudy), TER (Translation Edit Rate) or WER 

(Word Error Rate).19 They are also very keen on getting usage feedback from the 

translator, improving the system they have developed with valuable input.20 Buyers 

                                                                                                                                            

(TAUS 2010) and ‘a process of modification rather than revision’ (Loffler-Laurian 1985 in 

O’Brien 2010). 

19  For an appreciation of machine translation evaluation metrics see Snover 2006. Users 

can compare users Google Translate or Bing Translator through iBLEU.  

20  This is where pre-editing re-emerges: by comparing the raw MT output with the 

source text, errors can be found and arguably a system behind types of errors too. Other than 

leaving things as they are, developers have two options: boost the engine by training it on new 



allocate PEMT projects to translators or TSP’s because they hope for a faster 

turnaround. The overall translation cost might be similar to HT, if the PEMT approach 

saves time, then that is a major benefit for the buyer already. The translators or TSP’s 

hope that by increasing their productivity, they can also increase their client portfolio 

and/or market share. Two categories that are often overlooked are the project 

managers21 and the account executives or sales. These people do not necessarily carry 

the need to be included in the list just now, but they are very crucial in the 

communication chain with the client and its subsequent users and as such cannot 

afford themselves to be creating false expectations. In the end, much of the success of 

post-edited machine translations depends on how the users have perceived the quality 

of what was disseminated or communicated. 

In the entire debate of considering raw MT output as fuzzy matches so as to 

gauge the probable workload for post-editors properly, Guerberof 2009 analysed 

findings of a small-scale research project that are very interesting. Translators were 

asked to post-edit TM segments of 80-90% fuzzy matching on the one hand and SMT 

output on the other hand, as well as translate anew. In an analysis of all the errors 

produced in each of the three categories, new segments accounted for roughly 1 error 

in 5. Intriguingly, a similar amount of words to be post-edited triggered not many 

more errors. In fact, the errors in the final translation produced with the aid of a 

translation memory accounted for half of all the errors, i.e. editing fuzzy matches in a 

TMS triggers double the amount of errors compared to post-editing raw MT output.22 

                                                                                                                                            

data or allowing document authors to pre-edit their source material so as to have an increased 

raw MT output quality. 

21 For an appreciation of machine translation and project management, see Guerberof 

2010. 

22  When Guerberof categorised the errors according to five types (mistranslation, 

accuracy, terminology, language and consistency), post-editing raw MT output produced very 

similar numbers of errors for language and consistency as the new segments did. With double 

the errors for mistranslation and accuracy, it should then come as no surprise that re-using and 

editing fuzzy matches from the TM in fact landed more than half the errors for the three 

approaches together, whereas MT only did for a quarter. 



Similarly, using the TM even slowed down productivity by 2.5%, whereas MT 

increased this by 24.5%, a combined difference of 27% or nearly a third. 

The re-usable nature of raw MT output has been confirmed by Fontes 2013, chair 

of the European Commission’s MTUG (machine translation user group). In a survey 

across the Directorate-General for Translation experienced translation were asked to 

rate MT output quality. Of the 643 ratings of language pair combinations, 200 ratings 

confirmed that they had used MT for more than 75% of their translation jobs. Asked 

to rate the output of the respective engines on a 0-4 scale, 726 ratings were delivered. 

185 people rated the MT quality as 4 or 3, in which most segments were considered 

re-usable. Asked for the reasons why MT should be used 3 of the 5 answers23 (MT is a 

typing aid, MT is a source of inspiration for alternative translations available in the 

translation memory and a quick draft) imply subsequent use of post-editing. 

Post-editing Guidelines 

 TAUS, the Translation Automation Society is one of the most authoritative 

source on post-editing machine translation. Crucial to raising the awareness with users 

of PEMT about the various issues involved, they have highlighted recommendations 

and post-editing guidelines.  

 On the recommendation of tuning your engine appropriately TAUS 2010 

distinguishes between rule-based or statistical engines, whereby a high-level 

dictionary and linguistic coding is crucial for RBMT and clean, high-quality, domain-

specific data are key to data-driven systems. The second TAUS recommendation is to 

ensure that the source text is written well, preferably written with later MT in mind 

even. As mentioned earlier: there is no post-editing machine translation without 

including pre-editing the source material. 

 One of the most obvious recommendations by TAUS 2010 is to train post-

editors in advance. However, there is a major difference between training people to 

act as post-editors for a specific job with project-specific data and guidelines on the 

                                                 

23  Other responses referred to an increase in productivity and a gain in time for more 

thorough research. 



one hand and linguists on the other hand who receive more basic training because 

they work across projects and therefore need to adhere more to a common 

denominator. Moreover, including post-editing into the curriculum of higher 

education has proven a difficult feature.24 

 Providing generic guidelines for achieving quality that is in line with the 

project stipulations and the agreed expectations is not easy, as TAUS 2010 proves. 

Most guidelines, twice half a dozen of bullet points only, remain very tentative and do 

not immediately constitute a checklist. However, in line to the quality assurance 

capacities of translation memories mentioned earlier, several guidelines can in fact be 

dealt with in the automated environment of a TMS: 

Selected guidelines for post-editing 
(TAUS 2010) 

Quality Assurance in SDL Trados Studio 
2011 

‘Ensure that no information has been 
accidentally added or omitted.’ 

QA Checker 3.0: Segment verification 

- Check for forgotten and empty 
translations 

- Check for segments where source and 
target are identical 

- Check for segments which are x% 
shorter / longer 

- Segments to exclude 

‘Basic rules about spelling, punctuation 
and hyphenation apply.’ 

QA Checker 3.0:  

- Inconsistencies (repeated words in 
target, unedited fuzzy matches) 

- Punctuation 
- Numbers, times, dates, measurements 

‘Ensure that key terminology is correctly 
translated and that untranslated terms 
belong to the client’s list of ‘Do Not 
Translate’ terms.’ 

QA Checker 3.0: Word List and Regular 
Expression 

Terminology Verifier (with a term base 
open) 

                                                 

24  For an appreciation of teaching post-editing, see Allen 2001, Kenny and Way 2001, 

O’Brien 2002, Belam 2003 and Kliffer 2008. 



‘Ensure that formatting is correct.’ Any TMS strives towards maintaining 
exactly the same formatting between 
source and target. Most TMS also include 
warning messages in case where there are 
differences. 

Table 3: TAUS Post-editing Guidelines versus Quality Assurance in SDL Trados 

Studio 2011 

 In a combined approach of the above, the text segment represented below, 

which could have been reproduced in many other TMS too, requires actions on both 

levels: in the TMS of Wordfast Anywhere (WFA) formatting has not been reproduced 

appropriately by Google Translate. A post-editor would need to restore the tags. 

However, this would be picked up on already by the verification feature of WFA. The 

post-editor would have to restore some cultural elements back to the source text and 

this example indeed triggers the copying across of the source segment.  

 

Picture 6: Tag Differences Returned by Google Translate in Wordfast Anywhere (Text 

by Le Monde) 

So far, no proprietary environment for post-editing alone has been mentioned 

and even though they are around (such as PET by Wilker Aziz and Lucia Specia), it 

should be clear that post-editing can happen very well in the environment of a TMS. It 

should be noted that post-editing is also required in platforms for crowd-sourced 

translations such as Transifex, live subtitling with speech recognition or subtitling 

editors such as dotsub and Youtube Subtitler. 

With post-editing material that has been provided by a translation memory, 

machine translation or even speech recognition, pricing methods are a tricky business. 

Three common options apply. Other than having a linguist available in-house (for 

public broadcasting and live captioning for instance), either a nominal fee is paid 

based on the time spent or a word rate is agreed, differentiation between re-use from 

the TM (see earlier categories of matches) and machine translation (which differs 

based on the training data and the input). Eventually PEMT is paid along the lines of 



fuzzy matching. 

Conclusion 

 While on the Eurostar into London, the author wanted to joke with friends 

who also use Road Bike, a cycling app. After travelling at about 285km/h on average 

for 5 minutes, the live tracking was stopped and as the 20660 kcal were about to be 

sent via Gmail, the app, which had been installed in Dutch along with the operating 

language of its Android 4.1 system, neatly indicated ‘U gaat wel erg snel. Wellicht 

heeft u de verkeerde sport gekozen’ [You are going very fast. Perhaps you have 

chosen the wrong sport., MT by Google Translate]. It would be very difficult to find 

out whether this segment had been localised into Dutch by a translator (who might 

have used machine translation for draft output and treat it as fuzzy matches), by 

machine translation tout court or by a community of users that master Dutch. Such a 

community can use a platform such as Transifex, which in its turn can have 

community members that base their work on machine translation. Although this 

anecdotal instance does not prove much, it will be recognised by millions of users, 

99.9% of whom are not translators nor linguists. The world of translation technology, 

language technology, mobile technology and social media (the people networks, the 

cloud and the crowd, and subsequently the feed of social data too) are converging. 

 With that rapid uptake of machine translation at a low entry level, but also on 

mobile phones and on tablets, the perception of translation from the global user’s 

perspective is changing dramatically. The main problem in overcoming that threshold 

fear by translators to be incorporating machine translation in their workflow, and 

therefore post-editing, is that translators deem the process of translation sacred, 

whereas eventually the target text is only a product with a purpose that is relevant to a 

world outside their own. If the wider translation profession does not see the 

opportunity to still be maintaining a much cherished art and profession, too many 

users will discard the human translator and resort to MT output that has been post-

edited by either a native speaker or someone who knows the subject really well. The 

latter can very well be someone who is trusted within the (online) user community.  

 Editing in translation technology applications is an elementary step in the 

well-sought increase in productivity. Any target text that is the product of a translation 

process should be considered complete only after careful revision and editing. 

Reviewing segment after segment whereby that process has been produced by a 



computer application can indeed be more cumbersome than to edit a human 

translation. However, if translation as a process and the means to an end product, 

whether by a human, a machine or hybrid, needs post-edition and this is not mastered 

by the human translators themselves, then who will fight the corner of the added value 

of humans here? 

 Arguably most clashes between quality expectations and deliverables can be 

overcome beforehand. By examining raw MT output quality an appropriate price 

needs to be negotiated and an agreement needs to be reached about the final quality of 

the information to be post-edited. Even though these two recommendations are 

including in those by TAUS 2010, they in fact constitute common practice in projects 

that involve HT only or HT+TM. However, it is ever so true that the ongoing new 

paradigm of pervasive use of MT can indeed act as a technological turn that triggers 

an awareness HT has not been able to do for decades. Including MT output in 

translation projects offers an opportunity to start negotiating this awareness anew. It 

would be lethal to miss out on that. 
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