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Abstract: Intrusion detection is a serious and complex problem. Undoubtedly
due to a large number of attacks around the world, the concept of intrusion
detection has become very important. This research proposes a multilayer bio-
inspired feature selection model for intrusion detection using an optimized
genetic algorithm. Furthermore, the proposed multilayer model consists of
two layers (layers 1 and 2). At layer 1, three algorithms are used for the feature
selection. The algorithms used are Particle Swarm Optimization (PSO), Grey
Wolf Optimization (GWO), and Firefly Optimization Algorithm (FFA). At
the end of layer 1, a priority value will be assigned for each feature set. At
layer 2 of the proposed model, the Optimized Genetic Algorithm (GA) is
used to select one feature set based on the priority value. Modifications are
done on standard GA to perform optimization and to fit the proposed model.
The Optimized GA is used in the training phase to assign a priority value for
each feature set. Also, the priority values are categorized into three categories:
high, medium, and low. Besides, the Optimized GA is used in the testing
phase to select a feature set based on its priority. The feature set with a high
priority will be given a high priority to be selected. At the end of phase 2,
an update for feature set priority may occur based on the selected features
priority and the calculated F-Measures. The proposed model can learn and
modify feature sets priority, which will be reflected in selecting features. For
evaluation purposes, two well-known datasets are used in these experiments.
The first dataset is UNSW-NB135, the other dataset is the NSL-KDD. Several
evaluation criteria are used, such as precision, recall, and F-Measure. The
experiments in this research suggest that the proposed model has a powerful
and promising mechanism for the intrusion detection system.
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1 Introduction

The popularity of the Internet makes it an excellent means of communication. Several studies
indicate that the number of Internet users around the world has been increased [1,2]. Also, most
organizations worldwide need connections to the Internet to perform their operations and services.
One other fact is that the number of individual users who need to connect their personal computers
and devices to the Internet is amplified. Thus, internet security has become a major concern to protect
devices and applications [3,4]. Furthermore, machines and applications face various security threats.
Threats have several forms and shapes, such as computer viruses, spyware, ransomware, and others
[5,6]. Intrusion detection is a serious topic related to information and network security. Besides,
intrusion detection aims to detect intrusion before spreading and causing damage [7,8].

Cybersecurity is a term used to describe a set of technologies, procedures, and processes designed
to protect computers, applications, networks, and data from unauthorized access [9,10]. Usually,
security systems consist of firewalls, antivirus applications, and intrusion detection systems. In
addition, intrusion detection is a security branch that aims to monitor, discover, and identify any
unauthorized access [11-13].

This research presents a new multilayer bio-inspired feature selection model for intrusion detection
using an optimized genetic algorithm. Feature selection is a crucial factor for the success or failure of
intrusion detection. Several studies talk about using feature selection for intrusion detection. Besides,
several methods and techniques are used for feature selection, such as PSO, GWO, FFA, and GA [14—
20]. The proposed model in this research employs PSO, GWO, FFA, and GA in a new emergent way.
The proposed model in this research uses a multilayer feature selection model. At layer 1, PSO, GWO,
and FFA are used to generate sets of features. Then at layer 2, optimized GA is used to select one of the
generated sets of features based on the feature set’s priority. Modifications were done on GA to assign
priority values for each feature set. Besides, the experiment is this research done on two benchmark
datasets (UNSW-NBI15 [21] and NSL-KDD [22,23]).

Fig. 1 below shows the abstract view of the proposed model. The contribution of this research can
be summarized into the following points:

e Using four optimization algorithms in a new manner.

e Three optimizing algorithms will be used to generate feature sets (layer 1).

e Modification is applied on GA to assign a priority value for each feature set based on the F-
Measure value.

e Modification is applied on GA to select a set from generated feature sets based on the priority
value (Layer 2).

e A priority value will be assigned to each feature set, and this priority value will be modified
from the optimized GA algorithm according to F-Measure.

The rest of this research is organized as the following: Section 2 presents up-to-date related
studies. In Section 3, bio-inspired optimization algorithms and machine learning classifiers used in
this research will be presented. Section 4 demonstrates the proposed model. In Section 5, datasets
used in this experiment are presented. Section 6 presents the proposed model experiments and results.
Finally, Section 7 presents the conclusion and future works.
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Figure 1: Abstract view of the proposed model

2 Related Studies

This section presents up-to-date related studies for intrusion detection using bio-inspired and
machine learning algorithms.

Yin et al. [24] explore how to model intrusion detection using deep learning. The authors
present (RNN-IDS) model using recurrent neural networks. Experiments were done using binary
classification and multiclass classification. Also, comparisons are made with J48, Artificial Neural
Networks (ANN), Random Forest (RF), Support Vector Machine (SVM), and other machine learning
methods. Besides, experiments show that RNN-IDS is suitable for modeling a classification model with
acceptable accuracy. Furthermore, experiments were done on the NSL-KDD dataset.

Ashabhri et al. [25] present a hybrid model of Support Vector Machines (SVM) and a Genetic
Algorithm (GA) for the intrusion detection problem. The number of features is reduced from 45 to
10. In this research, features are categorized into three priority values. The true positive rate is 97.3%,
and the false positive is 0.017%. Finally, the KDDCUP99 dataset is used in this experiment.

Chung et al. [3] propose a hybrid intrusion detection system by using an intelligent swarm-
based rough set (IDS-RS) for feature selection. IDS-RS aims to select the most relevant feature that
can present the pattern of network traffic. Besides, in this research, a new weighted local search
strategy incorporated in simplified swarm optimization (SSO-WLS) is developed. The dataset used
is KDDCup99, and the authors say that SSO-WLS can improve performance. Also, the main idea of
WLS is to improve the searching process. Finally, testing shows an accuracy of more than 93.3%

Wang et al. [26] propose an approach called (FC-ANN). This approach is based on artificial
neural networks and fuzzy clustering. Also, Fuzzy Clustering (FC) is used to generate different
training subsets. Based on different training subsets, different ANN models are trained to formulate
different base models. Experiments were done with the KDDCUP99 dataset. Besides, machine
learning classifiers, such as Naive Bayesian and decision tree are used.

Cavusoglu et al. [27] propose a hybrid and layered intrusion detection system. Also, the author
uses a combination of different machine learning and feature selection methods. The dataset used in
this experiment is NSL-KDD. Besides, The number of attributes in this research is reduced by using
two proposed feature selection methods. The proposed system has a high accuracy result.
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Chen et al. [28] use the Support Vector Machine (SVM) with ¢fxidf and Artificial Neural Network
(ANN) for intrusion detection. The dataset used in this research is BSM audit data from the DARPA
1998 intrusion detection evaluation program at MIT’s Lincoln Labs. Experiments show that ANN
with a simple frequency-based scheme achieved less performance than SVM.

Aljawarneh et al. [29] develope an enhanced J48 algorithm. Enhanced J48 is used in intrusion
detection. For evaluation purposes, the authors use J48, Naive Bayes (NB), Random Tree (RT), and
NB-Tree. The dataset used in this experiment is NSL-KDD. Besides, the WEKA application is used
for evaluation purposes. Detection accuracy in this research is 99.88% for the 10-fold cross-validation.

Almomani [7] develope a new model for intrusion detection. The author in this research uses
GA, PSO, GWO, and FFA for feature selection. Evaluation of features generated is done based on
Support Vector Machine (SVM) and J48. Besides, experiments in this research were done using the
UNSW-NBIS5 dataset. Finally, measurements of performance are done based on precision, recall, and
F-Measure.

Chen et al. [30] present a Support Vector Machine (SVM) intrusion detection model based
on compressive sampling. Experiments in this research were done with the KDDCUP99 dataset.
The compressed technology is used to realize network data compression. The authors conclude
that compressed sensing’s intrusion detection model had no significant change in detection rate.
Furthermore, detection time, in this research, is reduced.

Haider et al. [31] propose an intrusion detection model based on real-time sequential deep extreme
learning machine cybersecurity (RTS-DELM-CSIDS). This model initially determines the rating
of security aspects contributing to their significance and then develops a comprehensive intrusion
detection framework focused on the essential characteristics. The dataset used in these experiments is
NSL-KDD, and the results show 96.22% and 92.73 accuracies.

3 Bio-Inspired Optimization Algorithms and Machine Learning Classifiers

Several bio-inspired algorithms are available, such as PSO, GWO, FFA, and GA. These algorithms
show emergent results in feature reduction. PSO was created by Kennedy et al. [32], and it can search
a vast space of candidate’s solutions. PSO is not guaranteed to find an optimal solution. Besides, PSO
uses a fitness function for evaluation purposes [33,34]. GWO is developed by Mirjalili in 2014 [35].
GWO simulates the hunting process of gray wolves. Four types of gray wolves simulate the nature
of wolves which are are alpha, beta, delta, and omega. Besides, the steps of attacking the victim
are as follows: searching for the victim, creating a circle around the victim, and finally attacking
the victim [35-37]. FFA is a new metaheuristic algorithm. FFA was first introduced by Yang in
2008 [38,39]. FFA optimizer algorithm has been applied to several optimization problems and used
to solve several real words problems, such as scheduling, environment, and economics [40-42]. GA
is a heuristic search optimization algorithm. GA is used to solve different kinds of complex real-
life problems in different areas, such as economics, engineering, multimedia, information security,
management, and engineering [43—45]. Furthermore, GA is a metaheuristic algorithm inspired by
biological processes. Also, GA is a population-based search algorithm. GA utilizes several concepts,
such as fitness function, mutation, and crossover [46-48].

Machine Learning classifiers (MLC) algorithms are used for classifying data. Different methods
and techniques are used for classification, such as Naive Bayesian, Support Vector Machines (SVM),
Artificial Neural Network (ANN), Decision Tree (C4.5), or (J48) classifier, K-Nearest Neighbor, and
Random Forests (RF) [5,8,11,49-55]. In this research, J48 and Random Forest classifiers are used. J48



CMC, 2022, vol.73, no.1 137

or C4.5 is a widely used machine learning algorithm. J48 is a decision tree classifier. J48 is considered
a type of ID3 developed by Quinlan [50]. Random Forest Classifier (RFC) is an easy, flexible, and
machine learning algorithm that can produce high-quality results. Also, the random forest is one of
the most used algorithms. RF can be used for classification and regression.

4 The Proposed Model

This section proposes the new multilayer bio-inspired feature selection model for intrusion
detection using an optimized genetic algorithm. The proposed model is divided into two layers. At
layer 1, PSO, GWO, and FFA algorithms are used independently; as in Fig. 2 below, each algorithm
is used to generate a set of features. For example, the first group of features is saved in set number
1, the second group of features is saved in set number 2, and so on. Each algorithm is executed for a
specific number of iterations specified by the users. In this experiment, each algorithm is executed for
50 iterations to generate 50 independent sets; the total number of generated sets is 150.

GWO | GWO Feature Set 1 GWO Feature Set 2 | | GWO Feature Set 3 GWO Feature Setn
Dataset Ll PSO | PSO Feature Set 1 | ‘ PSO Feature Set 2 ‘ | PSO Feature Set 3 PSO Feature Setn | p| Optimized
Training g — GA
FFA | FFA Feature Set 1 FFA Feature Set 2 | | FFA Feature Set 3 FFA Feature Set n |

Layer 1 ( Generation of Feature sets) ‘

Figure 2: Layer 1 generation of feature sets

At layer 1 experiments, as shown in Fig. 3 below, optimized GA is used as the following: the
training dataset is divided into a few numbers of folds selected by the user. Optimized GA is used to
choose one feature set from the features set created at layer 1. Training is conducted, and F-Measure
1s calculated at the end of the fold. Based on the F-Measure value, the selected feature set will be
given a priority value according to the following criteria: if F-Measure is greater than or equal to 90%,
then the selected feature set will be given a priority value = high. If the F-Measure is greater than or
equal to 80% and less than 90%, then the selected feature set will be given a priority value = medium.
Otherwise, the selected feature set will be given a priority value = low. After completing the selected
fold, optimized GA must select another feature set from the sets of features that have not been given
a priority value. By the end of this phase, all feature sets will be assigned a priority value.

At the layer 2 experiments, as in Fig. 4 below, optimized GA is used as follows: the testing dataset is
divided into numbers of folds selected by the user. Optimized GA is used to choose one set of generated
feature set from layer 1. Selection of feature set at this stage will be according to priority value. If for
any reason, the result of the F-Measure for any fold is not suitable with the priority assigned with the
selected feature set, an update for priority value will occur.
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The overall proposed system is shown in Fig. 5 below. The proposed model works with two layers
of bio-inspired feature selection model. GWO, PSO, and FFA will work at layer 1. These three bio-
inspired algorithms aim to create feature sets and assign a priority value for each feature set with the
help of optimized GA. At layer 2 experiments, the proposed model will use optimized GA. Optimized
GA is modified to select feature sets based on their priority. At the end of each fold, F-Measure is
calculated, modification on the feature set priority may occur based on F-Measure value and feature
set priority. Besides, experiments in this research were performed with two well-known datasets.
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Figure 5: The proposed system

In this section, this study will present the GA algorithm modifications to fit the proposed model
during the training phase.

Optimized GA for Proposed Model // Training Phase

Get Features set generated from layer 1 and give each feature set a number, which means optimized
GA will get a set consists of 150 feature sets.
Step 1: initialize features sets {get features sets from layer 1 experiments}
Initialize features set < {FSI1, FS2, FS3.... FSn),; n: number of features set selected by the user in layer
1 experiments.
Step 2: Run GA to select one feature set, Name of the selected feature set is S-FS;
S-FS < (FSI, FS2, FS3.... FSn)
Step 3: continue learning with fold/Next Fold using the proposed model, using the same feature set,
calculate F1 measure, set the priority of feature set based on F-Measure according to the following:
While Dataset fold is not empty, Do
With selected fold Do
Evaluate all records in the fold and calculate F-Measure
Check F-Measure < Calculate F-Measure
Priority = high < If F-Measure Measure for S-FS >=90%.
Priority = Medium < If F-Measure is greater than >=80 % and <90%.
Priority = Low < If F-Measure is <80%.
End of Fold
Step 3.1: select a random feature set from the sets of features that have not given priority.
R-FS: Random feature set < {set of features which have not been given a priority value}
Step 3.2: continue training; test next fold; calculate F-Measure at the end of each fold; by the end of
the training, all feature sets will have a priority value assigned for each feature set.
End While
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In this section, the authors will present the GA algorithm modifications to fit the proposed model
during the testing phase.

Optimized GA for Proposed Model // Testing Phase

Stepl: Select Features set based on a priority value assigned
If set has a priority = high; then probability of selection is greater >=75% < {all set of features which
have been given a priority value = high}
If set has a priority = Medium; then probability of selection is >=50% and <75% <« {all set of features
which have been given a priority value = medium)
If set has a priority = Low, then probability of selection is <50% {all set of features which have been
given a priority value = low}
While Dataset folds are not empty Do

With selected fold Do

Use the selected feature set to evaluate all records in the fold

Check F1 < Calculate F1
Based on the priority of features set selected and the results of F-Measure; update priority may occur,
Based on the following criteria.
Update priority value for selected feature and set to Medium < Priority = high & F-Measure is <90%
and >= 80%.
Update priority value for selected feature and set to Low < Priority = high & F-Measure is <80%
Update priority value for selected feature and set to Low < Priority = Medium & F-Measure is<80%
Update priority value for selected feature and set to High < Priority = Medium & F-Measure is>=90%
Update priority value for selected feature and set to Medium < Priority = Low & F-Measure is >=80%
and <=90
Update priority value for selected feature and set to High <— Priority = Low & F-Measure is >=90%.
Otherwise; NO update.
End of Fold
Step 2: continue testing; Select random features set based on priority value; calculate F1 at the end of
each fold.
End While

5 Datasets

In this research experiment, the authors use two well-known datasets. The first dataset is the
UNSW-NBI15. UNSW-NBIS5 dataset is a comprehensive dataset constructed by Moustafa [21]. The
list of features of UNSW-NB15 is listed in Tab. | below, and the number of records in the training set
is 175,341 records, and the testing set is 82332 records.

The second dataset used in this experiment is the NSL-KDD [22]. NSL-KDD is an enhanced
version of the KDD’99 dataset [23]. NSL-KDD does not include redundant records in the training set.
The number of features in NSL-KDD contains 38 features (symbolic features are discarded). Tab. 2
below presents a list of features in the NSL-KDD dataset. Also, The number of records in the training
“KDDTrain+" file is 125974, and the number of records in the testing “KDDTest+" file is 22545
records.
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Table 1: List of features in training and testing UNSW-NBI15 dataset

Fno F name F no F name F no F name
1 id 16 dloss 31 Response_body_len
2 dur 17 sinpkt 32 Ct_srv_src
3 proto 18 dinpkt 33 Ct_state_ttl
4 service 19 sjit 34 Ct_dst_Itm
5 state 20 djit 35 Ct_src_dport_Itm
6 spkts 21 swin 36 Ct_dst_sport_Itm
7 dpkts 22 stcpb 37 Ct_dst_src_ltm
8 sbytes 23 dtcpb 38 Is_ftp_login
9 dbytes 24 dwin 39 Ct_ftp_cmd
10 rate 25 teprtt 40 Ct_flw_http_mthd
11 sttl 26 synack 41 Ct_src_Itm __
12 dttl 27 ackdat 42 Ct_srv_dst
13 sload 28 smean 43 Is_sm_ips_ports
14 dload 29 dmean 44 Attack_cat
15 sloss 30 Trans_depth 45 label
Table 2: List of features NSL-KDD dataset
F-no F-name F-no F-name F-no F-name
1 duration 15 su_attempted 29 same_srv_rate
2 protocol_type 16 num_root 30 diff_srv_rate
3 service 17 num_file_creations 31 srv_diff_host_rate
4 flag 18 num_shells 32 dst_host_count
5 src_bytes 19 num_access_files 33 dst_host_srv_count
6 dst_bytes 20 num_outbound_cmds 34 dst_host_same_srv_rate
7 land 21 is_host_login 35 dst_host_diff_srv_rate
8 wrong_fragment 22 is_guest_login 36 dst_host_same_src_port_rate
9 urgent 23 count 37 dst_host_srv_diff_host_rate
10 hot 24 srv_count 38 dst_host_serror_rate
11 num_failed_logins 25 serror_rate 39 dst_host_srv_serror_rate
12 logged_in 26 Srv_serror_rate 40 dst_host_rerror_rate
13 num_compromised 27 rerror_rate 41 dst_host_srv_rerror_rate
14 root_shell 28 Srv_rerror_rate 42 class

6 Experiments and Results

In the following section, this study will present the evaluation metrics and results related to this
research. All experiments were done using Dell Machine, Intel(R), Core i7-CPU 1.8 GHz, installed
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memory (RAM) 16 GB, 64 Bit Operating System, Windows10. The Anaconda Python open source is
used to run the experiments

6.1 Evaluation Metrics

In this part, this research work will demonstrate the evaluation metrics used in this research. For
testing the evaluation and performance, the authors used regular criteria, such as True Positive (TP),
False Positive (FP), False Negative, Precision (P), Recall (R), and F-Measure. To demonstrate these
standard criteria, please see Tab. 3 below.

Table 3: Confusion matrix

Predicted
Normal Attack
Actual Normal a (TP) b (FN)
Attack c (FP) d (TN)

TPR (True Positive Rate): Quantity of normal data identified as normal.
FPR (False Positive Rate): Quantity of attack identified as normal.
FNR (False Negative Rate): Quantity of normal identified as attack
Precision: Ratio of the numbers of decisions that are correct.

Recall: Ratio of total relevant results correctly classified.

F- Measure: Testing the level of accuracy.

TPR=a/(a + b)

FPR=c/(c + d)

FNR=b/(a + b)

Precision = TP/(TP + FP)

Recall or (Sensitivity) = TP/(TP 4+ FN)

F-Measure= 2 * Precision * Recall/(Precision +
Recall)

AN N AW

6.2 Experiments Results Using UNSW-NBI15 Dataset

Layer 1 experiment: training of the proposed model conducted as follows: the training dataset
consists of 175,341 records, and the PSO, GWO, and FFA are used to generate the set of features.
Each algorithm is run independently with Anaconda Python open-source, and each algorithm is used
to create 50 feature sets. Each feature set will have a number, such as PSO-FS1, PSO-FS2.... PSO-
FS50, GWO-FS1, GWO-FS2... GWO-FS50, FFA-FS1, FFA-FS2... FFA-FS50. The results of this
phase are 150 features set. For example:
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PSO-FS, is consisting from 24 features= {f2, {4, f5, {7, f11, f12, f16, f17, 18, f19, £20, £22, {23, {24,
25, 126, £28, 130, 31, £34, {39, {40, f41, f42}.

GWO-FS, is consisting from 19 features= {f1, f4, {5, f6, f13, 16, f17, 22, {23, £26, 128, {29, {34,
36, 37, 38, 40, f41, f42}.

FFA-FSI1 is consisting from 21 features = {f1, {2, f3, {6, 8, {9, f10, f11, f12, f13, 16, 19, 126, {28,
31, £32, 34, £35, 37, f41, {43}

Then using optimized GA, the training phase is started with the 150 feature set. Since the training
dataset consists of 175,341 records, the training dataset is divided into 175 folds. Each fold consists of
1000 records except for the last fold, which consists of 1341 records. Optimized GA is used to select
one feature set, and then training is conducted with the selected fold. At the end of training the fold, F-
Measure is calculated. Based on the F-Measure value, a priority value will be assigned to the selected
feature set. By the end of layer 1 experiments, each feature set will have a priority value assigned.
Priority value will be assigned according to the following criteria.

Priority = High<— F-Measure is >=90%
Priority = Medium < F-Measure is >=80% and <90%
Priority = Low<— F-Measure is <80%

Layer 2 experiment: testing of the proposed model conducted as follows: the testing dataset
consists of 82332, and the dataset is split into 82 folds, and each fold consists of 1000 records except
for the last fold, which consists of 1332. Optimized GA is used to select one feature set from the 150
sets. The selection of the feature set will be according to the priority value. The criteria for the selection
of feature set is according to the following:

Probability of selection is >=75% < Priority = High
Probability of selection is >=50% and less <75% <« Priority = Medium
Probability of selection is <50% < Priority = Low

The selected feature set is used with the 1000 record, and the F-Measure is calculated at the end of
the fold. For any reason, if the F-Measure value is not compatible with the priority value, an update for
the priority will occur. Updating the features set priority will be according to the following criteria:

e Update priority value for a selected feature and set it to Medium if the features set priority =
High and F-Measure is <90% and >=80%.

e Update priority value for a selected feature and set it to Jow if the features set priority = High
and F-Measure is <80%

e Update priority value for a selected feature and set it to Low if the features set priority = Medium
and F-Measure is <80%

e Update priority value for a selected feature and set it to High if the features set priority =
Medium and F-Measure is >=90%

e Update priority value for a selected feature and set it to Medium if the features set priority =
Low and F-Measure is >=80% and <=90

e Update priority value for a selected feature and set it to High if the features set priority = Low
and F-Measure is >=90%.

For experiment purposes, this study will demonstrate only the first 5 folds and the last 5 folds;
Tab. 4 below will present experimental results using the J48 classifier and UNSW-NBI15 dataset.
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Table 4: UNSW-NBI15 dataset/J48

Experiment TPR FPR FNR Precision Recall F-Measure
Fold 1 0.854 0.156 0.143 0.846 0.857 0.851
Fold 2 0.869 0.169 0.156 0.837 0.848 0.842
Fold 3 0.854 0.173 0.161 0.832 0.841 0.836
Fold 4 0.871 0.152 0.172 0.851 0.835 0.843
Fold 5 0.881 0.141 0.181 0.862 0.830 0.845
Fold ...

Fold 78 0.856 0.132 0.122 0.866 0.875 0.871
Fold 79 0.871 0.123 0.147 0.876 0.856 0.866
Fold 80 0.881 0.147 0.159 0.857 0.847 0.852
Fold 81 0.891 0.134 0.149 0.869 0.857 0.863
Fold 82 0.903 0.149 0.143 0.858 0.863 0.861

Tab. 5 below will show experimental results using the Random Forest (RF) classifier. This study
will demonstrate the results of the first 5 folds and the last 5 folds.

Table 5: UNSW-NBI15 dataset/Random Forest

Experiment TPR FPR FNR Precision Recall F-Measure
Fold 1 0.856 0.152 0.143 0.849 0.857 0.853
Fold 2 0.871 0.174 0.156 0.833 0.848 0.841
Fold 3 0.864 0.172 0.163 0.834 0.841 0.838
Fold 4 0.861 0.153 0.174 0.849 0.832 0.840
Fold 5 0.891 0.151 0.185 0.855 0.828 0.841
Fold ...

Fold 78 0.857 0.147 0.111 0.854 0.885 0.869
Fold 79 0.871 0.132 0.123 0.868 0.876 0.872
Fold 80 0.889 0.146 0.149 0.859 0.856 0.858
Fold 81 0.841 0.139 0.143 0.858 0.855 0.856
Fold 82 0.913 0.139 0.151 0.868 0.858 0.863

Tabs. 6 and 7 below will shed light on features set priority values after the training phase and the
number of features set that have changed their priority values during testing with the UNSW-NBI15
dataset.

6.3 Experiments Results Using NSL-KDD Dataset

All the steps done with the UNSW-NBI15 dataset are repeated with the NSL-KDD dataset.
Training is done following similar steps as the UNSW-NBI15 dataset.

Layer 1 experiment: Optimized GA is used in the training phase to select features set and to give
each feature set a priority value. By the end of the training phase, each feature set will have a priority
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value assigned to it. Since the training dataset consists of 125974 records, the training dataset is divided
into 125 folds, and each fold consists of 1000 records except the last fold, which consists of 1974.

Table 6: Priority values for features set/UNSW-NB15 dataset

No of feature set Low priority Medium priority High priority
119 X v X

19 X X v

12 v X X

Total (150)

Table 7: Feature set changed priority value/UNSW-NB15 dataset

No of features set Modifications

3 Changed their priority from medium to high
4 Changed their priority from high to medium
1 Changed their priority from medium to low

Layer 2 experiment: the testing dataset consists of 22545, and the testing dataset is split into 22
folds, and each fold consists of 1000 records except for the last fold, which consists of 1545 records.

For experiment purposes, this study will demonstrate only the first 5 folds and the last 5 folds, and
Tab. & below will show experimental results using the J48 classifier and NSL-KDD dataset.

Table 8: NSL-KDD dataset/J48

Experiment TP rate FP rate FN rate Precision Recall F-Measure
Fold 1 0.901 0.123 0.132 0.880 0.872 0.876
Fold 2 0.891 0.147 0.133 0.858 0.870 0.864
Fold 3 0.887 0.121 0.143 0.880 0.861 0.870
Fold 4 0.899 0.113 0.154 0.888 0.854 0.871
Fold 5 0.897 0.147 0.147 0.859 0.859 0.859
Fold ...

Fold 18 0.951 0.091 0.098 0.913 0.907 0.910
Fold 19 0.956 0.089 0.087 0.915 0.917 0.916
Fold 20 0.964 0.087 0.078 0.917 0.925 0.921
Fold 21 0.956 0.056 0.091 0.945 0.913 0.929
Fold 22 0.971 0.054 0.087 0.947 0.917 0.932

Tab. 9 below will show experimental results using the Random Forest (RF) classifier. This study
will demonstrate the results of the first 5 folds and the last 5 folds.
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Table 9: NSL-KDD dataset/Random Forest

Experiment TPR FPR FNR Precision Recall F-Measure
Fold 1 0.889 0.132 0.132 0.871 0.871 0.871
Fold 2 0.874 0.123 0.123 0.877 0.877 0.877
Fold 3 0.897 0.135 0.134 0.869 0.870 0.870
Fold 4 0.891 0.142 0.124 0.863 0.878 0.870
Fold 5 0.852 0.129 0.147 0.869 0.853 0.861
Fold ...

Fold 18 0.941 0.041 0.109 0.958 0.896 0.926
Fold 19 0.943 0.042 0.121 0.957 0.886 0.920
Fold 20 0.948 0.054 0.109 0.946 0.897 0.921
Fold 21 0.941 0.061 0.113 0.939 0.893 0.915
Fold 22 0.938 0.077 0.101 0.924 0.903 0913

Tabs. 10 and 11 below will shed light on features set priority values after the testing phase and
the number of features set that have changed their priority values during testing with the NSL-KDD
dataset.

Table 10: Priority values for features set/NSL-KDD dataset

No of feature set Low priority Medium priority High priority
115 X v X

27 X X v

8 v X X

Total (150)

Table 11: Feature set which changed priority value/NSL-KDD dataset

No of feature set Modifications

4 Changed their priority from medium to high
4 Changed their priority from high to medium
0 Changed their priority from medium to low

As shown in Tabs. 4 and 5 above, results show that the effects of optimized GA are exposed. True
positive (TP), False Positive (FP), False Negative (FN), Precision (P), and Recall (R) performance
are enhanced as the number of tested folds is increased. Besides, experiments with the UNSW-NBI15
dataset performance are not equivalent to experiments with the NSL-KDD dataset since the UNSW-
NBI15 dataset has more attributes and more attack classes.
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Tabs. 8 and 9 above demonstrate the effects of optimized GA with the NSL-KDD dataset. As
shown in Tabs. 8 and 9, results indicate that optimized GA has a positive impact, especially with the
last folds, which means that GA can adapt itself with time.

Fig. 6 below shows F-Measure using the two datasets. The study will demonstrate the results of
the first 5 folds and the last 5 folds only.

F-Measure

0540
0520
0.500
0.880

0.860

0.840
0.820
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0.780 : : "

Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Fold78 Fold79 Fold80 Fold8l Fold 82

W UNSW-NB15 /148  ®UNSW-NB15 /RF I NSL-KDD/148 NSL-KDD/RF

Figure 6: F-Measure using optimized GA

Demonstrated results in Tabs. 4, 5, 8, and 9 show that the multilayer bio-inspired feature
selection model for intrusion detection using an optimized genetic algorithm is highly acceptable and
recommended. Furthermore, Fig. 6 above indicates that F-Measure accuracy performance is noted.
Also, results demonstrate that NSL-KDD dataset results show higher F-Measure values compared
with UNSW-NBI15 since UNSW-NB15 has more attributes and attack types.

7 Conclusion and Future Works

Intrusion detection systems are an emergent topic, and the increased number of attacks around
the world increases the need for protecting our machines. This research proposes a new multilayer
bio-inspired feature selection model for intrusion detection using an optimized genetic algorithm. The
proposed model consists of two layers. At layer 1, a set of features is generated using three well-known
metaheuristic algorithms. Algorithms used at layers 1 are (PSO), (GWO), and (FFA). These algorithms
are used to create a set of features that will be used later by an Optimized Genetic algorithm (GA) in
a new manner. At layer 1, optimized GA is used to assign a priority value for each feature set in the
training phase. The optimized GA is used to assign a priority value for each feature set based on the
F-Measure calculated at the end of the fold. By the end of the training phase and with the help of
optimized GA, each feature set will have a priority assigned. At layer 2, optimized GA is used with the
testing dataset. In this phase, any feature set will be selected according to its priority value. At the end
of each fold, the F-Measure is calculated. Based on F-Measure, an update may occur on the priority
value assigned to the selected feature set. Optimized GA’s modifications were conducted to guarantee
that optimized GA will continually adapt and learn based on the types of data received. Several criteria
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are used to measure the performance of the proposed model. Several criteria are used, such as true
positive, false positive, false negative, precision, recall, and F-Measure. Besides, F-Measure is used as
a reference for assigning priority values for all feature sets. Furthermore, Two benchmark datasets
are used in the proposed work: the NSL-KDD and the UNSW-NBIS5. The overall results related to
precision and recall are promoted. Results with the NSL-KDD dataset are better than the UNSW-
NBI1S5 since the UNSW-NBI15 has more attributes and attack types. Future work for the authors or
other researchers could be evaluating the proposed model in the real world with the actual kind of
attacks and checking how optimized GA will be adapted.
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