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Abstract

In this thesis we develop a suite of mathematical models to understand the epidemi-

ological dynamics of infectious diseases in ungulate hosts. Using ordinary di�erential

equation frameworks, we explored the key routes of transmission that promote the per-

sistence of the highly virulent African swine fever (ASF) infection in wild boar and

tested control strategies that could limit ASF outbreaks and its persistence. These

modelling techniques were extended to investigate the impact of an ASF outbreak on

endemic tuberculosis in wild boar. The generality of the model framework meant the

results could add new perspective on the coexistence of multiple pathogens. Motivated

by the work on the persistence of ASF, we used a suite of stochastic continuous-time

Markov chain models to show that latent and chronic infection could have a signi�cant

impact on the mean time to pathogen extinction. We also developed a model frame-

work to assess how hosts, including ungulates, contribute to tick-borne infections. This

expands on previously studied models such that the regulation of tick density is depen-

dent on the density of the speci�c hosts on which di�erent tick stages feed. Our results

outlined the e�ect host density and composition could have on tick-borne prevalence

and incidence levels. The work in this thesis has highlighted how mathematical mod-

els are important tools for understanding epidemiological dynamics in wildlife systems

with our work having had an impact on the management of key, current, endemic and

emerging diseases in ungulates.
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Chapter 1

Introduction

1.1 Wildlife disease

The impact of infectious disease on wildlife species is pervasive, with many wildlife

pathogens causing a deterioration of host health. Pathogen maintenance in wildlife

populations can lead to infection spillover to livestock which can have consequential

impacts on food productions [1]. Furthermore, wildlife pathogens are often zoonotic

and can impact both human health and the economy. With a high proportion of

emerging human pathogens originating from wildlife [2, 3] and an increasing trend in

the number of emerging infectious disease events originating in wildlife, this poses a

signi�cant threat to global health [4, 2]. This threat is enhanced when considering the

ever changing and adapting environments that may promote the evolution of pathogens

whereby new strains can more e�ectively spread within a population [5, 6]. This has

prompted a growing interest in the control and maintenance of disease in wildlife hosts.

Methods commonly used include culling, vaccination, habitat management, fencing and

arthropod vector control. However, whilst they may be e�ective, changes in wildlife

management can also be considered drivers of pathogen emergence [4, 7]. Mathematical

models are useful tools to further understand epidemiological and wildlife ecosystems

and suggest potential methods of control to inform governments and policy makers

prior to active management in the natural system.

An array of mathematical modelling approaches have been developed and used to ex-
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Chapter 1. Introduction

plore and understand the spread and persistence of infectious disease [8]. These include

the classical compartmental models �rst developed by Ross and Hudson (1917) [9] and

brought to prominence by Anderson and May (1979) [10]. More recently individual-

based models [11, 12, 13] Bayesian-Monte Carlo-Markov chain methods [14, 15] and

Approximate Bayesian Computation [16] have been used to provide predictive assess-

ments of epidemiological dynamics and disease management outcomes. Deterministic

models can be more analytically tractable than their stochastic equivalents and are

often suitable for understanding the key drivers of the epidemiological dynamics. How-

ever, wildlife systems are inherently probabilistic in nature, meaning stochastic models

are often more representative, especially when considering pathogen persistence at low

population levels [8]. Individual-based models (also known as agent-based models)

often try to describe many of the processes of the real system and can therefore be

over-complex and hard to parameterise and interpret [8]. Developing a model with

the ability to describe the dynamics of a given system can be di�cult, especially if

data is scarce. In the case of wildlife infectious disease systems there is limited data

available in comparison to data for livestock or human disease [8], making it harder to

�t or parameterise complex models. In models where infection occurs through solely

density-dependent transmission it has been shown that pathogens could not cause the

extinction of a population, as the pathogen would die out at low levels of population

density [10]. However, in some scenarios, such as the Tasmanian devil facial tumour

disease, contact rates don't depend on host density and instead appear to be related

to mating behaviours (frequency-dependent transmission) [3, 17] and in others, such as

African swine fever, environmental transmission from infected carcasses can also play

an important role in the transmission of disease [18, 19]. This can a�ect the long-term

population dynamics. In selecting a model framework it is often a good strategy to

choose the simplest model that still has the ability to answer and understand the key

questions associated with the system of interest [20].

Two particular infectious diseases are discussed in this thesis: African swine fever (ASF),

which a�ects both domestic pigs and wild boar (Sus Scrofa) and tuberculosis (TB),

which can a�ect a wide range of wildlife hosts and humans, with an additional general

2



Chapter 1. Introduction

(a) The increasing trend in wild boar population den-
sity over the past 30-40 years [22].

(b) The increasing trend in red deer population den-
sity over the past 30-40 years [23].

Figure 1.1: Trends in ungulate population densities.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

study on tick-borne infectious diseases vectored in wildlife hosts that can be transmitted

to humans. Ungulates such as wild boar and red deer are key host species for these

infectious diseases, and there is evidence of an increasing trend in their population

density [21, 22, 23, 24] (see Figure 1.1a and 1.1b). This could cause an increase in

infection prevalence and an increased risk of infection spillover to other populations,

including humans.

1.2 African swine fever

1.2.1 Background and motivation

African swine fever (ASF) virus, belonging to the Asfarviridae family, is a virulent virus

a�ecting domestic pigs, wild boar (Sus scrofa) and African wild suids and is currently

endemic in sub-Saharan Africa. In Europe the virus �rst emerged in 1957 in Portugal,

spreading subsequently to Spain, France, Belgium, the Netherlands, Italy and Malta.

The epidemic was eradicated in mainland Europe and Malta in 1999 through control of

infected and at-risk domestic pig populations and by imposing strict biosecurity mea-

sures [25]. However, the infection still persists on Sardinia [26, 27]. A second epidemic

started in Georgia in 2007. In the same year, ASF was reported in wild boar in the

Russian Federation and by 2014 it had spread to Ukraine, Belarus, Estonia, Latvia,

Lithuania and Poland [28], where ASF remains present. Recent outbreaks have been

reported in the Czech Republic (the only successfully eradicated local outbreak), Bel-

3



Chapter 1. Introduction

gium (ongoing local outbreak), Slovakia and several south-east European countries [29].

In 2018, ASF was reported in China, where it has since spread to surrounding countries

including Mongolia, Vietnam, Cambodia, North Korea, Laos, Myanmar, Philippines,

South Korea, Timor-Leste, Indonesia, Papua New Guinea and India [30, 31, 32]. This

suggests ASF is still spreading and therefore poses a substantial threat to some of Eu-

rope's most signi�cant pig farming regions. ASF has a large economic impact in a�ected

countries due to losses in pig production and food security threats and is listed as a

noti�able disease by the World Organisation for Animal Health [33, 34].

Epidemic outbreaks of ASF typically lead to a population reduction of 85 − 95% [28]

with infection from highly virulent strains leading to near 100% mortality at the indi-

vidual level [35, 36, 37, 38, 34]. However, a less common form of infection has been

observed where individuals develop a persistent infection, which may be accompanied

by signs of sub-acute or chronic disease [39, 40], with the potential for virus excretion

and transmission with the resurgence of viraemia [41, 40]. ASF is highly contagious and

potential transmission routes include direct transmission through close contact with in-

fected individuals [42] and through environmental contamination due to the persistence

of infection in carcasses, which can be contaminated with ASF for a considerable length

of time [19]. In wildlife populations, commonly wild boar populations, the infectious

disease dynamics do not exhibit a typical epidemic pattern for highly virulent, acute

infections with self-limiting localized epidemics [35], and instead can persist in low den-

sity populations at low prevalence (1−3%) for several years following an epidemic [28].

Understanding the epidemiological dynamics of ASF in wild boar will be key to the

management of infectious outbreaks.

Despite the documented importance of wild boar in the spread of ASF, an understand-

ing of the epidemiological dynamics is incomplete and little is known about the key

mechanisms that drive infection transmission and disease persistence [39, 40]. Un-

derstanding these key infection processes is critical to predicting the e�ectiveness of

di�erent control strategies, such as culling and carcass removal, to manage and erad-

icate ASF [43, 41]. Gaining a clear understanding of the infection and transmission

4



Chapter 1. Introduction

dynamics and developing strategies to control ASF outbreaks is a key, current priority

[43]. The challenge is intensi�ed due to the unprecedented increase of wild boar density

over the last decades [21, 22, 24], which is likely to enhance their ability to contribute

to ASF spread and maintenance (see Figure 1.1a).

1.2.2 Aims and objectives

In this thesis mathematical models are developed to explore the epidemiological dynam-

ics of ASF in wild boar with the aim of understanding the drivers of ASF persistence

(see Chapter 2). To do this the key potential transmission routes for ASF are incor-

porated into a deterministic ordinary di�erential equation (ODE) model which is then

used to explore the impact of the di�erent transmission routes on driving a disease

outbreak and on the long-term persistence of infection. The model is then extended

to consider scenarios that are representative of di�erent European regions and to con-

sider the impact of di�erent control strategies on disease eradication. The work here,

exploring mechanisms that promote the persistence of ASF, motivated a more general

study examining how latent and chronic forms of infection a�ect disease persistence

(see Chapter 4).

1.3 Tuberculosis

1.3.1 Background and motivation

Animal tuberculosis (TB) is a widespread multi-host disease caused by infection with

Mycobacterium bovis and the closely related members of the M. tuberculosis complex

(MTC) and leads to increased host mortality [44]. It was �rst discovered in the 19th

century [45, 46] and has since spread globally to New Zealand, African, North America,

Europe and Asia. The primary reservoir species vary with location and include Euro-

pean badgers (Meles meles) in the British Isles, cervids in North America, brushtail

possums (Trichosurus vulpecula) in New Zealand and bu�alo (Syncerus ca�er) in South

Africa, among others [47, 48, 49, 50]. In mainland Europe, and in particular on the

Iberian Peninsula, wild ungulates such as the Eurasian wild boar (Sus scrofa) and red

5



Chapter 1. Introduction

deer (Cervus elaphus) act as the primary reservoir of infection [48, 51, 49, 52, 53]. Tu-

berculosis is considered to have infected over two billion people worldwide [54], killing

two million people per year [55] and whilst it is primarily a pulmonary infection it can

also a�ect the central nervous system and other organ systems [55]. It is therefore

considered a global major health problem [56, 57].

TB has a signi�cant economic impact on the livestock industry due to test and slaughter

schemes and movement restrictions [48, 58, 59] and within the European Union, there

has been funding and a long-term policy to reduce and eradicate TB [60]. Other in-

tervention measures include reducing indirect contacts among host species [61, 50, 62],

vaccinating [63, 64] and culling [65, 66, 50]. Nevertheless, there is an increasing preva-

lence of infection among cattle herds in Europe, with the EU herd prevalence at 0.4%

in 2008 and at 0.9% in 2018 [67]. Whilst bovine TB has largely been eradicated in some

European countries it still persists in the UK, Republic of Ireland, the Iberian peninsula

and some other Mediterranean countries [48]. In the UK it persists in badgers with a

prevalence range of 1.6 − 37.2% and in Spain it persists in wild boar, at a prevalence

of 46− 52% [68, 69], and red deer, with a prevalence of up to 27% [70].

A key issue for the control of TB is its persistence in wildlife reservoirs from which it can

spillover to livestock [71, 49, 50]. As TB is a multi-host disease its epidemiology is more

complex than single-host diseases. This provides a greater challenge in disease control

as any measures to completely eradicate the infection must include all reservoirs [53].

Furthermore, due to the increasing habitat suitability and decreasing hunting pressure,

the density of wild ungulates has seen an unprecedented increase over the last decades

[72, 22, 23] (see Figure 1.1a and 1.1b) and this presents a further challenge for TB

management.

1.3.2 Aims and objectives

A mathematical model is developed which combines and modi�es the work in Chapter

2, exploring the dynamics and persistence of ASF in wild boar, with the model used

Tanner et al. (2019) [66] for animal TB in wild boar (see Chapter 3). This work

6



Chapter 1. Introduction

explores the impact of an emerging disease (in this case African swine fever) on an

endemic disease (TB) in a wild boar population. We aim to examine the role of the

emerging disease to assess its impact in the control and eradication of TB in wild boar.

Our model study adds new perspective to the theory on the coexistence of multiple

pathogens. It includes co-infection of the host by di�erent pathogens that infect the

host through density-dependent and frequency-dependent mechanisms. In particular,

the component of the pathogen reproductive ratio arising through frequency-dependent

transmission does not depend on host density and we show that this transmission

mechanism can promote pathogen coexistence and prevent the pathogen exclusion that

arises due to disease-induced suppression of the host density.

1.4 Tick-borne disease

1.4.1 Background and motivation

Ticks are a parasitic invertebrate, of the class Arachnida, that survive by feeding on

the blood of warm-blooded animals [73]. There exist two main sub-classes of ticks:

Ixodid ticks (hard ticks) and Argasid ticks (soft ticks) both with a structured life cycle

of progression from egg to larvae to nymph and �nally to adult stages that can lay

further eggs [73]. Progression between stages requires at least one blood meal with

larvae generally feeding on small mammals, such as rabbits (Oryctolagus cuniculus),

hares (Lepus) or birds; and adults generally feeding on large mammals, such as red deer

(Cervus elaphus), wild boar (Sus scrofa) or humans (Homo Sapien), although this can

vary depending on the type of tick considered [74, 75]. The interaction between ticks

and hosts means they are a vector for the transmission of infectious disease [76]. Ticks

can be infected with range of infections, ranging from bacterial diseases, such as Lyme

disease or spotted fevers, to protozoa diseases, such as babesiosis, and to viral diseases,

such as Crimean Congo Haemorrhagic fever virus [77, 78, 79]. Due to the increase in

antimicrobial resistance among bacterial pathogens, there has been an increase in the

number of zoonotic disease occurrences which could have a resulting strong impact on

the animals and humans at risk [80, 79]. Both ticks and hosts can act as reservoirs

for certain tick-borne infections [81] providing a challenge in the control and mainte-
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nance of tick-borne disease. Wild ungulates are key hosts for ticks and tick disease and

current evidence suggests a widespread increase in the density of wild ungulates across

Europe (see Figure 1.1a and 1.1b). Since these are key hosts for ticks this could have an

impact on tick density with a consequent impact on the prevalence and risk of zoonotic

transmission of tick-borne infectious disease.

Mathematical models have been used to explore and understand the epidemiological

dynamics of host-tick interactions and the persistence of tick-borne diseases [82, 83,

84]. Switkes et al. (2016) [84] developed a model for Crimean-Congo Haemorrhagic

Fever virus (CCHFv) and explored thresholds for disease persistence, including the

reproductive number of the virus, as well as the progression of the disease under a

hypothetical outbreak. Tick-human transmission was identi�ed as the main cause for

the spread of CCHFv to humans. Norman et al. 1999 [82] developed a model to

understand the persistence of the Louping-ill virus in grouse which was then extended

and generalised by Rosá et al. (2003) [85]. In both studies a tick age-structured model

was used where all stages could feed on either a viraemic or non-viraemic host and while

the tick birth rate was linked to host density it was limited through self-regulation as

tick density increased. These models therefore cannot capture the full impact of changes

in host density on tick demography. Rosá and Pugliese (2007) [83] and Pugliese and

Rosá (2008) [86] explored the impact of host population density on tick population

dynamics and the persistence of tick-borne infections. They found that the e�ect that

host densities have on tick-borne disease can depend strongly on how the tick population

is regulated. While these studies consider the link between host density and tick density

this is not their main focus and they do not fully recognise that di�erent tick stages feed

on di�erent hosts whose densities may follow di�erent trends (larval ticks will focus on

small mammals and adult ticks will focus on large mammals).

1.4.2 Aims and objectives

A mathematical model is developed to investigate the e�ect host density has on tick

density and consequently the impact of host density on the prevalence and spread of

tick-borne diseases and their risk to humans (see Chapter 5). The models developed

8
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by Rosá and Pugliese (2007) and Pugliese and Rosá (2008) are extended to explicitly

link the development of speci�c tick stages to the speci�c hosts on which they feed. We

show how variation in host density and host composition could explain the observed

variation in prevalence and incidence of tick-borne disease.

1.5 Thesis methods

In all chapters systems of ordinary di�erential equations are used to formulate the re-

spective models, with model results simulated using the in-built Matlab ODE solver

ode45. This particular solver uses the Runge-Kutta 4th and 5th order numerical schemes

with a variable time step to solve the system of equations over time [87]. The popu-

lation densities at each time step are then stored and plotted to show the temporal

dynamics of the system. For results where population density averages are calculated

over a given time frame (see, for example, Figures 2.2 and 2.3 in Chapter 2), the speci�c

densities for that particular time frame can be obtained and then averaged to produce

the relevant results. Where steady state densities are plotted, (see, for example, Fig-

ures 5.5 and 5.6 in Chapter 5) the numerical simulations are run for a considerable

period of time, t = 150000, to ensure that the population has settled to its steady

state value. For Chapters 2 and 3 all rates are given per year and in Chapter 4 the

model parameters can be considered generic and so rates are given per unit time. For

Chapter 5 only steady state densities are considered. However, the model developed

here uses parameters from Rosá and Pugliese (2007) [83] and so rates are given per year.

For Chapter 4, continuous-time Markov chain models are used to determine the mean

time to pathogen extinction for di�erent model frameworks [88, 89]. Here, we start

with an initial population state (for example, 995 susceptible individuals and 5 infected

individuals) and after a time step, dt, with a given probability, a transition event occurs

where the population state changes. This process is repeated until the number of indi-

viduals that contribute to the infection reaches zero, indicating that the pathogen has

gone extinct. The time taken to reach this state gives us the time to pathogen extinc-

tion for a single realisation. This process can then be repeated for many realisations,
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and then averaged, to provide a mean time to pathogen extinction. The probability of

a given transition event occurring is equal to the respective transition rate divided by

the sum of all transition rates, RT . The time step, dt, is a random variable selected

from an exponential distribution with mean µ = RT . When calculating the mean time

to pathogen extinction in Chapter 4 all realisations are run up to a large unit of time,

for example t = 1000, where under all model frameworks the pathogen has gone extinct.

Steady state analysis can be seen within Chapter 3 and is used for the derivation of

the reproductive numbers seen in this thesis. The reproductive number of a pathogen

is the expected number of individuals that will become infected when a single infected

individual is introduced into a disease-free population. Mathematically this can be

calculated through the linearisation about the disease-free steady state or by using

the Next Generation Matrix (NGM) approach [90, 91, 92]. When linearising about

the steady state, an equality can be found where, if satis�ed, the disease-free steady

state becomes unstable. This equality can then be rearranged to give the reproductive

number, R0, where should R0 > 1 the disease-free steady state is unstable and vice-

versa.

1.6 Thesis organisation

The thesis is organised as follows:

Chapter 2 develops a mathematical model to explore the persistence of African swine

fever in wild boar, aiming to understand how this highly virulent infection can persist

following an outbreak.

Chapter 3 expands previously studied mathematical models to examine the impact of

an emerging infection (African swine fever) on an endemic infection (tuberculosis) in a

wild boar population.

Chapter 4 uses a suite of stochastic continuous-time Markov chain models to explore
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how latent and chronic infections a�ect the mean time to extinction of an infectious

disease.

Chapter 5 develops a mathematical model for the host-tick system where tick develop-

ment is linked to the speci�c hosts on which each tick stage feeds and examines how

host density and composition a�ects the prevalence of tick-borne infectious disease.

Chapter 6 discusses the key �ndings of the thesis and the over-arching impact of the

research conducted.

The work in Chapters 2, 3 and 4 have appeared in peer-reviewed research publications.

The work in Chapter 5 develops the methodology for work that we hope will lead to a

further publication.

1.7 Code Repository

All code developed and used for this thesis can be obtained in the following code

repository: https://github.com/XanderONeill/PhD_Thesis_Math_modelling
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Chapter 2

Modelling the transmission and

persistence of African swine fever in

wild boar in contrasting European

scenarios

The work in this chapter has been published in:

O'Neill, X., White, A., Ruiz-Fons, F. and Gortázar, C., 2020. Modelling the trans-

mission and persistence of African swine fever in wild boar in contrasting European

scenarios. Scienti�c reports, 10(1), pp.1-10. https://doi.org/10.1038/s41598-020-

62736-y

but has been modi�ed to provide a clearer explanation of the persistence of ASF in

di�erent model scenarios.

Abstract

African swine fever (ASF) is a severe viral disease that is currently spreading among domestic

pigs and wild boar (Sus scrofa) in large areas of Eurasia. Wild boar play a key role in

the spread of ASF, yet despite their signi�cance, little is known about the key mechanisms

that drive infection transmission and disease persistence. A mathematical model of the wild

boar ASF system is developed that captures the observed drop in population density, the

peak in infected density and the persistence of the virus observed in ASF outbreaks. The

model results provide insight into the key processes that drive the ASF dynamics and show
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that environmental transmission is a key mechanism determining the severity of an infectious

outbreak and that direct frequency-dependent transmission and transmission from individuals

that survive initial ASF infection but eventually succumb to the disease are key for the long-

term persistence of the virus. By considering scenarios representative of Estonia and Spain

we show that the faster degradation of carcasses in Spain, due to elevated temperature and

abundant obligate scavengers, may reduce the severity of the infectious outbreak. Our results

also suggest that the higher underlying host density and longer breeding season associated with

supplementary feeding leads to a more pronounced epidemic outbreak and persistence of the

disease in the long-term. The model is used to assess disease control measures and suggests that

a combination of culling and infected carcass removal is the most e�ective method to eradicate

the virus without also eradicating the host population, and that early implementation of

these control measures will reduce infection levels whilst maintaining a higher host population

density and, in some situations, prevent ASF from establishing in a population.

2.1 Introduction

African swine fever (ASF) virus, belonging to the Asfarviridae family, is a virulent

virus a�ecting domestic pigs, wild boar (Sus scrofa) and African wild suids. Infec-

tion from highly virulent strains leads to near 100% mortality at the individual level

[36, 37, 38, 34], and outbreaks typically lead to signi�cant population loss [28]. ASF

has a large economic impact in a�ected countries due to losses in pig production and

food security threats and is listed as a noti�able disease by the World Organisation for

Animal Health [33, 34]. Gaining a clear understanding of the infection and transmission

dynamics and developing strategies to control ASF outbreaks is a key, current priority

[43].

African swine fever is endemic in wild suids and domestic pigs in sub-Saharan Africa.

The virus �rst emerged in Europe in 1957 in Portugal, spreading subsequently to Spain,

France, Belgium, the Netherlands, Italy and Malta. The epidemic was eradicated in

mainland Europe and Malta in 1999 through control of infected and at-risk domestic

pig populations and by imposing strict biosecurity measures [25]. However, the infec-

tion still persists on Sardinia [26, 27]. A second epidemic started in Georgia in 2007. In
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the same year, ASF was reported in wild boar in the Russian Federation and by 2014 it

had spread to Ukraine, Belarus, Estonia, Latvia, Lithuania and Poland [28], where ASF

remains present. Recent outbreaks have been reported in the Czech Republic (the only

successfully eradicated local outbreak), Belgium (ongoing local outbreak), Slovakia and

several south-east European countries [29]. This suggests ASF is still spreading and

therefore poses a substantial threat to some of Europe's most signi�cant pig farming

regions. The presence of ASF infection in wild boar populations represents a current

and signi�cant disease management challenge across Eurasia [43]. The challenge is in-

tensi�ed as the density of wild boar has experienced an unprecedented increase over the

last decades [22], which is likely to enhance their ability to contribute to ASF spread

and maintenance.

Despite the documented importance of wild boar in the spread of ASF, an under-

standing of the epidemiological dynamics is incomplete and little is known about the

key mechanisms that drive infection transmission and disease persistence [39, 40]. ASF

typically leads to an acute infection with close to 100% individual mortality around 4−9

days following exposure [35, 36]. A less common form of infection is possible, where

individuals do not die but develop a persistent infection, which may be accompanied

by signs of sub-acute or chronic disease [39, 40]. This invariably leads to death, with

the potential to excrete virus in association with the resurgence of viraemia [41, 40].

Such individuals are termed type 1 `survivors' by Ståhl et al. [40] since they survive the

initial ASF infection and we will call such individuals `survivors' in this study. Infection

can lead to a population reduction of 85− 95% in the initial epidemic phase [28]. The

disease does not exhibit a typical epidemic pattern for highly virulent, acute infections

with self-limiting localized epidemics [35], and instead can persist in low density popu-

lations at low prevalence (1− 3%) for several years following an epidemic [28]. ASF is

highly contagious and potential transmission routes include direct transmission through

close contact with infected individuals [42] - which may occur within social groups and

more widely if social groups congregate at feeding stations or water holes. Transmission

may also occur via environmental contamination due to the persistence of infection in

carcasses. Such carcasses can be contaminated with ASF virus for a considerable length
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of time [19] and contact with carcasses poses a signi�cant risk of transmission [39, 35].

Understanding these key infection processes is critical to predicting the e�ectiveness of

di�erent control strategies, such as culling and carcass removal, to manage and eradi-

cate ASF [43, 41].

Mathematical models have played a key role in understanding the processes that drive

epidemiological dynamics in wildlife populations [10, 93]. In the context of ASF, sta-

tistical spatial models have shown that survivor individuals and infectious residue from

dead animals may be important for the spread and persistence of ASF [94]. Statistical

models have also been �tted to data to examine the spread of ASF in the Russian

Federation [37, 34], the impact of control zones on the (hypothetical) persistence of

ASF in Denmark [95], and to examine the between farm spread of ASF in domestic

pigs in Sardinia [96], suggesting wild boar management may be a key component in re-

ducing spread in farmed populations. Model studies have also been used to undertake

a risk assessment for the spread of ASF. These studies have used statistical data �t-

ting approaches to determine the risk of ASF introduction through contaminated pork

products [97, 98], have linked ASF infection data to meteorological records to make

global predictions of ASF outbreaks [99], and have identi�ed risk factor indicators to

predict the spread of ASF in Europe [100, 101], with wild boar density classi�ed as a

key indicator. These model approaches have not focused on determining the underly-

ing epidemiological processes responsible for infection. A stochastic model (based on

a process based deterministic model), that focused on direct transmission of infection,

was developed to assess the impact of the implementation of di�erent disease control

strategies [33]. Here the focus was not on understanding the importance of the key epi-

demiological processes but on assessing the e�ectiveness of a hypothetical vaccine and

of biosecurity control measures, modelled implicitly as a reduction in infection trans-

mission. They showed that these strategies could reduce population mortality due to

ASF, particularly if the control measures were applied soon after the initial outbreak

[33].

In this study we develop a deterministic model of ASF in wild boar to uncover the key
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transmission and infection maintenance processes. The model includes direct transmis-

sion, transmission from infected carcasses and the possibility of survivor individuals, all

of which have been implicated in ASF outbreaks and persistence [35, 19, 41, 40]. We

compare the model results to key observed criteria for the epidemiological dynamics of

ASF in Estonia to determine the important processes that drive the infection and to

�t model parameters. The �tted model will then be used to test the e�ectiveness of

disease management by explicitly including the impact of culling and carcass removal.

We will also consider a model set-up that represents conditions in Spain, where wild

boar densities are considerably higher than in Estonia and where the persistence of

carcasses is reduced due to climatic conditions and the presence of abundant obligate

scavengers, such as vultures. The results will highlight the usefulness of mathematical

modelling for disease management and provide important new information to under-

stand the epidemiological dynamics of ASF and to inform policy to control its spread.

2.2 Methodology

Detailed data on the local, temporal population and epidemiological dynamics for ASF

are not available. Instead, we use information from published studies to develop and

�t a model to key epidemiological criteria observed for ASF in wild boar in eastern

Europe. These criteria are:

1. An 85− 95% drop in total population density after an epidemic [28, 102].

2. A peak in the number of infected individuals approximately 6 months after the

virus is initially discovered [28]. In the model results this criterion is speci�ed as

a peak in infected density in a 4− 10 month period following the initial infection.

3. The persistence of the virus several years after the initial epidemic [28]. In the

model results this criterion is speci�ed as having a 1−3% prevalence 3 years after

the initial epidemic.
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2.2.1 Mathematical modelling

We develop a model for the temporal dynamics of ASF in wild boar, which is an

extension of classical, compartmental disease modelling frameworks [103, 93], and of

models for disease transmission in wild boar [66, 104]. We consider a model that

separates wild boar into two age classes: piglets (hosts aged 0− 10 months on average,

subscript P ) and yearlings/adults (known hereafter as adults, subscript A). We do

this as there are key di�erences in reproduction, natural mortality and mortality due to

hunting between these age-classes. We further classify the population in terms of the key

infection status of individuals. This is through the classes S, uninfected and susceptible

to infection; I, infected and able to transmit the virus; C, survivor individuals which do

not transmit the virus but can revert to the infected (I) class and D, infected carcasses

which can transmit the virus. The model is detailed below:

dSP
dt

= a(t)A− βF
SP
N
I − βESPD − αSP − bPSP − bCSP ,

dSA
dt

= −βF
SA
N
I − βESAD + αSP − bASA − bHSA − bCSA,

dIP
dt

= βF
SP
N
I + βESPD − αIP − γIP + κCP − bP IP − bCIP ,

dIA
dt

= βF
SA
N
I + βESAD + αIP − γIA + κCA − bAIA − bHIA − bCIA, (2.1)

dCP
dt

= γ(1− ρ)IP − κCP − αCP − bPCP − bCCP ,

dCA
dt

= γ(1− ρ)IA − κCA + αCP − bACA − bHCA − bCCA,

dD

dt
= γρI + bP IP + bAIA − dD − rD.

Here, I = IP + IA denotes the total infected population, A = SA + IA + CA denotes

the total adult population and N = SP + SA + IP + IA + CP + CA denotes the total

population of (living) wild boar. We base our model on the system in Estonia and

parameterise the model where possible from published data. Adults give birth to sus-

ceptible piglets during a de�ned breeding season with seasonal birth rate a(t). We

consider two forms for a(t), a `natural' population and a population which receives

supplementary feeding (see Figure A.1 in the Supplementary Information). The matu-
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ration of piglets to adults occurs at rate α = 12/10 which re�ects an average maturation

time of 10 months [105]. In the absence of the disease wild boar su�er mortality at

rate bP , bA and bH representing natural death of piglets and adults and mortality due

to hunting respectively. For Estonia the total annual adult mortality is 53%, of which

93% is due to hunting and 7% due to other forms of mortality [106] giving bH = 0.69

and bA = 0.05. Piglet annual mortality increases from 50% at low density to 95% at

high density due to crowding e�ects and is given by bP = (b0 + b1N) where b0 = log (2)

and b1 = σ (a(t)−bA−bH)α−b0(bA+bH)
(bA+bH)K

where a(t) represents the average annual birth rate,

K the carrying capacity, de�ned as the average annual population size in the absence

of ASF, and σ denotes a scaling term to ensure that the average population density

equals the carrying capacity. We assume a carrying capacity, K, of 2km−2 in natural

populations and 4km−2 under supplementary feeding. To allow consideration of disease

control measures, we include culling, at rate bC and the removal of carcasses, at rate r.

For the infection dynamics, a susceptible can become infected due to direct contact

with an infected individual via frequency-dependent transmission, βF or due to envi-

ronmental transmission through contact with an infected carcass, βE. A proportion, ρ,

of infected individuals su�er disease-induced mortality at rate γ = 365/5, re�ecting an

average lifespan of 5 days for an individual with ASF [36]. A proportion 1−ρ of infected

can enter the survivor class, which does not incur disease-induced mortality. Survivors

can revert to the infected class (where they incur disease-induced mortality) at rate

κ = 12/6 implying that the average time spent in the survivor class is 6 months [36].

Individuals that die whilst infected are classed as infected carcasses and can transmit

infection for on average 8 weeks [107, 19], giving a decay rate of carcasses d = 52/8.

Note, we also examine the impact of a range of average times spent in the survivor class

and a range of carcass degradation rates.

To initiate the model we introduce a low level of infection (I is set to 0.2% of the car-

rying capacity, K) to a population at its carrying capacity. We make no assumptions

about the source of the initial infection, which could include contact with an infected

individual from a neighbouring population or human-mediated introduction. We as-
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sume the model (Equations 2.1) includes the key mechanisms responsible for infection

transmission within a population following the initial infection and undertake an ex-

ploration in parameter space to determine the combinations of transmission terms (βE

and βF ) and the proportion of survivors (1 − ρ) that can satisfy the epidemiological

criteria for ASF outlined in Section 2.2. We aim to interpret the results in terms of the

epidemiological mechanisms responsible for ASF dynamics and maintenance, examine

the epidemiological consequences of these results and test the impact of disease control

measures in the form of increased carcass removal and culling. We also examine the

potential impact of ASF and disease control in other regions that may have higher

density populations of wild boar (i.e., Spain), higher populations of obligate scavengers

and higher temperatures which signi�cantly contribute to faster carcass degradation

and virus decay compared to Estonia. We adjust the model to represent the situa-

tion in Spain by considering carrying capacities of 5km−2 in natural populations and

10km−2 under supplementary feeding [108]. Total annual adult mortality is now 56%,

of which 60% is due to hunting and 40% due to other forms of mortality [44]. This gives

bH = 0.49 and bA = 0.33. To represent increased temperature and increased activity

from obligate scavengers (e.g., vultures) [109], we assume that carcasses transmission

can occur at all times of the year and an individual infected carcass can transmit in-

fection for on average one week (giving d = 52). In all modelling results we introduce

ASF at low density (0.2%) into a disease-free population at its carrying capacity.

2.3 The drivers for the epidemiological dynamics of

ASF

We undertake a sensitivity analysis to determine the range of parameters that produce

model outputs satisfying the epidemiological criteria observed for ASF and outlined in

Section 2.2 (further details of the sensitivity to model parameters are provided in the

Supplementary Information, Section A.2). A key �nding is that frequency-dependent

transmission, environmental transmission and the progression from an infected state

to the survivor state are required to satisfy the criteria for ASF (Figure A.2). Im-

portantly, this suggests that survivor individuals may play a key role in the long-term
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Figure 2.1: Population densities and prevalence over time for the model described by Equations
(2.1). All results were obtained using MATLAB software, speci�cally the built-in ODE solver packages.
Total densities are given in (i), infected (solid line) and survivor (dashed line) densities in (ii), with
prevalence, de�ned as I/N , in (iii). The plots in A and B represent the scenario for Estonia, under
natural conditions and with supplementary feeding respectively. In C and D, we show the model
results for the scenario that represents Spain, under natural conditions and with supplementary feeding
respectively. For Estonia we have d = 52/8, with K = 2 (A) and K = 4 (B). For Spain d = 52 with
K = 5 (C) and K = 10 (D). Other parameters are βF = 63, βE = 2, ρ = 0.85, bC = 0 and r = 0 (see
Section 2.2 and Section A.1).
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persistence of ASF. For parameters that satisfy the criteria the epidemiological dynam-

ics are similar and shown for representative parameters in Figure 2.1A. This highlights

the crash in total host density (Figure 2.1Ai), the epidemic outbreak in infected hosts

and consequently in survivor individuals (Figure 2.1Aii) and a peak and persistence of

low prevalence infection following the outbreak (Figure 2.1Aiii). While there are more

acute (infected) cases than survivor cases over the course of the epidemic, the density

of the infected class (I) may be lower than the density of the survivor class (C) due to

the high rate of disease-induced mortality for I (which results in infected carcasses D).

The epidemiological dynamics arise from the following processes:

1. Density-dependent environmental transmission is the key process driving the ini-

tial population crash. Model results when environmental transmission is excluded

(Figure A.3A) show no epidemic outbreak, and as a result no drop in population

density. When environmental transmission is high (Figure A.3C) the crash in pop-

ulation density is severe and drops below the level de�ned by our epidemiological
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criteria.

2. Frequency-dependent transmission and the progression and subsequent reversion

from survivor to infected individuals allows the infection to be sustained at low

density. Without survivor individuals the disease is self-limiting and fades out af-

ter the epidemic (Figure A.5), whilst with low frequency-dependent transmission

the disease does not persist in the long-term at low population density (Fig-

ure A.4). If frequency-dependent transmission is high the population exhibits

pathogen driven extinction (Figure A.4C) and if a high proportion of infected in-

dividuals survive the initial infection and enter the survivor class the population

does not exhibit the required reduction in density.

In our model study survivor individuals revert to the infected state after an average of

six months, but there is uncertainty in this duration [110]. We use the model to show

that the epidemiological criteria for ASF can be satis�ed for a range of durations in

the survivor class (from 2 months to 9 months, see Figure A.6). In order to satisfy

the epidemiological criteria when the length of time in the survivor class decreases, the

proportion of individuals that survive the infection must increase, leading to an increase

in the density of survivor individuals.

2.4 The dynamics of ASF in di�erent regions

The model sensitivity analysis was undertaken to match observed epidemiological dy-

namics for natural populations in Estonia and provide a default set of infection param-

eters. We use these parameters to examine the impact of ASF for additional scenarios

in Estonia that simulate when wild boar are supplementary fed (Figure 2.1B) and for

scenarios representative of Spain for natural (Figure 2.1C) and supplementary fed (Fig-

ure 2.1D) populations.

In Estonia (with both natural conditions and supplementary feeding) and in Spain under

supplementary feeding there is an initial epidemic outbreak. This causes an 85− 95%

population reduction in Estonia (Figure 2.1A(i), B(i)) and a 60−70% reduction in Spain

(Figure 2.1D(i)). In Spain, under natural conditions, the infectious outbreak develops
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more slowly and the drop in population density is more gradual compared to the other

scenarios. Nevertheless, the infection still leads to a 60− 70% reduction in population

density (Figure 2.1C(i)). In all scenarios the infected steady state is stable under

pertubations (determined by running the model simulations for large times) resulting

in the infection persisting at low prevalence after the initial infectious outbreak (Figure

2.1). Under natural conditions the disease persistence has a low but initially declining

prevalence of infection (Figure 2.1A, C), but with the inclusion of supplementary feeding

the infection persists with a slightly higher level of prevalence (Figure 2.1B, D). The

addition of feeding also leads to a more severe infectious outbreak with a rapid initial

drop in population density. In the long-term, the disease is more likely to fade out in the

absence of feeding, due to the lower ASF prevalence levels, and more likely to persist

at low prevalence with the inclusion of supplemented feeding, where the population is

likely to be regulated by the disease.

2.5 The impact of di�erent control methods

We consider two control methods: culling and the removal of infected carcasses, and

initially focus on the scenario in Estonia under natural conditions. When culling alone

is used (Figure 2.2, with r = 0) an increase in the rate of culling reduces the total den-

sity as well as the infected, survivor and infected carcass densities. The disease persists

at low population density indicating that culling may not be e�ective at eradicating the

disease without also eradicating the population. When carcass removal alone is used

(Figure 2.3, with bC = 0), we see an increase in total population density as the carcass

removal rate is increased. This occurs as the removal of carcasses reduces environmental

transmission and so reduces the population level mortality due to ASF. At low levels of

carcass removal, the increase in total population supports an increase in the number of

infected individuals but as the carcass removal rate increases further the infected level

peaks and then decreases. Note that high levels of carcass removal can eliminate in-

fected carcasses yet ASF is still supported at low density through frequency-dependent

transmission and survivor individuals. While the impact on population density is low

it emphasizes that carcass removal alone may not be su�cient to eradicate ASF.
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Figure 2.2: Population response to a varying culling intensity, bC , with three di�erent carcass removal
rates r = 0 (solid line), r = 26 (dashed) and r = 52 (dotted), for the model represented by Equations
(2.1). The total density, N , is given in A, with infected and survivor density in B and carcass density in
C. Results are shown for the scenario that represents natural conditions in Estonia (see Figure 2.1 for
parameters) and show the average densities between the years 2 and 3 following disease introduction.
Control measures were implemented as soon as the virus is �rst discovered, de�ned as the time when
carcass levels �rst reach a density of 0.02. The value bC corresponds to a culling proportion equal to
1− e−bC , per year, of the total population.

Figure 2.3: Population response to a varying carcass removal rate, r, with three di�erent culling
intensities bC = 0 (solid line), bC = 0.75 (dashed) and bC = 1.5 (dotted), for the model represented
by Equations (2.1). The total density, N , is given in A, with infected and survivor density in B and
carcass density in C. Results are shown for the scenario that represents natural conditions in Estonia
(see Figure 2.1 for parameters) and show the average densities between the years 2 and 3 following
disease introduction. Control measures were implemented as soon as the virus is �rst discovered,
de�ned as the time when carcass levels �rst reach a density of 0.02. The value r corresponds to an
average removal time, in years, of 1/r.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

When we consider a combination of disease control methods (Figure 2.2 and 2.3) model

results indicate that it is possible to eradicate all sources of infection without eradi-

cating the host population. In particular, varying the culling rate for �xed levels of

carcass removal show a clear di�erence in the culling threshold for disease eradication
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Figure 2.4: Population response to the combination of culling, at �xed rate bC = 0.75, and carcass
removal, at �xed rate r = 52, for the model represented by Equations (2.1) and for parameters that
represent the scenario in Estonia under natural conditions (see Figure 2.1 for parameters).The total
density, N , is given in A, with infected and survivor densities in B and prevalence in C. The results are
shown for two di�erent control implementation times: when the virus is �rst discovered (solid line),
and six months after the virus was discovered (dashed line).
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

and population eradication (Figure 2.2). Varying the carcass removal rate for �xed

levels of culling shows that the disease can be eradicated while maintaining a positive

host population level (Figure 2.3). Model results suggest that a combination of control

measures would be e�ective at controlling ASF. The impacts of these disease control

methods show similar trends for the scenarios that represent Estonia with feeding and

for parameters representative of Spain (see Figures A.7, A.8, A.11, A.12, A.15 and

A.16). However, the elevated rate of natural carcass removal in Spain means that the

infection can be eradicated through culling only and more generally this makes the

virus easier to control in Spain compared to Estonia. Nonetheless, in all scenarios the

removal of carcasses (applied when the infection is detected) cannot eradicate the dis-

ease, although a high level of removal does reduce the level of infection and impact on

host population density. Here our model results suggest that a combination of control

procedures will be the most e�ective method to eradicate the disease while maintaining

a viable population of wild boar.

We also test the impact of the timing of the implementation of control (Figure 2.4).

Applying control as soon as the disease is discovered in a population is signi�cantly

more e�ective than if control is applied later, when the infection is at epidemic levels.

In particular, the early application of control reduces the level of infected individuals
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Figure 2.5: Population response to the combination of culling, at �xed rate bC = 0.75, and carcass
removal, at �xed rate r = 52, for the model represented by Equations (2.1) and for parameters that
represent the scenario in Estonia under natural conditions (see Figure 2.1 for parameters).The total
density, N , is given in A, with infected and survivor densities in B and prevalence in C. The results are
shown for three di�erent control implementation times: one year before the onset of the virus (dotted
line), six months before the onset of the virus (dashed line), and when the virus is �rst discovered
(solid line).
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

while maintaining a higher host population density. This reduction in the level of

infected individuals is further enhanced if control is applied prior to the introduction

of infection (Figure 2.5) and these lower levels of infection are likely to reduce the risk

of infectious spread to other populations. In the general control methods reduce the

population density and the rate of transmission to a level that cannot support ASF.

This trend is seen across the di�erent scenarios considered in this study (Figures A.9,

A.13 and A.17). It should be noted however, for Spain, where there is assumed to be

high levels of `natural' carcass degradation, that high levels of culling can reduce the

host density to a level that cannot support the disease and could prevent ASF from

establishing if applied prior to an infectious outbreak (see Figures A.11 and A.15 with

r = 0).

2.6 Discussion

There is limited information regarding the key processes responsible for disease trans-

mission and the mechanisms that allow the virus to persist at low density in wild

boar populations whilst maintaining a high disease-induced mortality rate. We have

developed an age-structured mathematical model that includes a range of potential

transmission mechanisms with the aim of understanding the epidemiological dynamics
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of ASF in wild boar. The model captures the observed drop in population density

[28, 102], the peak in infected density [28] and the persistence of the virus [28] and

gives an insight into the key processes that drive these dynamics.

Our model results indicate that environmental transmission from infected carcasses to

susceptible individuals and frequency-dependent transmission from infected to suscepti-

ble individuals are key factors in producing a disease outbreak and the persistence of the

disease at low population levels, respectively. These mechanisms have been highlighted

as key factors in driving ASF dynamics in warthogs [39, 42], with persistence linked

to the long-term survival of the virus in the environment [35, 111, 19]. Gallardo et al.

2015 [110] suggests that sub-clinically infected, chronically infected or survivor pigs are

likely to play an important role in disease persistence in endemic areas and in sporadic

outbreaks or ASF introduction into disease-free zones. Our model analysis clari�es the

potential role of hosts that can survive the initial ASF infection but that may revert to

an infected state indicating that they are necessary for the persistence of ASF in low

density host populations. A key message is that all three routes of infection: direct

and environmental transmission and the role of survivors, that delay the resurgence of

viraemia, are essential to capture the population crash associated with the initial ASF

epidemic and long-term persistence of ASF that regulates the host at low density. The

long-term persistence of ASF makes the virus di�cult to eradicate and increases the

opportunity of infectious spread to neighbouring populations.

Recent studies have highlighted the potential role of chronically infected and survivor

individuals in the transmission of ASF [112, 110, 40]. Eblé et al. [112] showed that

chronically (or sub-chronically) infected domestic pigs of the Netherlands '86 strain of

ASF (a low virulence strain) could transmit the infection through contact to susceptible

pigs leading to acute infection. Also, Ståhl et al. [40] suggests there are two types of

individuals that may survive initial infection: (i) those that do not initially die of the

disease but develop a persistent infection and can succumb to the disease and excrete

virus in association with the resurgence of viraemia and (ii) those that show no clinical

signs of infection, that can clear the infection and would not present prolonged virus
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excretion. The signi�cance of these types is likely to vary between hosts and strains

of the virus [112, 40]. Our model study considers individuals that survive an initial

infected and infectious stage and that can later revert to the infected class that can

transmit the virus (type (i) in the Ståhl et al. [40] de�nition of survivor pigs). In the

absence of this survivor stage our results indicate that the disease is self-limiting and

fades out after the initial epidemic, which is typical of high virulence infection [35]. The

survivor stage therefore adds a delay that allows the infection to persist in the long-term.

While Ståhl et al. [40] suggest that there is evidence for individuals that survive ASF

infection they also question whether such survivors would play a role in the persistence

of ASF. We therefore used the model to further explore ASF transmission mechanisms

that could lead to the long-term persistence of ASF. In our model study survivor indi-

viduals cannot transmit the infection, whereas there is evidence that they can excrete

the virus and therefore have the potential to transmit infection [112, 40]. An exten-

sion of our model study, which also included infected transmission from the survivor

class, showed that the rate of transmission must be low compared to that of acutely

infected individuals (Figure A.21) but that its inclusion allowed the model to match the

epidemiological criteria for ASF with a reduced overall density of survivor individuals

(Figure A.22). There is also evidence of variability in the degradation of wild boar

carcasses where in some cases skeletonization can take several months and is dependent

on factors such as insect activity, scavenger activity and weather conditions [113]. An

extension of the model showed that the epidemiological criteria for ASF could not be

satis�ed for a range of carcass degradation rates in the absence of survivor individuals

(representing an average degradation length from 1 week to 40 weeks). When carcass

degradation is slow and environmental transmission is `high', it is possible to satisfy our

epidemiological criteria points (1) and (2) related to the drop in population density and

timing of the peak outbreak of ASF but not the persistence of ASF in the long-term

since ASF fades-out after the outbreak (Figure A.23). When carcass degradation is

slow and environmental transmission is `low', it is possible to satisfy point (3) of our

epidemiological criteria related to the long-term persistence of ASF but the decrease in

host density is slow and the peak in the outbreak of ASF occurs several years after the
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initial introduction of the infection. While we recognise that models are a simpli�ed

representation of the real world and that there is uncertainty in the criteria we use

to de�ne the epidemiological dynamics of ASF, our modelling results combined with

recent empirical assessments [112, 40], suggest that a more detailed analysis of the role

of survivor individuals in ASF epidemiology should be undertaken.

The results allow us to compare the epidemiology of ASF in scenarios that represent

di�erent regions or countries. For Estonia and other northern European regions, it is

assumed that degradation of infected carcasses is slow [19]. Consequently, direct envi-

ronmental transmission is the key infection mechanism that drives an epidemic outbreak

and rapid population crash.

In Spain or other southern European countries, degradation of infected carcasses is

likely to be faster due to elevated temperatures and the potential role of obligate scav-

engers. It was recently suggested that in northern Europe scavengers represent a minor

risk factor for spreading ASF but may contribute to reducing virus persistence [114].

Here, the model predicts that the epidemic outbreak will be less severe and the wild

boar population loss from ASF infection will be reduced due to the high degradation

rate of infected carcasses. Our results can inform the ongoing debate regarding vulture

conservation [115]. We acknowledge that the role of scavengers and temperature on

carcass degradation in Spain is uncertain and likely to vary across regions and habitat

type. In open areas there is evidence that vultures can clean a carcass in a matter of

hours [107]. If the degradation rate is suitably rapid (on average 1 day) then the infec-

tion cannot persist (Figure A.19). However, in covered or wooded habitats a carcass

may go undetected and could degrade more slowly. As this degradation rate decreases,

the results in Spain become more similar to those in Estonia with a predicted popula-

tion crash of 85 − 95% following ASF introduction (Figure A.20). This suggests that

there may be considerable local and regional variation in the impact of ASF. We do

not include the impact of obligate scavengers in Estonia (since they are not present)

but there may be an impact from the partial consumption of carcasses from other scav-

engers (such as wolves, birds or insects [113]). The impact of such activity would be
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similar to the impact of increased carcass removal through control.

It is noteworthy that in both Estonia and Spain the higher underlying host density

and longer breeding season associated with supplementary feeding leads to a more

pronounced epidemic outbreak and persistence of the disease in the long-term when

compared to natural populations. This increased disease risk in supplementary fed

populations �ts with similar empirical �ndings regarding other viral and bacterial in-

fections of wild boar [116, 117]. Therefore, wild boar feeding should be limited as a

means of ASF prevention, at least in open, unfenced areas.

Recent assessments on the spread and control of ASF advocate the use of hunting,

culling and the active removal of carcasses as potential methods by which to control

the infection [43]. Our study indicates that multiple control methods should be ap-

plied in parallel to eradicate ASF without eradicating the population. This will be of

particular relevance in regions where wild boar hunting is an important industry that

supports rural communities [118]. Furthermore, the control methods are more e�ective

if implemented at the onset of infection (or prior to the arrival of infection in the case

of culling) as they reduce the size of the infectious outbreak, thereby reducing the risk

of spread to neighbouring populations. This supports the �nding of Barongo et al. [33],

who tested the impact of the timing of biosecurity measures on the control of ASF

indicting that a rapid response was more e�ective.

The use of culling as a method to control infectious disease has had varying levels of

success [119, 4]. For some circumstances the culling of a population can a�ect the be-

haviour of the wildlife species of concern and can disrupt the social interactions within

groups and between groups [120, 121, 122, 123, 124]. This can lead to increased wildlife

movement and a resulting increase in disease spread [123]. A recent theoretical paper

has shown that in hosts challenged by highly virulent pathogens that do not confer long-

lived immunity there is only a narrow gap between the thresholds in the culling rate

that eradicate the disease or that eradicate the population [104]. ASF is highly virulent

with little prospect of post infection recovery to immunity. Our model study indicates
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that in Estonia, culling alone is unlikely to eradicate the disease without eradicating

the host population, whereas in Spain culling could potentially eradicate the disease

without eradicating the host. The di�erence is that in Estonia infected carcasses re-

main in the environment, acting as a long-term source of infection and increasing the

di�culty of eradicating the disease. We also consider the potential of disease control

through the removal of infected carcasses. Carcass removal reduces density-dependent

environmental transmission and thereby reduces the population crash at the onset of

infection. This allows an increased density of hosts to be supported in the long-term.

For some scenarios however, the lower level of transmission combined with the increased

density of hosts means the density of infected individuals can increase in response to

control. In all cases carcass removal alone, instigated when the infection is detected,

cannot eradicate the virus. When culling and carcass removal control methods are

combined the model predicts that disease eradication can occur without the eradica-

tion of the host population. Here the increase in mortality due to culling is balanced

by the reduction in transmission due to carcass removal and therefore a reduction in

disease-induced mortality at the population level [104].

The threat posed by ASF to wild and domestic swine is signi�cant [33, 34], and un-

derstanding the transmission dynamics is key for developing strategies to control ASF

[43]. Our model study considers the dynamics and impacts of ASF control measures for

di�erent population scenarios that are representative of di�erent geographical regions

and di�erent wild boar management strategies. Our �ndings have uncovered the role of

di�erent infection transmission routes in determining the epidemiological dynamics and

in particular we suggest that a small proportion of survivor individuals that can subse-

quently revert to the infected class can play a key role in the long-term persistence of

infection. The model results also suggest that ASF eradication requires a combination

of control measures applied at the onset of (or prior to) detection of infection. This

study highlights the role that mathematical modelling can play in understanding and

developing management strategies to control important infectious diseases.

30



Appendix A: Supplementary material

for Chapter 2

A.1 The birth rate function, a(t)

We use either uni-modal or bi-modal birth functions, Figure A.1, to represent the repro-

ductive conditions when there is a natural population, Figure A.1A, and a population

with supplementary feeding, Figure A.1B. In the former case each female adult is ex-

pected to produce 6 o�spring with a peak of reproduction in March. As we assume

a 50/50 male/female split, we assume each adult, on average, to produce 3 o�spring.

With additional feeding, we expect two peaks in reproduction, one in March and one

in September, and an increase in the o�spring per female to 12 individuals.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Figure A.1: The average reproductive rate, a(t), for adult wild boar over a period of 1 year, where
January is given by t = 0, in natural conditions (A) and with supplementary feeding (B) respectively.
Under natural conditions we assume each adult individual produces an average of 3 piglets per year,
and with supplementary feeding an average of 6 piglets per year.
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A.2 Drivers for the epidemiological dynamics of African

swine fever

We undertake a sensitivity analysis to �nd the transmission parameters and the pro-

portion transitioning to the survivor state that satisfy the criteria outlined in Section

2.2 of the main paper (Figure A.2). In particular the epidemiological criteria are only

satis�ed for a limited range of transmission coe�cients and proportions transitioning

to survivors.

Density-dependent environmental transmission is the key process driving the initial

population crash. Model results when environmental transmission is excluded (Figure

A.3A) show no epidemic outbreak, and as a result no drop in population density and

when environmental transmission is high (Figure A.3C) the crash in population is se-

vere and drops below the level de�ned by our epidemiological criteria.

Frequency-dependent transmission and the progression and subsequent reversion from

survivor to infected individuals allows the infection to be sustained at low density. With-

out these processes the disease is self-limiting and fades out after the epidemic (Figure

A.4 and A.5). If frequency-dependent transmission is high the population exhibits

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Figure A.2: A selection of valid transmission coe�cients satisfying the epidemiological criteria out-
lined in Section 2.2 of the main paper for the model represented by Equations (2.1) and for parameters
that represent Estonia under natural conditions with no control measures. We also test the signi�-
cance of when the infection is introduced and the results shown are for parameters that satisfy the
epidemiological criteria when an outbreak may occur at any time of the year. The shaded regions
indicate parameters that satisfy the epidemiological criteria for ρ = 0.83 in A; ρ = 0.85 in B; ρ = 0.9
in C. The other parameters used are outlined in Section 2.2.1.
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pathogen driven extinction (Figure A.4C) and if a high proportion of infected individ-

uals progress to the survivor phase the population does not exhibit such a marked crash.

In our model study survivor individuals revert to the infected state after an average of

six months, but there is uncertainty in this duration [110]. We use the model to show

that the epidemiological criteria for ASF can be satis�ed for a range of durations in

the survivor class (from 2 months to 9 months, see Figure A.6). In order to satisfy

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Figure A.3: Model results for the scenario that represents Estonia under natural conditions for
di�erent environmental transmission coe�cients: βE = 0 (A), βE = 2 (B) and βE = 6 (C), with
other parameters set to default values (in particular βF = 63 and ρ = 0.85). Plots in (i) give the
total densities, (ii) the infected (solid line) and survivor (dashed) densities and (iii) the prevalence.
Other parameters are as discussed in Section 2.2.1. When environmental transmission is low there is
no population crash (A) and when it is high the crash is too severe (C).

Figure A.4: Model results for the scenario that represents Estonia under natural conditions for
di�erent frequency-dependent transmission coe�cients: βF = 50 (A), βF = 63 (B) and βF = 76 (C),
with other parameters set to default values (in particular βE = 2 and ρ = 0.85). Plots in (i) give the
total densities, (ii) the infected (solid line) and survivor (dashed) densities and (iii) the prevalence.
Other parameters are as discussed in Section 2.2.1. When frequency-dependent transmission is low the
prevalence following an outbreak is too low (A) and when it is high the population exhibits pathogen
driven extinction (C).
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the epidemiological criteria when the length of time in the survivor class decreases, the

proportion of individuals that survive the infection must increase, leading to an increase

in the density of survivor individuals.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Figure A.5: Model results for the scenario that represents Estonia under natural conditions for
di�erent values of ρ = 0.7 (A), ρ = 0.85 (B) and ρ = 1 (C), with other parameters set to default values
(in particular βF = 63 and βE = 2). Plots in (i) give the total densities, (ii) the infected (solid line)
and survivor (dashed) densities and (iii) the prevalence. Other parameters are as discussed in Section
2.2.1. If the proportion that transition to the survivor state is high then the population crash is too
slow (A) and if it is too low the disease fades out after the infectious outbreak (C).

Figure A.6: Population densities and prevalence over time for the model described by Equations
(2.1). Total densities are given in (i), infected (solid line) and survivor (dashed line) densities in (ii),
with prevalence, de�ned as I/N , in (iii). Simulations were completed for the situation representative of
Estonia under natural conditions for di�erent values of the survivor reversion rate κ, with results for κ =
12/2, 12/3, 12/4, 12/6 and 12/9 given in �gures A,B,C,D and E, respectively. This corresponds to an
average time in the survivor class of 2, 3, 4, 6 and 9 months, respectively. The transmission parameters
are (βF , βE , ρ) are given by (40, 4, 0.61), (50, 3.1, 0.7), (58, 2.1, 0.8), (63, 2, 0.85) and (67.5, 1.7, 0.89) for
�gures A−E, respectively, so that the epidemiological criteria, described in Section 2.2, are satis�ed.
All other parameters are as discussed in Figure 2.1.
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A.3 The impact of control in Estonia with supple-

mented feeding

Figures A.7, A.8, A.9 and A.10 explore the impact of culling and carcass removal on

the epidemiological dynamics for the parameters representing the scenario in Estonia

where wild boar receive supplementary feeding.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Figure A.7: Population response to a varying culling intensity, bC , with three di�erent carcass removal
rates r = 0 (solid line), r = 26 (dashed) and r = 52 (dotted), for the model represented by Equations
(2.1). The total density, N , is given in A, with infected and survivor density in B and carcass density
in C. Results are shown for the scenario that represents Estonia with supplementary feeding (see
Figure 2.1 for parameters) and show the average densities between the years 2 and 3 following disease
introduction. Control measures were implemented as soon as the virus is �rst discovered, de�ned as
the time when carcass levels �rst reach a density of 0.02.

Figure A.8: Population response to a varying carcass removal rate, r, with three di�erent culling
intensities bC = 0 (solid line), bC = 0.75 (dashed) and bC = 1.5 (dotted), for the model represented by
Equations (2.1). The total density, N , is given in A, with infected and survivor density in B and carcass
density in C. Results are shown for the scenario that represents Estonia with supplementary feeding
(see Figure 2.1 for parameters) and show the average densities between the years 2 and 3 following
disease introduction. Control measures were implemented as soon as the virus is �rst discovered,
de�ned as the time when carcass levels �rst reach a density of 0.02.
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Figure A.9: Population response to the combination of culling, at �xed rate bC = 0.75, and carcass
removal, at �xed rate r = 52, for the model represented by Equations (2.1) and for parameters that
represent the scenario of Estonia with supplementary feeding (see Figure 2.1 for parameters).The total
density, N , is given in A, with infected and survivor densities in B and prevalence in C. The results are
shown for two di�erent control implementation times: when the virus is �rst discovered (solid line),
and six months after the virus was discovered (dashed line).

Figure A.10: Population response to the combination of culling, at �xed rate bC = 0.75, and carcass
removal, at �xed rate r = 52, for the model represented by Equations (2.1) and for parameters that
represent the scenario of Estonia with supplementary feeding (see Figure 2.1 for parameters).The total
density, N , is given in A, with infected and survivor densities in B and prevalence in C. The results are
shown for three di�erent control implementation times: one year before the onset of the virus (dotted
line), six months before the onset of the virus (dashed line), and when the virus is �rst discovered
(solid line).
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A.4 The impact of control in Spain under natural con-

ditions

Figures A.11, A.12, A.13 and A.14 explore the impact of culling and carcass removal

on the epidemiological dynamics for the parameters representing the scenario in Spain

where wild boar do not receive supplementary feeding.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Figure A.11: Population response to a varying culling intensity, bC , with three di�erent carcass
removal rates r = 0 (solid line), r = 26 (dashed) and r = 52 (dotted), for the model represented by
Equations (2.1). The total density, N , is given in A, with infected and survivor density in B and carcass
density in C. Results are shown for the scenario that represents Spain under natural conditions (see
Figure 2.1 for parameters) and show the average densities between the years 2 and 3 following disease
introduction. Control measures were implemented as soon as the virus is �rst discovered, de�ned as
the time when carcass levels �rst reach a density of 0.02.

Figure A.12: Population response to a varying carcass removal rate, r, with three di�erent culling
intensities bC = 0 (solid line), bC = 0.75 (dashed) and bC = 1.5 (dotted), for the model represented by
Equations (2.1). The total density, N , is given in A, with infected and survivor density in B and carcass
density in C. Results are shown for the scenario that represents Spain under natural conditions (see
Figure 2.1 for parameters) and show the average densities between the years 2 and 3 following disease
introduction. Control measures were implemented as soon as the virus is �rst discovered, de�ned as
the time when carcass levels �rst reach a density of 0.02.
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Figure A.13: Population response to the combination of culling, at �xed rate bC = 0.75, and carcass
removal, at �xed rate r = 52, for the model represented by Equations (2.1) and for parameters that
represent the scenario in Spain under natural conditions (see Figure 2.1 for parameters).The total
density, N , is given in A, with infected and survivor densities in B and prevalence in C. The results are
shown for two di�erent control implementation times: when the virus is �rst discovered (solid line),
and six months after the virus was discovered (dashed line).

Figure A.14: Population response to the combination of culling, at �xed rate bC = 0.75, and carcass
removal, at �xed rate r = 52, for the model represented by Equations (2.1) and for parameters that
represent the scenario in Spain under natural conditions (see Figure 2.1 for parameters).The total
density, N , is given in A, with infected and survivor densities in B and prevalence in C. The results are
shown for three di�erent control implementation times: one year before the onset of the virus (dotted
line), six months before the onset of the virus (dashed line), and when the virus is �rst discovered
(solid line).
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A.5 The impact of control in Spain with supplemented

feeding

Figures A.15, A.16, A.17 and A.18 explore the impact of culling and carcass removal

on the epidemiological dynamics for the parameters representing the scenario in Spain

where wild boar receive supplementary feeding.
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Figure A.15: Population response to a varying culling intensity, bC , with three di�erent carcass
removal rates r = 0 (solid line), r = 26 (dashed) and r = 52 (dotted), for the model represented by
Equations (2.1). The total density, N , is given in A, with infected and survivor density in B and carcass
density in C. Results are shown for the scenario that represents Spain with supplementary feeding (see
Figure 2.1 for parameters) and show the average densities between the years 2 and 3 following disease
introduction. Control measures were implemented as soon as the virus is �rst discovered, de�ned as
the time when carcass levels �rst reach a density of 0.02.

Figure A.16: Population response to a varying carcass removal rate, r, with three di�erent culling
intensities bC = 0 (solid line), bC = 0.75 (dashed) and bC = 1.5 (dotted), for the model represented by
Equations (2.1). The total density, N , is given in A, with infected and survivor density in B and carcass
density in C. Results are shown for the scenario that represents Spain with supplementary feeding (see
Figure 2.1 for parameters) and show the average densities between the years 2 and 3 following disease
introduction. Control measures were implemented as soon as the virus is �rst discovered, de�ned as
the time when carcass levels �rst reach a density of 0.02.
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Figure A.17: Population response to the combination of culling, at �xed rate bC = 0.75, and carcass
removal, at �xed rate r = 52, for the model represented by Equations (2.1) and for parameters that
represent the scenario of Spain with supplementary feeding (see Figure 2.1 for parameters).The total
density, N , is given in A, with infected and survivor densities in B and prevalence in C. The results are
shown for two di�erent control implementation times: when the virus is �rst discovered (solid line),
and six months after the virus was discovered (dashed line).

Figure A.18: Population response to the combination of culling, at �xed rate bC = 0.75, and carcass
removal, at �xed rate r = 52, for the model represented by Equations (2.1) and for parameters that
represent the scenario of Spain with supplementary feeding (see Figure 2.1 for parameters).The total
density, N , is given in A, with infected and survivor densities in B and prevalence in C. The results are
shown for three di�erent control implementation times: one year before the onset of the virus (dotted
line), six months before the onset of the virus (dashed line), and when the virus is �rst discovered
(solid line).
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A.6 The impact of a varying degradation rate in Spain

under natural conditions

Figures A.19 and A.20 explore the impact of a varying degradation rate, d, for the

parameters and scenario representative of Spain under natural conditions in the absence

of control.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Figure A.19: Model simulations for the scenario representative of Spain under natural conditions
with no control measures (see Figure 2.1 for parameters). The degradation rate varies from 1 day
(d = 365), A, to 1/2 a week (d = 104), B, and to 1 week (d = 52), C, with C being our default. The
total density, N, is given in (i), with infected (solid line) and survivor densities (dashed line) in (ii),
infected carcass densities in (iii) and prevalence in (iv).

Figure A.20: Model simulations for the scenario representative of Spain under natural conditions
with no control measures (see Figure 2.1 for parameters). The degradation rate varies from 1 week
(d = 52), A, to 2 weeks (d = 26), B, and to 4 weeks (d = 13), C, with A being our default. The total
density, N, is given in (i), with infected (solid line) and survivor densities (dashed line) in (ii), infected
carcass densities in (iii) and prevalence in (iv).
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A.7 Transmission from survivor individuals

Figures A.21 and A.22 explore the range of parameters which satisfy the epidemiological

criteria for ASF (Section 2.2) when survivor individuals can also transmit the infection.

We assume that survivor individuals transmit at rate βC = FβF which is a fraction, F ,

of the rate of transmission from infected individuals. For both our default parameters

and those which consider a reduced level of βF the rate of transmission from survivor

individuals needs to be low for the dynamics to satisfy the epidemiological criteria of

ASF (Figure A.21). The inclusion of transmission from survivor individuals allowed

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Figure A.21: A selection of valid transmission coe�cients satisfying the epidemiological criteria
outlined in Section 2.2 of the main paper for the model that represents Estonia under natural conditions
and which additionally includes transmission from survivor individuals with transmission rate βC =
FβF . Parameters are as in Section 2.2.1 with βF = 63 in (A) and βF = 56 in (B).

Figure A.22: Population densities and prevalence over time for the model representative of Estonia
under natural conditions. In (A) the model is described by Equations (2.1) with parameters as outlined
in Section 2.2.1 and in (B) the model additionally includes transmission from survivor individuals with
transmission rate βC = FβF and parameters as outlined in Section 2.2.1 except for βF = 56 and
F = 0.025. The total density, N, is given in (i), with infected (solid line) and survivor densities
(dashed line) in (ii), and prevalence in (iii).
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the model to match the epidemiological criteria for ASF with a reduced overall density

of survivors (Figure A.22). Note, if the transmission rate from survivor individuals is

similar to that of acutely infected individuals, then it leads to population extinction.

A.8 Varying carcass degradation rates without a sur-

vivor population

We used the model to test whether the epidemiological criteria for ASF could be satis�ed

for a range of carcass degradation rates (representing an average degradation time from

1 week to 40 weeks) in the absence of a survivor class. However, the epidemiological

criteria could not be satis�ed. When carcass degradation is slow and environmental

transmission is `high', it is possible to satisfy our epidemiological criteria points (1)

and (2) related to the drop in population density and timing of the peak outbreak of

ASF but not the persistence of ASF in the long-term since ASF fades-out after the

outbreak (Figure A.23). This result only occurred for degradation lengths of less than

26 weeks. When carcass degradation is slow and environmental transmission is `low',

it is possible to satisfy point (3) of the epidemiological criteria related to the long-term

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Figure A.23: Population densities and prevalence over time for the model described by Equations
(2.1), with the total densities given in (i), infected density in (ii), and prevalence, de�ned as I/N , in
(iii). Simulations were run for the situation representative of Estonia under natural conditions but
without the presence of a survivor class (ρ = 1). Note, in the absence of a survivor class the three
epidemiological criteria de�ned in Section 2.2 cannot be satis�ed. For plots in (A) we use parameters
(βF = 42, βE = 2, d = 20) satisfying the �rst two elements of the epidemiological criteria but that
could not satisfy the third and in (B) we use parameters (βF = 42, βE = 1, d = 40) that could satisfy
the third element in the epidemiological criteria but not the �rst two. All other parameters are as in
Figure 2.1.

43



Chapter 2. Modelling the transmission and persistence of African swine fever in wild boar in
contrasting European scenarios

persistence of ASF but the decrease in host density is slow and the peak in the outbreak

of ASF occurs several years after the initial introduction of the infection. This result

only worked for degradation lengths of more than 37 weeks.
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Chapter 3

The impact of an African swine fever

outbreak on endemic tuberculosis in

wild boar populations: a model

analysis

The work in this chapter has been published in:

O'Neill, X., White, A., Ruiz-Fons, F. and Gortázar, C., 2021. The impact

of an African swine fever outbreak on endemic tuberculosis in wild boar pop-

ulations: A model analysis. Transboundary and Emerging Diseases. 00:1�11.

https://doi.org/10.1111/tbed.14052

but with some of the supplementary information material moved into the main chap-

ter, providing details on the full TB and ASF model and the coexistence of multiple

pathogens through the inclusion of frequency-dependent transmission.

Abstract

Amathematical model is developed and analysed to examine the impacts of African swine fever

(ASF) introduction into a wild boar population that supports endemic animal tuberculosis

(TB). TB is a widespread infectious disease caused by the Mycobacterium tuberculosis bacteria

belonging to the Mycobacterium tuberculosis complex (MTC) that can persist in reservoir

wildlife hosts. Wild boar (Sus scrofa) are a key reservoir for MTC and an increasing trend in

wild boar density is expected to lead to an increase in TB prevalence with spillover to livestock.
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MTC infection is presently controlled through a variety of strategies, including culling. African

swine fever (ASF) is a virulent, viral infection which a�ects wild boar and is spreading across

Eurasia and Oceania. ASF infection leads to near 100% mortality at the individual level,

can cause a dramatic decrease in population density and may therefore lead to TB control.

We extend an established model that captures the key demographic and infection processes

for TB in wild boar to consider the impact of ASF introduction on wild boar populations

that support di�erent levels of endemic TB. Our model results indicate that an ASF infection

will reduce wild boar population density and lead to a decrease in the prevalence of TB. If

ASF persists in the local host population the model predicts the long-term decline of TB

prevalence in wild boar. If ASF is eradicated, or fades-out in the local host population, the

model predicts a slower recovery of TB prevalence in comparison to wild boar density after an

ASF epidemic. This may open a window of opportunity to apply TB management to maintain

low TB prevalence.

3.1 Introduction

Animal tuberculosis (TB) is a widespread multi-host disease caused by infection with

Mycobacterium bovis and the closely related members of the M. tuberculosis complex

(MTC) and leads to increased host mortality [44]. TB has a signi�cant economic impact

on the livestock industry due to test and slaughter schemes and movement restrictions

[48, 58, 59] and within the European Union there has been funding and a long-term

policy to reduce and eradicate TB [60]. Other intervention measures include reducing

indirect contacts among host species [61, 62], vaccinating [63], and culling [65, 66]. Nev-

ertheless, there is an increasing prevalence of infection among cattle herds in Europe,

with the EU herd prevalence at 0.4% in 2008 and at 0.9% in 2018 [67]. A key issue for

the control of TB is its persistence in wildlife reservoirs from which it can spillover to

livestock [71]. The primary reservoir species vary with location and include European

badgers (Meles meles) in the British Isles, cervids in North America, brushtail possums

(Trichosurus vulpecula) in New Zealand and bu�alo (Syncerus ca�er) in South Africa,

among others [47, 48]. In mainland Europe, and in particular on the Iberian Penin-

sula, wild ungulates such as the Eurasian wild boar (Sus scrofa) and red deer (Cervus

elaphus) act as the primary reservoir of infection [48, 51, 52, 53]. Due to increasing
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habitat suitability and decreasing hunting pressure, the density of wild ungulates has

seen an unprecedented increase over the last decades [72, 22, 23] and this presents a

challenge for TB management.

Wildlife species can harbour multiple infectious agents and this can be facilitated by

the increase in density of wild ungulates. In Eurasian wild boar, the spread of African

swine fever (ASF) is a cause for current concern as it leads to high levels of mortality

and has the potential to spillover to domestic pigs resulting in subsequent losses in pig

production [33, 125, 126, 127]. As such, ASF is listed as a noti�able disease by the

World Organisation for Animal Health (OIE). Outbreaks are currently causing global

concern; in Europe an outbreak in Georgia and the Russian Federation in 2007 had

spread to Ukraine, Belarus, Estonia, Latvia, Lithuania and Poland [35, 28, 34] and

recent outbreaks have been reported in the Czech Republic, Belgium, Germany, Poland

and Slovakia and several south-east European countries [128, 129, 130, 131]. In Asia,

ASF was reported in China in 2018 and has subsequently spread throughout the re-

gion (up to Mongolia in the north and to Indonesia in the south) [132]. ASF is likely

to continue to spread and therefore have a widespread global impact on domestic pig

production and wild boar abundance. Rapid control measures are instigated to manage

and eradicate ASF in wild boar [125, 28]. The measures will depend on the route of

entry of infection, i.e., a widespread epidemic wave or a focal introduction, and include

implementation of a combination of zoning, fencing and carcass removal, feeding bans,

speci�c hunting regulations and depopulation actions [125, 28, 130].

The persistence of infectious disease is known to be linked to host population den-

sity with the potential for disease eradication if the host population decreases below

a threshold density [10]. This has underpinned the use of culling as a management

strategy to control wildlife diseases [133, 104, 134]. Since ASF outbreaks typically lead

to signi�cant reductions in host population density, which may be exacerbated due to

ASF control measures (although intensi�ed hunting in newly ASF-infected areas may

be outweighed by the ASF induced population crash [135]). This is likely to have im-

pacts for the prevalence and persistence of co-infecting pathogens, such as MTC. With
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the continued spread of ASF it is therefore important to examine the potential impact

of an ASF outbreak on the persistence of TB.

Mathematical models have played a key role in understanding the processes that drive

epidemiological dynamics in wildlife populations [10, 93]. In this study we develop

a mathematical model for a wild boar host population that can be co-infected with

TB and ASF. Given the marked e�ect of ASF on wild boar population density and

knowing that wild boar culling can contribute to TB control, we hypothesize that ASF

emergence will have a signi�cant impact on wild boar TB. Therefore, our aim is to

understand the consequences of an ASF outbreak on the prevalence and persistence of

endemic TB in wild boar. To do this we incorporate the disease dynamics for ASF,

detailed in O'Neill et al. [18], into a model of TB in wild boar [66]. Our model system

is parameterised to be representative of the wild boar TB system in di�erent regions

in Spain. However, the �ndings apply in general as we examine the impact of ASF in

regions of high density and high endemic TB prevalence and in regions of low density

and low endemic TB prevalence. Degradation of ASF in wild boar carcasses can play

a key role in the ASF epidemiological dynamics [39, 18, 19], and so we explore the

outcome with two di�erent rates of degradation, a high and a low rate. In particular,

the high rate represents the rapid degradation of the infection as seen in places with

high temperatures or with abundant obligate scavengers, such as vultures. We then

consider how disease control measures introduced to eradicate ASF will impact the

dynamics of TB. Beyond assessing the potential impact of ASF on the epidemiological

dynamics of TB our �ndings add new perspective to the theory on the interaction and

coexistence of multiple pathogens in a single host species.

3.2 Methodology

We extend the model of Tanner et al. 2019 [66], which represents the dynamics of

tuberculosis in wild boar, to include co-infection of African swine fever, as represented

by O'Neill et al. 2020 [18]. A full model description is presented by Equations (3.2 and

B.1-B.4) in Section 3.2.2 and the Supplementary Information. Here we describe the key
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infection processes for TB, in Section 3.2.1, and for ASF, in Section 3.2.2.

3.2.1 The Wild Boar Tuberculosis model

The model of Tanner et al. 2019 [66] considers a wild boar host population that is split

into three age-classes: piglets (P ), yearlings (Y ) and adults (A). The three di�erent age

classes are required as each class has distinct properties in terms of their demographic

and infection dynamics. This model framework has been used successfully to under-

stand the impact of vaccination and predation on TB prevalence in the wild boar TB

system [63, 66]. The age-classes are further split into susceptible (subscript S), infected

(subscript I) and generalised (subscript G) classes to re�ect the TB disease status of the

population. Generalised individuals can also release free-living TB pathogen particles,

with density F , into the environment. The model is given below:

dPS
dt

= b(Y + A)(1− qN)− βDPPS
G

N
− ωβFPPSF − (m+ d)PS,

dPI
dt

= βDPPS
G

N
+ ωβFPPSF − (εP +m+ d)PI ,

dPG
dt

= εPPI − (α +m+ d)PG,

dYS
dt

= mPS − βDY YS
G

N
− ωβFY YSF − (c+m+ d)YS,

dYI
dt

= mPI + βDY YS
G

N
+ ωβFY YSF − (εY + c+m+ d)YI ,

dYG
dt

= mPG + εY YI − (α + c+m+ d)YG, (3.1)

dAS
dt

= mYS − βDAAS
G

N
− ωβFAASF − (c+ d)AS,

dAI
dt

= mYI + βDAAS
G

N
+ ωβFAASF − (εA + c+ d)AI ,

dAG
dt

= mYG + εAAI − (α + c+ d)AG,

dF

dt
= λG− µFF.

Here, N = P + Y +A represents the total wild boar population, where P = PS + PI +

PG;Y = YS + YI + YG;A = AS + AI + AG and G is the total number of generalised

individuals, G = PG + YG + AG. Yearlings and adults give birth to susceptible piglets
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at rate b. This takes two values, b = log 4 and b = log 7, for scenarios representative

of low and high TB prevalence regions, respectively. The total population is regulated

through a crowding parameter, q, that acts on the birth rate, and is related to the

carrying capacity, K, since q = 1
K

(
1− d(d+m)

mb

)
. We choose the values, K = 5.95 or

K = 27, for low and high prevalence TB regions, respectively. Maturity from piglets

to yearlings and yearlings to adults occurs at rate m and piglets, yearlings and adults

may die of natural causes at rate d. This set-up for the demographic dynamics has

previously been used to assess wild boar TB interactions [63, 104].

The model assumes infection can occur through direct frequency-dependent interactions

(since wild boar tend to congregate in social groups) between susceptible and gener-

alised individuals with transmission coe�cients βDP , βDY and βDA, for piglets, yearling

and adults respectively, or through environmental contact with the free-living MTC,

with transmission coe�cients βFP , βFY and βFA. Piglets and yearlings are assumed to

be three times more susceptible to infection than adults [136]. Infected individuals are

not infectious but can progress to the generalised (infectious) class at rates εP , εY and

εA, for the di�erent age-classes, respectively. In low prevalence regions, where resources

are not limited, it is assumed that εP = εY = εA [66]. However, for high prevalence

regions, where resources (particularly water) are scarce and overall health is impaired

(similar to conditions in central and southern Spain), it is assumed that piglets and year-

lings progress from the infected to the generalised class at three times the rate of adults

(εP = εY = 3εA) [66]. The model assumes that free-living MTC is shed from generalised

wild boar at rate λ and decays at rate µFF. The level of environmental transmission is

scaled through the parameter ω which increases when environmental conditions become

more severe to re�ect, for example, aggregation at limited water holes. Finally, it is

assumed that all wild boar in the generalised class su�er disease-induced mortality at

rate α and that all adult and yearling classes are culled due to hunting at constant rate c.

In this study we consider two parameter sets that include a range of wild boar densities

and TB prevalences found in Spain: (i) where the wild boar density is 4km−2 and TB

is endemic with a prevalence of 10%, representative of regions in northern Spain, or
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similar, where water is not a limiting factor and no feeding takes place [137] and (ii)

where the wild boar density is 12km−2 and TB is endemic with a prevalence of 60%,

representative of regions in central Spain, or similar, where wild boar are supplementary

fed but where water resources are scarce in summer [138]. A full description of the

parameters and their values (which are taken from Tanner et al. 2019 [66], except

where stated) is given in the Supplementary Information.

3.2.2 The Wild Boar African Swine Fever and Tuberculosis

model

We extend the wild boar TB dynamics to include co-infection with ASF following the

methodology presented in O'Neill et al. 2020 [18] that develops a wild boar ASF model.

The O'Neill et al., 2020 [18] model framework has been used successfully to examine the

epidemiological dynamics of ASF in wild boar populations and to assess the e�ective-

ness of control strategies to manage and eradicate ASF. For the ASF epidemiological

dynamics we consider the following classes: S, uninfected and susceptible to infection;

I, infected and able to transmit the virus; C, survivor individuals which do not trans-

mit the virus but can revert to the infected (I) class and D, infected carcasses which

can transmit the virus. The de�nition of survivor individuals arises from the type 1

`survivors' de�nition used in Ståhl et al. [40] where such individuals will invariably die

but have the potential to excrete virus in association with the resurgence of viraemia.

An overview of the ASF infection dynamics is shown schematically in Figure 3.1.

ASF infection is assumed to a�ect all age-classes of wild boar equally [18]. It is assumed

a susceptible can become infected with ASF due to direct contact with an infected indi-

vidual via frequency-dependent transmission, βF or due to environmental transmission

through contact with an infected carcass, βE. A proportion, ρ, of infected individuals

su�er disease-induced mortality at rate γ = 365/5, re�ecting an average lifespan of

5 days for an individual with ASF [36]. A proportion, 1 − ρ, of infected individuals

can instead enter the survivor class, which does not incur disease-induced mortality.

Survivor individuals can revert to the infected class at rate κ = 12/6 implying that on

average individuals remain survivors for 6 months [36]. Host individuals that die due
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Figure 3.1: A visual representation of the wild boar ASF model presented in O'Neill et al. (2020).
The nodes represent the di�erent ASF infection classes: S, ASF susceptible, I, ASF infected, C, ASF
survivor individuals and D, infected carcasses. The arrows show the possible entry and exit routes
into and out of each respective class.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

to the infection become infected carcasses which degrade at rate µC . Further details of

the wild boar ASF model can be found in O'Neill et al. 2020 [18].

The combined TB and ASF infection model considers a wild boar host population that

is split into three age-classes: piglets (P ), yearlings (Y ) and adults (A). The age-

classes are split into TB susceptible (�rst subscript S), TB infected (�rst subscript I)

and TB generalised (�rst subscript G) classes to re�ect the TB disease status of the

population. They are then further split into ASF susceptible (second subscript S),

ASF infected, (second subscript I) and ASF survivor individuals (second subscript C)

classes to re�ect the ASF disease status of the population. Generalised individuals can

also release free-living TB pathogens with density F into the environment and when

ASF infected individuals die, either naturally or through disease-induced mortality,

they enter the infected carcass class D. The combined TB and ASF infection model

is shown for the piglet population in Equations (3.2), with the TB and ASF infection

model for the remaining wild boar populations, and details of the parameter values,

shown in the Supplementary Information. Note, in the TB and ASF full model we do

not assume direct interference between competing pathogens. However, there will be

indirect interference due to parasite induced changes in host population density.

dPSS
dt

= b(Y +A)(1− qN)− βDPPSS
G

N
− ωβFPPSSF
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− βFPSS
I

N
− βEPSSD −mPSS − dpPSS − bCPSS ,

dPIS
dt

= βDPPSS
G

N
+ ωβFPPSSF − εPPIS

− βFPIS
I

N
− βEPISD −mPIS − dpPIS − bCPIS ,

dPGS
dt

= εPPIS − αPPGS

− βFPGS
I

N
− βEPGSD −mPGS − dpPGS − bCPGS ,

dPSI
dt

= −βDPPSI
G

N
− ωβFPPSIF

+ βFPSS
I

N
+ βEPSSD − γPSI + κPSC −mPSI − dpPSI − bCPSI ,

dPII
dt

= βDPPSI
G

N
+ ωβFPPSIF − εPPII

+ βFPIS
I

N
+ βEPISD − γPII + κPIC −mPII − dpPII − bCPII , (3.2)

dPGI
dt

= εPPII − αPGI

+ βFPGS
I

N
+ βEPGSD − γPGI + κPGC −mPGI − dpPGI − bCPGI ,

dPSC
dt

= −βDPPSC
G

N
− ωβFPPSCF

+ γ(1− ρ)PSI − κPSC −mPSC − dpPSC − bCPSC ,
dPIC
dt

= βDPPSC
G

N
+ ωβFPPSCF − εPPIC

+ γ(1− ρ)PII − κPIC −mPIC − dpPIC +−bCPIC ,
dPGC
dt

= εPPIC − αPGC

+ γ(1− ρ)PGI − κPGC −mPGC − dpPGC +−bCPGC .

The key control methods adopted to manage and eradicate ASF are dramatic depopulation

(to reduce direct transmission) and the removal of infected carcasses (to reduce environmental

transmission) [125, 28, 18]. In the model we include wild boar depopulation by assuming

culling is applied at rate bC , across all age and infection classes (see Equations 3.2, B.1 and

B.2). The culling rate, bC , corresponds to a culling proportion equal to 1 − e−bC , per year.

The removal of ASF infected carcasses is modelled as an additional loss term in the infected

carcass class, D, with removal rate, r (see Equation B.3). The value r corresponds to an

average time till the removal of a carcass of 1/r years.
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3.3 The impact of African swine fever on endemic tu-

berculosis

We undertake model simulations for the introduction of ASF into the TB endemic system,

for scenarios that are representative of TB infection status found in Spain, including regions

of high and low TB prevalence and regions of high and low ASF infected carcass degradation

rates.

For the scenario with high TB prevalence and a high rate of ASF infected carcass degradation

the introduction of ASF leads to a rapid population reduction of 85% (Figure 3.2). There is a

peak in ASF infection around 3 months after its introduction and in the model ASF persists

at low prevalence (0.8%) in the long-term. The impact and persistence of ASF leads to a

reduction in the host population density which in turn leads to a decrease in TB prevalence.

Note, the decrease in TB prevalence is slow and in the long-term TB prevalence stabilises to a

reduced level. For the scenario with high TB prevalence and a low rate of ASF infected carcass

degradation the introduction of ASF leads to a near eradication of the host population, with a

99% reduction in the host population density (Figure 3.3). The impact of ASF is more severe

as the low rate of carcass degradation increases the potential for ASF transmission. ASF

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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Figure 3.2: Population densities and prevalence for the model described by the Equations (3.2�B.4),
for the scenario with high carcass degradation rate and a high tuberculosis prevalence. Results are
shown over a 25-year period. (A) shows total host density (blue), hosts susceptible to TB (green),
hosts infected with TB (magenta), hosts with generalized TB infection (red) and the combined infected
and generalized hosts (black). (B) shows the total host density (blue), hosts susceptible to ASF
(green), hosts infected with TB (magenta), ASF survivor density (red) and the infected carcass density
(black). (C) shows TB prevalence with infected prevalence, ITB/N , (dotted); generalized prevalence,
G/N , (dot-dash) and total prevalence, (ITB + G)/N , (solid). We used default parameter values and
K = 27, b = ln 7, cε = 3, ω = 1 and d = 52.
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Figure 3.3: Population densities and prevalence for the model described by the Equations (3.2�B.4),
for the scenario with low carcass degradation rate and a high tuberculosis prevalence. Results are
shown over a 25-year period. (A) shows total host density (blue), hosts susceptible to TB (green),
hosts infected with TB (magenta), hosts with generalized TB infection (red) and the combined infected
and generalized hosts (black). (B) shows the total host density (blue), hosts susceptible to ASF
(green), hosts infected with TB (magenta), ASF survivor density (red) and the infected carcass density
(black). (C) shows TB prevalence with infected prevalence, ITB/N , (dotted); generalized prevalence,
G/N , (dot-dash) and total prevalence, (ITB + G)/N , (solid). We used default parameter values and
K = 27, b = ln 7, cε = 3, ω = 1 and d = 13.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

infection peaks after 2 months and persists for 2 years but the model results indicate local

disease fade-out. In the long-term this allows the host population to return to the density

prior to the ASF outbreak. The impact on TB is a gradual reduction in prevalence from 60%

to less than 20% within 8 years, and then an increase in TB prevalence back to 60% at a rate

that lags behind the increase in population density.

Although ASF leads to near eradication of the population, the TB prevalence does not drop

below 20%. TB is not eradicated in the model as the component of the e�ective reproductive

ratio that arises through the frequency-dependent transmission is independent of host density

and is greater than 1 (see Section 3.5 for more details).

In the low TB prevalence (and lower initial host density), high carcass degradation rate scenario

ASF establishes slowly and becomes endemic at low prevalence (Figure 3.4). This leads to a

slow decrease in the host population of around 35% which then leads to a slow decrease in TB

prevalence. In the long-term TB would be eradicated as the TB infection parameters for this

scenario mean that the reduction in host population density due to endemic ASF is su�cient

to reduce the e�ective reproductive ratio for TB below 1 (see Section 3.5). The low TB

prevalence and low carcass degradation rate scenario (Figure 3.5) is similar to the equivalent
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Figure 3.4: Population densities and prevalence for the model described by the Equations (3.2�B.4),
for the scenario with high carcass degradation rate and a low tuberculosis prevalence. Results are
shown over a 25-year period. (A) shows total host density (blue), hosts susceptible to TB (green),
hosts infected with TB (magenta), hosts with generalized TB infection (red) and the combined infected
and generalized hosts (black). (B) shows the total host density (blue), hosts susceptible to ASF
(green), hosts infected with TB (magenta), ASF survivor density (red) and the infected carcass density
(black). (C) shows TB prevalence with infected prevalence, ITB/N , (dotted); generalized prevalence,
G/N , (dot-dash) and total prevalence, (ITB + G)/N , (solid). We used default parameter values and
K = 5.95, b = ln 4, cε = 1, ω = 0.1 and d = 52.
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Figure 3.5: Population densities and prevalence for the model described by the Equations (3.2�B.4),
for the scenario with low carcass degradation rate and a low tuberculosis prevalence. Results are
shown over a 25-year period. (A) shows total host density (blue), hosts susceptible to TB (green),
hosts infected with TB (magenta), hosts with generalized TB infection (red) and the combined infected
and generalized hosts (black). (B) shows the total host density (blue), hosts susceptible to ASF
(green), hosts infected with TB (magenta), ASF survivor density (red) and the infected carcass density
(black). (C) shows TB prevalence with infected prevalence, ITB/N , (dotted); generalized prevalence,
G/N , (dot-dash) and total prevalence, (ITB + G)/N , (solid). We used default parameter values and
K = 5.95, b = ln 4, cε = 1, ω = 0.1 and d = 13.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

high TB prevalence case with an ASF outbreak followed by rapid population crash and fade

out of ASF before the population then recovers. There is a reduction in TB prevalence to low

levels and a slow increase in TB prevalence following population recovery. The slow decrease

and then increase in TB prevalence is due to the e�ective reproductive ratio for TB dropping
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below 1 for low host population densities and increasing above 1 as the host population returns

to its density prior to the ASF outbreak. A common �nding across all scenarios is that the

epidemiological dynamics of ASF are rapid whereas those of TB are slow and highlights a

di�erence between acute and chronic infections.

3.4 Applying ASF control

Due to the economic and population impact of ASF on wildlife and domestic hosts control mea-

sures to eradicate ASF are applied following its detection. In ASF endemic regions, such as the

Baltic countries, infected wild boar are recorded for several years after the initial introduction

and suggest there could be poorly understood pathways that facilitate the persistence of the

virus at very low densities [130, 18]. ASF maintenance could also be caused by continued new

introductions of the virus from adjacent a�ected regions and countries [130]. Recommended

measures under these epidemiological circumstances include continued active and passive dis-

ease surveillance, intense e�orts of carcass detection and removal, and continuous and intensive

hunting of wild boar to maintain low population densities, both to slow down the speed of

infection spread and to monitor progress through active disease surveillance [130]. We repeat

the scenarios outlined in Section 3.3 but with the inclusion of ASF control measures. We

consider two control measures: the culling of the host population (with culling rate bC) and

the removal of ASF infected carcasses (with removal rate r). The measures are implemented

as soon as ASF enters the population and cease when ASF has been eradicated from the pop-

ulation (de�ned as the time when the total number of ASF infected and survivor individuals,

I + C, is less than 0.1% of the initial host density).

For control that focuses on carcass removal (a high carcass removal rate, r = 200 and low

culling rate bC = 0.2) the results are similar regardless of the ASF and TB scenario. We

show results for the high TB prevalence and low carcass degradation rate scenario (Figure

3.6). Results for other scenarios can be found in the Supplementary Information (Figure B.1).

ASF control prevents a severe ASF infectious outbreak and ASF is eradicated within 3 years.

There is an approximate 40% drop in total population and only 10% drop in TB prevalence.

This method of control eradicated ASF without a signi�cant drop in host population density

and therefore will have little impact on TB prevalence.
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Figure 3.6: Population densities and prevalence for the model described by the Equations (3.2�B.4),
for the scenario with low carcass degradation rate and a high tuberculosis prevalence under speci�c
ASF control measures. Results are shown over a 25-year period. (A) shows total host density (blue),
hosts susceptible to TB (green), hosts infected with TB (magenta), hosts with generalized TB infection
(red) and the combined infected and generalized hosts (black). (B) shows the total host density (blue),
hosts susceptible to ASF (green), hosts infected with TB (magenta), ASF survivor density (red) and the
infected carcass density (black). (C) shows TB prevalence with infected prevalence, ITB/N , (dotted);
generalized prevalence, G/N , (dot-dash) and total prevalence, (ITB + G)/N , (solid). Parameters are
as in Figure 3.3, with the culling parameter bC = 0.2 and carcass removal rate r = 200.
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Figure 3.7: Population densities and prevalence for the model described by the Equations (3.2�B.4),
for the scenario with low carcass degradation rate and either a high tuberculosis prevalence (A�C)
or a low tuberculosis prevalence (D�F), under speci�c ASF control measures. Results are shown over
a 25-year period. (A & D) show total host density (blue), hosts susceptible to TB (green), hosts
infected with TB (magenta), hosts with generalized TB infection (red) and the combined infected and
generalized hosts (black). (B & E) show the total host density (blue), hosts susceptible to ASF (green),
hosts infected with TB (magenta), ASF survivor density (red) and the infected carcass density (black).
(C & F) show TB prevalence with infected prevalence, ITB/N , (dotted); generalized prevalence, G/N ,
(dot-dash) and total prevalence, (ITB +G)/N , (solid). For A�C, parameters are as in Figure 3.3, and
for D�F, parameters are as in Figure 3.5. For all plots, the culling parameter bC = 0.7 and carcass
removal rate r = 26 are used.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

For the culling-based control measure (a low carcass removal rate, r = 26 and high culling

rate bC = 0.7) the outcome depends on whether the initial TB prevalence is high or low but is

independent of the natural carcass degradation rate. We show results representative of a low

58



Chapter 3. The impact of an African swine fever outbreak on endemic tuberculosis in wild boar
populations: a model analysis

carcass degradation rate with results representative of a high carcass degradation rate given

in the Supplementary Information (Figure B.2). For scenarios representative of a high TB

prevalence region there is a rapid reduction in host population density, of approximately 95%,

and a more gradual reduction in TB prevalence (Figure 3.7). Once ASF is eradicated the total

population recovers but the increase in prevalence of TB to its original value lags behind that

of the increase in host population. For scenarios representative of a low TB prevalence region

(Figure 3.7), there is an approximate drop of 80% in the total population and slow decrease in

TB prevalence. Following ASF eradication the host population recovers to its original density

but TB prevalence increases slowly.

3.5 TB infection at low host density

In many classical infection models [10, 93], the basic reproductive ratio (R0) of the disease

depends on the density of susceptible individuals. Therefore, it is possible to reduce R0 below

1 and eradicate the infection by reducing the population density. In the TB and ASF model

we observe that ASF may lead to a drop in the population to low levels and yet TB is not

eradicated. We investigate the reason for this observation by considering a reduced model that

captures the key TB infection dynamics and by undertaking numerical simulations of the full

TB model.

This reduced model neglects age-classes and considers a susceptible population (S), an infected

population (I), a generalised population (G) and the free-living TB particles (F ), and is given

in Equations (3.3) below:

dS

dt
= w(S, I,G, F ) = bN(1− qN)− βDS

G

N
− ωβFSF − dS,

dI

dt
= x(S, I,G, F ) = βDS

G

N
+ ωβFSF − εI − dI,

dG

dt
= y(S, I,G, F ) = εI − αG− dG, (3.3)

dF

dt
= z(S, I,G, F ) = λG− µFF.

Here, N = S + I + G is the total population density, with transmission coe�cients βD and

βF representing the direct contact and free-living contact transmissions respectively. All other

parameters are as discussed in the full TB model. The model therefore captures the key
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infection processes of TB in the absence of age-classes.

3.5.1 Steady state and stability analysis of the reduced model

The system of equations (3.3) has three steady states: the trivial steady state (S, I,G, F ) =

(0, 0, 0, 0), the disease-free steady state (K, 0, 0, 0), where K = (b − d)/bq and the endemic

steady state (Se, Ie, Ge, Fe). Stability of the steady states can be determined by calculating

the eigenvalues of the Jacobian, J (Equation 3.4).

J(S, I,G, F ) =



∂w
∂S

∂w
∂I

∂w
∂G

∂w
∂F

∂x
∂S

∂x
∂I

∂x
∂G

∂x
∂F

∂y
∂S

∂y
∂I

∂y
∂G

∂y
∂F

∂z
∂S

∂z
∂I

∂z
∂G

∂z
∂F


(3.4)

The Jacobian evaluated at the disease-free steady state is given by:

J(K, 0, 0, 0) =



d− b 2d− b 2d− b− βD −ωβFK

0 −ε− d βD ωβFK

0 ε −α− d 0

0 0 λ −µF


, (3.5)

which gives the characteristic polynomial:

(γ − d+ b)(γ3 + a1γ
2 + a2γ + a3) = 0, (3.6)

where:

a1 = µF + α+ 2d+ ε,

a2 = (α+ d)(d+ ε+ µF ) + µF (d+ ε)− εβD, (3.7)
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a3 = µF (α+ d)(d+ ε)− βDεµF − λεωβFK.

From this characteristic polynomial we can already determine one of the eigenvalues γ1 = d−b,

which we assume to be negative (otherwise the trivial steady state would be stable). Using

the Routh-Hurwitz stability criterion on the remaining cubic polynomial we determine that

the remaining requirements for stability are that all our coe�cients ai are positive, and that

a1a2 > a3. Given that all parameters are positive, a1 is therefore positive. The condition

a3 > 0 requires that the following inequality holds:

µF (α+ d)(d+ ε)− βDεµF − λεωβFK > 0. (3.8)

The inequality (3.8) implies (α+ d)(d+ ε)− λεβFK/µF > εβD and therefore if (3.8) holds it

is clear that a2 > 0.

The condition a1a2 > a3 can be written as:

(α+ d)(d+ ε+ µF ) + µF (d+ ε) + µ2F +
λεωβFK

(α+ 2d+ ε)
> εβD, (3.9)

and this holds if (3.8) holds.

Finally, we can rearrange (3.8) to represent the basic reproductive ratio, R0, of the disease as

follows:

R0 =
λωβFK

µF (α+ d)(d+ ε)
+

εβDµF
µF (α+ d)(d+ ε)

< 1. (3.10)

Note, the �rst term in R0 relates to (density dependent) environmental transmission and

the magnitude of this decreases with host density. The second term relates to frequency

dependent direct transmission and does not depend on host density (K). If the second term

has a magnitude greater than unity then R0 > 1 regardless of host density and the disease-free

steady state will be unstable at all host densities.

3.5.2 Simulated steady states in the full TB model

We now explore the full TB model to understand the relationship between host density and

the persistence of TB. The results for the full TB model, in the absence of ASF, in both high

and low TB prevalence scenarios indicate that the disease does not die out as the host density
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Figure 3.8: Stable steady state population densities plotted against the total population density for
the model described by Equations (3.1). The scenarios are representative of low TB prevalence (A) or
high TB prevalence (B) with infected steady state densities (solid line) and generalised densities(dot-
dash). Parameters are taken from the full TB model as discussed in Section B.1.2.

Figure 3.9: Stable steady state population densities plotted against the total population density
for the model described by Equations (3.1) but with an additional mortality term from ASF. This
additional mortality term is given by γρPASF where γ is the mortality rate due to ASF, ρ the proportion
that enter the infected carcass class and PASF the endemic prevalence value of ASF in each scenario.
The scenarios are representative of low TB prevalence (A) or high TB prevalence (B) with infected
steady state densities (solid) and generalised steady state densities (dot-dash). Parameters are taken
from the full TB model as discussed in Section B.1.2, with additional mortality of 0.0029γ and 0.0071γ
included for low and high TB prevalence cases respectively.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

decreases (Figure 3.8). This indicates that the frequency dependence direct transmission term

of the e�ective reproductive ratio is greater than unity and so the disease does not die out

as host density become small. However, in the scenarios when ASF is introduced into a TB

endemic population, TB is eradicated in the low TB prevalence scenario (Figure 3.4) and

close to eradication in the high TB prevalence scenario (Figure 3.2). In these scenarios ASF

remains endemic in the population, with prevalence of 0.29% and 0.71% in the low and high

TB prevalence cases respectively. This imposes an addition mortality on the host population of
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0.0029γ and 0.0071γ in the low and high TB prevalence cases, respectively, and this will a�ect

the e�ective reproductive ratio of TB. If we include this additional mortality we see that TB

is eradicated in the low TB prevalence case (Figure 3.9A) but not in the high TB prevalence

case (Figure 3.9B). This indicates that the frequency dependence direct transmission term of

the e�ective reproductive ratio is less than unity in the low TB prevalence case but greater

than unity in the high TB prevalence case.

3.6 Discussion

The insight gained from our mathematical model con�rmed the hypothesis that the emergence

of ASF could have a signi�cant impact on the prevalence of TB in wild boar, with a reduction

in TB prevalence in response to an ASF outbreak. If ASF persists in the local host population

the model predicts the long-term decline of TB prevalence in wild boar. If ASF fades-out in

the local host population the model predicts a slower recovery of TB prevalence in comparison

to wild boar density after an ASF epidemic. This may open a window of opportunity to apply

TB management to maintain low TB prevalence. Whilst there are ongoing e�orts to prevent

ASF re-emergence in Spain, after its successful eradication in 1995 [139], and elsewhere across

the globe, the ongoing ASF spread in Eurasia [140, 100] means this option for TB management

may be realised.

Our model study adds new perspective to the theory on the coexistence of multiple pathogens.

Classical infectious disease model studies [10, 141], that include multiple pathogens which

exclusively infect the host and that consider density-dependent infection transmission, in-

dicate that the pathogen with the greatest reproductive ratio can out-compete the other

pathogen. Exclusion of competing pathogens occurs as disease-induced mortality suppresses

the host density to levels where only one pathogen can persist [142]. Coexistence of mul-

tiple pathogens requires co-infection or super-infection mechanisms that include trade-o�s

balancing the pathogens' ability to transmit the infection against disease-induced mortality

[143, 144, 145, 146]. Our study includes co-infection of the host by di�erent pathogens that in-

fect the host through density-dependent and frequency-dependent mechanisms. In particular,

the component of the pathogen reproductive ratio arising through frequency-dependent trans-

mission does not depend on host density (see Section 3.5) and we show that this transmission

mechanism can promote pathogen coexistence and prevent the pathogen exclusion that arises

63



Chapter 3. The impact of an African swine fever outbreak on endemic tuberculosis in wild boar
populations: a model analysis

due to disease-induced suppression of the host density.

ASF infection leads to high levels of disease-induced mortality in wild boar and an ASF out-

break can cause a rapid and signi�cant decline in population density [28, 36, 37, 18, 38].

Therefore, an ASF outbreak in wild boar populations that support endemic TB will act in

a similar manner to host population culling and can have an impact on TB prevalence and

MTC infection levels [66, 104]. Our model results indicate that an ASF infection will reduce

wild boar population density and lead to a decrease in the prevalence of TB. The decrease in

population density leads to a rapid decrease in the number of TB infected individuals but with

the decrease in TB prevalence occurring on a longer time scale. This is due to ASF infecting

all TB classes equally, TB being a chronic long-lived infection compared to ASF and due to the

direct, frequency-dependent transmission of TB at low wild boar density. When ASF persists

in the host population a reduction in wild boar population density is seen due to the increase

in population level mortality. This leads to a long-term reduction in TB prevalence and the

potential for TB eradication. In some model scenarios where ASF transmission in the envi-

ronment (from infected carcasses) is high, the ASF outbreak causes a severe reduction in host

population density and while ASF persists in the medium term it can fade-out, in the local

host population, in the long-term. This further highlights the importance of environmental

transmission from infected carcasses in the persistence of ASF and the role obligate scavengers

may play in reducing environmental transmission [39, 18, 19]. Infection fade-out is common

for highly virulent, acute infections [35, 147, 148, 89] and may occur locally for ASF but is

unlikely to do so over a regional scale due to the spatial spread of infection (for example, ASF

has persisted at the regional scale in Baltic countries since 2014, [149]). Model results indicate

that following ASF fade-out the local wild boar population density will increase and slowly

return to pre-ASF infection levels. The increase in MTC infection lags behind the increase

in population density and therefore the return to pre-ASF infection levels of TB is predicted

to occur on a longer time scale. This should not be misinterpreted for TB control as TB will

still increase in the long-term. However, the slow increasing rate of TB infection may open

a window of opportunity to apply TB management and maintain low TB prevalence. This

could include bio-safety measures that reduce wildlife-cattle contact rates [61], the culling of

wild boar [65] or the introduction of TB vaccinations for wild boar [63]. We recognise that our

model only considers a single host system and in a natural system there are several species that

can act as a TB reservoir [48, 51, 52]. Therefore, there is the potential for inter-species trans-
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mission which could accelerate the increase in TB prevalence during the wild boar population

recovery phase. However, there is evidence that wild boar are the key reservoir species for TB

in Spain [52, 53] and that a decrease in wild boar TB infection levels leads to a reduction in

TB prevalence in other wildlife [65, 66].

ASF infection has widespread and severe impacts on wild boar and domestic pig production

[33, 127] and is listed as a noti�able disease by the World Organisation of Animal Health

(OIE) [126, 34]. Control measures to manage ASF are likely to be introduced following detec-

tion [150, 126] and while these would diminish the impact of an ASF outbreak they may also

limit host population mortality and therefore the impact of ASF on TB control. Furthermore,

resources that are used to target TB control may be redistributed to focus on ASF manage-

ment and this could have unforeseen consequences for TB management. A consequence of the

Foot-and-Mouth outbreak in the UK in 2001 [151] and a likely consequence of the e�ort to

tackle COVID-19 [152], is a shift in resources to control the emerging disease at the expense of

a reductions in the direct e�orts to control endemic disease. Therefore, any e�orts to control

emerging pathogens should be considered as part of a joint strategy to control the multiple

pathogens that share a host.

In this study we have used a mathematical modelling framework to assess the potential impact

of an ASF outbreak on the epidemiological dynamics of wild boar. We have made particular

reference to the situation in Spain where wild boar are the key reservoir host for TB. However,

the key �ndings that ASF can lead to a marked reduction in host density and hence a rapid

reduction in TB infected individuals but a more gradual reduction in TB prevalence generalise

beyond the system in Spain. Our results highlight the interaction and impact of co-infecting

pathogens on the population and epidemiological dynamics of their host and the need to

consider multiple pathogens when attempting to control a primary infectious outbreak.
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Appendix B: Supplementary material

for Chapter 3

B.1 Methodology

B.1.1 The TB and ASF model

The model considers a wild boar host population that is split into three age-classes: piglets

(P ), yearlings (Y ) and adults (A). The age-classes are split into TB susceptible (�rst subscript

S), TB infected (�rst subscript I) and TB generalised (�rst subscript G) classes to re�ect the

TB disease status of the population. They are then further split into ASF susceptible (second

subscript S), ASF infected, (second subscript I) and ASF survivor individuals (second sub-

script C) classes to re�ect the ASF disease status of the population. Generalised individuals

can also release free-living TB pathogens with density F into the environment and when ASF

infected individuals die, either naturally or through disease-induced mortality, they enter the

infected carcass class D. The full TB and ASF wild boar model is given by Equations (3.2

and B.1-B.11):

Yearlings:

dYSS
dt

= mPSS − cYSS − βDY YSS
G

N
− ωβFY YSSF

− βFYSS
I

N
− βEYSSD −mYSS − dY YSS − bCYSS ,

dYIS
dt

= mPIS − cYIS + βDY YSS
G

N
+ ωβFY YSSF − εY YIS

− βFYIS
I

N
− βEYISD −mYIS − dY YIS − bCYIS ,

dYGS
dt

= mPGS − cYGS + εY YIS − αYGS
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− βFYGS
I

N
− βEYGSD −mYGS − dY YGS − bCYGS ,

dYSI
dt

= mPSI − cYSI − βDY YSI
G

N
− ωβFY YSIF

+ βFYSS
I

N
+ βEYSSD − γYSI + κYSC −mYSI − dY YSI − bCYSI ,

dYII
dt

= mPII − cYII + βDY YSI
G

N
+ ωβFY YSIF − εY YII

+ βFYIS
I

N
+ βEYISD − γYII + κYIC −mYII − dY YII − bCYII , (B.1)

dYGI
dt

= mPGI − cYGI + εY YII − αYGI

+ βFYGS
I

N
+ βEYGSD − γYGI + κYGC −mYGI − dY YGI − bCYGI ,

dYSC
dt

= mPSC − cYSC − βDY YSC
G

N
− ωβFY YSCF

+ γ(1− ρ)YSI − κYSC −mYSC − dY YSC − bCYSC ,
dYIC
dt

= mPIC − cYIC + βDY YSC
G

N
+ ωβFY YSCF − εY YIC

+ γ(1− ρ)YII − κYIC −mYIC − dY YIC − bCYIC ,
dYGC
dt

= mPGC − cYGC + εY YIC − αYGC

+ γ(1− ρ)YGI − κYGC −mYGC − dY YGC − bCYGC .

Adults:

dASS
dt

= mYSS − cASS − βDAASS
G

N
− ωβFAASSF

− βFASS
I

N
− βEASSD − dAASS − bCASS ,

dAIS
dt

= mYIS − cAIS + βDAASS
G

N
+ ωβFAASSF − εAAIS

− βFAIS
I

N
− βEAISD − dAAIS − bCAIS ,

dAGS
dt

= mYGS − cAGS + εAAIS − αAGS

− βFAGS
I

N
− βEAGSD − dAAGS − bCAGS ,

dASI
dt

= mYSI − cASI − βDAASI
G

N
− ωβFAASIF

+ βFASS
I

N
+ βEASSD − γASI + κASC − dAASI − bCASI ,

dAII
dt

= mYII − cAII + βDAASI
G

N
+ ωβFAASIF − εAAII

+ βFAIS
I

N
+ βEAISD − γAII + κAIC − dAAII − bCAII , (B.2)
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dAGI
dt

= mYGI − cAGI + εAAII − αAGI

+ βFAGS
I

N
+ βEAGSD − γAGI + κAGC − dAAGI − bCAGI ,

dASC
dt

= mYSC − cASC − βDAASC
G

N
− ωβFAASCF

+ γ(1− ρ)ASI − κASC − dAASC − bCASC ,
dAIC
dt

= mYIC − cAIC + βDAASC
G

N
+ ωβFAASCF − εAAIC

+ γ(1− ρ)AII − κAIC − dAAIC − bCAIC ,
dAGC
dt

= mYGC − cAGC + εAAIC − αAGC

+ γ(1− ρ)AGI − κAGC − dAAGC − bCAGC .

Carcass and Free-Living:

dD

dt
= dP (PSI + PII + PGI) + dY (YSI + YII + YGI) (B.3)

+ dA(ASI +AII +AGI) + γρ(I)− µCD − rD,
dF

dt
= λG− µFF. (B.4)

Other Variables:

PT = PSS + PIS + PGS + PSI (Total Piglet Density) (B.5)

+ PII + PGI + PSC + PIC + PGC ,

YT = YSS + YIS + YGS + YSI (Total Yearling Density) (B.6)

+ YII + YGI + YSC + YIC + YGC ,

AT = ASS +AIS +AGS +ASI (Total Adult Density) (B.7)

+AII +AGI +ASC +AIC +AGC ,

N = PT + YT +AT , (Total Density) (B.8)

I = PSI + PII + PGI + YSI (Total ASF Infected Density) (B.9)

+ YII + YGI +ASI +AII +AGI ,

ITB = PIS + PII + PIC + YIS (Total TB Infected Density) (B.10)

+ YII + YIC +AIS +AII +AIC ,
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G = PGS + PGI + PGC + YGS (Total TB Generalised Density) (B.11)

+ YGI + YGC +AGS +AGI +AGC .

Here, PT , YT and AT represent the total piglet, yearling and adult density respectively,

and are given in Equations (B.5-B.7). The total density of wild boar is given by

N = PT + YT + AT , the total number of ASF infected individuals by I (Equation

B.9), the total number of TB infected individuals by ITB (Equation B.10) and the total

number of TB generalised individuals by G (Equation B.11).

B.1.2 TB parameter values

Parameter values for wild boar demographics and TB transmission are taken from Tan-

ner et al. [66] with adjustments to represent the di�erent scenarios in TB prevalence

used in our study (see Table B.1). For the scenario representative of lower TB preva-

lence, the wild boar density is assumed to be 4km−2 with a prevalence of 10% and in the

scenario representative of higher TB prevalence the density is assumed to be 12km−2

with a prevalence of 60%. We therefore adjusted the birth rate, carrying capacity and

transmission coe�cients seen in Tanner et al. [66] as necessary.

B.1.3 ASF parameter values

To obtain parameter values for the ASF infection terms we followed the methodology

outlined in O'Neill et al. [18]. In particular, we assumed the absence of TB, that

b = ln 4, K = 2 and d = 52/8 (which are representative of the parameters in Estonia

that are considered in O'Neill et al. [18]) with other parameters as in Section B.1.2.

We then explored the parameter space for values of βF , βE and ρ that satis�ed the

epidemiological criteria for ASF described in O'Neill et al. [18]. Namely that there was

an 85 − 95% drop in total population density after an ASF epidemic, a peak in the

number of ASF infected individuals approximately 6 months after the virus is initially

discovered and the persistence of ASF at low prevalence several years after the initial

epidemic. The parameters used in this study are as detailed in Table B.2.
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Table B.1: TB model parameter values

b = log 4 or log 7 Reproduction rate of yearlings and adults. In low tuberculosis
prevalent regions this is set to log 4 and in high prevalent regions
it is set to log 7.

d = 1
7 Natural death rate of piglets, yearlings and adults.

m = 1 Average rate of maturity from piglet to yearling and from year-
ling to adult.

K = 5.95 or 27 The carrying capacity, de�ned as the total population density in
the absence of disease and culling. In lower prevalence regions
this is set to 5.95, whilst in high prevalence regions this is set to
27.

q = 1
K

(
1− d(d+m)

mb

)
Susceptibility to crowding term limiting the total population to
the carrying capacity K in the disease-free steady state and is
derived from steady-state analysis of the model without infection
or culling.

c = 0.3 Culling rate of the yearling and adult populations.
βDA = 1.12 TB transmission rate for adults from direct contact with gener-

alised individuals.
βDP = βDY = cββDA TB transmission rate for piglets and yearlings from contact with

generalised individuals. The disease transmission for piglets and
yearlings is assumed three times higher than that of adults (cβ =
3).

βFA = 13
54 TB transmission rate for adults from contact with free-living TB

particles.
βFP = βFY = cββFA TB transmission rate for piglets and yearlings from contact with

free-living TB particles. The disease transmission for piglets
and yearlings is assumed three times higher than that of adults
(cβ = 3).

ω = 0.1 or 1 Scaling for the level of environmental TB transmission in regions
of low TB prevalence ω = 0.1 or regions of high TB prevalence
ω = 1.

εA = 2
3 Rate that infected adults become generalised.

εP = εY = cεεA Rate that infected piglets and infected yearlings become gener-
alised. In low prevalence regions this rate is assumed equal to
that of adults (cε = 1) and in high prevalence regions this as-
sumed three times higher than that of adults (cε = 3).

α = 1 Mortality rate of generalised individuals from TB infected. Mor-
tality due to generalised TB is assumed to take on average one
year.

λ = 1 Rate at which generalised individuals shed the virus into the
environment.

µF = 6 Decay rate of the free-living TB particles found within the en-
vironment. The average lifespan of a TB particle is assumed to
be 2 months.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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Table B.2: ASF model parameter values

βF = 56 African swine fever transmission coe�cient from contact with ASF
infected individuals. All age classes have equal rate of transmission
from the susceptible class of infection to the infected class.

βE = 2.9 African swine fever transmission coe�cient from contact with ASF
infected carcasses. All age classes have equal rate of transmission
from the susceptible class of infection to the infected class.

γ = 365/5 Mortality rate of ASF infected individuals. Mortality due to ASF
is assumed to take on average �ve days.

ρ = 0.85 The proportion of the ASF mortality cases which die from the dis-
ease. The proportion 1− ρ = 0.15 of infected individuals enter the
survivor class, where they can no longer transmit the disease but
can revert to an infected state.

κ = 2 The rate that the survivor individuals revert to an infected state.
This is assumed to take an average of 6 months [Gallardo et al.,
2015].

µC = 52/1 or 52/4 The natural carcass degradation rate. This is assumed to take the
value µC = 52/1 for regions representative of high carcass degrada-
tion, such as areas with abundant obligate scavengers, or the value
µC = 52/4 for regions representative of low carcass degradation,
such as woodland regions.

bC = 0.2 or 0.7 The culling rate used under di�erent control measures. For the
scenario focused on carcass removal the culling rate takes the value
bC = 0.2 , with bC = 0.7 used under a culling focused control
measure.

r = 200 or 26 The removal rate of carcasses under di�erent control measures. For
the scenario focused on carcass removal the removal rate takes the
value r = 200, with r = 26 used under a culling focused control
measure.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

B.1.4 ASF control measures

In the model we include wild boar depopulation by assuming culling is applied at rate

bC , across all age and infection classes (see Equations 3.2-B.2). The culling rate, bC ,

corresponds to a culling proportion equal to 1 − e−bC , per year. The removal of ASF

infected carcasses is modelled as an additional loss term in the infected carcass class,

D, with removal rate, r (see Equation B.3). The value r corresponds to an average time

till the removal of a carcass of 1/r years. Parameter values for these are provided in

Table B.2. For scenarios where control measures are not implemented both rates are

set to zero.
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B.2 Results when control measures are applied to other

model scenarios

Figure B.1 explores the impact of a carcass removal focused control measure (a high

carcass removal rate, r = 200 and low culling rate bC = 0.2) on scenarios representative

of a high TB prevalence, high carcass degradation region, a low TB prevalence, high

carcass degradation region and a low TB prevalence, low carcass degradation region.

Figure B.2 explores the impact of a culling-based control measure (a low carcass removal

rate, r = 26 and high culling rate bC = 0.7) on scenarios representative of a high TB

prevalence, high carcass degradation region and a low TB prevalence, high carcass

degradation region.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Figure B.1: Population densities and prevalence for the model described by the Equations (3.2-B.4)
for the following scenarios under speci�c ASF control measures: (A-C) a high carcass degradation rate
and a high TB prevalence, (D-F) a high carcass degradation rate and a low TB prevalence and (G-I)
a low carcass degradation rate and a low TB prevalence. Results are shown over a 25-year period.
(A,D&G) show total host density (blue), hosts susceptible to TB (green), hosts infected with TB
(magenta), hosts with generalised TB infection (red) and the combined infected and generalised hosts
(black). (B,E&H) show the total host density (blue), hosts susceptible to ASF (green), hosts infected
with TB (magenta), ASF survivor density (red) and the infected carcass density (black). (C,F&I)
show TB prevalence with infected prevalence, ITB/N , (dotted); generalised prevalence, G/N , (dot-
dash) and total prevalence, (ITB+G)/N , (solid). For (A-C) parameters are as in Figure 3.2, for (D-F)
parameters are as in Figure 3.4 and for (G-I) parameters are as in Figure 3.5. For all plots, the culling
parameter bC = 0.2 and carcass removal rate r = 200 are used.
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Figure B.2: Population densities and prevalence for the model described by the Equations (3.2-B.4),
for the scenarios with high carcass degradation rate and either a high tuberculosis prevalence (A-
C) or a low tuberculosis prevalence (D-F), under speci�c ASF control measures. Results are shown
over a 25-year period. (A&D) show total host density (blue), hosts susceptible to TB (green), hosts
infected with TB (magenta), hosts with generalised TB infection (red) and the combined infected and
generalised hosts (black). (B&E) show the total host density (blue), hosts susceptible to ASF (green),
hosts infected with TB (magenta), ASF survivor density (red) and the infected carcass density (black).
(C&F) show TB prevalence with infected prevalence, ITB/N , (dotted); generalised prevalence, G/N ,
(dot-dash) and total prevalence, (ITB + G)/N , (solid). For A-C parameters are as in Figure 3.2 and
for D-F parameters are as in Figure 3.4. For all plots, the culling parameter bC = 0.7 and carcass
removal rate r = 26 are used.
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The in�uence of latent and chronic
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The work in this chapter has been published in:

O'Neill, X., White, A., Clancy, D., Ruiz-Fons, F. and Gortázar, C., 2021. The

In�uence of Latent and Chronic Infection on Pathogen Persistence. Mathematics,

9(9), p.1007. https://doi.org/10.3390/math9091007

Here we present the published version and its accompanied supplementary information.

Abstract

We extend the classical compartmental frameworks for susceptible-infected-susceptible (SIS)

and susceptible-infected-recovered (SIR) systems to include an exposed/latent class or a

chronic class of infection. Using a suite of stochastic continuous-time Markov chain mod-

els we examine the impact of latent and chronic infection on the mean time to extinction of

the infection. Our �ndings indicate that the mean time to pathogen extinction is increased for

infectious diseases which cause exposed/latent infection prior to full infection and that the ex-

tinction time is increased further if these exposed individuals are also capable of transmitting

the infection. A chronic infection stage can decrease or increase the mean time to pathogen

extinction and in particular this depends on whether chronically infected individuals incur

disease-induced mortality and whether they are able to transmit the infection. We relate our

�ndings to speci�c infectious diseases that exhibit latent and chronic infectious stages and

argue that infectious diseases with these characteristics may be more di�cult to manage and

control.
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4.1 Introduction

Mathematical models of infectious disease are key tools for understanding the epi-

demiological dynamics and persistence of infections in humans and animals [153, 93].

Model systems have been used to determine the expected persistence time of infection

[154, 155, 156], and thereby provide insight into ways of reducing the impact and spread

of pathogens and inform policy for infectious disease management [157, 8].

Following an outbreak, an infection may fade-out due to random �uctuations in the

number of infected individuals. This can lead to epidemic fade-out where, after a major

outbreak, the population is depleted to a level where the number of infected individuals

is low and pathogen extinction (zero sources of infection) occurs due to stochasticity,

or endemic fade-out where pathogen extinction occurs due to stochasticity from a rel-

atively stable endemic state [153, 155]. Analysis of endemic fade-out focuses on the

expected time to pathogen extinction, τ , beginning from the quasi-stationary distribu-

tion of the number of susceptible and infectious individuals. The expected pathogen

extinction time increases as the population size increases whilst also depending on the

relative timescales of infection and demographic processes [155, 158]. The analysis of

an epidemic fade-out is more complicated and arises when population numbers drop

to low levels following an epidemic outbreak which can temporarily limit transmission.

Persistence through the outbreak depends on the replenishment of susceptible individ-

uals and the tail of infecteds following the outbreak [155, 158].

The mean time to pathogen extinction has been calculated for SIS (susceptible-infected-

susceptible) and SIR (susceptible-infected-recovered) model frameworks that assume

density-dependent transmission and a constant population size (and therefore omit the

impact of disease-induced mortality on regulating host density). For an SIS framework,

where the basic reproductive number of the infection (also de�ned as the number of

secondary cases when a single infected individual is introduced into a disease-free popu-

lation) , R0, is assumed to be greater than unity, the mean time to pathogen extinction

is given by τ ∼ C√
N
eAN , where the coe�cients A and C depend on model parameters

but are independent of the total population, N , [159, 160]. The expression also holds
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for SIR model frameworks but with A computed numerically and indicates that re-

covery from infection to immunity reduces the persistence time of infection compared

to SIS dynamics where recovery replenishes the susceptible pool [161, 162]. These

model studies emphasize the importance of the infection processes in determining the

persistence of a pathogen.

The infectious disease dynamics for many real-world systems are more complex than

the SIS and SIR frameworks. For example, immunity to infection may be temporary

[162], the infection may have a signi�cant latent period in which an individual has been

exposed to the pathogen but is asymptomatic and non-infectious [163] (such as with

rabies [164]), asymptomatic individuals may be infectious (as with Epstein Barr virus

infections [165] and COVID-19 coronavirus disease [166]) and following infection there

may be a prolonged chronic stage of disease in which individuals can still transmit

the infection or can revert to the infectious state (as has been suggested for African

swine fever [18, 40]). Of particular relevance is the inclusion of disease-induced mor-

tality as it may lead to a large drop in population size following an infectious outbreak

and this has an impact on pathogen persistence [167]. Since disease-induced mortality

leads to a non-constant population size it is also important to consider di�erent forms

of transmission, where, for example, density-dependent transmission can promote an

initial infectious outbreak and frequency-dependent transmission can aid persistence of

infection at low population levels [168].

In this study we develop and assess a range of infectious disease model frameworks to ex-

plore and understand how the inclusion of more complex epidemiological processes will

a�ect the persistence of infection. In all model frameworks we include disease-induced

mortality and a combination of density-dependent and frequency-dependent transmis-

sion. We extend classical infectious disease frameworks without immunity (susceptible-

infected-susceptible, SIS) and with immunity (susceptible-infected-recovered/immune,

SIR) to include an exposed/latent class, E and a chronically infected class, C. For this

mathematical study we de�ne E as the stage prior to full infection, I. In this exposed

class, E, individuals do not incur disease-induced mortality (which individuals in the
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infected class do incur) but may transmit the infection. The exposed class therefore

approximates asymptomatic or presymptomatic individuals that may or may not be

infectious. We examine the impact of the exposed class on pathogen persistence by

comparing systems without immunity, SIS and SEIS, and those with immunity SIR

and SEIR. In a similar manner we de�ne the chronically infected class, C, as the

stage that follows full infection, I. Individuals in this class may su�er disease-induced

mortality and may be able to transmit the infection but at a reduced rate compared to

the infected class. We examine the impact of the chronically infected class on pathogen

persistence by comparing systems without immunity, SIS and SICS, and those with

immunity, SIR and SICR. We estimate the persistence time of the infection numer-

ically using a suite of stochastic continuous-time Markov chain models [169, 88] and

our aim is to understand the importance of exposed/latent and chronic infection on

pathogen persistence. While the de�nitions of exposed/latent and chronic infection we

employ are common in the theoretical literature [153, 93, 8, 18] we acknowledge that

their de�nitions may not match the precise characteristics of a speci�c infectious disease.

Notwithstanding, our model framework allows the e�ect of exposed/latent and chronic

infection on the mean time to extinction of an infection to be isolated and allows us to

infer and discuss the impact of these processes on the persistence and management of

speci�c infectious diseases.

4.2 Methods

We will �rst outline the model frameworks in the absence of immunity. For the SIS

framework we describe the deterministic model framework and then the corresponding

stochastic (continuous-time Markov chain) model [88, 89]. The deterministic SIS model

is based on classical, compartmental infectious disease modelling frameworks [103, 93]

and is represented by the following system of equations:

dS

dt
= bN(1− qN)− βFS

I

N
− βDSI + γI − dS,

dI

dt
= βFS

I

N
+ βDSI − (α + γ + d)I. (4.1)
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Here, S represents the susceptible population density, I the infected density and N =

S+I the total population density. The maximum birth rate is given by b, which is mod-

i�ed due to intra-speci�c competition through the parameter, q = (b−d)/bK, where K

denotes the carrying capacity of the population. The natural death rate is given by d.

For the infection dynamics we denote βF to be the frequency-dependent transmission

rate, βD the density-dependent transmission coe�cient, γ the recovery rate and α the

disease-induced mortality incurred by infected individuals. The equivalent stochastic

model is a continuous-time Markov chain [88, 89], with transition rates given in Table

4.1.

In the stochastic model of the SIS framework the susceptible class, S, and infected class,

I, are integer values that represent the population number. Individual simulations can

be undertaken using a Gillespie algorithm [169, 170] that describes the dynamics for a

single realisation. We run 100 realisations of the stochastic model and determine the

mean time to extinction of the infection, τ , (pathogen extinction occurs when no sources

of infection remain in the population) and the 95% con�dence interval for the mean for

each distinct model framework and set of parameters. We only consider simulations in

which an initial infectious outbreak occurs, which we de�ne as a drop in the susceptible

population number below 90% of the pre-infection population size prior to pathogen

extinction. For all simulations we choose a carrying capacity (the population level in

the absence of infection) of K = 1000 and use the initial conditions: (S0, I0) = (995, 5).

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Table 4.1: Possible events and their respective state transitions and transition rates for the stochastic
representation of an SIS model framework. Model parameters are de�ned in the main text. Note, the
transition rate for the birth of a susceptible is set to zero if qN > 1.

State Transition Transition Rate

Birth of susceptible S → S + 1 bN(1− qN)
Natural death of susceptible S → S − 1 dS
Infection S → S − 1, I → I + 1 βFS

I
N
+ βDSI

Recovery of infected S → S + 1, I → I − 1 γI
Death of infected I → I − 1 (α + d)I
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We choose a baseline set of parameters as de�ned in Table 4.2. These are chosen such

that the basic reproductive number of the infection, R0, is greater than unity and so

pathogen persistence will depend on epidemic or endemic fade-out. The R0 for the

SIS framework and the other model frameworks considered in this study can be found

in Supplementary Information (Equations C.4-C.6). We compare results for a low,

medium and high level of disease-induced mortality (see Table 4.2) and undertake a

sensitivity analysis on other key parameters to understand their impact on pathogen

persistence. The SIS model is then extended to an SEIS or SICS framework with

the inclusion of an exposed/latent class, E, (referred to as the exposed class for the

remainder of the methods and results section) or a chronic class, C, respectively. The

deterministic versions of these model frameworks are shown in Equations (4.2-4.3).

In the SEIS model (Equations 4.2) susceptible individuals progress to the exposed

class, E, following transmission and subsequently progress from the exposed class to

the infected class at rate κ. An exposed individual does not incur disease-induced

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Table 4.2: Baseline parameter values and their biological meaning.

b = 10 Maximum birth rate of the population.
d = 1 Natural death rate of the population.
K = 1000 Population carrying capacity in the absence of infection.
βF = 30 Frequency-dependent transmission rate.
βD = 0.15 Density-dependent transmission coe�cient.
γ = 50 Recovery rate of infected individuals.
α = [10, 40, 80] Disease-induced mortality rate, with α = 10, 40, 80 represent-

ing a low, medium and high rate respectively.
κ = 80 Rate of progression from an exposed or chronically infected

state.

Exposed/latent
ε = 0 Proportional pathogen transmission for the exposed/latent

class.
Chronic
ε = 0, c = 0.5

ε = 0.5, c = 0

For models that include chronic infection we consider two base-
line cases for the proportional transmission from chronically
infected individuals, ε, and the proportion of disease-induced
mortality incurred by chronic individuals, c.

79



Chapter 4. The in�uence of latent and chronic infection on pathogen persistence

mortality but could be infectious and transmit the pathogen at a proportion ε of that

of an infected, I, individual. Our default (Table 4.2) is to assume ε = 0 and we consider

0 < ε < 1 as part of a parameter sensitivity analysis. Following infection an individual

progresses back to the susceptible class at rate γ. All other parameters are as described

for the SIS model. The deterministic SEIS model is as follows:

dS

dt
= bN(1− qN)− βFS

I + εE

N
− βDS(I + εE) + γI − dS,

dE

dt
= βFS

I + εE

N
+ βDS(I + εE)− (κ+ d)E, (4.2)

dI

dt
= κE − (α + γ + d)I.

In the SICS model (Equations 4.3) susceptible individuals progress to the infected

class, I, following transmission and then progress to the chronically infected class, C,

at rate γ. A chronically infected individual can progress back to the susceptible class

at rate κ and may incur disease-induced mortality at a proportion, c, of that of an

infected individual. In a similar manner to the SEIS model above we assume that a

chronically infected individual may also be infectious (at a proportion ε of that of an

infected individual). We consider two baseline cases, one where chronically infected

individuals incur disease-induced mortality but cannot transmit the infection and one

where they do not incur disease-induced mortality but can transmit the infection. All

other parameters are described for the SIS model. The deterministic SICS model is

as follows:

dS

dt
= bN(1− qN)− βFS

I + εC

N
− βDS(I + εC) + κC − dS,

dI

dt
= βFS

I + εC

N
+ βDS(I + εC)− (α + γ + d)I, (4.3)

dC

dt
= γI − (κ+ d+ cα)C.

For both the SEIS and SICS model the exposed and chronically infected population

are not infectious when ε = 0. Note, in the limit of κ → ∞ both models converge

back to the original SIS model. The proportional level of pathogen transmission, ε,
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of exposed and chronic individuals, the rate of progression, κ, from the exposed and

chronic class and the proportional level of disease-induced mortality incurred by the

chronic class, c, will be varied to understand their e�ect on the persistence of infection.

We adapt the methods described above to include immunity by considering SIR, SEIR

and SICR model frameworks. In these frameworks' individuals enter a recovered and

immune class R following recovery from the infected class, I, or chronically infected

class, C, as appropriate. These model frameworks are detailed in full in the Supple-

mentary Information (Equations C.1-C.3).

4.3 Results

Model simulations showing the population dynamics for the deterministic SIS model

and for 100 realisations of the stochastic SIS model, for baseline parameters and low,

medium and high values of disease-induced mortality are shown in Figure 4.1. Numer-

ical solutions of the deterministic model were produced using Matlab R2019a, ode15s.

For the stochastic models considered in this manuscript we developed our own code

with model simulations also undertaken in Matlab R2019a. In the deterministic model

the infection persists for all scenarios with a decrease in infected density as the disease-

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Figure 4.1: Population densities for the deterministic (Equation 4.1) SIS model framework (A)
and population numbers for the stochastic (Table 4.1) SIS model framework (B) with susceptible
densities/numbers (black) and infected densities/numbers (blue). For the stochastic model the results
of 100 individual realisations are shown. Results are shown for three values of the disease-induced
mortality rate (i) α = 10, (ii) α = 40 and (iii) α = 80, representing a low, medium and high mortality
rate respectively. Baseline parameter values (see Section 4.2) were used for other parameters.
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induced mortality increases. For the stochastic version of the model the infection per-

sists (for the timescale tested) in all model realisations at low levels of disease-induced

mortality (Figure 4.1B(i)). At medium levels of disease-induced mortality the stochas-

tic model typically exhibits endemic fade-out with the population settling to endemic

levels prior to infection fade-out and a return to disease-free population levels (Figure

4.1B(ii)). At high levels of disease-induced mortality the stochastic model typically

exhibits epidemic fade-out where the population crash and rapid turnover of infected

individuals reduces the force of infection to levels that cannot support the infection

(Figure 4.1B(iii)). This highlights the di�erent possible outcomes of deterministic and

stochastic frameworks and the need to consider stochastic models to determine the

extinction time of infections.

4.3.1 The impact of exposed/latent infection on the mean time

to pathogen extinction

Figures 4.2-4.4 explore the impact of exposed/latent infection on pathogen persistence

by comparing the SIS and SEIS and the SIR and SEIR model frameworks. A key

result is that the inclusion of an exposed class leads to a pronounced increase in the

mean time to pathogen extinction. Here, exposed individuals promote pathogen per-

sistence since they delay progression to the infected class, which in itself extends the

mean time to extinction of the infection, but also reduces the severity of the population

crash in the initial outbreak and thereby reduces the chance of epidemic fade-out. It

is also clear that the mean time to pathogen extinction is lower in models that include

recovery to immunity.

To validate the simulation method that we employ to calculate the mean time to ex-

tinction of the infection, τ , we compare our results for the SIS system with those that

use continuous-time Markov chain theory on a �nite set of states [171]. Details of this

comparison are shown in the Supplementary Information (Section C.2) and indicate

that our method of determining τ from simulations is a close �t with the Markov chain

theory for the SIS framework. Note, the Markov chain theory method becomes too

computationally intensive for higher dimensional models.
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Figure 4.2: The mean time to pathogen extinction (with 95% con�dence intervals) plotted against
disease-induced mortality rate for (A) models without immunity: SIS (black) and SEIS (green), and
(B) models with immunity: SIR (black) and SEIR (green). Also note the di�erence in vertical axis
scale between A and B. When not changed in the �gure baseline parameter values were used (see Table
4.2).
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A parameter sensitivity analysis for the models indicates that in the absence of immu-

nity the mean extinction time of the infection decreases as disease-induced mortality

increases (Figure 4.2A). When immunity is included the mean time to extinction of the

infection remains relatively constant (Figure 4.2B).

There is little change in the mean time to pathogen extinction for changes in the infec-

tion transmission terms in models without the exposed class (Figures 4.3A, B and 4.4A,

B) and extinction is rapid. When an exposed class is included the mean extinction time

of the infection increases as frequency-dependent and density-dependent transmission

increases since this leads to an increase in exposed individuals which contribute to the

persistence of the infection.

In the absence of immunity pathogen persistence is maximised at an intermediate level

of the infected recovery rate, γ (Figure 4.3C). When the recovery rate is low, the time

to pathogen extinction is short as there is a build-up of individuals in the infected class

which increases the force of infection, leads to a large population crash and subsequent

epidemic fade-out of the infection. At intermediate rates of recovery, the time spent

in the infected class is reduced but is su�cient to support infection without causing a

severe crash in the population, and so leads to an increase in the time to extinction of

the pathogen. If the rate of recovery is increased further then the time spent in the
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Figure 4.3: A parameter sensitivity analysis for (i) the SEIS (green) and (ii) the SIS (black) model
frameworks with α = 80. The mean time to pathogen extinction (with 95% con�dence intervals) is
plotted against (A) the frequency-dependent transmission rate, βF ; (B) the density-dependent trans-
mission coe�cient, βD; (C) the infected recovery rate, γ; (D) the exposed progression rate, κ; and (E)
the exposed infectiousness, ε. When not changed in the �gure baseline parameter values were used
(see Table 4.2). Note, at low, α = 10, and medium, α = 40 levels of disease-induced mortality the
mean extinction time of the infection for the SEIS model exceeds our simulation time scale and so
results are not shown. Results for the SIS model at α = 40 are shown in Figures 4.5 and 4.6.
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infected class is reduced to levels where infected numbers and consequently the force of

infection is low leading to a reduced extinction time of the infection. When immunity is

included the mean time to pathogen extinction decreases as the recovery rate increases

(Figure 4.4C) since with no opportunity to progress back to a susceptible class pathogen

persistence is prolonged by a low recovery rate, and thereby increased duration, in the

infected class.

The mean time to extinction of the infection increases as the rate of progression from

the exposed class decreases since exposed individuals do not incur additional mortality

but do act as a source of future infected individuals. When the progression rate from

the exposed class, κ, is high (and with ε = 0) the length of time in the exposed class is

short and the SEIS and SEIR models converge to SIS and SIR models respectively

and therefore so do the mean extinction times (Figures 4.3D and 4.4D).

Increasing the proportional level of infectiousness of the exposed class, by increasing ε,

increases the average time to pathogen extinction (compared to when ε = 0)( Figures

4.3E and 4.4E) since here the exposed class provides an additional transmission route

without the cost of disease-induced mortality. However, in the absence of immunity the

mean extinction time of the infection is maximised at intermediate levels of ε (Figure
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Figure 4.4: A parameter sensitivity analysis for the SIR (black) and SEIR (green) model frameworks
and where in (i) α = 10, (ii) α = 40 and (iii) α = 80. The mean time to pathogen extinction (with
95% con�dence intervals) is plotted against (A) the frequency-dependent transmission rate, βF ; (B)
the density-dependent transmission coe�cient, βD; (C) the infected recovery rate, γ; (D) the exposed
rate, κ; and (E) the exposed infectiousness, ε. When not changed in the �gure baseline parameter
values were used (see Table 4.2).
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4.3E) as higher levels of transmission from exposed individuals increases the force of

infection which reduces the pool of susceptible individuals.

4.3.2 The impact of chronic infection on the mean time to

pathogen extinction

Figures 4.5-4.7 explore the impact of chronic infection on pathogen persistence by com-

paring the SIS and SICS and the SIR and SICR model frameworks. A key character-

istic of chronic infection is that individuals may incur disease-induced mortality (albeit

at a reduced rate compared to infected individuals) and/or may be able to transmit

infection.

In the absence of immunity the mean time to pathogen extinction decreases as the

proportional rate of disease-induced mortality of chronically infected individuals, c, in-

creases (Figure 4.5A). A threshold exists for c below which the presence of a chronic

class increases the mean time to extinction of the infection. When chronically infected

individuals su�er high levels of disease-induced mortality they reduce the supply of

susceptible individuals following recovery. When immunity is included rapid epidemic
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Figure 4.5: The mean time to pathogen extinction (with 95% con�dence intervals) plotted against
the proportion of disease-induced mortality incurred by chronically infected individuals compared to
infected individuals. The results are shown for models with no immunity (A), with SIS (black), SICS
and ε = 0 (blue) and SICS and ε = 0.5 (red) and for models with immunity (B), with SIR (black),
SICR and ε = 0 (blue) and SICR and ε = 0.5 (red). In (i) α = 40 and (ii) α = 80. When not changed
in the �gure baseline parameter values were used (see Table 4.2). Note, at low levels of disease-induced
mortality, α = 10, the mean time to pathogen extinction for the models without immunity exceeds our
simulation time scale and so results are not shown.
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fade-out is seen and the mean time to extinction of the infection remains relatively

constant to changes in the level of disease-induced mortality incurred by chronically

infected individuals. A key result is that the characteristics of chronic infection are

critical to whether the mean extinction time of the infection is increased or decreased.

We undertake a parameter sensitivity analysis for models that include a chronically

infected class for the following two set-ups: (i) chronically infected individuals incur

disease-induced mortality but do not transmit the infection (the blue line in Figures

4.5-4.7) and (ii) chronically infected individuals can transmit the infection but do not

incur disease-induced mortality (the red line in Figures 4.5-4.7).

The mean time to extinction of the infection initially increases as frequency-dependent

and density-dependent transmission increases (Figures 4.6A, B and 4.7A, B). However,

further increases in transmission can reduce the mean time to pathogen extinction as

the high rate of transmission leads to a more severe population crash and epidemic

fade-out of the infection.
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Figure 4.6: A parameter sensitivity analysis for the SIS (black) and SICS model frameworks
with a chronically infected class that exhibits disease-induced mortality (c = 0.5, ε = 0, blue) and a
chronically infected class that can transmit the infection (c = 0, ε = 0.5, red) for (i) α = 40 and (ii)
α = 80. The mean time to pathogen extinction (with 95% con�dence intervals) is plotted against (A)
the frequency-dependent transmission rate, βF ; (B) the density-dependent transmission coe�cient,
βD; (C) the infected recovery rate, γ; (D) the chronically infected progression rate, κ; and (E) the
chronically infected infectiousness, ε. When not changed in the �gure baseline parameter values were
used (see Table 4.2). Note, at low levels of disease-induced mortality, α = 10, the mean time to
pathogen extinction exceeds our simulation time scale and so results are not shown. Red lines are not
shown in �gure A(i), B(i), and D(i) as here τ exceeds our simulation time scale. Red lines are not
shown in E(i) and E(ii) as this scenario assumes chronic individuals are infectious.
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In the absence of immunity the mean time to extinction of the infection is maximised at

intermediate levels of recovery when chronic infection incurs disease-induced mortality

(Figure 4.6C) in a similar manner to that described for models that include exposed

infection. When chronically infected individuals transmit the infection but do not incur

additional mortality an increase in the recovery rate (from the infected to chronic class)

increases the mean extinction time of the infection. When immunity is included the

mean time to extinction of the infection decreases as the recovery rate increases in the

same way as models with exposed infection (Figure 4.7C).

In the absence of immunity and where chronically infected individuals do not transmit

the infection an increase in the progression rate from the chronic class (to the suscep-

tible class) increases the mean time to pathogen extinction (Figure 4.6D) since a more

rapid transition from the chronic class (which incurs additional mortality) provides a

source of susceptible individuals. In the case where chronically infected individuals

can transmit the infection (but do not incur disease-induced mortality) pathogen per-

sistence is promoted by remaining in the chronic class (Figure 4.6D). Both scenarios

tend towards the SIS model framework as the progression rate increases. In models
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Figure 4.7: A parameter sensitivity analysis for the SIR (black) and SICR model frameworks
with a chronically infected class that exhibits disease-induced mortality (c = 0.5, ε = 0, blue) and a
chronically infected class that can transmit the infection (c = 0, ε = 0.5, red) for (i) α = 10, (ii) α = 40
and (iii) α = 80. The mean time to pathogen extinction (with 95% con�dence intervals) is plotted
against (A) the frequency-dependent transmission rate, βF ; (B) the density-dependent transmission
coe�cient, βD; (C) the infected recovery rate, γ; (D) the chronically infected progression rate, κ; and
(E) the chronically infected infectiousness, ε. When not changed in the �gure baseline parameter values
were used (see Table 4.2). Red lines are not shown in E(i) and E(ii) as this scenario assumes chronic
individuals are infectious.
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with immunity the mean time to pathogen extinction for the SICS model framework

without an infectious chronic class is short and shows little variation as the rate of

leaving the chronic class varies (Figure 4.7D). When the chronic class can transmit the

infection we see a decline in mean time to pathogen extinction as progression from the

chronic class increases for the same reasons as explained for the case without immunity.

The mean time to extinction of the infection increases as the proportional rate of trans-

mission from the chronic class increases in all scenarios (Figures 4.6E and 4.7E). Here,

the additional source of infection from a class with reduced disease-induced mortality,

compared to the infected class, promotes pathogen persistence.

4.4 Discussion

Both deterministic and stochastic modelling approaches are key tools for understand-

ing the epidemiological dynamics and persistence of infectious disease. Deterministic

models have advantages of analytical tractability, where for example, determining the
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endemic level of infection becomes more straightforward. However, real systems are

subject to random �uctuations and stochastic models developed to capture this ran-

domness indicate that an infection can become extinct even when R0 > 1 [172]. In

this study we examine classical infectious disease model frameworks to consider the

role of exposed/latent and chronic infection in systems with and without recovery to

immunity and the role of epidemiological parameters on the mean time to extinction of

an infection.

Our study con�rms previous �ndings that compare SIS and SIR frameworks and in-

dicate that the inclusion of immunity reduces the time to extinction of the infection

and therefore the likelihood of pathogen persistence [161, 162]. We also show that an

increase in disease-induced mortality reduces the mean time to pathogen extinction for

models that do not include immunity. Our work therefore extends previous �ndings for

focused stochastic models that examine the impact of disease-induced mortality and

infection induced reduction in fecundity in SI frameworks [167]. For models that in-

clude immunity the relationship between disease-induced mortality and mean time to

pathogen extinction is less clear. For a wide range of parameters the persistence time

of the infection is short and has low sensitivity to changes in disease-induced mortality.

However, at lower rates of recovery from infection there is evidence of a reduction in

the mean time to pathogen extinction as disease-induced mortality increases. Here,

the increase in the force of infection that arises from a longer duration in the infected

class is o�set as the level of disease-induced mortality increases. Reduced pathogen

persistence for acute disease has been shown in spatial SIR models [147] where the

rapid turnover of infected individuals can lead to the loss of infection before it can be

transmitted to neighbouring areas.

A key model assessment that we have undertaken in this study determines the impact

of latent/exposed and chronic infection on the persistence of infection. Our model �nd-

ings indicate that the mean time to pathogen extinction is increased when there is an

exposed/latent period prior to infection. The extinction time of the infection is fur-

ther increased if individuals in the exposed class are capable of transmission. Wildlife
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diseases have been represented by models that include an exposed class [8], including

those for infections that incur high levels of disease-induced mortality, such as rabies

[164] and Tasmanian devil facial tumor disease [173]. Furthermore, animal tuberculosis

(TB) in wild boar [63, 48, 104] has an infection process where initial infection does

not cause high levels of mortality and infected individuals have low rates of transmis-

sion (similar to the exposed class in our model where exposed individuals can transmit

the infection at a reduced rate). Infected wild boar progress to generalised infection

in which they incur increased mortality and have high rates of transmission (similar

to the infected class in our model - with a low recovery rate, γ, since individuals do

not recover from TB). Under these conditions our model framework indicates that the

`exposed' class plays a signi�cant role in pathogen persistence as it provides a future

source of infected individuals. Theoretical assessments of the COVID-19 epidemic use

SEIR model frameworks to account for the incubation period of the virus [174, 175],

and a further key aspect of COVID-19 epidemiology is that asymptomatic individuals

can transmit the infection. While this latter process does not precisely �t one of our

de�ned model frameworks, since for COVID-19 asymptomatic individuals that transmit

the infection may progress directly to the immune stage, our model results do allow

us to infer that infection from exposed individuals may be a key process in promoting

persistence of this infection.

The impact of chronic infection on pathogen persistence depends on the characteristics

of chronic infection. If chronically infected individuals incur disease-induced mortality

but cannot transmit the infection then chronic infection can reduce the mean extinc-

tion time of the infection in models without immunity. Here, the chronic stage acts to

delay the recovery while incurring the costs of disease-induced mortality. If chronically

infected individuals can transmit the infection but incur low levels of disease-induced

mortality then the mean persistence time of the infection is increased. The role of

a chronic stage (named survivors in Stahl, et al. [40]) has been implicated in the

persistence of African swine fever where the infection persists in the long-term even

though the disease is highly virulent and leads to signi�cant losses at the population

level [18, 40]. In particular, two types of survivor are discussed [40]. Type I survivors
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continue to shed the virus following infection but they are also likely to incur additional

levels of mortality compared to healthy individuals. Here, our model results indicate

that the balance between transmission of infection and the level of increased mortality

is a key determinant of whether pathogen persistence is enhanced. Type II survivors

can revert to the infectious stage from the chronic stage and could therefore be repre-

sented by a SICI model framework. A comparison between an SI and SICI framework

(see Figure C.2) indicates that the chronic stage here can lead to an increase in the

mean time to extinction of the infection. Therefore, our study suggests that a chronic

stage of infection could aid pathogen persistence, make the infection more di�cult to

eradicate and could be a mechanism that promotes the observed persistence of African

swine fever following an outbreak [18].

Our strategic model study has considered the importance of di�erent epidemiological

processes on the persistence of infectious disease. We have con�rmed and extended the

�ndings that indicate that pathogen persistence is reduced for infections that lead to

immunity. We have also shown that a latent or chronic stage of infection can increase

the persistence time of an infection which may make infectious diseases with these

characteristics more di�cult to manage and control.
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Appendix C: Supplementary material

for Chapter 4

C.1 Methodology

The deterministic model frameworks that include recovery, SIR, SEIR and SICR are

shown in Equations (C.1-C.3). The SIR model framework is as follows:

dS

dt
= bN(1− qN)− βFS

I

N
− βDSI − dS,

dI

dt
= βFS

I

N
+ βDSI − (α + γ + d)I, (C.1)

dR

dt
= γI − dR.

Here, S represents total susceptible population density, I the infected density and R

the recovered density, with N = S+ I +R the total population density. The maximum

birth rate is given by b, which is modi�ed due to intra-speci�c competition through the

parameter, q = (b − d)/bK, where K denotes the carrying capacity of the population.

The natural death rate is given by d. For the infection dynamics we denote βF to

be the frequency-dependent transmission rate, βD the density-dependent transmission

coe�cient, γ the recovery rate and α the additional death rate from the disease for

infected individuals.

The SIR model can be modi�ed to include an exposed class, E, as follows:
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dS

dt
= bN(1− qN)− βFS

I + εE

N
− βDS(I + εE)− dS,

dE

dt
= βFS

I + εE

N
+ βDS(I + εE)− (κ+ d)E,

dI

dt
= κE − (α + γ + d)I, (C.2)

dR

dt
= γI − dR.

In the SEIR model infection leads to a susceptible individual entering the exposed

class. Progression from the exposed class to the infected class occurs at rate κ. We also

assume that individuals with the exposed form of the infection are infectious and can

transmit the infection at a proportion ε of that of the infected class.

The SIR model can also be modi�ed to include a chronically infected class, C, as

follows:

dS

dt
= bN(1− qN)− βFS

I + εC

N
− βDS(I + εC)− dS,

dI

dt
= βFS

I + εC

N
+ βDS(I + εC)− (α + γ + d)I,

dC

dt
= γI − (κ+ d+ cα)C, (C.3)

dR

dt
= κC − dR.

In the SICR model individuals enter a chronically infected class following infection

from which they progress to a recovered and immune class at rate κ. Chronically in-

fected individuals may incur disease-induced mortality at a fraction, c, of that of an

infected individual and are also assumed to be infectious and transmit the infection at

a proportion ε of that of the infected class.

The stochastic versions of the SEIR and SICR model frameworks can be constructed

following the methods outlined in Section 4.2 of the main paper.
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C.1.1 Reproductive numbers

The basic reproductive number of the infection for the SIS and SIR model frameworks

is shown in Equation (C.4):

R0 =
βDK + βF
α + γ + d

(C.4)

The basic reproductive number of the infection for the SEIS and SEIR model frame-

works is shown in Equation (C.5):

R0 =
βDK + βF
κ+ d

(
ε+

κ

α + γ + d

)
(C.5)

The basic reproductive number of the infection for the SICS and SICR model frame-

works is shown in Equation (C.6):

R0 =
βDK + βF
α + γ + d

(
1 +

εγ

κ+ d

)
(C.6)

C.2 Analytical derivation of the mean time to pathogen

extinction

To validate the simulation-based methods that we employ in the main paper to de-

termine the mean time to pathogen extinction, we derive the exact time to pathogen

extinction for the SIS model framework. We consider a continuous-time Markov chain

on a �nite state space and de�ne all possible states, 1, . . . , n, of the system with the

possible pathogen free states (states 1, ..., n0) as follows: ((S, I) = 1 : (0, 0), 2 : (1, 0), 3 :

(2, 0) . . . n0 : (K, 0)). We denoteQ as the transition rate matrix, where each entry, qij for

i 6= j represents the rate of transition from state i to state j and with qii = −
∑

j 6=i qij.

Then the expected time to reach the set of pathogen extinction states 1, . . . , n0 from

a starting state i, can be given by ei and can be obtained by noting that ei = 0 for

i = 1, 2, . . . , n0 and solving the following linear system for {ei : n0 + 1 ≤ i ≤ n}:

n∑
j=n0+1

qijej = −1, for i = n0 + 1, n0 + 2, . . . n. (C.7)
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Markov chain theory dictates that these equations have a unique solution [171], and as

the states labelled 1, . . . n0 represent the pathogen free states, by �nding ei we �nd the

expected time to pathogen extinction from an initial starting state i.

For our model frameworks, we use a carrying capacity, K = 1000, and so this gives a

high number of possible states. For the SIS model framework, where the set of possible

states is given by {S ∈ (0, K), I ∈ (0, K);S + I < K}, there are 501501 possible states

and therefore computing the transition rate matrix Q and deriving the mean time to

extinction ei requires considerable computational e�ort. As we are considering a con-

tinuous Markov chain on �nite space, any transition rate corresponding to a transition

which requires more than one event to take place, (for example, going from one suscep-

tible individual to three susceptible individuals) will be zero. As a result, the transition

rate matrix Q can be considered sparse and this helps reduce the computational e�ort.

We restrict the use of this method to the SIS model framework as the introduction

of additional classes (such as an immune, latent or chronically infected class) greatly

increase the computational e�ort required.

The comparison between this analytical derivation and the simulation method adopted

in the main paper for calculating the mean time to pathogen extinction for the SIS

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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Figure C.1: The mean time to extinction of the infection in the SIS model framework against
disease-induced mortality for the simulation method used in this study (black) and the exact time to
pathogen extinction from analysis of a continuous-time Markov chain on a �nite state space (blue).
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model is shown in Figure C.1 and there is good agreement between the two methods.

C.3 An SI and SICI model framework

In the discussion of the main paper we consider the possibility of chronically infected

individuals reverting back to the infected class (SICI) and assess how this process

a�ects the time to pathogen extinction when compared to an SI model framework.

The SI model is outlined in Equations (C.8) as follows:

dS

dt
= bN(1− qN)− βFS

I

N
− βDSI − dS,

dI

dt
= βFS

I

N
+ βDSI − I(α + d). (C.8)

Here, S represents total susceptible population density and I the infected density, with

N = S + I the total population density. The maximum birth rate is given by b, which

is modi�ed due to intra-speci�c competition through the parameter, q = (b − d)/bK,

where K denotes the carrying capacity of the population. The natural death rate is

given by d. For the infection dynamics we denote βF to be the frequency-dependent

transmission rate, βD the density-dependent transmission coe�cient, γ the recovery

rate and α the additional death rate from the disease for infected individuals.

The SI model framework can be extended to form an SICI model framework (see

Equations C.9). In addition to a susceptible class, S, we assume two separate infected

classes, I1 and I2, and a chronically infected class, C. Here, IT = I1 + I2 denotes the

total infected population density. Both infected populations can infect a susceptible

individual, which then progresses to the initial infected state, I1. An individual in this

state can recover to a chronic state at rate, γ, and then progress to the secondary

infected state, I2 at rate, κ. Once in the I2 class an individual will either die naturally

or su�er disease-induced mortality at rate, α. The SICI model is as follows:
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dS

dt
= bN(1− qN)− βFS

IT
N
− βDSIT − dS,

dI1
dt

= βFS
IT
N

+ βDSIT − I1(γ + α + d),

dC

dt
= γI1 − C(κ+ d), (C.9)

dI2
dt

= κC − I2(α2 + d).

The stochastic versions of the SI and SICI model frameworks can be constructed

following the methods outlined in Section 4.2 of the main paper.

C.3.1 Results

A comparison of the SI and SICI frameworks indicates that the mean time to pathogen

extinction is increased for all levels of disease-induced mortality under the SICI frame-

work compared to an SI framework (Figure C.2).
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Figure C.2: The mean times to pathogen extinction (with 95% con�dence intervals) plotted against
the disease-induced mortality rate, α, for SI (black) and SICI (red) model frameworks. Results
show the mean and 95% con�dence intervals for 100 realisations of each model framework. When not
changed in the �gure baseline parameter values were used (see Table 4.2).
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Chapter 5

Tick-host demography and

epidemiology

Abstract

Tick-borne diseases are a rising global public health concern due to the increasing abundance

of ticks, expanding geographical range for vectors and pathogens, and emerging tick-borne

infectious agents. A potential explanation for the rising impact of tick-borne disease is the

increase in tick numbers which may be linked to an increase in density of the hosts on which

ticks feed. In this study we extend established model frameworks to understand the link

between host density and tick demography and epidemiology. Our model links the development

of speci�c tick stages to the speci�c hosts on which they feed. We show that host composition

and host density have an impact on tick population dynamics and that this has a consequent

impact on host and tick epidemiological dynamics. A key result is that our model framework

is able to capture variation in host prevalence due to changes in speci�c host density and

therefore suggests that host composition may play a crucial role in explaining the variation in

prevalence of tick-borne infection in hosts observed in the �eld.

5.1 Introduction

Ticks are a parasitic invertebrate, of the class Arachnida, that survive by feeding on

the blood of warm-blooded animals [73]. There exist two main sub-classes of ticks:

Ixodid ticks (hard ticks) and Argasid ticks (soft ticks) both with a structured life cycle

of progression from egg to larvae to nymph and �nally to adult stages that can lay
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further eggs [73]. Ticks can be considered one-host, two-host or three host ticks, where

once attached an individual either spends their whole life cycle on a host, two stages

upon the same host (and the third on a di�erent host) or feed on di�erent hosts at each

stage [176, 177, 178]. Progression between stages requires at least one blood meal with

larvae generally feeding on small mammals, such as rabbits (Oryctolagus cuniculus),

hares (Lepus) or birds; and adults generally feeding on large mammals, such as red deer

(Cervus elaphus), wild boar (Sus scrofa), livestock or humans, although this can vary

depending on the type of tick considered [74, 75]. The nymph stage can feed on either

small or large mammals and is dependent on both host composition and the type of

tick considered. The interaction between ticks and hosts means they are a vector for

the transmission of infectious disease [76]. They can become infected through feeding

on an infected host and then can transmit the infection by feeding on susceptible hosts

at a later point in their life cycle [179, 180]. Ticks can also become infected through

vertical transmission from infected adults to eggs, or by co-feeding (where a susceptible

tick feeds with an infected tick on the same host) [181, 182].

Ticks transmit the largest range of diseases, including bacterial, protozoan and virus

diseases [77, 79], of arthropod vectors at the global scale and are among the most im-

portant vectors of diseases a�ecting livestock and humans [78, 183]. They can cause

severe toxic conditions such as paralysis and toxicosis, and along with their infections,

have coevolved with wildlife hosts which act as reservoirs for the ticks and tick-borne

infections [78]. Tick-borne diseases are an increasing global public health concern due

to the increasing abundance of ticks, expanding geographical range for vectors and

pathogens, and emerging tick-borne infectious agents [184, 7, 2, 185] as well as an in-

crease in antimicrobial resistance among bacterial pathogens [80, 79]. There is evidence

that this increased threat is linked to climate change that has made environmental

conditions more favourable to ticks [186, 187, 188, 189, 2, 7, 190, 191, 192]. It has also

been suggested that increases in the abundance and range of wildlife reservoir hosts

may play an important role in the increased risk of spillover of tick-borne disease to

humans and wildlife [7, 81, 185]. Further investigations into the causes of the increased

risk of tick-borne disease are required if we are to control and manage these infections.
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Figure 5.1: Increasing trends for wild boar (left) and red deer (right) population abundance. Sources:
[22, 23].
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A potential explanation for the increasing impact of tick-borne disease is the increase

in tick numbers [185, 193]. However, there is considerable variation in disease incidence

at a regional level which may be a�ected by the abundance and competence of speci�c

vertebrae hosts and we know little about regional host compositions [185]. Some stud-

ies indicate a direct link between host diversity and disease risk [194, 195] and some

indicate that increased host biodiversity could lead to increased parasite diversity and

exposure [2]. There is evidence there has been a widespread increase in the density

of wild ungulates across Europe [21, 22, 23, 24] (see Figure 5.1). Since these are key

hosts for ticks this could have an impact on tick demography with a consequent impact

on the prevalence and risk of zoonotic transmission of tick-borne infectious disease.

However, ticks require di�erent hosts to complete their development and so without

a commensurate increase in other hosts, such as small mammals, which are key hosts

for larval tick stages, there may be a bottleneck in tick development that limits tick

density increases [196]. The aim of this chapter is to assess the impact of increasing

host density on tick demography and infection prevalence. A key novel extension will

be to consider di�erent host classes for di�erent tick stages and to explore if variation

in the density of di�erent host classes can explain the observed variation in tick disease

incidence.

Mathematical models have been used to explore and understand the epidemiological

dynamics of host-tick interactions and the persistence of tick-borne diseases [197, 198,
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82, 83, 84]. Switkes et al. (2016) [84] developed a model for Crimean-Congo haem-

orrhagic fever virus (CCHFv) that considered a single tick class (all tick stages were

grouped into one class) and that considered two large mammal hosts (cattle and hu-

mans). They explored thresholds for disease persistence, including the reproductive

number of the virus, as well as the progression of the disease under a hypothetical

outbreak. Tick-human transmission was identi�ed as the main cause for the spread of

CCHFv in humans. This model considered a constant tick population size, with no link

between host density and tick density. Lou and Wu (2014) [197] developed a model ex-

amining di�erent methods of tick-host attachment terms and their implications on Lyme

disease. A tick stage-structured model was used for larvae, nymph and adult ticks, with

progression to the subsequent stage depending upon either a density-dependent attach-

ment, frequency-dependent attachment or a Holling type-II attachment term. In the

density-dependent and Holling type-II scenario the model predicts a reduction in host

density could either reduce or increase infection risk, whilst in the frequency-dependent

model scenario a reduction in host density will always reduce infection risk. Norman et

al. 1999 [82] developed a model to understand the persistence of the Louping-ill virus

in grouse which was then extended and generalised by Rosá et al. (2003) [85]. For both

studies a tick stage-structured model was used where all stages could feed on either a

viraemic or non-viraemic host and tick birth rate was linked to host density but was

limited through self-regulation. Results showed that non-viraemic hosts could either

amplify the tick population and assist in virus persistence or dilute the infection and

cause it to die out. A threshold density for the viraemic host was also found, where for

low viraemic host density the virus would die out. Although this work considered the

link between ticks and multiple hosts on tick density it did not consider the link be-

tween the tick stages and their respective hosts and ticks were limited by self-regulation

rather than host density. Notwithstanding, it does highlight that the link between host

and tick density can be critical to explaining the epidemiology of tick-borne infections.

Rosá and Pugliese (2007) [83] developed a model framework to explore the e�ect of tick

population dynamics and host density on the persistence of tick-borne infections. Tick

age-structure and two di�erent hosts, small rodents and large mammals, are included,
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with di�erent tick stages feeding on di�erent hosts. The link between tick density and

host density was included either through density-dependent birth or through density-

dependent moulting. Unlike previous models, a dynamic regulation of tick density based

on host density was explored. This was originally incorporated into the birth function

but was also suggested for the moulting term to represent how high tick density per host

may lead to hosts developing immunity that limits moulting success [199, 200]. They

found that the e�ect that host densities have on tick-borne disease can depend strongly

on how the tick population is regulated and that the dilution e�ect of an infection for a

high density of competent hosts occurred only if tick density is independent of host den-

sity. Some drawbacks of this framework were that tick reproduction and development

depended on host health that was averaged across all hosts, rather than considering

the health of speci�c hosts separately and linking the development of tick stages to

the health of their relevant hosts. Furthermore, the density-dependent functions used

a negative exponential form which unrealistically led to a decrease in the production of

larvae as tick density increased. This was improved upon in Pugliese and Rosá (2008)

[86], where the density-dependent functions were represented by a Holling-type II form

but here regulation through host density was no longer examined.

In this chapter we seek to extend established model frameworks to understand the link

between host density and tick demography and epidemiology. We begin by considering

an extension to Switkes et al. (2016) [84], that uses a single tick stage to explore a direct

link between tick and host density. We then use a modi�cation of the frameworks of

Rosá and Pugliese (2007) [83] and Pugliese and Rosá (2008) [86] that considers multiple

tick stages feeding on di�erent hosts, to explore the dynamic regulatory link between

tick density and host density (as in Rosá and Pugliese, 2007) represented by a Holling

type-II functional response (as in Pugliese and Rosá, 2008). We then use the insights

from this analysis to develop a new model that links tick development to the health of

the speci�c host on which the di�erent tick stages feed. Our aim is to understand the

impact of host density and host composition on the density of ticks and the persistence,

prevalence and risk of transmission of tick-borne infections.
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5.2 Mathematical models of tick-host demography and

epidemiology

5.2.1 An extension of the model of Switkes et al. (2016)

The model of Switkes et al. (2016) [84] considers a general framework of tick-host

interactions with a focus on the epidemiological dynamics of Crimean-Congo haemor-

rhagic fever virus for a host, subscript H, and a single class of ticks, subscript V . The

host population is split into three classes re�ecting the infection status: susceptible S,

infected I and recovered R. The tick population is assumed to either be susceptible S,

or infected I. The total densities of both ticks and hosts are considered constant. We

modify their framework to consider changes in host density and link tick reproduction

to host density. The model framework is detailed below:

dSH
dt

= (aH − qHH)H − βHV
SH
H
IV − bHSH ,

dIH
dt

= βHV
SH
H
IV − γHIH − bHIH ,

dRH

dt
= γHIH − bHRH , (5.1)

dSV
dt

= (aV − qV (H)V )(V − pIV )− βV V
SV
V
IV − βV H

IH
H
SV − bV SV ,

dIV
dt

= (aV − qV (H)V )pIV + βV V
SV
V
IV + βV H

IH
H
SV − bV IV .

Here, H and V denote the total host and tick density, respectively. The maximum birth

rates of hosts and ticks are given by aH and aV , with natural death rates given by bH and

bV , respectively. The hosts susceptibility to crowding is given by qH = (aH − bH)/KH ,

where KH denotes the carrying capacity of hosts, with the ticks susceptibility to crowd-

ing qV (H) = (aV − bV )/(nH) dependent on host density, H, and the average number

of ticks that a host can support, n.

Ticks can transmit the virus to hosts through frequency-dependent transmission at rate

βHV , with host-tick transmission occurring at rate βV H . Tick-tick transmission can oc-

cur through non-systemic transmission (co-feeding) at rate βV V or through vertical

transmission, with a proportion p of infected ticks transmitting the virus to o�spring.
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Table 5.1: Baseline parameter values for the model extension to Switkes et al. (2016) and their
biological meaning.

aH = log(4) Maximum birth rate of hosts
aV = 150 Maximum birth rate of ticks
bH = 1/7 Natural death rate of hosts
bV = 1 Natural death rate of ticks
qH = (aH − bH)/KH Susceptibility to crowding of hosts
qV = (aV − bV )/(nH) Susceptibility to crowding of ticks
βHV = 0.0112 Tick-host transmission coe�cient
βV H = 0.56 Host-tick transmission coe�cient
βV V = 0.00112 Non-systemic transmission coe�cient (co-feeding)
p = 0.1 Proportion of infected o�spring from infected in-

dividuals
γH = 0.4 Recovery rate of infected hosts

aS = 1/50 Birth rate of humans
βV S = 0.00112 Tick-human transmission coe�cient
γS = 0.4 Recovery rate of infected humans

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Hosts can recover from the infection at rate γH .

This model can be extended to include a human population (see Equations 5.2) to

examine the signi�cance of an increase in host and tick density on the risk of infection

to humans. A human individual can be considered susceptible, S, infected I or recovered

R. This model extension is detailed below:

dSS
dt

= aSN − βV S
SS
N
IV − aSSS,

dIS
dt

= βV S
SS
N
IV − γSIS − aSIS, (5.2)

dRS

dt
= γSIS − aSRS.

Here, N = SS + IS + RS denotes the total human population and aS the birth and

natural death rate, with total human density assumed to be constant. Humans can

become infected at rate βV S through infected tick contact and can recover at rate γS.

Infection through contact with livestock/other hosts is assumed negligible [84].

Parameter values for the maximum birth rate and natural death rate for hosts were
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taken from Díez-Delgado et al. (2018) [63]. The natural death rate for ticks is taken to

be bV = 1, to represent an average lifetime of one year, with the maximum birth rate

of aV = 150. The transmission coe�cients and recovery rates are then approximated

so that endemic results match with the prevalence of CCHFv found in cattle/goats

(∼ 20%) [201] and in ticks (2−7%) [202]. The birth rate/natural death rate of humans

is given to be aS = 1/50 to represent an average lifespan of 50 years and the tick-human

transmission coe�cient is taken to be a tenth of the tick-host transmission coe�cient

to represent a reduced contact rate between ticks and humans. The recovery rate of

humans is given to be the same as in hosts. All model parameter values are given in

Table 5.1.

Results for the modi�ed model of Switkes et al. (2016)

Varying the number of ticks that a host can support indicates that there is a threshold

below which the infection cannot persist (see Figure 5.2). Here, as n is decreased the

density of ticks is reduced to a point where the infection cannot be sustained. However,

above this threshold the density of infected ticks increases resulting in the increase of

both host and tick prevalence as n increases.

Increasing the host carrying capacity (and therefore density) of the host increases all

tick and host classes linearly, including the infected classes (see Figure 5.3). Due to

the frequency-dependent nature of transmission this means the prevalence of infection

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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Figure 5.2: Prevalence levels (%) for hosts (blue) and ticks (orange) against the number of ticks that
can be supported by a host, n. Other parameters are as seen in Table 5.1.
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Figure 5.3: Host and tick population densities (blue) and host and tick prevalence levels (orange)
for di�erent levels of host carrying capacity with a tick burden of (A) n = 100 ticks per host and (B)
n = 200 ticks per host. Densities for (i) hosts and (ii) ticks are split into their di�erent classes with
susceptible (dashed), infected (solid) and recovered (dotted). When not varied in the �gure parameters
were as in Table 5.1.
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Figure 5.4: Human population densities (blue) and seroprevalence (orange) for di�erent levels of host
carrying capacity with a tick burden of (A) n = 100 ticks per host and (B) n = 200 ticks per host.
The population densities are split into the di�erent classes with susceptible (dashed), infected (solid)
and recovered (dotted). When not varied in the �gure parameters were as in Table 5.1.
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in ticks and hosts remains constant as host density increases. Whilst increasing the

host population density has little e�ect on the prevalence of the infection in ticks or

hosts, it does increase the density of infected ticks (see Figure 5.3). As a result, this

increases the risk of transmission to a human population, increasing both the infected

and recovered densities and the prevalence of infection in humans (see Figure 5.4). This

highlights the importance of determining prevalence and density estimates for natural

systems to be able to assess the risk of spillover to other hosts. Nevertheless, this model
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could not capture variation in disease prevalence in ticks and hosts for changes in host

density.

5.2.2 An extension of the model of Rosá and Pugliese (2007)

We extend the model of Rosá and Pugliese (2007) [83] by adapting the terms that link

tick birth and moulting to host density to be Holling type-II function forms, as seen

in Pugliese and Rosá (2008) [86]. This allows for the inclusion of dynamic regulation

of the tick population through host density. The model includes three stages of tick

development: larvae, L; nymph, N ; and adult, A, which are each further classi�ed into

a questing class, subscript Q, and a feeding class, subscript F , with total tick density

given by T . Larvae are assumed to only feed on small mammals, HS, with adults solely

feeding on ungulates, HU . Nymphs can feed on either host population. The model is

detailed below:

dLQ
dt

= σAaT (T,H)AF − β1HSLQ − bLLQ,

dLF
dt

= β1HSLQ − σLLF ,

dNQ

dt
= σLmL(T,H)LF − β2HSNQ − β3HUNQ − bNNQ,

dNF

dt
= β2HSNQ + β3HUNQ − σNNF , (5.3)

dAQ
dt

= σNmN(T,H)NF − β4HUAQ − bAAQ,

dAF
dt

= β4HUAQ − σAAF .

Here, the natural death rate of questing ticks is given by bL, bN and bA for questing

larvae, nymph and adults, respectively, while the death of feeding ticks is assumed to be

negligible [83]. Ticks attach to respective hosts for feeding at rates β1, β2, β3 and β4, for

larvae, nymphs onto small mammals, nymphs onto ungulates and adults, respectively,

and detach at rates σL, σN and σA for larvae, nymphs and adults, respectively. The

birth rate, aT (T,H) and successful moulting rates, mL(T,H) and mN(T,H) (for larvae

and nymphs, respectively) are dependent on total host and tick density and given by

Equations (5.4-5.5). The small mammal densities HS, and ungulate densities HU , can
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be varied to assess the relationship between tick and host density.

aT (T,H) = rT
1

1 + sTT
uHS+vHU

, (5.4)

mL(T,H) = rL
1

1 + sLT
uHS+vHU

, mN(T,H) = rN
1

1 + sNT
uHS+vHU

. (5.5)

In these expressions, the maximum birth rate is given by rT , with maximum moulting

success rates rL and rN for larvae and nymphs, respectively. The coe�cients sT , sL and

sN measure the strength of the density dependence, with u and v scalings for density

dependence of the particular host. All parameter values for this model were as used in

Rosá and Pugliese (2007) [83].

Results for the extension to Rosá and Pugliese (2007)

We explore the e�ect of an increase in ungulate density and small mammal density on

the tick population demography (see Figure 5.5). The density of feeding ticks increases

with an increase in both ungulate and small mammal density. The density of quest-

ing larvae increases with ungulate density but decrease and tend towards a constant

level for an increase in small mammal density. The density of questing nymphs and

adults increase with small mammal density but decrease and tend towards a constant

level for an increase in ungulate density. We now attempt to explain these trends in

tick density. An increase in small mammal density increases the rate of attachment

of larvae more quickly than the increase in reproduction and therefore decreases the

density of questing larvae. An increase in ungulate host density increases the density

of questing larvae as this increases the successful rate of reproduction with no e�ect on

the rate of attachment. A similar e�ect is seen in the questing nymph and adult pop-

ulation where an increase in ungulate host density leads to a reduction in the density

of questing adults. However, the questing nymph density saturates with an increase

in small mammal density as questing nymphs can attach to either host type and the

regulatory moulting progression from feeding larvae is dependent on both host densi-

ties. The density of feeding larvae increases with small mammal density as the rate of

attachment increases, and increases with ungulate density as the density of questing
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Figure 5.5: Tick population densities (vertical axis) for a varying ungulate density (from 0 to 100)
and varying small mammal density (from 0 to 200) under the extended Rosá and Pugliese model
framework. Steady state densities were plotted for (A) larvae, (B) nymphs and (C) adults, for both (i)
questing ticks and (ii) feeding ticks. Parameter values are: aT = 2000, bL = 0.0365, bN = 0.015, bA =
0.00625, σA = 0.12, σL = 0.28, σN = 0.22, β1 = 0.015, β2 = 0.0005, β3 = 0.03, β4 = 0.13, rL = 1, rN =
1, sT = 0.001, sL = sN = sT , u = 0.04, v = 0.4 (taken from Rosá and Pugliese, 2007).
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

larvae increases. Similarly, the density of feeding adult ticks increases with ungulate

density as the rate of attachment increases, and increases with small mammal density

as the density of questing adults increases. The density of feeding nymphs increases

with both host densities, as the rate of attachment increases with these densities.

5.3 A new model linking tick density to host density

The model extensions of Switkes et al. (2016) and Rosá and Pugliese (2007) provide

useful insights into the modelling of tick-borne diseases and tick-host dynamics. How-

ever, these models still contain drawbacks in their approach. For the modi�ed model of

Swtikes et al. (2016) the simplicity of the model cannot provide useful information on

the tick-host demographics or on the in�uence of host composition on the tick dynamics.

In Rosá and Pugliese (2007) the regulatory dynamics of each tick development phase is

independent of the speci�c hosts upon which the tick stages feed. Therefore, we develop

a new model formulation, based on the framework of Rosá and Pugliese (2007) and our

extension (Equations 5.3-5.5), that links the development of tick stages to the health of
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the speci�c hosts on which they feed. The population regulation of ticks arises through

host immunity [184, 203] with both small and large mammal hosts acquiring resistance

to tick feeding as a result of repeated infestation [184, 199, 83, 200]. Several e�ects of

acquired resistance in hosts have been observed, including reduced engorgement weight

of ticks, inhibition to feeding and blocked moulting [184, 199, 200] and reduced tick

burden [204, 205]. Here, we develop a model that accounts for acquired host immunity

by considering the moulting success of ticks after attaching to hosts. We extend the

approach of Rosá and Pugliese (2007) who argue that a model that considers individual

tick loads and immune histories would be too complex and instead assumes host immu-

nity depends on the instantaneous average tick load. We di�er from Rosá and Pugliese

(2007) in that we consider the e�ect of the immune status of small mammal hosts and

ungulate hosts separately such that they impact di�erent stages of tick development.

5.3.1 Tick-host model with host speci�c density dependence

We outline a tick-host model in which the moulting success of di�erent tick stages

depends on the speci�c hosts on which they feed. The model considers the three main

stages of tick development (excluding the egg stage): larvae, L; nymph, N ; and adult,

A and considers a questing, subscript Q, and feeding, subscript F , tick class for each

tick stage. For the feeding nymph class, it is useful to distinguish those that feed on

small mammals NFS, and those that feeds on ungulates, NFU . The model also considers

the density of small mammals, Hs and ungulates, Hu. The model is detailed below:

dLQ
dt

= σAaT (NFU , AF , HU)AF − β1HSLQ − bLLQ,

dLF
dt

= β1HSLQ − σLLF ,

dNQ

dt
= σLmL(LF , NFS, HS)LF − β2HSNQ − β3HUNQ − bNNQ,

dNFS

dt
= β2HSNQ − σNNFS, (5.6)

dNFU

dt
= β3HUNQ − σNNFU ,

dAQ
dt

= σN(mNS(LF , NFS, HS)NFS +mNU(NFU , AF , HU)NFU)− β4HUAQ − bAAQ,

dAF
dt

= β4HUAQ − σAAF .
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Table 5.2: Baseline parameter values for the tick-host model with hot speci�c density dependence.

aT = 2000 Maximum birth rate per adult tick.
bL = 0.0365 Natural death rate of questing larvae.
bN = 0.015 Natural death rate of questing nymph.
bA = 0.00625 Natural death rate of questing adults.
σL = 0.28 Average rate of feeding for larvae.
σN = 0.22 Average rate of feeding for nymphs.
σA = 0.12 Average rate of feeding for adults.
β1 = 0.015 Attachment coe�cient for larvae onto small mammals.
β2 = 0.0005 Attachment coe�cient for nymph onto small mammals.
β3 = 0.03 Attachment coe�cient for nymph onto ungulates.
β4 = 0.13 Attachment coe�cient for larvae onto ungulates.
rL = rN = 1 Maximum rate of success for moulting larvae and nymphs.
sNS = sL = 0.025 Coe�cients for the strength of the small mammal host den-

sity dependence.
sNU = sT = 0.0025 Coe�cients for the strength of the ungulate host density

dependence.

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Here, bL, bN and bA represent the natural death rates of larvae, nymphs and adults,

respectively. The attachment rates are given by β1, β2, β3 and β4 and ticks detach

from hosts at rates σL, σN and σA (and the reciprocal of these rates represent the

average feeding times of the di�erent tick stages). We assume that moulting success

and reproduction (both of which require successful feeding) depend on the speci�c host

on which the tick stages feed and are density-dependent functions of relative density of

the number of feeding ticks on speci�c hosts and the hosts themselves (see Equations

5.7).

aT (NFU , AF , HU) = rT
1

1 + sT (NFU+AF )
HU

,

mL(LF , NFS, HS) = rL
1

1 + sL(LF+NFS)
HS

,

mNS(LF , NFS, HS) = rNS
1

1 + sNS(LF+NFS)
HS

, (5.7)

mNU(NFU , AF , HU) = rNU
1

1 + sNU (NFU+AF )
HU

.

Here, rT represents the maximum birth rate with rL, rNS and rNU the maximum moult-
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ing success rates of each respective class. The coe�cients sT , sL, sNS and sNU measure

the respective strength of the density dependence. Where possible the model parame-

ters took values as seen in Section 5.2.2, so that a direct comparison between the two

model frameworks could be seen. As the density-dependent moulting term is now spe-

ci�c to a particular host, the scalings, u and v from Equations (5.4-5.5), are absorbed

within the coe�cients sT , sL, sNS and sNU . The parameter values are detailed in Table

5.2.

The impact of host density on tick density for the tick-host model with host

speci�c density dependence

We vary the density of small mammals and ungulates and examine the impact on feed-

ing and questing ticks under the tick-host model with host speci�c density dependence

(see Figure 5.6). The model results exhibit similar dynamics to those seen for the model

extension in Section 5.2.2, particularly in the questing class of ticks. However, the den-

sity of feeding larvae and adults exhibit a stronger saturation as the densities of either

host is increased, stemming from the density dependence acting on speci�c hosts. The

density of feeding nymphs also exhibit saturation with an increase in ungulate density,

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Figure 5.6: Tick population densities (vertical axis) for a varying ungulate density (from 0 to 100)
and varying small mammal density (from 0 to 200) under the tick-host model framework with host
speci�c density dependence (Equations 5.6-5.7). Steady state densities were plotted for (A) larvae,
(B) nymphs and (C) adults, for both (i) questing ticks and (ii) feeding ticks. When not varied in the
�gure parameter values are as in Table 5.2.
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although not with an increase in small mammal density. Here, the feeding larvae density

saturates as the ungulate density increases, meaning the questing nymph population

now decreases with an increase in ungulate population, as the rate of attachment (from

questing nymph to feeding nymph) outweighs the incoming rate of moulting nymphs.

This decline in questing nymph density coupled with the increased rate of attachment

means the total feeding nymph class varies little with ungulate density. For a �xed

ungulate density, an increase in small mammal density increases the density of quest-

ing nymphs due to the increase in successfully moulted larvae. The increase in the

attachment rate of questing nymphs then allow for an increase in the density of feeding

nymphs.

5.3.2 Model selection

We examine and compare results from the model frameworks used in Section 5.2.2 and

5.3.1 in more detail. We explore the e�ect of an increase in small mammal density with

�xed ungulate density (and vice versa) on the density of feeding larvae and adults for

each model framework. We see that the original extension of Rosá and Pugliese, where

moulting depends on combined host density, gives a linearly increasing relationship

between the tick densities and the host densities whilst the tick-host model with host

speci�c density dependence exhibits saturating behaviour as one host type increases for

a �xed density of the other host (Figure 5.7). We believe this saturation behaviour is

more representative of real systems where a limit in a speci�c host type would restrict

overall tick density [196]. We therefore believe that our modi�ed model represents a

key trend in tick-host population dynamics that has been absent from previous studies.

5.4 Epidemiological dynamics

In this section we extend our model of host-tick dynamics (Equations 5.6-5.7) to include

a representation of tick-borne infectious disease. This will extend previous studies in

which mathematical models have been used to explore and understand the epidemiolog-

ical dynamics and persistence of tick-borne disease [196, 206, 207, 82, 85, 84]. Previous

studies have determined thresholds for disease persistence [208, 209, 210] and explored
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Figure 5.7: Tick population densities for (A) a �xed ungulate density and varying small mammal
density and (B) a �xed small mammal density and varying ungulate density. Densities are shown for
feeding larvae (blue) and feeding adults (orange) under di�erent model frameworks with the solid line
representing the extension of Rosá and Pugliese (Section 5.2.2) and the dotted line representing the
tick-host model with host speci�c density dependence (Section 5.3.1). This is done for di�erent �xed
values of host density with (i) HU = 10 or HS = 42, (ii) HU = 20 or HS = 85 and (iii) HU = 40 or
HS = 170. When not varied in the �gures the parameters are as described for each model framework
(see Figure 5.5 and Table 5.2).
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how di�erent host types [211, 82, 83, 85, 84] and seasonality [212, 198, 213, 214, 215] will

a�ect the epidemiological dynamics. Models have shown that increases in host density

or host diversity can either have a diluting e�ect or an amplifying e�ect on the persis-

tence of tick-borne diseases [216, 217, 82, 85]. We extend the tick-host model outlined

in Section 5.3.1, in which tick progression between life stages is a density-dependent

function of the host stage on which the tick feeds, to explore the impact of host-tick

population dynamics on disease persistence and prevalence. This will allow us to assess

how changes in host composition for di�erent tick life stages can impact on the preva-

lence and risk of spillover of infectious disease to tick hosts. Our model will include the

key transmission routes for tick disease which include tick to host and host to tick direct

transmission, a non-systemic (co-feeding) transmission route and vertical transmission

from parent to o�spring [181, 218, 219]. Although important in some circumstances

[82, 85], non-viraemic hosts are omitted and we assume all hosts can become infected
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and infectious. The general model framework we present can be adapted to explore the

epidemiological dynamics of many di�erent tick-borne disease systems.

In the extension to the model (Equation 5.6) each tick class and type of host are split

into a susceptible class (additional subscript s) or an infected class (additional subscript

i), with hosts able to recover from the infection to form a recovered class (additional

subscript r). The full model is detailed in Equations (5.8-5.10):

dLQs
dt

= aTσA (AFs + (1− ρ)AFi)− β1HSLQs − bLLQs,

dLQi
dt

= aTσAρAFi − β1HSLQi − bLLQi,

dLFs
dt

= β1
(
HS − pLHSi

)
LQs − θTT

ITS
TTS

LFs − σLLFs,

dLFi
dt

= β1HSLQi + pLβ1HSiLQs + θTT
ITS
TTS

LFs − σLLFi,

dNQs

dt
= mLσLLFs − β2HSNQs − β3HUNQs − bNNQs,

dNQi

dt
= mLσLLFi − β2HSNQi − β3HUNQi − bNNQi,

dNFSs

dt
= β2

(
HS − pN1HSi

)
NQs − θTT

ITS
TTS

NFSs − σNNFSs,

dNFSi

dt
= β2HSNQi + pN1β2HSiNQs + θTT

ITS
TTS

NFSs − σNNFSi, (5.8)

dNFUs

dt
= β3

(
HU − pN2HUi

)
NQs − θTT

ITU
TTU

NFUs − σNNFUs,

dNFUi

dt
= β3HUNQi + pN2β3HUiNQs + θTT

ITU
TTU

NFUs − σNNFUi,

dAQs
dt

= σN (mNSNFSs +mNUNFUs)− β4HUAQS − bAAQs,

dAQi
dt

= σN (mNSNFSi +mNUNFUi)− β4HUAQi − bAAQi,

dAFs
dt

= β4
(
HU − pAHUi

)
AQs − θTT

ITU
TTU

AFs − σAAFs,

dAFi
dt

= β4HUAQi + pAβ4HUiAQs + θTT
ITU
TTU

AFs − σAAFi.

dHSs

dt
= aSHS (1− qSHS)−

(
qLβ1LQi + qN1β2NQi

)
HSs − bSHSs,

dHSi

dt
=
(
qLβ1LQi + qN1β2NQi

)
HSs − γSHSi − bSHSi, (5.9)
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dHSr

dt
= γSHSi − bSHSr.

dHUs

dt
= aUHU (1− qUHU)−

(
qN2β3NQi + qAβ4AQi

)
HUs − bUHUs,

dHUi

dt
=
(
qN2β3NQi + qAβ4AQi

)
HUs − γUHUi − bUHUi, (5.10)

dHUr

dt
= γUHUi − bUHUr.

Here, HS = HSs+HSi+HSr and HU = HUs+HUi+HUr denote the total population

density of small mammals and ungulates, respectively, ITS = LFi + NFSi and ITU =

NFUi+AFi represent the total infected ticks feeding on small mammals and ungulates,

respectively, and TTS = LFs+LFi+NFSs+NFSi and TTU = NFUs+NFUi+AFs+AFi

represent the total ticks feeding on small mammals and ungulates, respectively. We

assume four methods of transmission: host to tick, tick to host, vertical transmission

and non-systemic transmission (co-feeding). The �rst three transmission routes are

as described in Rosá and Pugliese (2007) [83] with host-tick transmission coe�cients

pL, pN1, pN2 and pA for each respective class of tick; tick to host transmission coe�cients

qL, qN1, qN2 and qA for each respective class of tick and for vertical transmission a pro-

portion ρ of larvae reproduced from feeding infected adult ticks remain infected. Ticks

acquire infection through non-systemic transmission (co-feeding ticks) during feeding

with transmission coe�cient θTT and at a rate dependent on the ratio between infected

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
Table 5.3: Baseline parameter values for the model including infection and their biological meaning.

pL = pN1 = pN2 = pA = 0.2 Infected host to tick transmission coe�cient.
qL = qN1 = 0.000005 Infected tick to small mammal transmission coe�cient.
qN2 = qA = 0.0001 Infected tick to ungulate host transmission coe�cient.
ρ = 0.2 Vertical transmission proportion.
θTT = 0.1 Non-systemic transmission coe�cient (co-feeding).
γS = 0.01 Recovery rate of infected small mammal hosts.
γU = 0.01 Recovery rate of infected ungulate hosts.

aS = 0.1 Maximum birth rate of small mammal hosts.
aU = 0.05 Maximum birth rate of ungulate hosts.
bS = 1/1825 Natural death rate of small mammal hosts.
bU = 1/5475 Natural death rate of ungulate hosts.
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ticks and total ticks feeding on a speci�c host.

We choose parameter values (see Table 5.3) such that infection persists in all hosts

and ticks and so that the seroprevalence in both host types was approximately 30%

for baseline parameter values, which has been seen in �eld situations for tick-borne

infections [201] (see Figure 5.11). These parameter values are not intended to represent a

speci�c tick-host disease but rather highlight the trends in the epidemiological dynamics

as host dynamics change.

5.4.1 Results for the model with infection

We vary the small mammal and ungulate host density to determine their e�ect on the

epidemiological dynamics and disease prevalence (see Figure 5.8, 5.9 and 5.10). We

de�ne the prevalence in ticks as the infected density divided by the total density and

the seroprevalence in hosts as the infected and recovered density divided by total den-

sity. An increase in the density of ungulate hosts leads to an increase in seroprevalence

in small mammal hosts, which saturates at high ungulate densities, and a decrease in

the seroprevalence in ungulate hosts (Figure 5.8). Similarly, an increase in density for

small mammals leads to an increase in seroprevalence in ungulate hosts, which satu-

rates at high small mammal densities, and a decrease in the seroprevalence in small

mammals. Here, the increase in ungulate host density results in the overburden of

ticks on small mammals, therefore increasing the small mammal prevalence, while the

increase in small mammal density shifts the overburden onto ungulate hosts, therefore

increasing the prevalence in ungulate hosts. For the tick infection dynamics an increase

in ungulate host density increases the prevalence for all tick stages up to a host den-

sity where the prevalence then saturates. An initial increase in small mammal density

from low levels increases the prevalence in ticks, but this then decreases and tends to a

constant level for further increases in small mammal density. A key result is that our

model framework can capture variation in host seroprevalence due to changes in host

composition. In particular, changes to small mammal and ungulate density can lead to

a wide range of seroprevalence levels for ungulate hosts in the model (Figure 5.8) and

may therefore be able to explain the variation in prevalence observed in the �eld [185].
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Figure 5.8: Steady state prevalence and seroprevalence (%) levels for ticks and hosts when varying
the ungulate host density (from 0 to 100) and small mammal host density (from 0 to 200) under the
model framework with infection seen in Section 5.4. The prevalence levels are shown for (A) questing
ticks, (B) feeding ticks and (C) total ticks of a given stage with (D) showing (i) total tick prevalence,
(ii) small mammal host seroprevalence and (iii) ungulate host seroprevalence. In plots (A-C) the
prevalence levels of the (i) larvae, (ii) nymph and (iii) adult stage of tick are shown. When not varied
in the �gure parameters are as in Table 5.2 and 5.3.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

When �xing the ungulate host density and increasing the small mammal density we

see an initial increase in the questing larvae density (see Figure 5.6) which results in an

initial increase in the infected questing larvae density and questing larvae prevalence

(see Figures 5.9 and 5.10). Further increase in small mammal density then decreases the

questing larvae class and consequentially the infected questing larvae class. This there-

fore decreases the prevalence in small mammal hosts as there are less infected questing

larvae and more small mammals. Upon further increases in small mammal density the

prevalence in small mammals decreases to a constant level. Here, the decrease in in-

fected ticks feeding on small mammals (questing larvae and nymphs) is stronger than

the respective increase in small mammal density meaning the transmission of infection

to infected small mammal hosts decreases. The decrease in infected questing larvae

balances the increase in small mammal density leading to a constant transmission of
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Figure 5.9: Steady state densities for the infected stages of tick when varying the ungulate host
density (from 0 to 100) and small mammal host density (from 0 to 200) under the model framework
with infection seen in Section 5.4. Densities are shown for (A) the questing class of ticks and (B) the
feeding class of ticks and for the (i) larvae, (ii) nymph and (iii) adult stage of tick. When not varied
in the �gure parameters are as in Table 5.2 and 5.3.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

infection and therefore prevalence and density of infected small mammals (see Fig-

ures 5.8 and 5.10). As in the model without infection, an increase in small mammal

density increases the rate of attachment for questing larvae, therefore increasing the

density of infected feeding larvae. Further increase in small mammal density results

in the saturation of the feeding larvae density (see Figure 5.6), which would mean a

saturation in infected larvae. However, with the density of infected small mammals re-

ducing to constant levels at high small mammal density, the transmission from infected

hosts to susceptible questing larvae (pLβ1HSiLQs) decreases with an increase in small

mammal density (the susceptible questing larvae density decreases with an increase in

small mammal density). Therefore, the infected feeding larvae density decreases with

a further increase in small mammal density before settling to a constant level. As the

density of infected feeding larvae exhibits similar behaviour to the total feeding larvae

class in the model without infection (see Figure 5.6) but with a decrease to constant

levels, the infected questing nymph density also experiences similar behaviour to the

total nymph density seen in the model without infection but also with a decrease in

density to constant levels upon further increases in small mammal density. This e�ect

is seen for all subsequent classes when small mammal density is further increased. As
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Figure 5.10: Steady state densities for the di�erent classes of hosts when varying the ungulate host
density (from 0 to 100) and small mammal host density (from 0 to 200) under the model framework
with infection seen in Section 5.4. Densities are shown for (A) small mammal hosts and (B) ungulate
hosts and for the di�erent infection status' of (i) susceptible, (ii) infected and (iii) recovered. When
not varied in the �gure parameters are as in Table 5.2 and 5.3.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

this is seen for both infected questing nymphs and infected questing adults, the infected

and recovered ungulate host densities also experience this decrease to constant levels

albeit much less noticeable. This explains the decrease in seroprevalence for ungulate

hosts for �xed ungulate density and an increase in small mammal density.

When �xing the small mammal host density and increasing the ungulate host density

the total questing larvae density, and therefore infected questing larvae density, increases

and saturates at high ungulate densities (see Figure 5.9). This results in the increase

in density of infected small mammal hosts and therefore their prevalence (as the total

small mammal density is assumed constant) (see Figures 5.8 and 5.10). The increase in

density of questing larvae means an increase in density of feeding larvae and therefore

infected feeding larvae density which saturates at high ungulate density as the density

of infected small mammal hosts also saturates here. Here, the density of infected

feeding larvae does not decrease to constant levels as the transmission of infection

does not decrease with a saturation of infected small mammals. As the trends seen

for infected feeding larvae are similar to those seen in the model without infection

(see Figure 5.6) when increasing ungulate density, the subsequent infected classes also
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exhibit similar behaviour to the model simulations without infection. The decrease to

constant levels in infected questing nymph and adult density means that the density

of infected ungulate hosts saturate at high densities of total ungulate hosts. Unlike

the behaviour seen for small mammals, the infected density of ungulates does not

decrease to constant levels with further increases in ungulate host density. Here, the

density of nymph and adult ticks are much smaller than the density of larvae, meaning

the decrease in density of nymphs and adults as the density of ungulates is increased

does not outweigh the increase in ungulate density. Therefore, the progression from

susceptible ungulate host to infected ungulate host does not decrease as the density of

ungulate hosts increase. Consequentially, the density of infected ticks does not decrease

to constant levels with a further increase in ungulate host density. With low densities of

small mammal hosts the transmission from hosts to the nymph stage of ticks is limited to

the over abundant ungulate hosts and so the infected feeding nymph density saturates

quickly as ungulate density increases. For higher �xed small mammal densities, the

transmission from hosts to the nymph stage is less limited to ungulate hosts, as they

are not as abundant in comparison to small mammal hosts. As a result, the saturating

e�ect in infected ungulate hosts, infected feeding nymphs and infected feeding adults

is slower and requires a greater increase in ungulate hosts.

5.5 Discussion

In this chapter we have modi�ed and extended previous established model studies to

further examine the relationship between tick and host density and the implication

for tick-borne infections. By comparing di�erent model formulations that link tick

density to host density we show that the relationship between ticks and hosts can

have a signi�cant impact on the population dynamics. Lou et al. (2014) [197] com-

pared three di�erent host seeking behaviours: frequency-dependent, density-dependent

and Holling type-II model forms to explore their implications on tick-borne disease

persistence and control. They determined that a decrease in rodent density under a

frequency-dependent model would have negative consequences on containing the dis-

ease but that reducing or increasing the density of rodent hosts in the other two model
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frameworks can have more complex e�ects. In our model where tick density was limited

through birth, which was dependent on tick burden and host density, the relationship

between host density and tick density was linear (Section 5.2.1). Rosá and Pugliese

(2007) [83] considered di�erent tick stages which fed on di�erent hosts and showed that

when the density of ticks is dependent upon host density but independent of host type,

tick density will continue to increase for an increase in density of one host type and

�xed density in the other. However, our new model form (Section 5.3) in which the

density of ticks is dependent upon host density and the development stages of ticks

are dependent upon a speci�c host type then saturation of tick density can occur due

to restrictions caused by a �xed host type when the other host increases in density.

This con�rms the �ndings of Cobbold et al. (2015) [196], which examined strategies to

manage tick density (but did not consider infectious disease) and had a similar density-

dependent link between ticks and speci�c hosts as our proposed model (Section 5.3).

A key �nding of our model study is that tick density can saturate due to restrictions

in a speci�c host type, therefore showing that host composition is an important driver

of tick density and should be considered in tick-host models.

Our results highlighting how tick development linked to speci�c host density can im-

pact the host tick population dynamics will also have important consequences for the

epidemiological dynamics of tick-borne infections. We show that increases in the den-

sity of speci�c hosts can lead to an initial increase in disease prevalence in ticks and

hosts but that disease prevalence can decrease at higher host levels. Norman et al.

(1999) [82] focused on determining the host density thresholds that would support tick-

borne infection but also showed, similar to our �ndings, that a change in host carrying

capacity can have both ampli�cation and dilution e�ects on pathogen prevalence. In

general, our model study shows that increases in ungulate host density increase the

prevalence of infection in small mammals and the density of infected questing larvae.

Increases in small mammal host density increase the prevalence of infection in ungulates

and the density of infected questing nymphs and adults. Hence, di�erent regional host

compositions could have di�ering impacts on the risk of tick-borne infection to wildlife

species, livestock and humans. While we assume the larval tick stages feed exclusively
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on smaller hosts and adults on larger hosts, we recognise that ticks are opportunistic

feeders and will feed on any host [196, 203]. However, larvae tend not to bite humans

[220, 221] and nymph and adult stages can be considered to be the main threat for the

spreading of infection within humans in Europe and the United States [220, 222, 223].

Therefore, high densities of infected questing nymphs and adults present the greatest

risk of infection spillover in humans which, from our model simulations, corresponds

to host compositions with high small mammal densities and low ungulate host densities.

Our model study highlights how di�erent host densities and host compositions can

drive variation in the prevalence and risk of tick-borne disease. This could help to

understand and explain the variance in infection levels seen for di�erent tick-borne dis-

ease, such as Lyme disease in the UK for humans [224] and for cattle and sheep [225],

for overall tick-borne pathogen prevalence in Europe (where pathogens include Borre-

lia miyamotoi, Rickettsia spp. and Babesia spp.) [226], overall tick-borne pathogen

prevalence in China (where pathogens include Anaplasma phagocytophilum, Borrelia

burgdorferi sensu stricto and Borrelia garinii) [227] or for tick-borne infection (Borre-

lia spp., Rickettsia spp., and Anaplasma spp.) in small mammals in Mongolia [228].

This study suggests regions of higher disease incidence in humans or livestock could be

due to high population levels of small mammals and limited ungulate hosts. As well

as increased densities in questing nymphs and adults, the limitation in ungulate hosts

means these tick stages would be more likely to �nd alternative forms of hosts, which

would include humans or livestock. Meanwhile, di�ering ungulate host density levels

could explain the trends in tick-borne infection seen in small mammals where high un-

gulate densities could lead to an increased incidence of infection in small mammals.

A tick-borne infection which is of current importance is Crimean-Congo haemorrhagic

fever virus which causes severe disease in humans and has an increasing incidence at

the global scale [229, 230]. In wildlife systems the seroprevalence of CCHFv virus

shows signi�cant variation across the di�erent regions of Spain (see Figure 5.11). We

acknowledge that climate variability, di�erent environmental factors or habitats could

impact the abundance of ticks and prevalence of tick-borne disease [204, 231, 232, 233,
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Figure 5.11: Seroprevalence (%) levels of Crimean Congo Haemorrhagic fever virus (CCHFv) in deer
across regions in Spain. This �gure has been provided by IREC, Spain.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

234, 235]. However, densities of hosts can also be linked to environmental conditions

and habitats [236, 237, 233, 235] and our model study indicates that host composition

could have a strong impact on the seroprevalence of infection across di�erent hosts of

ticks. As part of a future research study, we hope that our general model framework

can be adapted to represent the CCHFv system in Spain and used to explore whether

speci�c host density and host composition can explain the variance in prevalence in

CCHFv. We hope that this research could be used to manage hosts and therefore tick

densities to reduce the risk of zoonotic spread of tick-borne disease to humans and

livestock.
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Conclusion

Each chapter in this thesis is a distinct piece of work, the majority of which have been

published, and each chapter contains a detailed discussion. Therefore, this conclusion

brie�y summarises the key methods used in each chapter and the key �ndings from

each piece of work. It also highlights the wider signi�cance of the work and discusses

it with reference to current developments for the speci�c epidemiological systems we

consider in this thesis.

This thesis has demonstrated how mathematical models can be used to explore and

understand the dynamics of a range of biological and epidemiological systems. We

have used ODE frameworks to explore the key routes of transmission that promote

the persistence of the highly virulent African swine fever infection. The model also

allowed us to test control strategies that could limit ASF outbreaks and its persistence.

The modelling techniques were extended to consider the impact of an ASF outbreak

on endemic tuberculosis in wild boar. The generality of the model framework meant

that the results could add new perspective on the coexistence of multiple pathogens.

The work exploring the persistence of ASF motivated a general model study to explore

how the epidemiological characteristics of a disease would impact the mean pathogen

extinction time and required the use of suite of stochastic continuous-time Markov chain

models. The �nal research chapter of this thesis considered how ungulates contribute to

tick-borne infections. We developed a model framework that expanded on previously

studied models to incorporate the regulation of tick density based on the density of
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the speci�c hosts on which di�erent tick stages feed. Our new model framework was

extended to include tick-borne infection to examine how host density and composition

could account for variation of tick-borne prevalence and incidence levels.

6.1 Contribution and signi�cance

Our model study exploring the persistence of African swine fever highlighted how the

severity of an infectious outbreak depended on density-dependent infection transmission

but that the long-term persistence of infection required a contribution from a slowly de-

caying environmental source of infection (infected carcasses) and from a survivor class

that may be subject to reinfection. While the survivor class had been observed in the

�eld there was limited information on the role and signi�cance of this class of wild boar

individuals, which survive the initial wave of infection [40]. Our model study suggested

that individuals which survived the initial infection and could revert to an infected

status at a later stage were key for the persistence of ASF. Our model was also used to

test the impact of supplementary feeding and control measures, such as culling and the

removal of carcasses, on ASF prevalence. We found that a combination of these control

measures and their early implementation led to a reduction in ASF prevalence and to

its potential eradication. We also highlighted how supplemented feeding boosted host

density and led to a more severe outbreak and enhanced persistence of ASF.

Our work has been included in key European Food Safety Authority (EFSA) reports

that aim to outline the key epidemiological properties of ASF and the methods to

monitor and control ASF [238, 239]. Our study was used to highlight the possible in-

terference of wild boar feeding with ASF control, due to higher underlying wild boar

densities and longer breeding seasons associated with supplemented feeding, suggesting

this should be examined in the �eld [238]. It also contributed to the debate on the

persistence of ASF and the role of asymptomatic spread and virus shedding [239]. In

addition to our contribution to EFSA reports our work has also been used to explain

the role of wild boar in the spread of ASF in China [240], South Korea [241, 242], Japan

[243, 244], Poland [245] and other countries. Our �ndings have been used to highlight
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potential methods to control ASF outbreaks [241, 240] and how the removal of infected

carcasses can reduce the severity and duration of an ASF outbreak [242]. Our work

has also been used to highlight how a potential ASF outbreak in wild boar populations

could lead to a devastating decrease in population abundance in some regions of Japan

[243].

The ASF situation has developed further since our work exploring its persistence, with

the European a�ected countries now including Belarus, Belgium, Bulgaria, Estonia,

Germany, Greece, Hungary, Latvia, Lithuania, Moldova, Poland, Romania, Russia,

Serbia, Slovakia, and Ukraine [238, 246]. For countries such as Bulgaria and Hungary

the epidemic has expanded, with stagnation being seen in Latvia and Lithuania [238].

In Estonia ASF is experiencing infection fade-out, whilst Belgium and Greece have

successfully controlled the infection [238]. Wild boar have been identi�ed as one of

the main catalysts in the spread of ASF as well as posing a risk to backyard farms,

with higher wild boar densities increasing the risk of infection spread to domestic pigs

[238, 247]. Three other factors have been identi�ed as topics of interest in understand-

ing the spread and control of ASF. These include the seasonality of ASF, the survival

of the infection in wild boar carcasses and the role of vectors, including stable �ies, in

the transmission of ASF [246, 247]. Summer peaks in ASF outbreaks have been ob-

served in domestic pig populations, whilst cases in wild boar decline in the summer but

increase in the winter months [248, 249, 238, 239, 247]. It is speculated that the cases

in wild boar increase in winter months due to the prolonged survival time of infection

in carcasses during winter months [238], which correlates well with our model study

�ndings relating to wild boar carcasses.

ASF is considered endemic in many African countries but is not currently present in

South America [250]. In Asia, the infection was introduced in 2018, spreading from

Russia into the north-east area of China [251, 252]. It has since spread through China

and into Cambodia, Hong Kong, India, Indonesia, Laos, Mongolia, Myanmar, North

Korea, Papua New Guinea, the Philippines, South Korea, Timor-Leste, and Vietnam

[253, 241, 251, 254]. Cambodia, Mongolia, Myanmar, and Hong Kong have no fur-
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ther reports on ASF outbreaks, indicating the control or eradication of ASF here [251].

Many countries, such as Kazakhstan, are currently free from ASF [254]. However, it

is recommended that these countries develop strong biosecurity practices to prevent

future ASF outbreaks [254, 252]. Contrary to the situation in Europe, there is no vis-

ible link for the transmission of ASF from wild boar to domestic pigs in China [252].

Instead, supplemented feeding has been identi�ed as one of the main risk factors in the

persistence and spread of ASF with ticks also suggested as a cause for ASF transmis-

sion and spread [252]. Future work could examine the role of vectors on the spread of

ASF in wild boar, both within wild boar populations and to domestic pig populations.

Our strategic model would provide a sound framework to test the importance of vector

transmission.

The work exploring the e�ect of introducing an emerging disease, ASF, to an endemic

infection, tuberculosis, adds new context to the coexistence of multiple pathogens.

Previous studies have shown that when only density-dependent transmission is used

the pathogen with the highest basic reproductive number will out-compete the other

pathogen, and that disease-induced mortality can suppress the density of hosts such

that only one pathogen can be maintained [10, 142]. Our work shows that when you in-

clude both density-dependent and frequency-dependent forms of transmission the corre-

sponding contribution to the pathogens reproductive number from frequency-dependent

transmission may not drop below unity as the density of hosts decreases. This would

therefore allow multiple pathogens to be maintained provided the transmission coe�-

cients are su�ciently high. When modelling the interaction between TB and ASF, we

�nd that the introduction of ASF into the TB wild boar system leads to a signi�cant

drop in density for infected TB individuals and in the prevalence of TB. While an ASF

outbreak may be devastating for wild boar population levels, its impact on TB epidemi-

ology may provide a window of opportunity to control TB in one of the main reservoir

populations (wild boar) across Europe.

Our work exploring the role of individuals chronically infected with ASF on disease

persistence motivated a more general study that investigated how the characteristics of
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infection would a�ect the mean time to extinction of a pathogen. Here, we considered

a stochastic model framework to explore the role of exposed and chronically infected

individuals in extensions of classical SIS and SIR models. We showed that an exposed

class would generally extend the time to disease extinction and thereby make the in-

fection more di�cult to eradicate. Chronically infected individuals either increase or

decrease pathogen persistence depending on the speci�c parameter values. The correct

parametrisation of such models and the inclusion of multiple transmission pathways has

been shown to be key to understand control strategies for infectious disease systems

[255]. Our study has implications for understanding and controlling speci�c infectious

disease in wildlife and humans where the epidemiological characteristics may include

exposed or chronic infection.

In this thesis we also examined how ungulate density may impact tick-borne infections.

We extended previous model frameworks [83, 84], to develop a model which adds new

perspective on the dynamics between ticks and hosts, by having a dynamic regulation of

ticks where progression from each tick developmental stage is dependent on the density

of the speci�c hosts upon which they are most likely to feed. This allowed us to ex-

plore a key question of how host density and host composition would a�ect tick density

and the prevalence and persistence of tick-borne infection. The model results predict

that large densities of ungulate hosts would produce more questing larvae ticks while

large densities of small mammals would produce more questing nymphs and adults and

this has implications for infection transmission. A key �nding is that high small mam-

mal densities pose an increased risk of infection to humans, as this drives an increase in

infected questing nymphs and adults which are then more likely to feed on human hosts.

The infection model framework can be applied to speci�c systems of infection provid-

ing a greater understanding of the epidemiological dynamics of tick-borne diseases at

a wildlife interface. Through collaboration with �eld biologists and infectious disease

experts in Spain, future work will parametrise our general model framework to be rep-

resentative of the Crimean-Congo Haemorrhagic fever virus system in Spain. Using this

model, we aim to capture and explain the variance in CCHFv prevalence seen across
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Figure 6.1: Seroprevalence (%) levels of Crimean-Congo Haemorrhagic fever virus (CCHFv) in deer
across regions in Spain. This �gure has been provided by IREC, Spain.
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

the country (see Figure 6.1). We will assess whether host density, host composition

and host health (correlated with the average tick burden of hosts) can account for the

variation in prevalence in ungulate hosts observed in Spain. This information can then

be used to suggest how di�erent environments can in�uence the infection incidence of

CCHFv in humans, inform policy and develop management strategies on how to reduce

the impact of this tick-borne infection.

Our knowledge and understanding of wildlife diseases is limited resulting in a scarcity

of data available to help model the relevant epidemiological systems [8]. This presented

a challenge for the models developed in this thesis. For African swine fever this arose

from the limited information with regards to transmission routes, and what could con-

tribute to the spread of ASF [100, 246, 247]. When modelling tick-host interactions, it

can be hard to determine how successful a tick can be in attaching onto hosts, or in pro-

gressing from feeding to questing tick whilst under �eld conditions [199, 203, 83, 200].

With these further pieces of information, the modelling of the relevant systems could

become clearer and be more accurate in predicting the future spread of disease or in

understanding tick-host interactions.
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In summary, we believe the work in this thesis has highlighted how mathematical models

are important tools for understanding epidemiological dynamics in wildlife systems.

They are particularly important as the data available for many wildlife diseases can

be limited [8]. Mathematical models can be used to develop and test management

strategies that can be implemented in the �eld to control infectious disease and our

model frameworks have had an impact on the management of key, current, endemic

and emerging diseases in wildlife systems.
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