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From the use of online platforms to exacerbate ethnic conflicts to the use of facial recognition
technology to persecute dissidents, the threats to human rights posed by digital technologies
are varied and numerous. In this context, it is essential that digital governance models go
beyond data protection and adopt a holistic approach to human rights protection.

ast-paced technological advances, including in artificial intelligence (AI),[1]
are increasingly disrupting and transforming our world. The combination of

rapidly evolving computing technologies with the ready availability of large
amounts of data has led to the development of gradually more common digital
technologies.

Such technologies are increasingly
present in many aspects of people’s
daily lives: from “smart assistants” on
our phones to algorithms designed to im‐
prove health diagnostics, digital techno‐
logies have become ubiquitous. The in‐
terest in digital technologies such as AI
has continued to rise steadily in the past
few years, notably as the COVID-19
pandemic exposed the need for more
contactless interactions and online ser‐
vices. For example, digital technologies
were increasingly used to facilitate the
remote monitoring of patients’ health and
the provision of distance learning during
the pandemic.

However, digital technologies are not
neutral and depending on how they are designed, developed and deployed, they
may have important consequences for the promotion, protection and respect of
human rights.

OPPORTUNITIES AND CHALLENGES POSED BY DIGITAL TECHNOLOGIES

On the one hand, digital technologies
may contribute to the promotion and pro‐
tection of human rights. For instance,
digital technologies can be crucial for
promoting access to education through
the deployment of remote learning tech‐
nologies, insofar as individuals have ac‐
cess to computers and the internet. Sim‐
ilarly, digital technologies can help en‐
able access to information, which is
nowadays largely dependent on digital
means. For example, more than half of the UK’s adult population currently use the
internet or social media for accessing the news.[2] Digital technologies such as AI
can also support lifesaving disaster relief responses, by facilitating the quick as‐
sessment of damages and prediction of risks through the analysis of large
amounts of complex data,[3] including satellite imagery.
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On the other hand, digital technologies also pose significant societal challenges
regarding the respect and protection of human rights. For example, online plat‐
forms can be used to exacerbate ethnic conflict and fuel hate speech. That was
reportedly the case concerning Facebook and other social media platforms in en‐
abling the spread of hateful and violent rhetoric against the Rohingya in Myanmar.
[4] Facial recognition technologies[5] may be used in ways that facilitate dispro‐
portionate state surveillance, for instance, to track and monitor vulnerable groups
including migrants.[6] Similarly, AI technologies may embed biases that perpetu‐
ate discriminatory narratives and practices against minorities and groups of indi‐
viduals based on their race, gender or ethnic origins.[7] For example, researchers
have identified racial bias in an algorithm widely used to predict patients’ needs in
the US healthcare system[8] and gender bias in algorithms used for work recruit‐
ment.[9]

The international community acknowledges that digital technologies can have
profound impact on human rights. For instance, the UN General Assembly has
recognised that “the same rights that people have offline must also be protected
online”.[10] More recently, the UN Secretary-General has called on states “to
place human rights at the centre of regulatory frameworks and legislation on the
development and use of digital technologies”.[11] Several UN human rights mech‐
anisms have been tackling this issue as well. For instance, the High Commission‐
er for Human Rights and several Special Rapporteurs have highlighted the need
for addressing digital technologies’ impacts on human rights within their man‐
dates.[12]

THE NEED FOR A HUMAN RIGHTS-BASED APPROACH

While a variety of stakeholders have started adopting measures to regulate digital
technologies – for instance the EU proposal to regulate AI[13] and the UK bill aim‐
ing at regulating online harms[14] – much remains to be done. Legislative reforms
are certainly an important part of the puzzle. However, due to the considerable
impact that digital technologies have on
human rights, it is essential that gov‐
ernance models place human rights con‐
siderations at their very centre. That in‐
cludes not only state-centred legislative
and policy frameworks, but also self-reg‐
ulation by technology companies and
standardisation such as by the Interna‐
tional Organization for Standardization
(ISO).

Governance models should adopt a hol‐
istic approach to human rights, going
beyond the protection of data privacy on
which current debates about the gov‐
ernance of digital technologies often
concentrate. Digital technologies have
indeed significant implications for an array of rights beyond data privacy, such as
the rights to equality and non-discrimination, to freedom of expression, to freedom
of assembly and association, and to an effective remedy in case of harms linked
to the uses of digital technologies. These rights should thus be duly taken into
consideration.

Human rights due diligence mechanisms, either mandatory or voluntary, should
be embedded into such governance frameworks. That would ensure that human
rights impacts are identified, and measures are taken to prevent, mitigate and ac‐
count for them. In particular, the UN Guiding Principles on Business and Human
Rights (UNGPs) provide the elements of a due diligence process, which includes
assessing actual and potential human rights impacts, integrating and acting upon
the findings, tracking responses and communicating how impacts are addressed.
[15] These elements should be taken into account by states when adopting legis‐
lative and policy regulation of digital technologies. Similarly, technology compan‐
ies should establish due diligence processes in which they engage meaningfully
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with a wide range of stakeholders, including technology end users, civil society
and international organisations with human rights mandates.

A ROLE FOR INTERNATIONAL GENEVA

As a well-established centre for international diplomacy, International Geneva has
an important role to play in fostering a human rights-based approach to the gov‐
ernance of digital technologies. To do so,
it should bring together relevant stake‐
holders, including states, international
organisations, civil society, academia
and the private sector, in an open-ended
coordinated effort to find solutions to the
global challenges posed by digital tech‐
nologies for the protection and respect of
human rights.

Hence the Human Rights Council should
be commended for having recently mandated two multistakeholder consultations
to explore the relationship between human rights and technical standard-setting
processes for digital technologies and the practical application of the UNGPs to
the activities of technology companies.[16] These recent consultations, combined
with existing initiatives such as the UN Human Rights B-Tech Project,[17] have
the potential to provide useful further guidance to policymakers to support better
alignment of regulatory efforts in the technology sector with the UNGPs.[18]

As digital technologies will continue to evolve and potentially impact human rights,
it is crucial that such engagements with International Geneva and relevant stake‐
holders remain in place for many years to come.

________________________________
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