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ABSTRACT

Artificially increasing the luminosity and the thermal diffusivity of a model is a common tactic adopted in hydrodynamical simulations
of stellar convection. In this work, we analyse the impact of these artificial modifications on the physical properties of stellar interiors
and specifically on internal gravity waves. We perform two-dimensional simulations of solar-like stars with the MUSIC code. We
compare three models with different luminosity enhancement factors to a reference model. The results confirm that properties of the
waves are impacted by the artificial enhancement of the luminosity and thermal diffusivity. We find that an increase in the stellar
luminosity yields a decrease in the bulk convective turnover timescale and an increase in the characteristic frequency of excitation of
the internal waves. We also show that a higher energy input in a model, corresponding to a larger luminosity, results in higher energy
in high frequency waves. Across our tests with the luminosity and thermal diffusivity enhanced together by up to a factor of 104, our
results are consistent with theoretical predictions of radiative damping. Increasing the luminosity also has an impact on the amplitude
of oscillatory motions across the convective boundary. One must use caution when interpreting studies of internal gravity waves based
on hydrodynamical simulations with artificially enhanced luminosity.

Key words. hydrodynamics – instabilities – waves – methods: numerical – stars: interiors – stars: solar-type

1. Introduction

Internal gravity waves (IGWs) have an impact on the internal
structure and evolution of stars as they can transport angular
momentum, energy, and chemical elements in stably stratified
media. They are well studied in geophysical (see for exam-
ple Fritts & Alexander 2003; Sutherland 2010) and experimental
contexts (see for example Plumb & McEwan 1978; Léard et al.
2020), but their properties in stellar interiors are still poorly
constrained. Their detection and characterisation in stars, par-
ticularly in solar-like stars, is very difficult and remains a
long-standing challenge (García et al. 2007; Appourchaux et al.
2010). As IGWs propagate in the radiative core of the Sun, their
detection could provide key information about the deep solar
interior. They are suggested as a possible mechanism to explain
the uniform rotation of the solar radiative zone (Kumar et al.
1999; Charbonnel & Talon 2005) and to explain the observed
differential rotation in evolved stars (see for example Fuller et al.
2014).

Hydrodynamical simulations provide an alternative ‘labora-
tory’ for studying IGWs in stellar interiors and testing theoretical
predictions. However, the wide range of time and length scales
that characterise stellar interiors is a challenge for numerical

simulations. In the case of the Sun, timescales range from several
minutes, for the dynamical timescale, to several million years,
for the thermal timescale. In addition, the study of IGWs requires
simulating a large region of a star that includes the convective
and the radiative zones because these waves are produced by the
non-linear interactions between these two regions. The two main
mechanisms responsible for IGW generation are the Reynolds
stress resulting from turbulent convection (Stein 1967; Press
1981; Goldreich & Kumar 1990; Lecoanet & Quataert 2013)
and the convective penetration in the underlying stably strat-
ified region (Rieutord & Zahn 1995; Montalbán & Schatzman
2000; Pinçon et al. 2016). To overcome numerical difficulties
inherent to stellar hydrodynamics, such as numerical stabil-
ity and thermal relaxation, an artificial increase in the stel-
lar luminosity and in the thermal diffusivity by several orders
of magnitude is a commonly used tactic (Meakin & Arnett
2007; Brun et al. 2011; Rogers et al. 2013; Jones et al. 2017;
Edelmann et al. 2019; Horst et al. 2020). Indeed, these modifica-
tions can increase the numerical stability of the simulation and
accelerate the thermal relaxation. In a first study (Baraffe et al.
2021, hereafter Paper I), we performed two-dimensional fully
compressible time-implicit simulations of convection in a solar-
like model using the MUSIC code. We analysed the impact
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of increasing the stellar luminosity and thermal diffusivity on
convective penetration (or overshooting) at the base of the con-
vective envelope of a solar-like model. We showed that these
modifications can significantly affect the structure of the over-
shooting layer. However, the impact on the properties of IGWs
had never been studied. In a recent work, Lecoanet et al. (2019)
suggested that artificially increasing the luminosity in numeri-
cal simulations makes it difficult to study wave excitation and
propagation since it may change the wave physics. This second
study is thus specifically devoted to estimating the impact of the
luminosity enhancement on waves. Our goal is to answer the
question of whether numerical simulations using such artificial
modifications can be used to predict the properties of waves in
more realistic systems.

We start in Sect. 2 by describing the simulations used for this
study. The effects of the boost on fluid velocities are presented in
Sect. 3. In Sect. 4 we study the properties of IGWs and in Sect. 5
their excitation and damping. Finally, in Sect. 6 we compare our
results with theoretical predictions.

2. Numerical simulations

2.1. Numerical models

We performed two-dimensional simulations of convection in a
solar-like model with MUSIC (Viallet et al. 2011, 2013, 2016;
Geroux et al. 2016; Goffrey et al. 2017; Pratt et al. 2016, 2017,
2020). The numerical simulations are described in detail in
Paper I. We summarise below the main information relevant to
the present analysis. The code solves the hydrodynamical equa-
tions in a fully compressible medium

∂ρ

∂t
= −∇ · (ρv), (1)

∂ρe
∂t

= −∇ · (ρev) − p∇ · v − ∇ · Fr, (2)

∂ρv
∂t

= −∇ · (ρv ⊗ v) − ∇p + ρg, (3)

where ρ is the density, e the specific internal energy, v the veloc-
ity field, p the gas pressure, and g the gravitational acceleration.
For the stellar simulations considered in this work, the major
heat transport that contributes to thermal conductivity is radia-
tive transfer characterised by the radiative flux Fr, given within
the diffusion approximation by

Fr = −
4acT 3

3κρ
∇T = −χ∇T, (4)

with κ is the Rosseland mean opacity of the gas and χ
the radiative conductivity. The opacities are interpolated from
the OPAL tables (Iglesias & Rogers 1996) for solar metallic-
ity and the equation of state is based on the OPAL tables
of Rogers & Nayfonov (2002), which are appropriate for the
description of solar-like interior structures. The numerical
domain is a spherical shell assuming azimuthal symmetry and
covered by spherical coordinates: the radius r, and the co-
latitude θ. In multi-dimensional simulations of stellar interiors
it is usual to refer to a direction perpendicular to the radial one
as the horizontal direction. In the following, we identify the
horizontal direction as corresponding to the co-latitude (θ). The
radial domain extends from r = 0.4Rtot to r = 0.9Rtot, this corre-
sponds to the region between the two hatched regions on Fig. 1.

Fig. 1. Radial profile of the Brunt-Väisälä frequency for the initial
model (see Table 1). The hatched regions are not considered in the two-
dimensional simulations.

The domain in the co-latitudinal direction ranges from 0 to π,
including the full hemisphere. We use a uniform grid resolu-
tion of r × θ = 512 × 512 cells. This provides a good resolu-
tion of the pressure scale height at the Schwarzschild boundary
HP,CB/∆r ∼ 92, with ∆r = 5.5 × 107 cm (550 km) the radial
grid spacing. In terms of boundary conditions, we impose a con-
stant radial derivative on the density on the inner and outer radial
boundaries, as discussed in Pratt et al. (2016). For the reference
model ref, the energy flux at the inner and outer radial boundaries
are set to the value of the energy flux at that radius in the one-
dimensional stellar evolution model used as initial model (see
Paper I for details). For the artificially boosted simulations, the
energy flux, and equivalently the luminosity, at the boundaries
is multiplied by an enhancement factor, and the Rosseland mean
opacities κ in MUSIC are decreased by the same factor. In this
work we analyse the impact of enhancing the luminosity and
thermal diffusivity by factors of 10, 102, and 104. In velocity,
we impose on the radial boundaries non-penetrative condition
for the radial velocity and stress-free boundary condition for the
angular velocity. At the boundaries in θ, because of the extension
of the angular domain to the ‘poles’, we use reflective boundary
conditions for the density and energy, meaning that they are mir-
rored at the boundary. We adopted a stress free boundary condi-
tion for the radial velocity and a reflecting boundary condition
for the angular velocity to ensure it is equal to zero at the bound-
ary.

The initial stellar model for the two-dimensional simulations
is that of a solar mass star with a radius and luminosity close to
the solar values. It is constructed with a one-dimensional stellar
evolution code in such a way that it allows an artificial increase
in the luminosity and of the thermal diffusivity (see details in
Paper I). The properties of the initial reference model are sum-
marised in Table 1 and the characteristics of the four numerical
models used in this work are presented in Table 2. The convec-
tive turnover time τconv is given by

τconv =

〈∫ rout

rconv

dr
vrms(r, t)

〉
t
= ω−1

conv, (5)

where rout = 0.9Rtot is the outer boundary of the two-
dimensional simulations and rconv = 0.6734Rtot is the convective
boundary of the stellar model as defined by the Schwarzschild
criterion. The brackets 〈·〉t denotes a time average and it is
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Table 1. Properties of the initial reference model.

M/M� Lstar/L� Rtot (cm) rconv/Rtot HP,conv (cm)

1 1.07 5.64491 × 1010 0.6734 5.086 × 109

Notes. With mass M, luminosity Lstar, radius Rtot, depth of the convec-
tive envelope rconv and pressure scale height at the convective boundary
HP,conv.

Table 2. Summary of the two-dimensional simulations.

Simulation L/Lstar τconv
(a) (s) Nconv

(b) ωconv
(c) (µHz)

ref 1 8 × 105 565 1.25
boost1d1 101 3.6 × 105 375 2.78
boost1d2 102 1.7 × 105 450 5.88
boost1d4 104 3.5 × 104 530 28.57

Notes. (a)Convective turnover time. See Eq. (5) for its definition.
(b)Number of convective turnover times covered by the simulation once
a steady-state convection is reached. (c)Convective turnover frequency,
defined as the inverse of the convective turnover time, 1/τconv.

defined as

〈 f (t)〉t B
1
T

∫ T

0
f (t)dt, (6)

with T the time of integration. The lower limit of the integral
t = 0 corresponds to the time from which convection is in steady
state. We also define the convective turnover frequency ωconv by
the frequency associated with the characteristic timescale τconv.

2.2. Stratification

The stratification of a stellar simulation is a key property for the
analysis of internal waves and can be characterised by the Brunt-
Väisälä frequency, N, defined as

N =

√
g

(
1
Γ1

d ln p
dr
−

d ln ρ
dr

)
, (7)

where Γ1 is the first adiabatic exponent,

Γ1 =

(
∂ ln ρ
∂ ln p

)
ad
. (8)

This frequency characterises the maximum frequency for ver-
tical oscillations under gravity of a fluid parcel around its
equilibrium position (Lighthill 1978). Figure 1 shows the radial
profile of the Brunt-Väisälä frequency for the initial model. On
this plot, Eq. (7) is divided by 2π in order to get the Brunt-
Väisälä frequency in Hz, and not in rad · s−1. Moreover in all
this work ω is a frequency and is expressed in Hz.

As mentioned, the convective boundary of the stellar model
is located at r = 0.6734Rtot. At a given radius, r0, IGWs with
frequencies ω ≤ N(r = r0) can propagate in the stably stratified
region below the convective boundary.

The radial profile of N close to the convective boundary
plays an important role for the excitation of IGWs, as shown by
the analytical work of Lecoanet & Quataert (2013) who found
that the IGW flux at the interface can vary by orders of magni-
tude depending on the steepness of the Brunt-Väisälä profile at
the boundary. This effect was also suggested by Rogers (2015)

Fig. 2. Radial evolution of the rms velocity for the four simulations
ref, boost1d1, boost1d2, and boost1d4. The convective boundary cor-
responding to the Schwarzschild boundary from the one-dimensional
initial model is indicated by the vertical dashed line.

and confirmed by the numerical simulations of Couston et al.
(2017) showing that increasing the stiffness of the interface (i.e.
stronger stratification) decreases the IGW flux.

3. Velocities

3.1. Root mean square velocity

One of the main effects of artificially enhancing the luminosity
of a numerical model is to increase the fluid velocities. This is
readily seen by looking at the root mean square (rms) velocities,
which we compute in this work as the mass-weighted squared
velocity:

vrms(r) B

√
〈ρv2〉S,t

〈ρ〉S,t
, (9)

where 〈·〉t and 〈·〉S are the time and angular averages. The tem-
poral average was introduced in Eq. (6), and the angular average
is defined as

〈g(θ)〉S B
1

4π

∫
S

g(θ) 2π sin θdθ. (10)

We are using Eq. (9) as the definition for the vrms as it is the
most relevant for comparison with analytical models that define
the vrms and the kinetic energy density based on mass-weighted
quantities (see for example Eq. (47) in Goldreich & Keeley
1977).

Figure 2 shows the radial profile of the rms velocity (top
panel) and of the rms velocity normalised by the luminosity
enhancement factor to a power 1/3 (bottom panel). For each
simulation the profile is computed over ∼375τconv and the corre-
sponding value of τconv is given in Table 2. As already discussed
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Fig. 3. Visualisation of the radial velocity for the four stellar simulations ref, boost1d1, boost1d2, and boost1d4 as a function of radius, r, and
co-latitude, θ. The radial velocity is normalised by the rms radial velocity.

in Paper I and shown in Fig. 2, our numerical simulations repro-
duce the expected scaling of vrms in the convective zone with the
luminosity

vrms ∝ L1/3. (11)

The rms velocities observed in the radiative zone are mainly due
to the propagation of internal waves. Figure 2 shows that the rms
velocity amplitude of the oscillatory motions increases with the
luminosity enhancement factor.

Figure 2 also shows deeper penetration of the convective
motions below the convective boundary and larger overshooting
depth with increasing luminosity. These effects were analysed
in detail in Paper I. The extension of the overshooting length
with increasing luminosity is expected from theory (Zahn 1991;
Rempel 2004) and has also been reported in previous numerical
simulations (see for example Hotta 2017; Käpylä 2019). Larger
velocities in the convective zone and in the overshooting layer
with enhanced luminosity factor will impact IGWs as they are
excited by turbulent convection in the convective zone and by
penetrating flows across the convective boundary. This will be
studied in Sect. 5.

3.2. Radial velocity

The excitation of waves at the convective boundary and their
propagation in the stably stratified region is well illustrated in
Fig. 3, which displays the radial velocity in the two-dimensional
plane for the four simulations. The radial velocity vr is nor-
malised by the rms radial velocity, vr,rms(r), for better visuali-
sation, as the amplitude of the velocity in the radiative zone can
be several orders of magnitude smaller than its typical value in
the convective zone (see Fig. 2).

In the convective envelope, we can clearly see upward
(red) and downward (blue) flows characterising the convective
motions and these patterns are quite similar in the four sim-
ulations. Whereas in the radiative region (r < 0.6734Rtot) the
patterns are different with different luminosity enhancement fac-
tors. In ref the thin concentric circles are characteristics of IGW
wavefronts. These circular wavefronts are in fact spirals and
their inclination with respect to the convective boundary reflects
the frequency of the wave (Stein 1967). Indeed, the propaga-
tion direction of IGWs is set by their dispersion relation (Vallis

2017):

ω2

N2 =
k2

h

k2 B cos2 α, (12)

where ω is the wave frequency and k the total wavenumber

defined by k =

√
k2

r + k2
h, with kr its radial part and kh its hori-

zontal part defined at a given radius r by:

k2
h B

`(` + 1)
r2 , (13)

with ` ≥ 0 the spherical harmonic degree. Equation (12) intro-
duces an angle α defined as the angle between the total and the
horizontal wavenumbers. A specific angle α corresponds to a
specific frequency ω. The higher the frequency, the smaller the
angle α and the less horizontal the wavefront. This is known as
the St. Andrews cross (Sutherland 2010). This dispersion rela-
tion also implies the condition of IGW propagation, namely
ω ≤ N.

For boost1d1 and boost1d2, it can be seen in Fig. 3 that the
inclination of the wavefronts increases compared to ref. This
suggests that the dominant waves have higher frequencies. We
confirm this pattern in Sect. 5. For the most boosted simulation
boost1d4, the characteristic spiral structures in the radiative zone
are not visible anymore. This will also be discussed in Sect. 5.

4. Radial kinetic energy spectra

Given that IGWs result from the dynamical interaction between
the convective and radiative zones, the radial kinetic energy
spectra in both regions are useful diagnostics to analyse the
properties of waves. Since waves are periodic phenomena in
space and time, our analysis is performed in the spectral domain,
both spatially and temporally. In the following we use a tempo-
ral Fourier transform of the radial velocity vr(r, θ, t) to obtain
a dependence in frequency ω, ṽr(r, θ, ω). We then perform a
projection on the spherical harmonics basis to obtain v̂r(r, `, ω),
where ` is the spherical harmonic degree. The definition we are
using for spherical harmonics and Fourier transform are given in
Appendix A.

A51, page 4 of 17



A. Le Saux et al.: Two-dimensional simulations of solar-like models with artificially enhanced luminosity

Fig. 4. Power spectra of the radial velocity for the four stellar simulations ref, boost1d1, boost1d2, and boost1d4, respectively, in the convective
zone at depth r = 0.762Rtot. The spectra were obtained via mode projection on the spherical harmonics basis and a temporal Fourier transform of
the radial velocity. The radial velocities are normalised by (L/Lstar)1/3 (see text Sect. 4.1).

4.1. Convective zone

We first analyse the power spectrum of the radial velocity in the
convective zone for all simulations. An important quantity in this
context is the convective turnover timescale, τconv (see Eq. (5)),
which defines a characteristic frequency ωconv. Equations (5)
and (11) imply the scaling relation ωconv ∝ L1/3. The values of
ωconv for each simulation are provided in Table 2. As we will see
in the following, the characteristic convective turnover frequency
is particularly relevant for present analysis.

Figure 4 shows the power spectrum of the radial velocity
P[v̂2

r ] (see Eq. (A.5) for its definition), at a radius r = 0.762Rtot,
which is located in the bulk of the convective envelope for the
four numerical models. We note that the power spectrum barely
depends on the location r within the convection zone, as long
as r is far enough from the top and bottom boundaries. Based
on the scaling relations for the velocities and the convective fre-
quency with the luminosity enhancement factor, the power spec-
tra displayed in Fig. 4 are calculated with the velocity divided
by (L/Lstar)1/3. For all simulations, the power spectrum values
range between 10−5 and 102 cm2 s−2. By also dividing the fre-
quency ω by ωconv, providing the same range of normalised
frequency for all four simulations between 0 and ∼35 (see right
y-axis in Fig. 4), one obtains very similar spectrum for the four
simulations. All numerical models show a significant amount
of energy for frequencies up to ω/ωconv ∼ 5 and for harmonic
degree ` between 0 and 100. It is thus interesting to find that
a proper rescaling can provide similar power spectra indepen-
dently of the luminosity enhancement factor. But the frequency
range is very different for each simulation, with a shift towards
higher frequency for larger luminosity enhancement factors.
The normalised frequency value ω/ωconv ∼ 5 corresponds to
∼6 µHz for the ref simulation, ∼14 µHz for boost1d1, ∼30 µHz
for boost1d2 and ∼145 µHz for boost1d4. Thus, the higher
the boost, the larger the energy in convective eddies of high
frequencies.

4.2. Radiative zone

As in Sect. 4.1, we now analyse the power spectra of the radial
velocity in the radiative zone. Figure 5 shows the power spectra
of the radial velocity at radius r = 0.494Rtot, which is approxi-
mately at two pressure scale heights Hp,conv from the convective
boundary. At such a depth, located far away from the convec-
tive boundary, one can reasonably assume that the waves are the
main contributor to the velocity and that the contribution from
penetrative plumes is negligible. Velocities are not rescaled and

the magnitudes represented by the colour bar are different for
each simulation in Fig. 5.

A pattern of bright ridges of high energy is present in the four
panels of Fig. 5. This structure is similar to the one obtained by
linear theory (see for example Christensen-Dalsgaard 2014) and
by other numerical simulations of solar-like stars (Alvan et al.
2014, 2015) and of more massive stars with a convective core
(Horst et al. 2020). These bright ridges present a discrete nature,
and the observed bright dots correspond to standing gravity
waves, or gmodes, that form in the radiative zone (see Sect. 4.3).
The g-mode patterns have similar structures for the four numeri-
cal models, even if they are only visible at low ` in boost1d4. As
will be shown in Sect. 4.3, the eigenfrequencies of the g modes
are not affected by the artificial enhancement of the luminos-
ity. These frequencies depend only on the stratification and the
geometry of the resonant cavity limited by the inner boundary,
located at r = 0.4Rtot in present simulations, and by the radia-
tive/convective boundary rconv.

The power spectra in Fig. 5 are displayed for frequencies
ranging from 0 to 500 µHz and for degrees ` from 0 to 200. In
order to reach such high frequencies, the simulation data need to
be sampled at a fixed time interval that is short enough (≤103 s)
to capture the full spectrum of the waves up to the Brunt-Väisälä
frequency. According to Fig. 1, the maximal frequency for IGWs
propagating at radius r = 0.494Rtot is '370 µHz. We thus iden-
tify the modes observed at low degrees, ` ' 1, 2 or 3, and at
frequencies of ∼400 µHz or above as standing acoustic waves,
or p-modes. The study of p-modes is beyond the scope of this
work.

Figure 5 clearly shows that the larger the luminos-
ity enhancement factor, the higher the energy of high fre-
quency waves. This trend is consistent with theoretical
models. For waves excited by turbulent Reynolds stress,
Lecoanet & Quataert (2013) predict a peak of the IGW flux for
waves with frequencies close to the convective turnover fre-
quency, ωconv, which increases with the luminosity enhancement
factor. For waves generated by penetrative plumes, Pinçon et al.
(2016) suggest that when the frequency associated with the life-
time of the plumes increases, there is a redistribution of the wave
energy from low frequencies towards higher frequencies. The
lifetime of the plumes can be linked to their velocities in the
overshooting layer, which significantly increase with the lumi-
nosity enhancement factor (see Sect. 3.1 and Paper I).

In terms of length scales, Fig. 5 shows that most of the
energy tends to be concentrated in waves of lower degree `
for increasing luminosity enhancement factors. The higher the
enhancement factor is, the lower the energy in waves of small
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Fig. 5. Power spectra of the radial velocity for the four stellar simulations ref (top left), boost1d1 (top right), boost1d2 (bottom left), and boost1d4
(bottom right) at depth r = 0.494Rtot ' rconv − 2Hp,conv. They were obtained via mode projection on the spherical harmonics basis and a temporal
Fourier transform of the radial velocity. Velocities are not rescaled, and the magnitudes represented by the colour bar are different for each
simulation.

length scales (high `) compared to the larger ones (low `).
This can also be expected from theory, eddies with charac-
teristic degree `eddy will excite waves of degree ` ≤ `eddy
(Lecoanet & Quataert 2013). This assumption comes from the
statistical properties of stellar convection using Kolmogorov
turbulence and is often used to model convection in the con-
text of IGW excitation (Stein 1967; Goldreich & Keeley 1977;
Goldreich & Kumar 1990; Zahn et al. 1997). It can be expressed
as

`eddy ∼ Λ

(
ω

ωconv

)3/2

, (14)

where Λ corresponds to the size of the largest convective eddies.
Based on a comparison of the flow for all simulations, we assume
that Λ is the same for the four numerical models; thus, the value
of `eddy for a given frequency is smaller for a more boosted
simulation.

In summary, the waves that bear most of the energy occur
at different frequency and spatial ranges for each simulation.
In the ref simulation most of the energy is below ∼30 µHz and
spread over all ` (up to 200) while it is above ∼50 µHz and for
0 ≤ ` ≤ 100 for the boost1d4 simulation. In addition to Sect. 4.1,
these results confirm the theoretical expectations that convec-
tive eddies with higher frequencies excite IGWs with higher fre-
quencies (Kumar et al. 1999; Lecoanet & Quataert 2013). This

should be kept in mind when studying IGWs, and particu-
larly energy and angular momentum transport, as they strongly
depend on the frequencies and angular degrees of the waves that
can be excited (see for example Zahn et al. 1997).

4.3. g modes

In order to confirm that the bright dots patterns of Fig. 5 are
indeed g modes, we compare their frequencies along ` slices to
the results of a linear stability analysis using the stellar oscil-
lation code GYRE (Version 6.0)1 (Townsend & Teitler 2013;
Townsend et al. 2018). This code solves the oscillation equations
and provides the eigenfrequencies and eigenfunctions character-
istic of a one-dimensional stellar structure model. As an input to
GYRE, we used the initial one-dimensional radial profile com-
mon to all four simulations, with a domain geometry correspond-
ing to the radially truncated domain of our simulations.

Figure 6 shows slices of the spectra of Fig. 5 for degree ` = 5.
The peaks in the spectra correspond to the bright dots of

Fig. 5. Those peaks obtained from the four MUSIC simula-
tions closely match the predictions of GYRE (vertical dashed
lines) for the g-mode frequencies. For better visibility we do not
plot the GYRE predictions for modes with frequency lower than

1 https://gyre.readthedocs.io/
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Fig. 6. Power spectrum of the radial velocity as a function of frequency
at degree ` = 5 for the four simulations ref, boost1d1, boost1d2, and
boost1d4 at depth r = 0.494Rtot ' rconv − 2HP,conv. The vertical dashed
blue lines correspond to g-mode frequencies predicted by GYRE.

12 µHz. The degree ` = 5 is chosen arbitrarily; we also found a
good match for the other angular degree we tested, such as `= 1,
2, and 10. For each numerical model, the energy spectrum peaks
at a different frequency. For the ref simulation, the peak is visu-
ally identified at '2 µHz, for boost1d1 at '3.5 µHz, for boost1d2
at '6 µHz and for boost1d4 at '25 µHz. These frequencies are
rather close to the convective turnover frequency of the corre-
sponding simulation (see Table 2). The location of the maximum
power is linked to the excitation of IGWs as analysed in the next
section.

5. Excitation and damping of internal gravity waves

5.1. Radial evolution of power spectra

Next, the aim is to understand the impact of the luminosity
enhancement on the excitation of IGW and their propagation in
the radiative zone. To do so, we analyse in this section the evolu-
tion with depth of the power spectral density (PSD) of the radial
velocity summed over the harmonic degree `, which determines
which frequencies contribute the most to the energy. The rela-
tion between the power spectrum, P[v̂2

r ], and the PSD, PSD[v̂2
r ],

is given in our conventions by

P[v̂2
r ] =

PSD[v̂2
r ]

Ts
, (15)

with Ts the sampling time that corresponds to the total time span
used for the computations of the spectra. In order to compare the
amount of power in log-sized, non-uniform frequency bins, we
look at PSDlnω, the PSD in terms of lnω, defined by

PSDlnωd lnω = PSDdω. (16)

Figure 7 shows

PSDlnω[v̂2
r ](r, ω) =

∑
`

ωPSD[v̂2
r ](r, `, ω) (17)

at selected radii in the convective and radiative zones for the four
simulations. The spectra are computed over a simulated time of
200 × τconv (see Table 1) for ref, boost1d1 and boost1d2 and
500 × τconv for boost1d4. This is because τconv is short for sim-
ulation boost1d4 compared to other simulations. For each simu-
lation the frequency range covered by the spectra are different

as we focus on the range that bears most of the energy (see
Sect. 4.2). Moreover, the flattening of the slope of the spec-
tra close to the maximal frequency for each simulation results
from numerical aliasing. This does not impact our analysis, as
we focus on frequencies below the affected range.

We show in Fig. 7 that in the bulk of the convective zone,
at r = 0.717Rtot ' rconv + Hp,conv (brown curve), the energy of
all four simulations is increasing with frequency up to approx-
imately the convective frequency, ωconv, which is indicated by
the vertical grey line. Then, the energy decreases towards higher
frequencies, consistent with the results presented in Sect. 4. Just
below the convective boundary, velocities are the result of a mix
of convective penetration and waves. In Paper I, we define a
layer of characteristic length lbulk as the distance that convec-
tive plumes typically penetrate, and a larger penetration length
lmax characterised by the most vigorous convective plumes. The
values of lbulk and lmax derived in Paper I and used in this work
are given in Table 3. Figure 7 shows spectra in the radiative –
convective transition region, at r = 0.673Rtot (red curve), and at
r = rconv − lbulk (yellow curve) for all simulations.

We first discuss simulations ref, boost1d1, and boost1d2.
Compared to spectra above the convective boundary, the energy
increases up to some characteristic frequency and sharply drops
beyond. As the luminosity enhancement factor increases, the
knee of the spectrum shifts to higher frequencies; in addition, the
spectra above and just below the convective boundary (brown,
red, yellow curves) become closer to each other, indicating that
vigorous convection increasingly dominates at the top of the pen-
etration region.

Finally, at even deeper layers inside the radiative zone, the
PSDs are dominated by waves, excited from above and propagat-
ing towards the centre of the star while also undergoing damping
(Press 1981), which we analyse in Sect. 6.2. The deepest spec-
tra displayed in Fig. 7 correspond to the depths r = 0.583Rtot '

rconv − Hp,conv (blue) and r = 0.494Rtot ' rconv − 2HP,conv (pur-
ple curve). In this region, the spectra present high-amplitude g
modes. They are also decreasing towards low frequencies, reach-
ing a peak for some ω, which corresponds approximately to the
frequency at which the spectra reach their maxima just below
the convective boundary (red and yellow curves). However, at
low frequency we can observe a modification of the aspect of
the spectra. In this range there are no more g modes, due to the
stronger damping of low-ω waves (see Sect. 6.2).

The PSD computed at a distance lmax from the convective
boundary (green curve) is a mix of the spectra just below the
convective boundary (red and yellow) and the ones deeper in
the radiative zone (blue and purple). Indeed, very little of the
convective motions penetrate that deep in the radiative zone, and
below a depth of lmax, the wave signal dominates the spectra.

In Fig. 7, the most boosted numerical model boost1d4 is
qualitatively different and deserves special discussion. Firstly,
its spectra just below the convective boundary (red, yellow) are
very similar to the spectrum in the convection zone (brown). This
could result from the layer becoming very close to convective
below the boundary: as noted in Paper I, the thermal background
in the overshooting layer of this model is significantly modi-
fied during the course of the simulation, with the temperature
profile getting steeper and closer to the adiabatic gradient. Sec-
ondly, in the region r ≤ rconv − lmax of the radiative zone where
only waves remain, the spectra are monotonically increasing,
compared to their less boosted counterparts, up until the Brunt-
Väisälä frequency (N ' 370 µHz at r = 0.494Rtot), after which
the energy drops suddenly, since no IGWs can propagate above
this frequency. The energy spectra are therefore ‘clipped’ at high
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Fig. 7. PSD of the radial velocity as a function of frequency for the four simulations ref (top left), boost1d1 (top right), boost1d2 (bottom left), and
boost1d4 (bottom right) at different depths. The vertical grey line indicates the convective frequency for each simulation. The spectra are obtained
via mode projection on the spherical harmonics basis and a temporal Fourier transform of the radial velocity.

frequencies ω ≥ N, resulting in a significant redistribution of
wave energies.

5.2. Amplitude of oscillatory motions across the convective
boundary

In this subsection, we analyse the decrease in the radial velocity
amplitude between the convective zone and the radiative zone.
To this end, we study the IGW wave luminosity as a function of
depth. The luminosity of a single IGW mode is defined as

Lwave(r, `, ω) = 4πr2Fwave(r, `, ω), (18)

with Fwave the wave energy flux for the mode. In order to calcu-
late wave fluxes from our numerical simulations and compare
them to theoretical predictions, we estimate the wave energy
flux for an individual IGW mode (ω, `) as (see Press 1981;
Lecoanet & Quataert 2013)

Fwave ∼ ρ|v̂h|
2ug,r, (19)

where we have assumed that vh � vr in the radiative zone. We
recall that in our two-dimensional case, we identify vh = vθ. We
have introduced ug,r, the radial component of the group velocity

of the waves, which can be expressed as (Unno et al. 1989)

ug,r '
ω2

Nkh
. (20)

Moreover from Press (1981), we have

v̂h '
N
ω

v̂r. (21)

The wave flux is thus

Fwave ∼ ρ
N
kh
|v̂r |

2. (22)

Following our definition Eq. (A.5) of the power spectrum

|v̂r |
2 ∼

P[v̂2
r ]

2
, (23)

our final expression for the flux for an individual IGW mode (ω,
`) at radius r is

Fwave(r, `, ω) ∼
1
2
ρ

N
kh

P[v̂2
r ](r, `, ω). (24)
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Table 3. Characteristics lengths lbulk and lmax derived in Paper I.

Simulation lbulk/Rtot lbulk/Hp,conv lmax/Rtot lmax/Hp,conv

ref 2.35 × 10−3 2.62 × 10−2 1.12 × 10−2 0.124
boost1d1 4.72 × 10−3 5.24 × 10−2 1.45 × 10−2 0.161
boost1d2 1.04 × 10−2 0.115 2.47 × 10−2 0.275
boost1d4 2.82 × 10−2 0.313 7.1 × 10−2 0.787

Notes. Values of lbulk and lmax based on the vertical heat flux.

The horizontally averaged luminosity of a superposition of
modes, Eq. (18), is therefore given, through Eq. (24), by the total
power summed across all `.

Figure 8 shows the radial evolution of the horizontally aver-
aged total IGW luminosity at six different frequencies for the
four simulations. The luminosities are normalised by their value
at the convective boundary (horizontal solid black line), allow-
ing us to compare the depth dependence across the different fre-
quencies. In absence of damping effects, the wave luminosity of
propagating IGWs is conserved, making it a useful quantity for
studying the decay of the wave amplitudes as they travel inwards,
away from the convective boundary.

All four numerical models show a peak of the wave lumi-
nosity at r ∼ rconv − lbulk (horizontal green dashed line), which
is located deeper towards the centre as the luminosity of the
simulation increases. We suggest that the peaks indicate the
region where the excitation of the waves is maximum. Below
r ∼ rconv − lbulk there is a strong decrease in energy towards the
centre of the star. This drop is the result of the transition from
convective motions to waves, in which the majority of the con-
vective kinetic energy is not transferred to IGWs but rather to
horizontal flows and to local heating.

After reaching approximately r ∼ rconv − lmax (horizontal
dotted blue line), the energy is still decreasing but at slower
rate over some distance for ref and boost1d1. Below this radius,
the wave luminosity is approximately constant. In the case of
boost1d2 and boost1d4 the wave luminosity is constant from
r ∼ rconv − lmax.

The behaviour of the wave luminosity just below the con-
vective boundary shows that the larger the model luminosity
enhancement factor, the more energy is transmitted to the waves.
The two expected wave excitation mechanisms, namely turbu-
lent Reynolds stress at the convective boundary and penetrat-
ing plumes below the boundary, directly depend on the model
luminosity enhancement factor because of the increase in the
convective and penetrating plume velocities (see Sect. 3.1 and
Paper I). Trying to disentangle the impact of one mechanism
from the other or to determine if one is dominating over the other
is a difficult task, since both are enhanced with the luminosity of
the simulation. But the changes of behaviour of the spectra (see
Fig. 7) and of the rate of energy decrease (see Fig. 8) linked to
the positions of lbulk, where the bulk of the plumes penetrate,
and of lmax reached by the most vigorous plumes, suggest that
convective penetration plays a non negligible role on the energy
spectra of IGWs in the radiative zone.

We also note that the efficiency of the decay of the wave
luminosity just below r ∼ rconv − lbulk depends on the frequency
of the waves. For a given simulation, the decrease in ampli-
tude of lower frequency waves is larger compared to higher fre-
quency waves. Compared to their initial amount of energy at
the convective boundary, low frequency motions thus have less
energy as they propagate towards the centre of the star. How-
ever, the wave luminosity at a distance larger than lmax from

the convective boundary is approximately constant and thus is
not dependent on the frequency. We suggest that the horizon-
tal averaging masks the effect of radiative damping. From the-
ory it is expected that the amplitude of the waves, represented
by P[v̂2

r ], decreases as they propagate towards the centre of the
star. This expected decay of the velocity amplitude is mostly
due to the stratification and the geometry of the numerical mod-
els (Press 1981; Rogers & McElwaine 2017; Ratnasingam et al.
2019) rather than to radiative effects. Damping due to radiative
effects will be analysed in more detail in Sect. 6.2.

The situation for boost1d4 is less clear. Because of the very
vigorous convection in this model, waves in the radiative zone
reach very large amplitudes shifted towards larger ω (see Fig. 5),
resulting in significant reflections at the bottom boundary with
almost no visible damping; the problem is further aggravated
by the larger overshooting depth of this model. Waves can also
reach strongly non-linear regimes where linear theory breaks
down. The comparison to the other models highlights the lim-
itations of strongly boosted simulations for the analysis of IGW
properties.

6. Comparison with theory

6.1. IGW radial energy flux

The wave energy flux is central to determining the efficiency
of angular momentum transport in stellar interiors, and can
be used to predict the detectability of IGWs in stars. Based
on the pioneering work of Stein (1967), several models have
been developed for the calculation of the wave energy flux,
assuming that the excitation mechanism is due to Reynolds
stresses but these models result in differences in the pre-
dicted flux (e.g. Goldreich & Kumar 1990; Goldreich et al.
1994; Kumar & Quataert 1997; Zahn et al. 1997; Kumar et al.
1999). In a recent work, Lecoanet & Quataert (2013) extend the
work of Goldreich & Kumar (1990) and provide a comparison
with the results of previous models. They analyse the impact of
the transition between the convective and radiative regions on the
wave energy flux. They characterise the transition by the width
of the transition region d and the vertical profile of the buoyancy
frequency N. If d is small, the waves see a discontinuous transi-
tion. In this case, Lecoanet & Quataert (2013) predict a scaling
for the flux (see their Eq. (40)):

dFD

d lnωd ln kh
∝ k4

hω
−13/2. (25)

This spectrum was recovered numerically in two-dimensional
(Lecoanet et al. 2021) and three-dimensional (Couston et al.
2018) Cartesian simulations.

If d is large, the waves see a smooth convective-radiative
transition and their flux depends on the profile of N2 in the tran-
sition region. Lecoanet & Quataert (2013) consider two smooth
cases: first, an abrupt but continuous transition described by a
piecewise linear profile for N2, which yields the scaling relation
(see their Eq. (42))

dFL

d lnωd ln kh
∝ k13/3

h ω−41/6d1/3. (26)

They also consider a smoother transition given by a tanh pro-
file for N2, which yields (see their Eq. (41))

dFT

d lnωd ln kh
∝ k5

hω
−15/2d. (27)
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Fig. 8. Radial profile of the horizontally averaged luminosity associated with the waves for the four simulations ref (top left), boost1d1 (top right),
boost1d2 (bottom left), and boost1d4 (bottom right) at six different frequencies. The power spectra are normalised by their value at the convective
boundary, Lwave(rconv). The horizontal solid black line indicates the radiative–convective boundary as defined by the Schwarzschild criterion for the
initial model. The horizontal dashed green and dotted blue lines indicate the radii r = rconv − lbulk and r = rconv − lmax, respectively. The horizontal
average, 〈.〉S, is defined in Eq. (10).

However, the theory used to derive Eqs. (25)–(27) relies on
three-dimensional assumptions, for example on the counting of
modes and the turbulence spectrum. Even though we should not

expect these results to hold in two-dimensional, they were still
found to provide a good match to numerical spectra from two-
dimensional simulations (Lecoanet et al. 2021).
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Fig. 9. Wave energy flux (light purple line) for the four simulations ref (top left), boost1d1 (top right), boost1d2 (bottom left), and boost1d4 (bottom
right). The spectra are computed at r = rconv − lmax (i.e. at a distance lmax from the convective boundary) and for angular degree ` = 10. The grey
vertical lines indicate the convective turnover frequency, ωconv, and the blue, red, and orange lines correspond to functions with slope ω−13/2, ω−41/6,
and ω−15/2, respectively. The dashed curves represents two Gaussian spectra with characteristic frequencies ωconv (cyan) and

√
2ωconv (black). The

dark purple line is a running 25th percentile of the flux over 100 frequency bins.

The second main excitation mechanism of IGWs is penetra-
tive convection. Recently, Pinçon et al. (2016) proposed a model
that predicts a Gaussian energy flux spectrum that scales as (see
their Eq. (39))

dFP

d lnωd ln kh
∝ e−ω

2/4ν2
p , (28)

with νp the characteristic frequency associated with the plumes
lifetime. This frequency νp is difficult to estimate with precision,
but Pinçon et al. (2016) suggest that νp ∼ ωconv is a good first
approximation.

For our simulations, we estimate the total wave energy flux
F using a method similar to the one of Couston et al. (2018).
The total flux F is obtained by summing the fluxes Fwave of all
individual IGW modes:

F(r) '
∑
ω,kh

Fwave

δω δkh
δω δkh, (29)

where δω and δkh are the spacing of modes in spectral space,
which are defined as

δω =
1
Ts

; δkh =
1
r
, (30)

where Ts is the sampling time. Then replacing Fwave by its
expression given by Eq. (24), we have

F(r) '
∑
ω,kh

1
2ρ

N
kh

P[v̂2
r ](r, ω, `)

δω δkh
δω δkh. (31)

We can now introduce the discrete version of the wave energy
flux:∑
ω,kh

1
2ρ

N
kh

P[v̂2
r ](r, ω, `)

δω δkh
δω δkh B

∑
ω,kh

δF
δω δkh

δω δkh. (32)

This last form can be related to a continuous form of the differ-
ential wave energy flux:∑
ω,kh

δF
δω δkh

δω δkh '

∫
dF

dωdkh
dωdkh. (33)
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In order to compare our estimation to the analytical expressions
introduced above, we identify from Eqs. (32) and (33)

dF
dωdkh

=
1
2
ρ

N
kh

P[v̂2
r ]

δω δkh
. (34)

Then, using the expressions introduced in Eq. (30) we finally
obtain

dF
d lnωd ln kh

= ωkh
dF

dωdkh
∼

1
2
ρTsrNωP[v̂2

r ]. (35)

The fluxes are calculated at a radius far away from the
convective boundary (r ∼ rconv − lmax) to ensure that v̂r only
captures the wave motions and not additional motions due to
convective penetration. These fluxes extracted from the numer-
ical data can then be compared to the theoretical spectra pre-
dicted by Lecoanet & Quataert (2013) and Pinçon et al. (2016).
The results are shown in Fig. 9 for ` = 10. We recall that the
relation between kh and ` is defined by Eq. (13).

The four spectra present similar shapes, with a flat part at low
frequencies and a peak that is shifted towards higher frequencies
with increasing luminosity enhancement factor. The peak fol-
lows the convective turnover frequency, which is indicated by the
vertical grey line. For a better visual comparison with theoretical
power laws, we also compute and plot a running median on the
25th percentile of the flux with a window of 100 frequency bins
(dark purple line). According to Lecoanet & Quataert (2013),
the scaling relationships Eqs. (25)–(27) are only valid for fre-
quencies ω ≥ ωconv. In the high frequency part, the baseline
of the spectra approximately follows a scaling between ω−13/2

and ω−15/2, broadly consistent with the theoretical predictions;
however, determining the precise slope is difficult because of the
presence of strong g modes, which appear as ‘combs’ of high-
energy peaks. We find similar behaviours for other values of
`. Following the arguments of Lecoanet & Quataert (2013) and
given the increase in the overshooting length characterising the
convective-radiative transition with the luminosity enhancement
factor, one would expect the high-ω slope to evolve as lumi-
nosity increases, from the discontinuous case of Eq. (25) to the
smoother case of Eq. (27). However, given that the theoretical
slopes are quite close to each other, it is difficult to determine
the exact slope of the calculated spectra beyond ωconv from such
a comparison.

In Fig. 9, we have also plotted part of the theoretical spec-
trum predicted by Pinçon et al. (2016), taking νp = ωconv. To
observe the effect of varying this characteristic frequency, we
have also plotted a spectrum with νp =

√
2ωconv; as expected,

increasing νp increases the width of the spectrum. The spectrum
of Pinçon et al. (2016) is consistent with the shape of our sim-
ulated spectra in the vicinity of ωconv. The agreement seems to
improve as the luminosity enhancement factor is increased. This
result suggests that both Reynolds stresses and plume penetra-
tion play a role in IGW generation.

We note that the larger the luminosity enhancement factor
of the stellar model, the closer the peak of the spectrum lies to
the Brunt-Väisälä frequency. The luminosity enhancement thus
limits the range of frequencies over which numerical models can
be compared to theoretical predictions. As noted in Paper I, very
large enhancement factors for the luminosity, with factors >106,
will produce unrealistic results because of convective velocities
in the outer part of the domain that could become close to the
speed of sound. In addition, this paper highlights that for such
large factors the convective turnover frequencies, which scale as
L1/3, would become higher than the Brunt-Väisälä frequency.

Fig. 10. Wave energy flux as a function of the horizontal wavenumber
for the four simulations at depth r = rconv − lmax. The frequency is fixed
at ω = 10ωconv. The dashed lines represent the three theoretical scaling
laws, Eqs. (25)–(27), from Lecoanet & Quataert (2013).

We also analyse the horizontal wavenumber dependence of
the wave flux derived from the simulations. In Fig. 10, the wave
energy flux of Eq. (35) is displayed for the four simulations as
a function of kh at a frequency ω = 10ωconv for the relevant
simulation. This allows a meaningful comparison between the
different simulations. Figure 10 shows that the four numerical
models present similar features.

The scaling relationships Eqs. (25)–(27) from
Lecoanet & Quataert (2013) are also displayed in Fig. 10. The
derivation of their expressions is valid for kh . kh,max ∝ ω−3/2

conv
(see Eq. (14)). The low-ω slope of the simulated spectra is
roughly consistent with these theoretical scalings, even though
the large statistical variance of the spectra prevents an accurate
comparison without running over very long simulation times, or
averaging over a large number of ensemble simulations.

In summary, the wave fluxes in the radiative zone obtained
from present simulations obey scaling laws with frequency and
wavenumber that are broadly consistent with the ones predicted
by theoretical models. However, discriminating or constraining
the theoretical models with precise measurement of slopes from
simulations remains challenging. In particular, even though our
simulations are consistent with theoretical predictions, we cau-
tion that these simulations are not fully turbulent and that the
two-dimensional geometry does not allow us to resolve realistic
plumes (see Sect. 7 for further discussion).

6.2. Spatial damping of IGWs

Internal gravity waves propagating in stably stratified stellar
interiors are expected to be damped by radiative diffusion. Their
amplitude exponentially decays with a factor exp(−τ), with τ
given in the limit ω � N by Press (1981), Zahn et al. (1997)

τ(r, `, ω) = [`(` + 1)]3/2
∫ re

r
κrad

N3

ω4

dr
r3 , (36)

where re is the radius at which the waves are excited. In Eq. (36)
κrad = χ/(ρcp) is the radiative diffusivity with χ the radiative
conductivity defined by Eq. (4).

In order to verify that the damping of the waves in the
simulations is consistent with the theoretical expectations, in
Fig. 11 we use a similar method as Alvan et al. (2014) to
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Fig. 11. Power spectra of the radial velocity for the simulation ref obtained from MUSIC (top left) and the theoretical prediction using Eq. (36)
with the dependence on frequency, ω−n, which varies: n = 4 (top right), n = 3 (bottom left), and n = 5 (bottom right). The angular degree is fixed
at `= 5. For the theoretical spectra, a minimal threshold is set at a value of 10−7 for better visibility.

compare the evolution of power spectrum of the radial veloc-
ity, P[v̂2

r ] (see Eq. (A.5)), to the one predicted theoretically,
Ptheory[v̂2

r ], for a fixed harmonic degree `0 = 5, which is
defined as

Ptheory[v̂2
r ](r, `0, ω) = P[v̂2

r ](rconv − lmax, `0, ω) × e−τ(r,`0,ω). (37)

The depth r = rconv − lmax is chosen in order to avoid any contri-
bution to the radial velocity from convective penetration. In the
integral (36), the upper bound re is thus set to rconv − lmax.

To visually compare the spectral density plots, we set an
identical colour scale for all panels of Fig. 11, adjusted to the
noise floor of the simulation. The simulation (top left panel) and
theoretical ω−4 scaling (top right panel) spectra in Fig. 11 show
similar patterns, with g modes (vertical bright lines) formed
in the radiative zone for frequencies &1 µHz, as well as the
absence of modes below ∼0.5 µHz. We recall that in order
to form a g mode, waves have to travel to an inner turning
point, where they are reflected and then travel back outwards
to an outer turning point. The reflections and interference of
IGWs between these two turning points will form g modes
(Alvan et al. 2015).

The radial profile of the spectra between ∼0.5 µHz and
∼10 µHz are also similar in both top panels of Fig. 11, with
waves propagating deeper as the frequency increases; in addi-
tion, both spectra reach the noise floor (darkest colour) at com-

parable frequencies for each given radius in both top panels. As
expected from the radiative damping formulation, the damping
is stronger for low frequency waves. In the MUSIC spectrum,
the nodes of the g modes are visible as dark spots of low energy
spaced in radius along a given mode; they are not visible on the
theoretical reconstructions, as expected from our definition of
Ptheory[v̂2

r ].
In previous studies of IGWs using hydrodynamical sim-

ulations, the radiative damping of the waves was found to
have a scaling with frequency closer to ω−3, instead of ω−4

(Rogers et al. 2013; Alvan et al. 2014). In order to directly com-
pare our results with Rogers et al. (2013), Alvan et al. (2014)
and to keep τ dimensionless when changing only the exponent
of ω, we replace N3ω−4 in (36) with N3ω−q × (1 Hz)q−4 for
q = 3, 4, 5. We plot in Fig. 11 the theoretical spectra calculated
using a dependence of ω−3 and ω−5. We can exclude these scal-
ing laws for the MUSIC spectrum, which has a dependence in
ω closer to ω−4 as predicted by Eq. (36) (see Sect. 7 for further
discussion).

Figure 12 shows that Eq. (36) also holds for the three boosted
simulations, provided that radiative diffusivity in Eq. (36) is
increased with the same enhancement factor as the luminosity.
In addition to simulation ref, we also verified for these boosted
simulations that damping laws scaling as ω−3 and ω−5 can be
excluded. The MUSIC spectra thus provide a good agreement
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Fig. 12. Power spectra of the radial velocity for simulations boost1d1 (left), boost1d2 (middle), and boost1d4 (right) obtained from MUSIC (top
row) and the theoretical prediction using Eq. (36) with the dependence on frequency, ω−4 (bottom row). The angular degree is fixed at ` = 5. For
the theoretical spectra, a minimal threshold is set for better visibility.

with the theoretical predictions of radiative damping. We further
discuss this point in Sect. 7.

These results show that if both the luminosity and the radia-
tive diffusivity are enhanced by the same factor, the damping of
the waves follows similar scaling for all enhancement factors,
and is in agreement with the theoretical prediction for radiative
damping. The boosting factor will have an important effect on
the spectrum of surviving g modes. Since g modes can only
appear with waves propagating in the whole domain, they can
only be observed when waves are able to travel down to the inner
boundary without being fully damped. Because increasing the
luminosity enhancement factor shifts the IGW excitation spec-
trum towards higher frequencies, the frequency of waves surviv-
ing at the inner boundary will increase with the boosting factor.
Indeed, for ref in Fig. 11, the lowest frequency g modes that
are formed have a frequency of ω ∼ 1.0 µHz. In Fig. 12, we can
see that for boost1d1, boost1d2, and boost1d4, the minimum fre-
quency of the surviving g modes is ω ∼ 2.0 µHz, ω ∼ 3.0 µHz,
and ω ∼ 8.0 µHz, respectively, for the harmonic degree ` = 5.
Below these frequencies, waves are damped before being able
to propagate back and forth in the radiative zone, and thus are
unable to form g modes.

Finally, we would like to draw attention to a numerical
resolution issue related to the study of IGW damping in simu-
lations. The condition of propagation of IGWs in a stably strati-
fied medium is their dispersion relation given by Eq. (12), which
predicts the radial wavelength to become small as ω → 0. For
a given spatial grid, there is a maximal radial wavenumber, or
equivalently a minimal wavelength, that can be resolved on the
grid. As the wavelength approaches the grid resolution, numeri-
cal dissipation of the numerical scheme is expected to increase;
ultimately, as the radial wavelength approaches twice the length
of a grid cell, it becomes impossible to represent the wave on
the grid, and aliasing occurs. This is potentially problematic for
the study of IGW damping, which requires looking at very low
frequencies.

For our simulations, we can see in Figs. 11 and 12 that
some aliasing is present in the g modes around 1 or 2 µHz. In
order to confirm our results, we used the test simulation for

Fig. 13. Power spectra of the radial velocity for the simulation boost1d1
with double resolution (1024 × 1024) obtained from MUSIC (top) and
the theoretical prediction using Eq. (36) with the dependence on fre-
quency, ω−4 (bottom). The angular degree is fixed at `= 5. For the the-
oretical spectra, a minimal threshold is set for better visibility.

boost1d1 with double resolution (1024 × 1024) already intro-
duced in Paper I. Figure 13 shows the power spectrum from
MUSIC together with the theoretically predicted one. There is
no more aliasing at low frequencies, and more importantly, the
spectrum is still very similar to the one shown in Fig. 12 for sim-
ulation boost1d1 with lower resolution. This gives us thus some
confidence that the damping we observe in our simulations is
indeed radiative damping.
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7. Discussion and conclusion

Following Paper I, this study focuses on the impact of enhanced
luminosity and thermal diffusivity on IGWs excited by con-
vection in hydrodynamical simulations of stellar interiors. The
results confirm the suggestion of Lecoanet et al. (2019) that
artificially increasing the luminosity and hence the wave ampli-
tudes can impact the wave properties. Increasing the luminos-
ity of a simulation decreases the convective turnover time, τconv,
and thus increases the convective turnover frequency, ωconv. The
larger the luminosity, the higherωconv. Typical dynamical quanti-
ties such as velocities scale with the luminosity in the convective
zone. We show that an appropriate rescaling of the frequencies
with ωconv and of the velocities with L1/3 provides a kinetic
energy spectrum in the convective zone that is independent of
the luminosity enhancement factor. But firstly, such rescaling
does not hold in the radiative zone. Secondly, our results high-
light that the relevant frequency range of IGWs that are excited
and propagating strongly depends on the luminosity enhance-
ment factor. The waves that bear most of the energy are not in the
same frequency and spatial ranges for simulations with different
luminosities. As the luminosity increases, the frequency distri-
bution is shifted towards higher ω, whereas the angular degree
distribution is shifted towards lower ` (larger wavelengths).

Our simulated energy flux spectra are broadly consistent
with IGWs being generated from a combination of two exci-
tation mechanisms: Reynolds stresses and penetrative convec-
tion. At high ω, we observe scaling laws for the flux that are
compatible with the Reynolds stress excitation models from
Lecoanet & Quataert (2013).While thoseauthorspredictdifferent
expressions for the wave energy flux depending on the stratifica-
tion at the radiative–convective boundary, it is difficult to compare
the slopes obtained from the simulations with the ones predicted
by theoretical models given the variance of the spectra and the
presence of high-amplitude g modes. As ω decreases, the radial
energy flux departs from a power law and reaches a maximum for
ω ' ωconv. In this range the flux is more consistent with the pre-
dictions from Pinçon et al. (2016) from penetrative convection.

Care must be taken, however, in interpreting IGW excita-
tion processes from two-dimensional simulations: with global
two-dimensional simulations of stellar interiors, flows cannot
present a real state of turbulence, feature well-identified plumes,
or finely resolve penetrating convection. Therefore, we cannot
expect the analytical models of Lecoanet & Quataert (2013) and
Pinçon et al. (2016) to apply precisely and quantitatively. Nev-
ertheless, our results qualitatively support a picture where IGWs
are simultaneously excited by Reynolds-like stresses at high ω
and by penetrating convection around ωconv. Our work there-
fore suggests an important consequence for boosted luminosity
simulations: as the luminosity enhancement factor increases, the
wave flux is shifted towards higher ω. In addition, the peak of
the wave flux will be closer to the Brunt-Väisälä frequency, lim-
iting the extent of the frequency range of excited IGWs. Further-
more, as mentioned in Paper I and Sect. 6.1, larger enhancement
factors could impact the local stratification, further interfering
with wave excitation processes. Consequently, while it is dif-
ficult with present simulations to conclude on the impact of the
luminosity enhancement factor on the detailed shape of the wave
flux spectrum, our results highlight that the artificial boosting of
a simulation has a noticeable impact on the wave flux by chang-
ing the location of the peak of the spectra in terms of frequency
and horizontal wavenumber.

For radiative damping at low frequencies, in contrast to
results reported by other groups, our simulations present a decay

in the amplitude of waves in the radiative zone, which closely
decreases as ∝ exp(−ω−4) as predicted by theory (Press 1981).
This dependence of the damping on frequency holds in the
boosted simulations on the condition that the radiative diffusiv-
ity is increased by the same amount as the luminosity. We also
show that the waves that reach the inner boundary of the domain
are affected by the boost as a result of a change in the wave exci-
tation spectrum and with fewer g modes surviving with higher
luminosity enhancement factors. This could have some impor-
tance when studying angular momentum transport in stellar inte-
riors. We want to stress that radiative damping is difficult to study
numerically because it is more efficient at low frequencies, at
which the radial wavelength of the IGWs becomes close to the
radial grid resolution due to the dispersion relation. Our test sim-
ulation at double resolution strengthens our confidence that we
are actually observing radiative damping.

In summary, our analysis shows that artificially increasing
the luminosity of a stellar model can be a useful technique. It
can be justified in particular for studies restricted to the dynamics
in a convective zone since appropriate rescaling laws can apply.
However, it has to be used with great caution to predict the spec-
tra of IGWs and g modes in stars. These spectra will define how
waves interact with the dynamics and internal structure of stars.
Consequently, making predictions for more realistic systems, in
particular when related to mixing and angular momentum trans-
port, is not straightforward when using simulations with artifi-
cially enhanced luminosity.
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Appendix A: Spherical harmonics and Fourier
amplitudes

In two-dimensional spherical geometry, on the unit axisymmet-
ric sphere S parameterised by the polar angle θ, we define the
spherical harmonics coefficients f̂` of a function f (θ) from the
expansion

f (θ) =
∑
`≥0

f̂` Y0
` (θ), (A.1)

Y0
` (θ) =

√
2` + 1

4π
P`(cos θ), (A.2)

where P` is the `-th Legendre polynomial. This expansion is
identical to the usual spherical harmonics on the sphere, but
restricted to the axisymmetric mode m = 0. The choice of nor-
malisation makes the Y0

`
an orthonormal basis for the L2 inner

product on S

∫
S

Y0∗
` Y0

`′ dΩ = 2π
∫ π

0
Y0
` Y0

`′ sin θ dθ = δ``′ . (A.3)

The Fourier coefficients f̃k of a temporal signal f (t) over a
period T are defined from the expansion

f (t)W(t/T ) =
∑

k

f̃k e2iπkt/T . (A.4)

where W is the Blackman window function, used for apodisation
of the spectra of non-periodic signals f . In the above formula,
mode k corresponds to a physical frequency ωk = 2π|k|/T .

The corresponding Fourier power spectrum P[ f ]n is defined
from the f̃k for all non-negative frequency mode integers n as

P[ f ]n =
∑
|k|=n

| f̃k |2 =

{
| f̃0|2 ifn = 0,
| f̃n|2 + | f̃−n|

2 ifn > 0.
(A.5)

We note that for a real-valued signal f , ∀k, | f̃k |2 = | f̃−k |
2.
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