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Abstract 

This thesis explores distributed cognition within the context of business and argues that 

businesses can be considered ‘mental institutions’. It therefore defends a liberal view of 

cognition, recognising the integration of stakeholders within a larger business structure 

that contains multiple cognitive schemas that conduct, constrain, and amplify one’s 

thoughts and affectivity in relation to the organisation. The aim of this thesis is therefore 

to broaden the scope of investigation regarding the socially extended mind and 

demonstrate the real-world applicability of these discussions to business consultancy. 

Following a revision of how the ‘mental institution’ should be considered and a 

deconstruction of the concept of ‘business’, the thesis picks out six institutional artefacts 

and structures that are common features of business organisations. These are logos, 

products, shops, offices, hierarchies, and narratives. Mental business institutions are 

designed with cognition in mind, and thus these institutional features can become integral 

parts of thought for both employees within business organisations and external 

consumers. Chapters individually explore the various ways we can become coupled to 

these artefacts and structures as internal or external stakeholders, and thus integrated 

within the cognitive niche of the business institution. Finally, an empirical study of a large 

UK-based utility company provides an example of how one can investigate the 

collaborative efforts of employees within an organisation through the lens of distributed 

cognition. Ultimately, an application of distributed cognition and mental institutions to 

business within this text brings to fruition new additional conceptual resources for 

management and marketing studies. 
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0 Preface 
0.1 Setting the scene: situating this research within 
the philosophical landscape 
This project is situated within the field of social cognition. This is a general term for 

cognitive processes that involve other people, and it can refer to processes that involve 

social interactions at a group level or on a one-to-one basis. Specifically, this thesis is 

interested in distributed social cognition. A distributed analysis of cognitive activity permits 

the inclusion of all significant features in the environment that contribute to the thinking 

process (Perry, 2003, 196). Different analyses suggest different ways in which one’s 

cognition is bolstered by non-neural processes and objects; is the agent’s cognition 

embodied, or embedded in the environment, or even extended by external artefacts?  

The most striking example of distributed cognition is Clark and Chalmers’ (1998) 

discussion of extended cognition. This theory suggests that the mind does not exclusively 

reside in the brain, or even within the body: at times it can extend into the physical world. 

The theory proposes that some environmental objects or features can be part of an 

individual’s cognitive activity and in that way function as extensions of the individual’s mind 

itself. Extended cognition is an evolving field of study and the possibility that the area of 

social cognition bears significant potential for cognitive extension has only recently been 

recognised (Lyre, 2018). Now, research into cognitive extension frequently moves beyond 

examples of individuals engaging with environmental objects or structures to bolster one’s 

cognition. It is now becoming more common to apply the extended cognition framework 

to cognitive processes that take place within the context of social institutions (Slors, 2019, 

1179), and recognise “social understanding as an ongoing, dynamical process of 

participatory sense-making and mutual incorporation” (Fuchs & De Jaegher, 2009). 

Gallagher (2013) takes a liberal perspective, suggesting that the ‘socially extended mind’ 

is not only constituted by social interactions with others, but also can involve institutional 

structures, norms, and practices. Institutions, namely mental institutions, can therefore 

support, impinge upon, and constitute the cognition of individuals.  

Situated within the field of social cognition, this thesis investigates the mental institution 

through the lens of business. It argues that business corporations can be mental 

institutions and therefore the idea is that at times, social cognition in the business world is 
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richly structured by these mental institutions. It explores how social cognition happens in 

business contexts, and the interface between the business and the stakeholder: both 

employees and customers/ consumers are cognitively shaped by the mental business 

institutions with which they interact. Using Gallagher’s (2013) notion of the mental 

institution as a springboard, this thesis is the first detailed application of distributed 

cognition to the world of business, exploring the integration of a business’ material and 

abstract artefacts within internal and external stakeholders’ mental lives.  

Discussing distributed cognition in business contexts enables debates about business 

communication; how can a business institution elicit positive feelings about the company 

within stakeholders by manipulating the institution’s material scaffolds? Furthermore, how 

can organisations create meaning that is understood throughout a company and work 

towards institutional goals, operating as one interdependent organism? This thesis 

bridges the gap between the disciplines of philosophy and business, noting how theories 

within social cognition can shed explanatory light on business phenomena. For example, 

the wider perspective of distributed cognition can investigate how coupled systems 

generate new cognitive processes for employees within companies and elicit new 

cognitive responses from external stakeholders. This theoretically rich analysis has 

practical implications for consulting on issues within management and marketing: if one 

recognises a business logo or institutional structure as possible parts of cognitive systems, 

their importance may be elevated. Following distributed cognition, these features must be 

included in the explanation of stakeholders’ business-orientated cognition for it to be a 

complete characterisation of the thought process. From the perspective of extended 

cognition, these non-neural features may even be considered cognitive tools that directly 

enable cognition to emerge.  

0.2 Thesis outline  
The following provides an outline of the structure of the thesis and a more specific account 

of the topics that are examined. The developmental trajectory of theories of distributed 

cognition are detailed in Chapter 1. It summarises evidence that illustrates cognition 

depends not only on the brain, but also upon the body, the environment, and social 

relations. An exploration of embedded and extended approaches to cognition provides the 

foundations upon which Gallagher’s (n.d.; 2013) notion of the ‘mental institution’ can be 

built.  
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Chapter 2 assesses the credibility of the social extension thesis as conceptualised by 

Gallagher (n.d.; 2013). It explores his argument for why law is a mental institution. Other 

examples are suggested: museums, religious institutions, business. The limitations of 

Gallagher’s proposal are then discussed. The main problem facing Gallagher’s theory is 

his insistence that a mental institution can extend the mind. The consequences of this 

position are untenable and therefore a revised understanding of the mental institution is 

promoted: institutional artefacts can extend the mind, institutions themselves cannot. 

Discussion of the mental institution is therefore a discussion of the contextual setting 

within which these smaller cognitive couplings take place.  

In Chapter 3, the idea of ‘a business’ is deconstructed, leading to further clarity about what 

a ‘mental business institution’ entails. It summarises the possible different elements that 

constitute a business institution and separates ‘business artefacts’ into four distinct forms. 

Institutional artefacts can be described as ‘internal facing’ or ‘external facing’, referring to 

whether the artefact supports the cognition of those working within the business, or 

whether it supports or effects the cognitive activity of stakeholders in the wider 

environment, i.e., those outside the business. It also distinguishes between ‘material’ and 

‘abstract’ institutional artefacts, as business features (e.g., its reputation, or organisational 

structure) are substantially dissimilar to the material objects found in Clark and Chalmers’ 

(1998) original discussions of extended mind theory. 

Having laid the theoretical foundations for this research, Chapter 4 assesses the cognitive 

relationship between the external logo of a mental business institution and its 

stakeholders. It demonstrates that specific design features within logotypes can influence 

how successfully consumers remember, recognise, intuit and interpret logos, and by 

association, the mental institutions themselves. This chapter singles out particular 

aesthetic properties of logo designs that support cognitive and evaluative judgements that 

promote ‘positive’ business orientated cognition among stakeholders.  

Chapter 5 discusses how products are an asset to a mental business institution. They are 

external facing artefacts and are designed to appeal to customers. If a consumer likes the 

product, they may invest in it and simultaneously evaluate its manufacturer, the mental 

business institution, more generously. This chapter shows that repeated exposure to 

certain products can habituate consumers and increased familiarity with certain items 

heightens consumers’ preference for them. Products that are prominent in an environment 

therefore serve as both the cause and effect of that product’s success in a market. It is 
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argued consumers value products that are compatible with their self-generated cognitive 

niches. The ability of a product to fit within these structures will impact its market sales, 

how it is evaluated by the consumer, and how this comes to bear on the mental institution’s 

reputation. Finally, this chapter considers how elements of the mental business institution 

can be implicated as basal constituents of consumer cognition when a consumer uses 

their product as a tool for thinking.  

Chapter 6 concerns the shopping environment. It argues that consumer purchasing 

decisions are not only caused by internal feelings, but also by the fact that the consumer 

is placed within an environment that cues and prompts the way that he/she thinks and 

feels. These prompts include tangible elements such as store colour and lighting and 

intangible elements such as odours and attitudes of the sales staff. All these individual 

features can be placed under the umbrella term: store atmospherics. The store 

atmosphere can then be considered as an artefact of the mental institution in the same 

way as the institution’s logo and products. It is argued that store atmospherics promote 

certain purchasing behaviours and help a customer understand the nature of the mental 

institution through sensemaking inferences.  

Having explored some of the external features of the mental business institution, Chapter 

7 considers how an organisation supports the cognition of its internal employees. It 

assesses whether open plan offices live up to the promises they tout. Essentially, it asks, 

does the current research demonstrate it is advantageous for a mental business institution 

to have employees perform business-orientated cognition in an open plan office? In this 

analysis ‘business-orientated cognition’ refers to both employees’ individually distributed 

cognition within the workplace, and the collective cognition that can ultimately emerge 

from the team.  

Unlike previous chapters, Chapters 8 and 9 concern ‘abstract’ artefacts and structures 

that permeate the institution. These artefacts are hierarchies and narratives. These are 

characterised as primarily ‘internal-facing’ artefacts and shown to support the distributed 

cognition and affectivity of company employees. An exploration of hierarchies within 

business provides valuable insight into how they can support and constrain employee 

cognition. It is argued that an institutional hierarchy can determine how group tasks are 

managed within a business and structure collective thinking. However, the downsides of 

institutional hierarchies are also explored, namely, this organisational structure can stifle 

innovation and warp information as it is passed between levels. Narratives receive a 
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similar analysis in Chapter 9. They are shown to generate corporate identity and sustain 

company culture, thereby scaffolding employee cognition and affectivity. In both chapters, 

emphasis is placed on how these artefacts can be utilised by management to elicit specific 

cognitive and emotional responses from employees: they are tools the institution has at 

its disposal to scaffold thinking. A final discussion of narratives also illustrates their 

capacity to influence external stakeholders’ cognition, therefore showing the diverse 

applicability of narrative construction within business communication. 

Finally, in Chapter 10, these theoretical discussions are brought to bear on an empirical 

study of a large UK-based utility company. Taking inspiration from Chapters 7–9 

specifically, this chapter investigates how the working environment supports and 

constrains the collaborative efforts of employees within the firm. By applying a content 

analysis to the qualitative data gathered from conducted interviews, it is demonstrated 

that employee cognition is situated within the wider environment of the business 

institution. Moreover, it is suggested that at times, employees actively engage with the 

business’ environmental structures, such that their cognition is distributed across neural 

and non-neural parts. This chapter therefore demonstrates the real-life applicability of this 

research and how philosophical investigations into mental business institutions can 

provide new insights that support management consultancy.  
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1 Cognition 
1.1 What is cognition?  
Cognition is commonly described as “The collection of mental processes and activities 

used in perceiving, remembering, thinking and understanding, and the act of using those 

processes” (Ashcraft & Radvansky, 2013, 3). In this definition, Ashcraft and Radvansky 

distinguish both what cognition is, and how it works: cognition concerns the mental 

capabilities of an individual, for example their ability to reason or remember, and also the 

physical/mental processes that enable these cognitive capabilities to be actualised. 

‘Cognition’ encompasses a range of mental processes that relate to the acquisition, 

manipulation, storage, and retrieval of information. One’s cognition (and cognitive 

capabilities) therefore underpins one’s daily actions, thoughts, feelings, and emotions: it 

is responsible for all our thinking processes. As such, cognition can be separated into 

multiple distinct functions, dependent on particular neuromodulators and brain activities. 

Take memory for example: one can talk about memory as a cognitive function or 

capability, namely, it is the ability to retain information within our brain and recall it at a 

later time (Bisaz et al., 2014). Yet, when this cognitive function breaks down, for example 

in cases of Alzheimer’s Disease, one may refer to the neurological basis of this failure. 

For example, Grossman et al. (2003, 192) discovered that “Alzheimer’s disease patients 

show reduced activation in the left posterolateral temporal-inferior parietal cortex 

compared with healthy seniors”. 

The following sections detail the traditional trajectory of theories of cognition; namely an 

internalist brain-bounded approach and compare this with the 4E approaches. The latter 

consists of embodied, embedded, extended and enactive approaches and this chapter 

explores all four accounts in turn. It summarises evidence that illustrates cognition 

depends not only on the brain, but also upon the body, the environment and possibly 

social relations. In doing so, it suggests that 4E understandings of cognition are more 

explanatorily useful than the traditional account. Of particular importance are the 

embedded and extended accounts, as these accounts form the foundations of 

understanding knowledge transfer within what I shall come to term ‘mental institutions’, 

the topic of Chapter 2. It is in these accounts one finds a more radical interpretation of 

cognition; distributed cognition – the topic of this thesis.  
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1.2 The traditional account of cognition 
This thesis explores cognition within the context of business. It therefore investigates the 

relationship between environments, individuals, and groups within a business setting, and 

how these elements impact business-orientated cognitive processes. It is therefore 

essential to step away from the traditional neuro-centric approach to cognition. 

Neurocentrism can be described as a ‘narrow’ perspective of cognition; this is a technical 

term within philosophy of mind that refers to informational and computational processes 

that are confined to the head; it concerns “brain-based representational processes and 

contents” (Gallagher, 2018a, 9).  

4E approaches to cognition argue in various ways that, when investigating cognition, the 

unit of analysis ought to incorporate the brain, body, and environment. These distributed 

approaches are appropriate for this research as they can demonstrate how interactions 

with business environments and artefacts shape and influence the cognition that is 

produced. 4E approaches are explanatorily valuable as these distributed approaches to 

cognition suggest that the brain should not be dismissed as unimportant for understanding 

cognition, but rather “decentered and given a partial, although still important, role to play 

along with bodily and environmental factors” (Gallagher, 2018a, 9). However, in order to 

fully understand why the decentralisation of the brain’s role is necessary when analysing 

cognition, one must first understand what a neuro-centric approach claims, and the 

limitations of this position.  

The dominant view of cognition within philosophy of mind and cognitive science is that the 

body is peripheral to understanding the nature of mind and cognition. The Cartesian 

tradition supposes that mind is an inner entity of some sorts, whether this is “mind-stuff, 

brain states, or whatever” (Van Gelder, 1995, 380). Gallese and Wojciehowski (2011) 

consider this approach a “solipsistic account of the mind”, namely that it assumes that “the 

single individual’s mind is all that is required to define what a mind is and how it works”1. 

They thus characterise the classical approach of cognitive science as a picture of “a 

 
1 One must note the use of the word ‘solipsism’ here: solipsism is the philosophical idea that one can only be certain 
of the existence of one’s own mind, following Descartes’ famous cogito argument; ‘I think, therefore I am’. Both the 
external world and others’ minds cannot be known and may not exist. Consequently, any thinking or cognitive act 
as explained by this traditional account must take place in isolation from the external world and one’s body. 
Cartesian dualism would even reject that thinking is dependent upon the brain, for it too is material. This extreme 
scepticism therefore reduces thinking to its ‘most pure’ form: immaterial thought.  



 15 

functional system whose processes can be described in terms of manipulations of 

informational symbols according to a set of formal syntactic rules” (Gallese & 

Wojciehowski, 2011). Wilson and Foglia (2017) suggest that traditional cognitive science 

has certainly conceptualised cognitive processing in abstraction from bodily mechanisms 

and the sensory processing of environmental surroundings that we commonly recognise 

as featuring in our informational processing today. Rather than consider the interplay 

between cognition, the body and the environment, the traditional accounts “tended to 

assume the existence of discrete, internal representations realized by underlying, sharply 

distinct and highly specified mechanisms in the brain. These mechanisms, in turn have 

been shaped by natural selection and encoded in genetic structures” (Wilson & Foglia, 

2017).  

Tooby and Cosmides’ (1995) modularity thesis is a fitting example of the traditional 

account of cognition. ‘Modularity’ is the claim that the mind is composed of individual 

modules, specialised for individual tasks. Thus, the mind is like a toolbox. Just as each 

implement in a toolbox is finely tuned for a specific task, and the user chooses tools best 

suited to perform a certain function, the brain too has specialised modules or ‘tools’ that 

perform certain cognitive actions. Goodson (2003, 318) defines a module as “a highly 

specific functional attribute...” – each module solves one adaptive problem or a restricted 

range of closely related problems. Cosmides and Tooby (2007) claim that the brain’s 

neurons are specialised for transmitting information and distinct neurons or ‘modules’ are 

specialised for distinct cognitive tasks. Thus, modularity is committed to individualism or 

internalism, i.e., the claim that “cognition supervenes on the intrinsic, physical properties 

of the cognizer” (Wilson & Foglia, 2017). Thus, following the traditional account, which 

places all explanatory power upon the brain, there is no need to appeal to the body, the 

environment within which one operates, or any social contexts, in order to account for the 

cognitive functioning of an individual. The brain and its neurons alone support cognition2.  

However, these neuro-centric assumptions about where cognition is found are challenged 

by the ‘4E’ approaches. Each of these approaches supports a picture of cognitive activity 

 
2 David Marr’s account of visual perception is perhaps a fitting example of this type of thinking. In the late 1970's, 
when Marr conducted his research, the philosophical fashion was computation, processing and information. Marr’s 
approach to understanding visual perception therefore sought to understand the internal information-processing 
mechanisms that enabled visual perception (Marr, 2010).  
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as dependent upon the situation and context in which it occurs; the situation or context 

can be considered “relatively local”, as is the case with the ‘embodiment thesis’, or 

“relatively global”, as is the case with embedded and extended approaches (Robbins & 

Aydede, 2009, 3). The following sections detail each in turn. 

1.3 The embodied mind 
Unlike the traditional account, embodied cognition “has modelled cognition as the product 

of dynamic interplay between neural and non-neural processes, with no general fracture 

between cognition, the agent’s bodily experience, and real-life contexts” (Wilson & Foglia, 

2017). It therefore “repairs the traditional mind-body divide” as seen in the writings of 

Descartes for example (Savarese, 2015, 40). Embodied cognition claims thought 

encompasses both mind and body (Gallagher, 2006; Lakoff & Johnson, 1999, 2003).  

Cognition is embodied when it is ‘deeply dependent’ upon features of a cognitive agent’s 

physical body; namely when elements of the body other than the brain play significant 

causal or ‘physically constitutive’ roles in the agent’s cognitive processing. This therefore 

means that without “involvement of the body in both sensing and acting, thoughts would 

be empty, and mental affairs would not exhibit the characteristics and properties that they 

do” (Wilson & Foglia, 2017). Embodiment therefore offers an explanation to the “symbol-

grounding problem”, namely the problem of explaining how mental representations, i.e., 

abstract symbols, acquire real-world meaning (Anderson, 2003, 92). For example, 

grounding the symbol for ‘chair’, “involves both the reliable detection of chairs, and also 

the appropriate reactions to them”, namely, being able to sit and use it in specific goal-

orientated ways. In order to do so, the cognitive agent must know what ‘to sit’ is, and thus 

“be able to systematically relate that knowledge to the perceived scene, and thereby see 

what things… afford sitting” (Anderson, 2003, 101-102). This notion of objects affording 

certain responses is a key concept within embodiment literature and helps to explain how 

we make our experiences meaningful to us. When an agent’s affordances, experiences, 

and goals are successfully combined, “they form a coherent, doable, and envisionable set 

of actions: the individual’s meaningful construal3 of the situation” (Glenberg & Robertson, 

2000, 383).  

 
3 Within social psychology, ‘construals’ refer to how cognitive agents perceive, comprehend, and interpret the 
environment around them. 
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Originally introduced in Gibson’s The Senses Considered as Perceptual Systems (1966), 

the concept of affordances “implies the complementarity of the animal and the 

environment” (Gibson, 1979, 127). An environmental affordance is therefore “what it offers 

the animal [or cognitive agent], what it provides or furnishes, either for good or ill” (Gibson, 

1979, 127). This concept was initially used within ecological psychology to understand 

how individuals perceive their environment and what they see its physical structures 

enabling. Gibson explained that through one’s perception of objects, one can identify 

different possibilities of interaction and uses of them. This approach to the symbol-

grounding problem therefore makes it natural for philosophers and psychologists to attend 

to the role of the body in cognitive action: our sensory and motor capacities depend not 

just upon neurological firings, but also upon our bodily sensations and sensory organs. 

Without bodily cooperation, the cognitive agent cannot receive sensory input or output 

behavioural responses; thus, there is “no sensing or acting” – which is necessary to 

ground our ‘cognitive symbols’. Therefore, without the body “thought is empty” (Robbins 

& Aydede, 2009, 4).  

When discussing embodied cognition, it is important to note the distinction between on-

line and off-line cognition. This distinction is detailed here as firstly, it is important when 

understanding embodied cognition, and secondly, it remains an essential distinction that 

is used throughout this paper to distinguish the type of cognition in question. Online 

cognition concerns immediate input from our environment and deals with tasks requiring 

moment by moment cognitive processing. It refers to when a cognitive agent engages with 

a task in the immediate present, receives sensory data, and produces a motor output. In 

contrast, we switch to slower, off-line cognition to make more careful considerations, such 

as when we mentally check something, reminisce or plan future behaviour (“Embodied 

Situated Cognition - On-line and off-line cognition,” n.d.). In short, we “think beyond the 

confines of the here and now”. This distinction is necessary as only during on-line 

cognition is it plausible that sensorimotor capacities are body dependent (Robbins & 

Aydede, 2009, 4). During off-line cognitive processing, all that is needed is a functioning 

cognitive processor: the brain. Examples of such off-line cognition may include logical 

reasoning, remembering past experiences, future planning or imagining a hypothetical 

activity4.  

 
4 Following a dualistic perspective of mind, this may be considered just ‘mind’, in its independent and ‘pure’ form. 
One may therefore consider Descartes’ systematic doubt as a precursor to understanding this cognitive divide: all 
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On-line embodiment refers to the dependence of cognition upon dynamic interactions 

between the sensorimotor brain and the relevant sensory parts of the body such as the 

sense organs and the sensory nervous system. Robbins and Aydede (2009, 4) describe 

this as “embodiment in a strict and literal sense, as it implicates the body directly”. 

Therefore, some cognitive functions will be easier and can be performed more naturally 

because of the cognitive agent’s bodily characteristics; equally others will be more difficult 

or even impossible, owing to the constraints the body places on our cognitive capabilities. 

Sensorimotor experience simply put; “frame[s] the acquisition and development of 

cognitive structures” (Wilson & Foglia, 2017). Thus, embodiment theorists may refer to the 

‘constraint’ the body places on cognitive tasks5. For example, when we speak, it is 

common to gesture. Gesturing facilitates the cognitive processing of the speech and 

supports language learning. When learning a new language for example, “gestures can 

reinforce the sensorimotor representation of a word or a phrase, making it resistant to 

decay” (Macedonia & Kriegstein, 2012, 393). This means that gestures can support one’s 

ability to recollect words in ways purely verbal encoding of this information cannot. It is 

common to see people moving their bodies in specific ways when engaged with immediate 

cognitive processing. Studies such as Goldin-Meadow et al.’s (2001) suggest for example 

that gesturing actually lightens an individual’s cognitive load while they think of what to 

say6. Thus, on-line cognitive engagement when engaging in language processing in the 

‘here and now’ relies upon both neural firings and the sensorimotor body. As such, an 

agent’s body can function “to distribute [the] computational and representational load 

between neural and non-neural structures” (Wilson & Foglia, 2017). 

 
on-line cognition can be doubted; only some limited off-line cognition; such as ‘I think, therefore I am’, is immune 
to doubt.  

5 This notion of constraint is important: “an agent’s body functions to significantly constrain the nature and content 
of the representations processed by that agent’s cognitive systems” (Wilson & Foglia, 2017). 

6 Their study required adults and children to remember a list of letters or words while explaining their solution to a 
maths problem. Both groups performed better at remembering if they had been allowed to gesture during their 
math explanations, suggesting that the bodily movements during the explanations actually ‘saved’ the individuals’ 
cognitive resources so that they could allocate more cognitive energy to the memory task. 
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Off-line embodiment however refers only to the dependence of some cognitive functions 

on sensorimotor areas of the brain; even in the absence of sensory input or motor 

responses. Chen and Bargh (1999) illustrated, for embodiment theorists at least, that just 

thinking about something, even without the thing itself, involves some activity within the 

motor areas of the brain. In their study, participants affectively evaluated ‘attitude objects’ 

as ‘love’ or ‘hate’ by pulling or pushing a lever. Participants were to express their “positively 

valenced attitude” towards an object by pulling the lever and pushing the lever to express 

a “negatively valenced attitude”. These participants were faster at responding than those 

who had to express their evaluation of an object positively with a ‘push’, and negatively 

with a ‘pull’ (Rotteveel et al., 2015). Predictably, subjects whose response behaviour 

matched the valence of the words love and hate responded faster. Arguably, this is 

because thinking about something positively, i.e., as loved, involves positive motor 

imagery, namely, an approach; whilst thinking about something negatively, i.e., as hated 

involves negative motor imagery, namely bodily avoidance: to push something away 

(Robbins & Aydede, 2009, 5).  

Essentially, “the Embodiment Thesis can ascribe the body in either a significant causal 

role, or a physically constitutive role, in cognition” (Wilson & Foglia, 2017). This means 

that the body either can causally impact our cognition, for example, if a pin pricks our 

hand, we experience pain and cognitively evaluate the situation as painful, or, the body 

makes up a part of the cognitive process, for example, gesturing facilitating cognition or 

negative cognitive appraisal being made up of, in part, negative motor imagery. Causal 

and constitutive relationships are discussed in the following sections, where a more in-

depth argument is presented. For now, it is sufficient to say that the embodiment thesis 

“repairs the traditional mind-body divide” (Savarese, 2015, 40), and therefore opposes the 

traditional brain-bound account of cognition.  

The above discussion has demonstrated how a holistic account of cognition must 

recognise non-neural bodily elements as playing an explanatorily salient role in an agent’s 

cognitive functioning. The following accounts, the embedded mind and the extended mind, 

develop upon this first step, and subsequently push part of the explanatory power beyond 

the body’s boundary entirely. It is particularly these two accounts that inform the grounding 

of this investigation into business-orientated cognition.  
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1.4 The embedded mind 
Embedded cognition foregrounds the view that thought is deeply dependent upon the role 

of the natural and social environment (Savarese, 2015, 41). By focusing on strategies 

organisms use to off-load cognitively demanding tasks and processes onto the 

environmental, the embedded position emphasises the ways in which cognitive activity is 

distributed across the agent and its physical, social, and cultural environment (Wilson & 

Foglia, 2017). Essentially, the embedded mind perspective emphasises how cognitive 

agents exploit environmental features to increase their cognitive capabilities (Clark, 

2008a).  

There are many examples of how organisms are embedded within their environments. 

Clark and Chalmers’ (2010, 32) example of fish helps to demonstrate how organisms are, 

at least, embedded within their environment. They say that the “extraordinary efficiency of 

the fish as a swimming device is partly due… to an evolved capacity to couple its 

swimming behaviors to the pools of external kinetic energy found as swirls, eddies, and 

vortices in its watery environment”. Importantly, Clark and Chalmers note that this includes 

both self-induced vortices created through coordinated tail flapping, and naturally 

occurring ones. The fish is able to alleviate some of the physical exertion of swimming by 

“building these externally occurring processes into the very heart of its locomotion 

routines” (Clark & Chalmers, 2010, 32). Savarese (2015, 41) recognises that as this 

example refers to the fish and water as a ‘device’, it moves the discussion beyond the 

individual organism to a larger ecology.  

The fundamental idea here is ‘off-loading’. The fish off-load physical effort onto the 

environment and therefore the physical task becomes easier. This example works as an 

analogy for how we, as individuals, offload cognitively taxing work on the external world. 

Commonly, people do not retain or process information that they can easily off-load to the 

external environment (Malinin, 2016, 8). Clark (2008a) describes this as a process of 

‘cognitive bootstrapping’. There are numerous examples of how people exploit aspects of 

their surroundings, using environmental artefacts as ‘things to think with’. Malinin (2016, 

8) suggests that people employ these strategies with three different goals in mind. Firstly, 

they might try and use different tools and materials to perceive hidden affordances in 

certain situations through abstraction, secondly, they may seek out certain objects or 

qualities in their surroundings that redefine or reframe a problem domain, or finally seek 

out “new environments with different resources to feed their creativity”. Arguably, the idea 



 21 

of seeking out hidden affordances accords with Clark and Chalmers’ (2010) example 

above: the fish learn to perceive affordances of the vortices that are hidden to us. The 

third goal is arguably common-sensical; when performing complex (and creative) cognitive 

tasks, such as writing an essay, one may commonly seek out an environment that best 

supports their concentration, for example retreating to a quiet study space away from 

distractions. An artist in need of inspiration may equally relocate to a dynamic and playful 

environment that excites them, thus elevating their creativity. However, it is the second 

goal that most explicitly emphasises the use a cognitive agent places upon the 

environment 

As cognitive agents, we manipulate the space around us to both constrain and cue our 

actions. Therefore, the way that we “manage the spatial arrangement of items around us, 

is not an afterthought; it is an integral part of the way we think, plan and behave” (Kirsh, 

1995, 31). During Kirsh’s (1995) investigations into how individuals intelligently use the 

space around them, he videotaped one subject preparing a large, elaborate salad. She 

organised her work environment such that there were tidy rows of each of the ingredients 

she required, which allowed her to keep track of how much of each ingredient she had. 

For her, this was necessary, as she had no prior case knowledge of preparing such an 

amount that she could rely upon. Rather than simply piling each ingredient up, she used 

the length of the rows to encode the amount of each ingredient; thus, intelligently used 

the space (estimations of length are easier and more reliable than estimations of volume 

or area). The function of the rows was therefore to “encode, as explicitly as possible… a 

key piece of information about the problem state” (Kirsh, 1995, 32). Wilson (2002, 629) 

summarises this concisely in the claim that, “rather than attempt to mentally store and 

manipulate all the relevant details about a situation, we physically store and manipulate 

those details out in the world, in the very situation itself”. Therefore, following an 

embedded perspective, this example demonstrates that cognitive/ informational 

structuring takes place in our engagement with the environment in which we operate, and 

thus the external world can play an integral role in our thinking, feeling, and behaviours.  

Essentially, the concept of embeddedness points to the importance of studying cognition 

in the environment: it is necessary to pay “careful attention to the complex interplay of 

processes spanning the mind, body and world” (Robbins & Aydede, 2009, 7). Hutchins’ 

(1995) book, Cognition in the Wild, explores this concept in great detail, providing detailed 

ethnographic analyses of the cognitive activities of navigation teams on board U.S. naval 

ships. Hutchins successfully argues that human cognition is fundamentally, a social and 
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cultural process that is wholly tied to the extended history of the task. For Hutchins (1995), 

his interest is not so much the methods that are used to make sense of the ship’s location 

and course, but rather that this task is a distributed task (Hagberg, 1997, 456). Cognition 

is distributed between the captain, the navigator, the crew, and implements, and tools that 

aid the plotting and successful navigation of the ship.  

It is important to note how the word ‘distributed’ is used here, and the distinction between 

‘situated’ and ‘distributed’ cognition. One way to think about this is to see how references 

to ‘situated cognition’ can be understood in a relatively benign way: it is just the recognition 

that cognition is always responding to things happening in the environment. This reference 

to the external world can be understood in two ways; firstly, one can point to the simple 

fact that we are cognitive agents who interact and move around within an environment. 

All cognition takes place within an environmental setting. Thus, one’s cognition, even 

cognition that is not about the immediate environment, namely off-line cognition such as 

solving logical equations or reminiscing about past experiences, occurs within a wider 

contextual field – such ‘abstract’ thinking is still necessarily tied to the contextual world in 

which we live. Secondly, one must recognise that some cognition happens in response to 

environmental happenings in an on-line fashion, e.g., a cognitive appraisal of a situation 

as ‘dangerous’, or a mundane example such as having to make a salad (Kirsh, 1995). 

Therefore, ‘situated cognition’ refers to things like context dependence, sensitivity, and 

flexibility. It notes the fact that much of human cognition must occur in a somewhat 

improvised fashion, it is not always planned, but rather we have to quickly respond in real-

time to changes in our environment. ‘Situated cognition’ therefore can refer to both off-line 

and on-line cognitive activity.  

‘Distributed cognition’ however is mainly interested in on-line cognitive acts. Distributed 

approaches therefore emphasise not only that we are responding to the environment and 

having to adapt to situations, but moreover that we actively use the environment in various 

ways. Kirsh’s (1995) example of the salad illustrates therefore not just that the lady’s 

cognition is situated, but moreover that it is distributed; she uses the environment to 

support her on-line cognition, namely, her approximations of amounts. Therefore, the 

environment ‘does’ representational work, easing the cognitive effort needed to create 

internal representations of the problem domain. When using the terms ‘situated’ and 

‘distributed’ in this thesis, it thus follows the idea that ‘situated cognition’ does not in 

principle require that the environment enters into the cognitive process in any substantive 

way. ‘Distributed cognition’ however demands an active engagement with the 
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environment, such that the environment supports the cognitive act: the external world 

plays minimally an ongoing causal role in driving the cognitive process. The word 

‘minimally’ is used here so as to distinguish between an environment’s causal role and the 

stronger extended claim that it plays a constitutive role in the realisation of cognitive 

activity. This discussion is fleshed out in the following discussion regarding extended 

cognition.  

But for now, it is necessary to recognise the terms ‘situated’ and ‘distributed’ as 

conceptually important for this project. Throughout the literature, these terms are often 

used interchangeably, but in this thesis, these terms refer to distinct cognitive agent-

environment relationships. This thesis accepts that of course, cognition is situated in the 

environment. Yet it aims to move beyond this and look minimally at distributed approaches 

that recognise the causal role the environment plays. Moreover, this thesis places 

significant weight on the constitutive role the environment plays realising one’s cognition, 

moving once again from a distribution claim to an extended claim where possible. 

1.5 The extended mind 
According to some 4E theorists, in some cases, cognition can extend beyond the 

biological boundaries of the individual. This happens when features of an agent’s physical, 

cultural, and social environment do more than distribute the cognitive processing outside 

of the individual, they “partially constitute that agent’s cognitive systems” (Wilson & Foglia, 

2017). Both the theories of embodied and embedded cognition can be understood as 

distributed, but both are also still compatible with the denial that cognition is extended. For 

example, embodied cognition promotes the idea that the cognitive agent’s body functions 

to distribute computational and representational work over both neural and non-neural 

structures. However, despite this bodily distribution, all the relevant non-neural resources 

are nevertheless contained within the boundaries of the body (Wilson & Foglia, 2017). 

Equally, whilst embedded theorists may claim that the environment supports cognition, 

they may not go as far as to claim that cognition extends into the environment, outside the 

boundaries of the brain and body. 

Extended mind theory rejects the traditional conceptualisation of mind, namely as 

intracranial information processing that happens purely inside the brain; rather, it argues 

that objects, cultural elements, and even other people may partly constitute a person's 

mind. Clark and Chalmers (1998) therefore propose a framework called “active 
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externalism”. To understand this, I briefly explain the idea of externalism: this is the idea 

that the mental contents of a subject depend in part on aspects of the environment that 

are clearly external to the subject’s internal cognitive processes (Rowlands et al., 2020). 

Usually, externalist arguments refer to thought experiments in which numerically identical 

individuals are embedded in different social or physical environments; it is then argued 

that some of these individuals hold beliefs or thoughts to be true that other numerically 

identical individuals in different environments do not. The non-identity of numerically 

identical individuals’ beliefs illustrates that some mental content fails to supervene on 

intrinsic fact, but rather is dependent on one’s social or physical environment, thus 

externalism holds true. Putnam (1975) endorsed semantic externalism, using a thought 

experiment of ‘twin earth’. She imagined two identical earths, bar one difference, on ‘twin 

earth’ water was not a compound of H2O, but rather XYZ. If it were impossible to establish 

the atomic makeup of the water, Putnam argued that if someone from ‘twin earth’ were to 

point at H2O water and say ‘that is water’ they would be wrong, as the meaning they 

ascribe to ‘water’ is XYZ, not H2O, even if they do not know this. Consequently, semantic 

meaning is external. Burge (1979, 1986) further argued for a different version of 

externalism, social externalism, and suggested that social institutions also play a role in 

determining the contents of some beliefs and thoughts. Within the institution of law for 

example, the meaning of the term ‘prima facie case’, and how it is subsequently 

understood and used, is determined in part by how others use that word, rather than solely 

by how an individual cognitive agent uses it or conceives of its meaning. The term makes 

sense within the social context of the institution, meaning the environment plays a role in 

the grounding of its meaning.  

So, externalist claims suggest that the mental contents of a subject depend partly on 

environmental aspects external to the subject’s cognitive processes. However, active 

externalism further claims that the environment can play an active role in constituting and 

driving a subject’s cognitive process (Rowlands et al., 2020). Therefore, unlike semantic 

or social externalism which depicts environmental features as statically determining 

internal cognition (for example, whether something is true or false), active externalism 

suggests the environment can continuously influence and directly impinge upon internal 

cognition.  

The active externalist’s claim is not simply that A (an artefact) aids B (the brain) to achieve 

C (cognition) but rather that A and B combined achieve C. Clark and Chalmers (1998) 

suggest external worldly artefacts, such as laptops, notebooks or people, can function as 
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part of one’s cognitive apparatus, as much as any lobes or neurons of the brain (Bray, 

2008, 8). As such, active externalism can be understood as a form of ‘vehicle externalism’; 

this moves beyond the familiar idea that cognition may depend on how mental states 

relate to the environment, to suggesting the vehicles of cognition (i.e., the cognitive 

realisers) are not just neurons but can include instruments and artefacts in the wider 

environment (Gallagher, 2018b, 442). Importantly, one must note where emphasis is 

placed: the affinity extended mind theory has with externalism does not mean that one 

can overlook how this is an active process. “By calling it “active” externalism they not only 

emphasize the externality idea, but also the idea that activity is an important part of it” 

(Gallagher, 2018b, 442). Therefore, whilst Clark and Chalmers (1998) may describe this 

in terms of the “active role of the environment” in driving cognitive processes, i.e., how the 

environment effects cognition, their examples rather, explore how individuals can use 

artefacts to accomplish cognitive tasks through taking action and engaging with the 

environment with the aim of achieving something. This idea is revisited frequently in this 

thesis, and so it must be noted how Clark and Chalmers’ extended mind theory’s 

externalism refers primarily to how cognitive agents are environmentally engaged in goal-

oriented activity.  

As discussed already, humans frequently circumvent mentally taxing tasks through 

deliberate and intentional engagement with the environment. When playing Tetris for 

example, players must determine the compatibility of falling shapes with the spaces 

available below. They have a choice; they can either mentally rotate the shapes in their 

head, or physically rotate the shapes on the screen, thus manipulating the external 

environment. Physical manipulation is 700 milliseconds faster than the cognitively 

demanding task of mental rotation, and helps players choose suitable moves. Kirsh and 

Maglio (1994, 527) therefore label this physical rotation as “an epistemic action”, namely 

it is an action that aids the player’s cognitive decision regarding the shapes’ final positions. 

Extended mind theory would characterise this environmental interaction by saying that 

players perform extended, external calculations that are made up from the players’ internal 

cognitive capabilities, the screen, their hands and the computer’s informational 

processing. This active human-environment interaction supplements the individuals’ 

neurological cognitive capabilities and is known as “coupling”.  

Coupled systems are those in which a cognitive agent “is linked with an external entity in 

a two-way interaction, creating a coupled system that can be seen as a cognitive system 

in its own right” (Clark & Chalmers, 1998, 8). There are two types of causal coupling: 
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asymmetric influence and symmetric influence. The first describes cases in which an 

environmental artefact or structure can causally influence one’s internal cognition. Kirsh’s 

(1995) example of the salad maker exemplifies this; she changes her external 

environment so as to enhance her cognitive competence. Thus, the environment prompts 

certain cognitive acts, namely correctly judging the quantities of her ingredients. Yet just 

because these arrangements of ingredients aid her calculations, this is insufficient to claim 

that this arrangement is a part of her calculation. Namely, the arrangements partially 

cause certain cognitive evaluations within her brain, but they do not constitute a part of 

the cognitive evaluation itself. Here, the coupled system is asymmetric, namely it is ‘one 

way’: the arrangement impinges upon (causes) certain cognitive action. However, 

symmetrical couplings describe stronger instances of coupling, where internal cognition 

and external environmental features have mutually constraining causal influence over one 

another. In these cases, the “relevant parts of the world are in the loop, not dangling at 

the other end of a long causal chain” (Clark & Chalmers, 1998, 9). Thus, in such symmetric 

couplings, an artefact does not just cause cognitive states, but rather the artefact and 

one’s internal information processing coalesce into one self-sustaining loop. Here, the 

causal chain is not uni-directional but rather bi-directional, both parts (internal and 

external) reciprocally affect one another and spur the cognitive processing forwards, thus 

jointly governing one’s behaviour as a coupled system. 

The idea of coupling laid the initial groundwork for subsequent developments of extended 

mind theory. Sutton’s (2010) distinction between three waves of argument within the 

extended mind literature is now commonplace, and can also be found in the subsequent 

work of Kirchhoff (2012), Cash (2013), and Sprevak (2019). Sutton’s distinction between 

the type of vehicle that constitutes, i.e., ‘realises’, the cognition leads to three distinct 

waves of extended cognition: cognition is either ‘coupled’, ‘integrated’, or ‘socially 

distributed’ (León et al., 2017, 2). Each of these waves are discussed in turn in the 

following. Each wave is explored separately as the foundational principles of these 

differently extended systems is referred to in the following chapters and paves the way for 

exploring the complex relationships surrounding business-orientated cognition within 

extended mental institutions.  

1.5.1 First wave extended mind theory 
The fundamental principle of ‘first wave’ models of extension is the functional equivalence 

between one’s internal cognition and one’s cognition when coupled within environmental 
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artefacts (Greif, 2017, 4327). First wave arguments for extended mind theory therefore 

invoke the parity principle which says that when the organism performs environmentally 

coupled cognitive processing, informational processing that occurs outside the organism’s 

biological boundary should be considered mental processes if those processes were to 

be regarded as mental when occurring inside the organism (Fritzman & Thornburg, 2016, 

156).  

This idea is demonstrated by Clark and Chalmers’ (1998) example of Otto and Inga. Otto 

suffers from Alzheimer's disease, and thus carries a notebook with him in which he writes 

down all information to compensate. One can claim Otto has therefore encoded all his 

dispositional (i.e., non-occurent) beliefs within its pages. The notebook becomes an 

external memory reserve and plays the same functional role in ‘remembering’ as a healthy 

individual’s brain. When Otto is unable to recollect directions, such as where to find the 

Museum of Modern Art, he uses his notebook to recall information in functionally 

equivalent ways to Inga, a healthy individual who uses internal ‘introspective recall’ as her 

memories are encoded in her biological brain matter. Clark and Chalmers (1998) claim 

that Otto’s notebook displays the same functional characteristics to Inga’s biological 

memory. Sprevak (2009, 505) describes this in terms of how the, “state of Otto’s notebook 

interacts with Otto’s desires and other beliefs in a similar way to the way in which Inga’s 

biomemory interacts with her desires and other beliefs”. I use Sprevak’s explanation here 

as it is necessary to recognise the state of the notebook as vital to the explanation: when 

exposed to new information, Otto modifies the state of the notebook by changing his 

notes. Equally, Inga modifies her ‘biomemory’ when exposed to new information. 

Fundamental to this coupled interaction, is the idea that the notebook is not a static object; 

rather it is malleable and subject to repeated transformations throughout the reciprocal 

interaction between Otto and his notes.  

Moreover, at this current moment in time, it is the current state of Otto’s notebook saying 

that the museum lies on 53rd Street that causes Otto to go there and not someplace else. 

Equally, it is the current state of Inga’s biomemory that causes Inga to stop at 53rd Street. 

Clark and Chalmers’ argument rests on the assumption that the “functional poise of the 

stored information [is], in each case, sufficiently similar… to warrant similarity of treatment” 

(Clark, 2010a, 45). Sprevak (2009, 505) therefore summarises Clark and Chalmers’ 

conclusion by saying that, “just as Inga has a belief that MoMA is on 53rd Street, so Otto 

has a belief, with the same content, that extends partially into the environment”.  
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The principle of parity Clark and Chalmers invoke guarantees the equal treatment 

between internal and external causes of ‘cognition’: if a process counts as cognitive when 

it is performed in the head, it should equally count as cognitive when it is performed 

externally, in the world. (Dartnall 2005, 135–136). One should not be prejudiced against 

extended processes: “Extended processes should not have to meet a higher standard 

merely because they are extended” (Sprevak, 2009, 505). First-wave approaches to 

extended mind therefore focus on the functional isomorphism of these ‘inner’ and ‘outer’ 

processes (Kirchhoff, 2012, 290).  

Nevertheless, one must recognise that parity alone is not designed as an argument for 

extended cognition (Kirchhoff, 2012, 290). Rather, Clark (2011, 449) suggests it is 

intended to encourage cognitive science to re-evaluate cognitive interactions and “judge 

various potential cognitive extensions behind a kind of ‘veil of metabolic ignorance’”, thus 

the onus is on the sceptic of extended mind theory to make their case against extended 

cognition.  

Yet, Clark and Chalmers’ (1998) parity principle came under criticism (for example by 

Adams and Aizawa (2001, 2010) along with its “functionalist credentials” (León et al., 

2017, 2). One problem was that external cognitive processes are substantially dissimilar 

from internal processes, and therefore critics could argue that external processes are not 

cognitive in themselves (Fritzman & Thornburg, 2016, 159). Rupert (2004) champions this 

kind of objection, stating that, “the external portions of extended ‘‘memory’’ states… differ 

so greatly from internal memories… that they should be treated as distinct kinds”, thus 

quelling any temptation to argue for extended cognition purely from brute analogy, like the 

discussion of Otto and Inga (Rupert, 2004, 407). The ‘differences argument’ therefore 

casts doubt on the claim that both internal processes and coupled/external processes 

should be regarded as belonging to a single psychological kind (Rowlands, 2009, 2). 

Adams and Aizawa (2001) for example seek to find a ‘mark of the mental’, arguing that 

only processes that involve intrinsic, nonderived intentional content can be considered as 

cognitive processes (Gallagher, 2018b, 425). Their requirements for information 

processing to be ‘cognitive’ demand that its content “arises from conditions that do not 

require the independent or prior existence of other content, representations, or intentional 

agents” (Aizawa & Adams, 2005, 662). They therefore suggest for example that as minds 

have evolved, the first cognitive mind did not acquire its thought content from any other 

mind. This is because “cognition involves particular kinds of processes involving non-

derived representations” (Adams & Aizawa, 2001, 53). Yet, despite this strong claim, Clark 
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(2010b, 86) notes that “Adams and Aizawa really tell us very little about what non-derived 

content is”; other than saying that the content is somehow ‘intrinsic’ in a way that the 

content (i.e. the meaning) of social symbols, language or signs is not. Aizawa and Adams 

(2005, 663) even admit themselves, “there is no consensus in the philosophical 

community on what conditions enable ‘X’ to bear non-derived content X or on what 

conditions enable ‘X’ to bear derived content X”. Arguably, the notion of derived and non-

derived content remains somewhat confused and therefore cannot be a suitable standard 

by which to judge whether informational processing is cognitive or not. Furthermore, even 

if we accept Adams and Aizawa’s (2001, 48) assertion that there is some kind of difference 

between ‘intrinsic’ content inside the head and content that is derived from “conventional 

association”, this leads to a very “impoverished” concept of cognition (Gallagher, 2018b, 

425).  

A second objection Clark and Chalmers (1998) were faced with revolved around the 

question; can extended mind theory extend the mind too far? The problem of a ‘cognitive 

bloat’ has been discussed by the likes of Rupert (2004) and Rowlands (2009), and 

suggests that extended mind theory is counterintuitive because it takes an “excessively 

permissive (or “liberal”) position” (Allen-Hermanson, 2013, 792). If you include all kinds of 

technologies, artefacts and environmental structures in the notion of extended mind, this 

seems to overly extend the mind; including within the definition of ‘cognition’ processes 

that seem at odds with the (perhaps very traditional) notion of cognition (Gallagher, 2018b, 

424). If one thinks back to the discussion of Otto, and imagines a more technologically 

inclined individual, the problem is clear. Suppose that rather than a notebook, Otto uses 

an iPhone to search for information that he needs on the internet. If one is willing to accept 

cognition extends via a notebook, surely one must accept cognition can extend by one’s 

use of the internet to solve a problem. Of course, the internet is not bounded by its 

physicality in the same way as a notebook; a notebook’s ‘reach’ is localised, but the 

internet’s ‘reach’ is arguably global. There is perhaps little proximity between the cognitive 

agent, and the coupled resource. Thus, critics may suggest extended mind theory bloats 

cognition unnecessarily and to the point of redundancy.  

Nevertheless, the trust and glue conditions arguably limit the boundaries of extension. 

These are an additional set of criteria that Clark (2010, 46) later provides; he suggests 

these conditions must be met by non-biological candidates for inclusion into a mental 

agent’s cognitive system. These conditions are:    
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1. That the resource be reliably available and typically invoked. (Otto always 

carries the notebook and won’t answer that he “doesn’t know” until after he has 

consulted it). 

2. That any information thus retrieved be more or less automatically endorsed. It 

should not usually be subject to critical scrutiny (unlike the opinions of other 

people, for example). It should be deemed about as trustworthy as something 

retrieved clearly from biological memory. 

3. That information contained in the resource should be easily accessible as and 

when required.  

However, some defenders of extended mind theory still admit that the problem of the 

cognitive bloat is not improved by these trust and glue conditions (Allen-Hermanson, 2013, 

793). In Clark’s (2008a) book Supersizing the Mind, he even admits the conditions are not 

perfect. For example, if an external artefact allows one to work through a certain problem, 

but is only sometimes available for one’s use, how can the lack of guaranteed accessibility 

prevent one from saying, at least in instances when one can use it, that it is an extension 

of one’s cognition? In some cases it may work well, and in those instances, coupled 

systems can arise that do extend one’s cognition (Gallagher, 2018b, 425). After all, one’s 

neuronal functions can be impaired at certain points, e.g., if one is ill, drunk, or drugged. 

Information may not be easily accessible, and information that is collected when one is 

tired may be misinformed or misunderstood. Biological brains do not perfectly fit the trust 

and glue conditions either, yet to abandon them “opens the floodgates to what many would 

regard as an unwelcome explosion of potential dispositional beliefs” (Clark, 2008a, 80). 

This thesis does refer to the glue and trust conditions, and they continue to inform this 

analysis. However, this criticism is noted here so as to highlight that these conditions must 

be approached with caution, and whilst they can supplement an argument, cannot be the 

only basis upon which a claim of extension is made.  

Therefore, it is possibly more fruitful to respond to the problem of the cognitive bloat by 

returning to the idea of active externalism. In cases of extended mind, a cognitive subject 

interacts in a specifically coupled way with an environmental resource. It is possible, 

Gallagher (2018b, 425) says, to specify precisely what kind of coupling does the job, 

stating that this is when a coupling involves “reciprocal causal relations where outputs are 

recycled as inputs… and this does place real limitations on what counts as cognitive”. This 

understanding of reciprocity already foreshadows the second wave of extended mind 

theory, a theory based on the idea of integrated systems. 
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A third problem arising from first-wave extended mind theory, and arguably the one that 

has received the most attention, is the causal coupling-constitution fallacy. Adams and 

Aizawa (2010, 67-68) say; “When Clark makes an object cognitive when it is connected 

to a cognitive agent, he is committing an instance of a “coupling-constitution fallacy.” This 

is the most common mistake the extended mind theorists make”. In their opinion, Otto’s 

use of his notebook causally enables his recollection of the museum’s location, but it is 

not something that constitutes cognition. This criticism is based on a strict distinction 

between causality and constitution, along with the claim that, “the fact that object or 

process X is coupled to object or process Y does not entail that X is part of Y” (Adams & 

Aizawa, 2010, 68).  

There are numerous responses to this objection (Clark, 2010b; Hurley, 2010; Menary, 

2006, 2010a; Piredda, 2017; Ross & Ladyman, 2010). Menary (2006, 2010a) approaches 

his rebuttal by denying the picture of causal coupling that Adams and Aizawa (2001, 2010) 

present: the notebook does not cause the cognitive agent to think in a particular way, but 

rather the agent and notebook are integrated. The notebook is reciprocally coupled to 

Otto, and it is this integration of artefact and bodily (including neuronal) processes which 

together constitute the extended process of remembering. Menary (2010b, 12) notes that 

“The aim is not to show that artifacts get to be part of cognition just because they are 

causally coupled to a preexisting cognitive agent, but to explain why X and Y are so 

coordinated that they together function as Z, which causes further behavior”.  

Clark’s response to the alleged fallacy follows a similar structure to Menary’s. When 

Adams and Aizawa ask: “Why did the pencil think that 2 + 2 = 4?” Clark’s answer, they 

suggest, is because “it was coupled to the mathematician”. Yet Clark (2010b) notes that 

the purpose of the coupling is not to make the notebook cognitive. Rather, the intention is 

“to make some object, that in and of itself is not usefully (perhaps not even intelligibly 

thought of as either cognitive or non-cognitive, into a proper part of some cognitive system, 

such as a human agent”” (Clark, 2010b, 85). At no point, is the active externalist asking 

whether a singular external artefact is cognitive, but rather they ask, when is this specific 

environmental element a part of a larger cognitive system? In both responses, one sees 

that the schematic for extended cognition relies upon a cognitive agent’s bodily processes 

and the manipulation of external cognitive vehicles being coordinated in such a way that 

their coupling jointly leads to further behaviours.  
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Thus, in countering these criticisms about a potential cognitive bloat, coupling constitution 

fallacies and the ‘mark of the mental’, theorists begin to push towards a second wave of 

extended mind theory. The responses commonly refer to system wholes and try to 

conceptualise the couplings between cognitive agents and their artefacts in terms of part-

whole relations: the object is a singular part of the wider cognitive system. By suggesting 

this, the idea that the artefact is integrated into the cognitive process is already sown. The 

second wave of extended mind theory takes this idea to its core, and thus develops the 

active externalist’s claim beyond parity into something more complex.  

1.5.2 Second wave extended mind theory 
'Second-wave' approaches emerged from what Sutton (2010) calls the complementarity 

principle. Here, external processes and vehicles of cognition can be radically dissimilar to 

internal ones. Sutton describes how “different components of the overall (enduring or 

temporary) system can play quite different roles and have different properties while 

coupling in collective and complementary contributions to flexible thinking and acting” 

(Sutton, 2010, 194). Nevertheless, he notes that breaking away from the parity principle 

is not to deny that in some cases there is a functional similarity between internal and 

external processes, but that there are also cases when there are more differences than 

similarities. The second wave therefore stresses the differences and complementary 

contributions each individual element within the cognitive system makes to the cognitive 

realisation, rather than discussing functional parity (Menary, 2010b, 20). The fundamental 

point is that the external and internal processes are integrated together, so that combined, 

they constitute a cognitive system (Fritzman & Thornburg, 2016, 160).  

Menary (2007) calls this a "cognitive integration". Hutchins’ (1995) example of navigating 

a US navy vessel perhaps inadvertently predicts this second wave of extended mind 

theory: he describes how the cognition is manifested through the interaction between crew 

members as they interpret, process, and transform various information into 

representational states which enables the safe navigation of the vessel. The use of maps, 

triangulation, crew members’ informational processing, landmark sightings and many 

other elements of the navigation combine as a cohesive whole, collectively guiding the 

ship. Here, there is dissimilarity between how the physical ‘props’ and instruments partially 

calculate the ship’s location and the internal cognitive capabilities of the crew and the 

captain; yet still, these parts complement one another and together complete the task at 

hand. The ship’s ‘behaviour’ is not controlled by a detailed plan constructed solely in the 
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mind of the captain or any other crew member; whilst they may set goals, the sequences 

of information gathering and information transformations, which are normally performed 

intercranially do not need to be explicitly represented in a single mind; rather, “the 

computational power and expertise is spread across a heterogeneous assembly of brains, 

bodies, artifacts, and other external structures” (Clark, 1997a, 77). Therefore, by focusing 

on various socio-cognitive practices involved in the realisation of cognition, second-wave 

approaches stress the "dynamic integration of intra- and extra-mental entities" (León et 

al., 2017, 2). 

Nevertheless, the first two waves share some similarities: Clark explains that 'parity' 

emphasises the functional integration of internal and external processes, as "the nature 

of the mind [is] fixed by the overall balance thus achieved" (Clark, 2008b, 37). Therefore, 

the second-wave of active externalism should not be understood as a substantial 

departure from the first wave, but rather as a refinement of where emphasis lies, moving 

it towards "a more empirically and enactive orientated approach" (Kirchhoff, 2012, 290). 

But still, the two waves remain distinct in that most proponents of second-wave 

approaches agree parity is either insufficient motivation for extended claims, or 

fundamentally misled. 

Within this second wave, it is perhaps interesting to note that Kirchhoff (2012) 

distinguishes two slightly different ways of approaching an understanding of this 

collaborative environmental-agent system. As already suggested, Sutton (2010) 

describes this primarily from a principle of complementarity, suggesting that the parity 

principle is designed to downplay the differences between inner and outer resources. 

However, collapsing the biological boundary between inner and outer in the first wave 

results in a failure to study the mechanistic dissimilarities between neurological and non-

biological parts, and therefore does not sufficiently explore how these parts complement 

one another by “operat[ing] together in driving more-or-less intelligent thought and action.” 

(Sutton et al. 2010, 525).  

Menary’s (2007) approach however employs the “manipulation thesis” (Gallagher, 2018b, 

432). For him, the parity principle has failed to explain how one manipulates the 

environment around them; he therefore wishes to add to the “axis of manipulation from 

direct bodily manipulations that alter the informational and physical structure of the 

environment, to manipulations of public representations in the local environment” (Menary, 

2010c, 561). Menary requires a more careful exploration of how one can physically 
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change “the informational and physical structure of the cognitive niche, thereby 

transforming human cognitive capacities” (Kirchhoff, 2012, 291). Kirchhoff summarises 

Menary’s (2010a) suggestion as follows: “some cognitive processes are (partly) made up 

of—constituted, composed of—an individual’s bodily manipulation of “external” structures 

and that such manipulations are embedded in the wider social, semantic, and normative 

cognitive niche” (Kirchhoff, 2012, 291). However, one reaches the ‘higher’ claim of 

integration, and not simply embeddedness, because integration involves an active 

coupling (i.e., reciprocal causal connections) in which the agent manipulates the 

environment and these subsequent outputs are recycled as inputs (Gallagher, 2018b, 

436).  

Nevertheless, it is arguable that Kirchhoff’s (2012) distinction between complementarity 

and integration is primarily based on the different motivations these scholars had for 

engaging in second wave active externalism: Sutton is interested in the differences 

between internal and external processes, Menary’s interest originates from a desire to 

explore cognitive agents’ bodily manipulations of the world. Yet, once the parity principle 

has been usurped, both forms of the second wave refer to cognitive systems and coupling; 

in both, artefacts and individuals operate together. Complementarity normally refers to 

how something works well with another thing, enhancing or supporting it, making it better. 

Similarly, integration implies how something is intimately involved with something else, 

creating something new. In both, the environment scaffolds, channels and enhances the 

agent’s cognition. And still, as described repeatedly, it must be noted that the 

complementary and integrated activity between the agent and resource is not a one-way 

agent-to-world relation (Gallagher, 2018b, 432-433). Rather, these activities create 

coupled systems and so, when characterising cognitive activity, the unit of analysis should 

therefore be expanded to encompass the brain, body, and environmental artefacts. 

Throughout this thesis, both ‘complementarity’ and ‘integration’ are terms that are used to 

refer to these coupled systems. Whilst there may be slight nuances between these terms, 

most importantly, their use in this research indicates that the analysis draws upon ideas 

found within second (and third) wave interpretations of active externalism.  

Despite the second wave’s departure from Clark and Chalmers’ original analysis, both the 

parity principle and complementarity/integration uphold the cognitive organism as vital for 

the extended process to be realised at all. The organism is thus ‘privileged’ over its 

environmental surroundings by being fundamentally necessary for realising the extended 

cognitive process; thus Clark (2008a, 123) suggests, "Just as it is the spider body that 
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spins and maintains the web that then... constitutes part of its own extended phenotype, 

so it is the biological human organism that spins, selects, or maintains the webs of 

cognitive scaffolding that participate in the extended machinery of its own thought and 

reason". Consequently, individual cognition remains "organism centered even if it is not 

organism bound" (Clark, 2008a, 123). Thus, despite their differences, both waves assume 

cognition has "well-defined territories or boundaries" and the internal and external 

processes remain in their respective places: inside or outside the organism. 

1.5.3 Third wave extended mind theory 
The third wave is arguably the most controversial wave of extended mind theory. The 

third-wave rejects the “organism centered” (Clark, 2008a) assumptions that govern the 

first two waves. Theorists such as Kirchhoff (2012) and Gallagher (2013) draw upon 

enactive approaches to cognition that suggest cognition arises via dynamic interaction 

between an acting organism and its environment7. Here, internal processes are not 

privileged and thus cognition can be constituted from a wide array of individuals, artefacts, 

social dyads, teams, or small groups. León et al. (2017, 3) summarise this point concisely, 

stating third-wave extended cognition "…not only involves social interaction, but relies 

upon complex collective, cultural or institutional practices, norms and conventions". This 

is a far more radical approach to extended cognition. In such cases, there is no ‘governing 

cognitive agent’, such as Otto, which critics like Adams and Aizawa (2001, 2010; 2005) 

could point to to argue that he/she alone is cognitive. Third wave extended mind theory 

therefore somewhat removes itself from these previous criticisms, by being able to remove 

the emphasis of a cognitive agent.  

The third wave points towards the idea of the socially extended mind. This is not a 

completely new idea, but rather one that Clark and Chalmers (1998, 17) anticipated in 

their original conception of extended mind theory. They already asked “What about 

socially extended cognition? Could my mental states be partially constituted by the mental 

states of other thinkers?” One must note here, they are still referring to the singular 

cognitive agent: “my mental states”, yet in the next lines they open this individualistic 

assumption up for possible expansion: “In other cases, one’s beliefs might be embodied 

in one’s secretary, one’s accountant, or one’s collaborator” (Clark & Chalmers, 1998, 18). 

 
7 A fuller description of enactivism can be found in the next section of this chapter.  
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And it is this idea of working together, i.e., ‘cognitively collaborating’ which has allowed 

space for the idea of ‘mental institutions’ to evolve. 

The following chapter fully develops the idea of the ‘mental institution’ as this is a vital 

concept for this thesis. For now, a short summary will suffice. The third wave concept 

broadens the scope of what can be considered within the bounds of cognition. Under this 

view, cognitive analyses cannot occupy themselves solely with the uses of specific 

individual objects, such as Otto’s notebook, a mobile phone, a specific diagram or 

apparatus. Rather, the mental or cognitive institution is “also about the use of, or 

engagement with large scale institutions – academic, scientific… cultural, economic… 

legal etc.–institutions that enable cognition, and, indeed, as we engage with them, even 

constitute specific types of cognitive accomplishments” (Gallagher, 2018b, 434). A good 

example of this way of thinking about mental institutions is Gallagher’s (2013) 

understanding of the legal institution. He initially argues that minds can extend via 

collaborating with practices that boost one’s cognitive capacities, but further suggests 

these practices can supervene upon a 'mental institution', such as law. Therefore, when 

a judge is deciding about a verdict, 'law' itself constitutes some of that judge’s cognitive 

processing, by constituting the practices she uses to aid her decision making. When the 

judge engages in substantial reciprocal interaction with the legal system, such as using 

juries, books, and precedents, this does some of their cognitive work, and thus their 

judgement emerges from the intricate workings of the complex institution. As such, these 

social affordances, "enable, enhance or even co-constitute individual cognition, thereby 

allowing for socially extended minds" (León et al., 2017, 3) which encompass artefacts, 

people, institutions, and collective groups. Shortly said, mental institutions allow cognitive 

acts that would not be possible without such institutions. 

In this third wave, the distinctions between internal and external cognition are therefore 

blurred. Without assuming distinct territories of internal and external forms of 

representation, the third wave analyses these "boundaries as hard-won and fragile 

developmental and cultural achievements, always open to renegotiation" (Sutton, 2010, 

213). Thus, this most recent wave deals with "reformatted" information processing, 

removed from the confines of organism-centric expectations and rather "dissolves 

individuals into peculiar loci of coordination and coalescence among multiple structural 

media" (Sutton, 2010, 213). In such a way, the third wave of extended cognition can 

describe collective emergent agents, who are constituted by multiple individuals and their 
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respective instruments in dynamic interaction with their environment (Fritzman & 

Thornburg, 2016, 161).  

When discussing these distinctions, it must of course be noted that these waves are not 

absolute. Some theorists have different perspectives of where the boundaries between 

the different waves should be drawn. This summary has based these distinctions upon 

what I see as marked developments within the theory of extended cognition: the original 

theorists (Clark & Chalmers, 1998) considered the functional parity between internal 

cognition and cognition that was supplemented by external resources as essential to 

determining these coupled cases as ‘extended cognition’. This idea was gradually 

overtaken by the related ideas of integrating external instruments within one’s ‘cognitive 

schema’ and the complementary roles internal neurology and external artefacts played in 

jointly governing an agent’s cognition. In turn, these ideas paved the way for socially 

extended cognition, allowing for the idea of groups/institutions operating collectively to 

process certain information. These distinctions in the developmental trajectory of 

extended cognition theory are used in Sutton’s (2010) work, for example.  

Yet, there are naturally those who consider these distinctions differently. Gallagher 

(2018b) pushes the third wave as it is conceptualised here back into the second wave, 

amalgamating the ideas of social extension with integration and complementarity. 

Arguably, this is because the ‘mental intuition’, as understood by him is perhaps still 

grounded in the idea of the individual(s) being plugged into the mental institution in some 

way, that is to say integrated into the institution. And therefore, whilst he admits all of these 

waves “are a part of the tidal change of embodied cognition that, on some accounts, has 

led to the gradual erosion on the shoreline of the classic cognitivists” (Gallagher, 2018b, 

434), he offers a completely different ‘third wave’ to the socially extended cognition 

discussed here. He suggests the extended mind can offer interesting insights into 

predictive processing. This is an approach to neuroscience that explains how the brain 

works in all of its functional aspects. This theory suggests that the brain predicts what it 

will perceive based on prior experiences and revise its predictions in the case of errors. 

Under predictive processing theory, adjusting a hypothesis causes the brain to modify its 

model of the world. Gallagher (2018a) suggests that combining extended mind theory and 

the ideas found in predictive processing theory can lead to a whole new wave of extended 

cognition. Clark (2015, 3) himself suggests the parity principle offers “a dynamic, self-

organizing system to which the inner (and outer) flow of information is constantly 

reconfigured according to the demands of the task and the changing details of the internal 
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(interoceptively sensed) and external context”. And of course, an account of a generative 

model of the world that explores the extension of this cognitive generation into the 

environment itself, will naturally elicit new ways of understanding prediction error 

minimisation. This alternative third wave is highly interesting, and perhaps offers real 

contact between philosophical analysis and neuroscience itself. However, this is beyond 

the scope of this paper and has little bearing on this analysis’ focus on mental institutions. 

Therefore, this chapter bypasses this new development in the literature and rather turns 

to a summary of enactivism which plays a crucial role in later chapter analyses.  

1.6 The enactive mind 
The focus of this thesis is naturally on forms of extended cognition and its application to 

understanding cognitive and mental institutions within the business field. Nevertheless, 

there is a final ‘E’ approach to cognition which is further tied to one’s interaction with the 

external environment. Enactivism suggests that cognition arises through the dynamic 

interaction a cognitive agent has with its environment (Thompson, 2010). This sounds 

familiar, and this interplay between environment and organism is similar to extended mind 

theory. However, there are some differences. Di Paolo et al. (2014) summarise the 

enactivist standpoint as follows: 

“Organisms do not passively receive information form their environments, which 

they then translate into internal representations. Natural cognitive systems are 

simply not in the business of accessing their world in order to build accurate 

pictures of it. They participate in the generation of meaning through their bodies 

and action often engaging in transformational and not merely informational 

interactions; they enact a world” (Di Paolo et al., 2014, 39).  

Enactivism is interested primarily in meaning, namely, how experiences are understood. 

It explores how organisms make their experiences meaningful to themselves and how 

they derive organism-centric sense from sensory input they receive from the external 

environment. Here, two main forms of enactivism are distinguished. There is the more 

restricted approach of perceptual enactivism, and then there is a more ambitious approach 

which relies upon concepts of autopoiesis and sense-making. This thesis draws upon this 

more ambitious theory, but both are summarised here to locate this wider approach within 

the literature.  
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1.6.1 Perceptual Enactivism 
In Experience without the Head (2006), Alva Noë argues that what one perceives emerges 

as one actively moves around in the environment. He suggests some types of cognitive 

states, citing states of thinking, calculating, or navigating as examples, may be partially 

external states as in some cases, these states depend upon the use of symbols and 

artefacts external to the cognitive agent’s body. Certain objects such as signposts, writing 

implements or maps might “be as inextricably bound up with the workings of cognition as 

neural structures or internally realized symbols” (Noë, 2006, 411). And as seen already, 

according to the active externalist, the environment can act as a vehicle of cognition, 

driving and thus partially constituting cognitive processes. Noë (2006, 411) therefore 

accepts that the “mind reaches—or at least can reach—beyond the limits of the body out 

into the world.”  

Consequently, Noë (2004, 2006) asks whether it is also possible to extend active 

externalism to perceptual consciousness. His goal is to provide an account of perceptual 

experience that supports an externalism in which the explanation for perceptual 

experience includes external processes, rather than solely the brain (Blakemore, 2013, 

37). His interest therefore concerns the relationship between perception and action. For 

him, perception is an active process, it “is not something that happens to us, or in us. It is 

something we do” (Noë, 2004, 1). Perception is an ongoing process. We move through 

our environment and “…spontaneously crane our necks, peer, squint, reach for our 

glasses, or draw near to get a better look (or better to handle, sniff, lick or listen to what 

interests us). The central claim of… the enactive approach is that our ability to perceive 

not only depends on, but is constituted by, our possession of this sort of sensorimotor 

knowledge” (Noë, 2004, 1-2). ‘Sensorimotor knowledge’ here refers to the embodied 

nature of cognition, in particular, referring to the implicit understanding any perceiver has 

of their sensorimotor contingencies, namely “the laws that determine how sensory 

stimulation varies with motor output” (Kiverstein, 2010, 258). Of course, our perspectival 

location from which we perceive an object influences our perspective of it. And of course, 

as we move around an object (outputting motor functions of the body), our sensory 

stimulation is affected: it changes according to our actions. Essentially, our motor 

engagement with the environment changes our perspective in relation to the object of 

perception, thus shaping how the world appears to us perceptually. As the perceiver’s 

relation to the object varies, so do the perspectival properties the object instantiates. Noë 

(2004) therefore suggests that “perspectival properties are mind-independent, relational 
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properties of objects” (Kiverstein, 2010, 259). He says they are, “relations among objects, 

the location of the perceiver’s body, and illumination” (Noë, 2004, 85) When examining a 

tomato for example, as one changes one’s relation to it, new information is given to the 

senses. Nevertheless, there is always a part of the tomato obscured from view. But, 

despite this, as one perceives the tomato as a whole; it is perceived as a 3-dimensional 

whole. The obscured parts are still ‘felt’ to be present, so to speak. The perceiver still 

recognises this as a 3-dimensional object with which one can interact (Blakemore, 2013, 

40). And therefore, bound up with how the tomato is presented in one’s perceptual 

consciousness, is sensorimotor knowledge of the other faces of the tomato; namely other 

affordances, can come to be perceptually realised.   

Noë therefore advances the idea that perceptual consciousness includes not only activity 

that is going on in the head, or in the body, but also includes the relationship between the 

body and the world. There is therefore a sense in which this entire process of perceptual 

consciousness, namely when a perceiver actively manipulates, probes, engages with or 

changes one’s perspective towards an object, is enactive. Evidence supports this claim; 

Held and Hein (1963) for example, performed an experiment in which two kittens circled 

a carousel. Whilst one had its paws firmly on the ground, and therefore looped the 

carousel via self-actuated movement, the other was simply suspended above. As the one 

kitten walked, both moved in a circle. Despite receiving near-identical visual stimulation, 

only the self-moving kitten developed normal depth perception. Noë suggests that from 

an enactive standpoint, this was because “only through self-movement can one test and 

so learn the relevant patterns of sensorimotor dependence” (Noë, 2004, 13) 

Like the other theories discussed, Noë’s (2004) enactivism again proposes information 

processing is intimately bound with non-neural processes. An intercranial explanation of 

cognition is not complete. However, his proposal remains a very restricted approach, only 

accounting for the relationship between action and perception. He explores how our 

worldly engagements make sensory experiences meaningful, and how we can intuit 

meaning from incomplete experiences: despite only partial experience of a 3-dimensional 

object, we perceive it as having depth, obscured faces, and qualities we cannot 

experience. However, this sense of intuiting meaning from experience can be taken in far 

grander directions, and it is to these developments this review now turns.  
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1.6.2 Enactivism and environmental evaluations within 
biology 
Enactivism explicitly rejects the traditional cognitivist account of internal mental 

representations and the passive computational input-output conception of cognitive 

processing. Rather, enactivism states that an organism enacts its cognition through its 

attentive and selective engagement with the environment. Theorists such as Colombetti 

(2014), Thompson (2010) and Maturana and Varela (1980) endorse this position, arguing 

that individual organisms create meaningful environments for themselves via processes 

of self-regulation: organisms actively choose to engage with certain parts of the 

environment and ignore others. This is a process that starts at a very basic, biological 

level and applies to all organisms, including humans.  

Di Paolo (2005) claims that because life is an “inherently fragile affair” (De Jesus, 2018, 

865), living systems, by being autonomous systems, must continuously maintain 

themselves and protect themselves in precarious environments. There are many 

challenges that threaten their existence and therefore organisms must continuously work 

to maintain their existence. De Jesus (2018, 865) notes here that the notion of adaptivity 

is essential for the enactivist, as this pertains not only to how organisms relate to various 

viable or non-viable conditions in the environment, but also brings with it the important 

notion of concern. As enactivism suggests that a system self-regulates and self-monitors 

itself in relation to its own intrinsically generated conditions of viability, ultimately it is 

claimed that “various degrees of concern, subjectivity and value guided behaviour emerge 

from the system itself” (De Jesus, 2018, 865). It is from this unique standpoint, or, “unique 

teleological point of view” (De Jesus, 2018, 865), that the organism evaluates its 

environment. An internal pole of identity relative to an external pole of an outside world is 

created in response to the organism’s internal relations that self-sustain its existence and 

define the living system as a unified whole. Environmental properties and interactions 

therefore acquire organism-centred meaning and value and are evaluated and pursued 

according to the organism’s self-interests.  

De Jesus (2018, 865) explains this using the paradigmatic example of an E. coli bacterium. 

To survive, this bacterium moves towards higher concentrations of sucrose and actively 

avoids noxious substances. It essentially assesses its environment in relation to its 

viability conditions: unviable conditions are those in which it encounters noxious 

substances and viable conditions are those in which it encounters higher concentrations 
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of sucrose. De Jesus summarises the enactivist claim as follows:  

“For enactivism this is an adaptive teleological process whereby the bacterium (i) 

acts in order to maintain itself in accordance to its own self-generated viability 

conditions and at the same time also (ii) evaluates its surroundings such that 

certain properties within this surrounding environment acquire meaning and are 

valuable for the bacterium itself” (De Jesus, 2018, 865). 

The process in which the E. coli bacterium evaluates its environment by way of an 

“adaptively autonomous system” (De Jesus, 2018, 866) is sensemaking. The organism 

partakes in asymmetric, purposeful interaction with the environment and ‘evaluates’ 

environmental features with purposeful self-interest. Enactivism therefore requires 

genuine agency as an ontologically intrinsic feature of any system that can partake in 

processes of sensemaking. The idea is that all organisms, including cognitive agents like 

ourselves, selectively respond to only certain things that are happening in the 

environment: things that we have a vested interested in. And the things in which we have 

a vested interest are things that contribute to or endanger our continued existence. We 

thus construct a world of meaning, a world that is meaningful to us. Sensemaking is 

therefore present in all forms of biological life; humans, and E. coli bacterium alike.  

The enactive approach therefore proposes strong life-mind continuity. An autopoietic life 

form, namely, a system that is capable of maintaining itself, participates in generating 

intrinsic meaning for itself via processes of sensemaking grounded in interactive 

engagement between its embodiment and environments. The consequence of this view 

is that cognition arises through the dynamic interaction between the organism and its 

environment; there is no pre-given mind over and against a pre-given world. 

1.6.3 Enactivism and sensemaking 
De Jesus (2018, 869) summarises the enactivist claim as follows: “…through processes 

of sense-making, all organisms are argued to "bring forth" their own unique “worlds””. 

Therefore, when individuals interact with one another, this interpersonal engagement is 

enactive, as the individuals participate in generating meaning for things that matter to them 

(De Jaegher & Di Paolo, 2007, 488). 

In this thesis, the term ‘sensemaking’ refers to the broad process by which people give 

meaning to their experiences. This concept was first applied to organisational studies by 
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Weick (1995) with the intention of moving away from decision theory per se, and explores 

the processes that constitute the meaning of the decisions that are enacted in behaviour. 

Sensemaking refocused attention on the largely cognitive activity of framing experienced 

situations within groups as meaningful. Sensemaking is thus a collaborative process of 

creating shared awareness and understanding from the different perspectives and varied 

interests of individuals within a group, institution, or organisation. 

An example explored by De Jaegher and Di Paolo (2007) helps to elaborate. In social 

interactions, it is common that the sense-making activity of one person orients the 

attention of another. In charades for example, when miming a word, the goal of the person 

miming is to orient one’s teammates, and so generate meaning from one’s embodied 

actions. De Jaegher and Di Paolo (2007, 501) explain how as the interaction unfolds, what 

begins as orientation, (i.e., from not understanding or interpreting the body language 

correctly, to a point where meaning can be derived), becomes more symmetrical as one’s 

team-mates alter their sensemaking so as to correctly interpret meaning that conforms 

with the gestures being offered.  

I therefore conceptualise sensemaking as a ‘group journey’ from confusion due to the 

different perspectives, to recalibration, and finally, group/shared understanding. In 

charades, when words are suggested that rhyme with what one is performing, one might 

rotate one’s hands to signify they are close. The new meaning of the gestures is jointly 

constructed during the interactions between the one miming and the guessers, so that the 

mimes offered, such as spinning one’s hands to signify the guesses offered are nearly 

right, follow from the suggestions. Once the mime has been guessed correctly, a new 

meaning of the gestures has been jointly constructed by the interaction and evolved 

through patterns of orientation, coordination and breakdowns. The group has made sense 

of the other’s behaviour and thus the mimes become jointly understood and may be further 

used within the game or transformed into something similar. Meaning is therefore not 

something that is understood simply within the neurology of the individuals concerned, but 

rather emerges in diachronic fashion throughout the interpersonal communication. An 

enactive approach to analysing the generation of meaning therefore necessarily casts the 

unit of analysis wider than the individuals concerned and evaluates distributed systems of 

people, objects, and environments.   
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1.7 Summary – The role the ‘4E’ approaches to 
cognition play in this research  
This thesis provides a systematic account of how mental processing within business 

institutions may be understood in terms of distributed cognition. At times, businesses may 

exemplify distributed cognition as coupled systems can arise, comprising of different 

customers, employees, departments, stakeholders, environmental structures and 

artefacts, which when active, create novel cognition and emotional affect that cannot be 

reduced to any single person’s intercranial processing. This theoretically rich analysis is 

important for corporations: understanding business-orientated cognition and affect as 

emerging from and dependent upon continual interaction between individuals and 

business environments will impact institutions’ approaches to customer relations and 

internal employee communication. Being able to recognise a business’ material artefacts 

and environments, e.g., logos, products, shops, and office spaces, as well as non-physcial 

cognitive structures, e.g., internal hierarchies and narratives, as possible parts of coupled 

systems will elevate their importance and may recalibrate what the institutions consider to 

be most worthy of further development.  

This is where the 4E approaches to cognition can help. Embedded approaches to 

cognition can provide insight into how institutional environments can support the cognitive 

and affective mental states of customers and employees. Enactivism can further shed 

light on how as cognitive agents, we make sense of the world around us, and in business 

settings, participate in the joint creation of meaning. Finally, extended approaches can 

isolate artefacts and structures, and via counterfactual reasoning, illustrate the constitutive 

role these can play in the elicitation of specific mental states. Moreover, owing to recent 

developments in the literature, it can enable discussions of business institution as a mental 

entity and demonstrate the integrated and complementary role it can play in the customer 

and employee thought. The following chapter now argues in favour of the mental institution 

as recently conceptualised. 
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2 The mental institution: what it is, 
and what it is not 
2.1 Introduction  
Chapter 1 explored how individual technological artefacts and environmental structures 

can extend our mental capacities and offer new cognitive possibilities that are otherwise 

unavailable to us. The thesis endorsed by this research is that environmental artefacts 

can scaffold cognition and at times extend the mind beyond the biological boundaries of 

the individual. It seems plausible that Clark and Chalmers’ (1998) original conception of 

extended cognition can be expanded to consider the possibility that social institutions 

themselves, such as business, the legal system, educational institutions (Maiese, 2021) 

and religious groups can function as part of the subvenient base for an individual’s 

cognition in similar ways to individual, “hand-held conveniences” (Gallagher & Crisafi, 

2009, 45). If true, cognition is no longer just individually extended, but rather socially 

extended. This chapter concerns itself primarily with third wave extended mind theories, 

and builds upon the enactive idea of social affordances: how can one’s social environment 

offer new forms of cognitive possibility?  

Just as a notebook (Clark & Chalmers, 1998), calculator or ‘Reminders App’ can afford 

extending our capacity to remember accurately or perform calculations, Gallagher (2013, 

4) argues that our encounters with one another, especially those that happen within the 

context of institutional procedures or social norms, can provide “structures that support 

and extend our cognitive abilities”. Admittedly, this is a liberal view, and Gallagher (2013, 

4) acknowledges this himself. Yet it is arguably a natural progression of extended mind 

theory. It conceptualises cognition as involving enactive processes, for example, social 

affordances, and therefore expands the scope of extended cognition beyond the confines 

of functional supervenience, according to Gallagher (2013, 4) at least.  

This chapter assesses the credibility of the social extension thesis as conceptualised by 

Gallagher (2013, n.d.) and Gallagher and Crisafi (2009). It argues that Gallagher’s notion 

of the mental institution has philosophical significance and is a natural development of 

Clark and Chalmers’ (1998) proposal. Yet, the current format of his proposal leads to some 

unwanted complications; these can be remedied by adjusting the parameters of what 
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counts as a vehicle of cognition. This is not to reject the credibility of a mental institution, 

but rather soften the claim so as to avoid scepticism from critics such as Menary (2013).  

Firstly, this chapter explores the developmental trajectory of social extension theory, 

moving away from the strict parameters of Clark and Chalmers’ (1998) paper. It explains 

how, rather than expanding the concept of cognition, the parity principle actually confines 

cognition to representational information, e.g., beliefs and calculations. Other forms of 

cognition may therefore be excluded, and if one understands cognition as an active 

process rather than as static mental states, the parity principle would fail to recognise 

these enactive engagements with the environment as cognitive.  

Secondly, this chapter studies Gallagher’s (2013) concept of the mental institution. It 

explores his argument for why law is a mental institution and suggests a further condition 

of ‘intentional manipulation’ is required to establish an extended claim. Following 

Gallagher’s thinking, further examples of different types of mental institutions are offered: 

museums, religious institutions, and businesses. Nevertheless, despite Gallagher’s 

counterfactual reasoning (i.e., without the environmental artefact/institution, there would 

not be certain cognitive instantiations) which permeates extended mind literature, this 

analysis equally notes how Gallagher frequently uses terms such as ‘distribution’ and 

‘scaffolding’, which may be suggestive of a more embedded understanding of cognition.  

Thirdly, the limitations of Gallagher’s proposal are noted. The main problem Gallagher 

faces regards his insistence on describing the relationship between the mental institution 

and the cognizer(s) in terms of supervenience. Arguably, the consequences of this 

position are untenable and again lead to problems of a cognitive bloat (Sprevak, 2009). 

Equally, arguing from an evidential basis, this chapter suggests that a supervenience 

relationship is too strong to characterise one’s dependence on the mental institution when 

problem solving.  

This chapter concludes with an analysis of my modified explanation of the mental 

institution; the institution itself does not extend the mind, but the practices and artefacts 

within an institution do. A distinction is therefore made between the immediate, subvenient 

base of one’s cognition and what one may describe as ‘background conditions’. 

Importantly, whilst this may be seen as a step away from extension, it still falls within the 

boundaries of what we can define as ‘distributed cognition’. This modified version of 

Gallagher’s mental institution forms the basic model of how individuals can engage with 
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large bodies of knowledge, which are comprised of participants, artefacts, rituals, 

expectations and norms, to name a few. In the following chapters, this model of the mental 

institution underpins my analyses of how various elements of business institutions can 

extend the mind and informs my judgements regarding whether cognitive acts are 

extended (i.e., partly constituted by an institutional artefact), embedded (i.e., influenced 

and supported by institutional schemas) or internal, in-the-head processing.  

2.2 Gallagher: Moving beyond the confines of the 
parity principle 
As discussed already, extended mind theory challenges the Cartesian idea that cognition 

is something that occurs within the skull (Arnau et al., 2014). In doing so, Clark and 

Chalmers (1998) suggested the parity principle to help determine when information that 

was partially processed externally to the head could be considered as an extended 

cognitive system. They formulated this first wave of extended mind theory as follows:  

“If, as we confront some task, a part of the world functions as a process which, 

were it to go on in the head, we would have no hesitation in recognizing as part of 

the cognitive process, then that part of the world is (so we claim) part of the 

cognitive process.” (Clark & Chalmers, 1998, 8) 

This principle suggested that external processes could count as ‘cognitive’ only if the 

process could be imagined to be happening purely inside the head. The external process 

in question had to conform in some minimal way to what would normally happen internally; 

for example, Otto remembering the location of MoMA with the help of a notebook is 

analogous to him remembering with the help of a chip implanted in his brain, and 

functionally identical to Inga remembering with her biological memory alone. Parity 

enables us to think of cognitive processes as extended; it shows how we can enhance our 

cognitive performance using various apparatus (like books, calculators) and technologies 

(like smartphones, GPS), yet nevertheless characterises cognition as something that 

principally is brain-centric (Di Paolo, 2009, 11; Wheeler, 2011). Therefore, whilst Clark 

and Chalmers’ initial conception of extended mind was designed to free us from what 

Clark (2008a, 77) calls our ‘‘biochauvinistic prejudice’’ by suggesting we can run our 

information processing on extra-neural vehicles, the principle limited these extended 

mental processes to the kinds of things that fit relatively easily within conservative models 

of cognition that typically focus on things like memory, calculation, and judgement.  
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Gallagher (2013, 5) therefore notes that the “controlling conception of the mind that guides 

this analysis, then, is that the mind is constituted by beliefs, desires, and other 

propositional attitudes”. This however, is a very narrow understanding of cognition. If one 

thinks of cognition in terms of enactive cognitive processes and activities, i.e., diachronic 

information processing that takes place over a long period of time, rather than just in terms 

of synchronic mental states or contents (i.e., beliefs, information), then the parity principle 

and associated trust and glue conditions (Clark & Chalmers, 1998, 17) fail to account for 

all forms of cognition. Cognitive tasks such as judging, calculating or problem solving do 

not take place statically, but rather evolve and develop over time. The word ‘statically’ is 

used here, as this mirrors Clark and Chalmers’ (1998) characterisation of a mental belief 

state. When referring to Inga, they state, “The belief was sitting somewhere in memory, 

waiting to be accessed” (Clark & Chalmers, 1998, 12), similarly to Otto’s belief sitting 

statically within his notebook. And this allusion to static (yet extended) dispositional beliefs 

is very different to cases where reciprocal engagement with artefacts helps to develop 

‘new’ cognitive content. The phrase, ‘new cognitive content’, refers to the kinds of 

cognitive processes that in principle may not be possible to do intercrainally. These 

processes require online interaction with external artefacts in order to be actualised. 

Gallagher and Crisafi (2009, 47) suggest that these diachronic cognitive processes are 

the sort of thing “that we would have a hard time conceptualizing as something we could 

even refer to using the phrase ‘if it were done in the head’”.  

One may question the idea that these diachronic processes of judging, interpreting or 

problem solving are really so different to the case of Otto’s notebook. After all, Clark and 

Chalmers (1998) strengthen their claim by referring to coupling; namely that “All the 

components in the system play an active causal role, and they jointly govern behaviour in 

the same sort of way that cognition usually does” (Clark & Chalmers, 1998, 8). For Otto, 

“the inner and outer features have a mutually constraining causal influence on one another 

that unfolds over time” (Menary, 2010b, 4); and this allusion to ‘unfolding over time’, could 

simply refer to Otto’s journey to MoMA. Yet still, there is a fundamental difference, for 

Otto, the cognitive content (i.e., where the museum is located) is already fully formed. In 

the cases described in the following, the content emerges over time and therefore is not 

simply content which, if it “were… [found] in the head, we would have no hesitation in 

recognizing as part of the cognitive process” (Clark & Chalmers, 1998, 8). Therefore, 

whilst this may appear to be a very strict reading of parity, Clark and Chalmers’ discussion 

of coupled systems already moves beyond the first wave.  
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I agree with Gallagher and Crisafi (2009, 46) that the parity principle and the associated 

glue and trust conditions are not necessary criteria that apply to all cognition. If cognition 

really is dynamic and interactive (i.e., containing an enactive component), then it is hard 

to see how parity can be a suitable tool to make a final judgement regarding an extended 

system’s cognitive status. The initial criteria provided (Clark & Chalmers, 1998, 17) is not 

only too conservative, but misplaced. Gallagher (2013, 5) notes that each of the glue and 

trust conditions involves matters of degree; certain technologies may well help one to 

solve a problem, yet not be reliably available or easily accessible. Imagine for example 

that, rather than trying to remember where MoMA was located, one was excavating in The 

Valley of the Kings for a long-lost Egyptian Tomb. An archaeologist’s belief that the tomb 

is there may supervene in a temporally extended way upon a complex web of information, 

excavations, books, and previous finds. This body of information may take days to sift 

through before a possible location can be determined. Yet, if some part of the 

archaeologist’s cognition supervenes upon these processes, it shouldn’t matter how long 

it takes to solve the problem. But the complexity of the topic and the time necessary to 

process this information, nevertheless puts pressure on these resources’ accessibility and 

availability (Gallagher & Crisafi, 2009, 46). Equally, certain archaeological notes may not 

be automatically endorsed, yet can supplement one’s problem solving, for example, by 

helping one to think in alternative ways and reconsider one’s approach. Essentially, the 

failure of an artefact to live up to the glue and trust conditions should not automatically 

disqualify it from counting as a part of the cognitive process.  

What this example does suggest, however, is that large bodies of resources such as a 

business institution can support a cognitive agent. Gallagher (2013, 5) notes “certain 

institutional or collective practices that support my cognitive performance may introduce 

greater stability than is available in a single biological system”. And it is to this notion of 

institutional support, that this analysis now turns.  

2.3 Gallagher’s mental institution  
The following argues for a far more liberal interpretation of the extended mind thesis, 

moving quickly away from first wave discussions. The explanation of the mental institution 

was separated from the previous ‘3-wave’ analysis for two specific reasons. (1) The 

previous chapter was designed to provide an overall picture of the state of distributed 

cognition literature. This chapter offers a far more detailed exploration. Yet, 

contextualising this debate was necessary as the concept of the mental institution draws 
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upon literature and ideas found in the second wave, namely that of integration and 

complementarity. It agrees with the “second-wave in taking material culture to be 

transformatory of what humans can do as thinkers” (Kiverstein & Kirchhoff, 2019). Yet, 

third wave ‘institutions’ understand this transformatory process as a reciprocal and 

ongoing meshing of the human mind with material tools, technologies, cultural norms and 

practices that therefore dissolve the agent’s cognitive capacities into a coalescence of 

biological abilities and institutional practices (Kiverstein & Kirchhoff, 2019). (2) Rather than 

providing a general taxonomy of aspects of the third wave, this chapter specifically deals 

with the suggestions of Gallagher (2013, n.d.) and Gallagher and Crisafi (2009), offering 

an analysis that leads to a reconceptualisation of the mental institution. This chapter 

therefore creates a novel template of how a mental institution should be understood. This 

template is then used throughout the remainder of this thesis.  

To begin, one must define a mental institution. Gallagher (2013, n.d.) suggests that certain 

social institutions can be considered ‘mental institutions’ in that they can help a cognitive 

agent complete a certain mental task. Following counterfactual reasoning, they can do 

this because without the institution, specific classes of cognitive processes would simply 

not exist. Minimally, they are to be understood as the enabling conditions for specific 

cognitive acts, and most liberally, they can be understood as constitutive of those 

processes (Gallagher, n.d.). There are many examples of mental institutions, including 

legal systems, educational systems, businesses and charitable organisations, political 

parties and cultural institutions such as art galleries or museums. Gallagher (2013, 6) 

provides two criteria for the mental institutions. In every case of a mental institution, it 

includes, 1 – cognitive practices that are produced in specific times and places, and 2 – 

is activated in specific ways that extend one’s cognitive processes when one engages 

with them; namely, it boosts one’s cognitive capabilities when individuals interact in mind-

enhancing ways with specific institutional practices or are enactively coupled to them in 

“the right way” (Gallagher, 2013, 6) 

The default example Gallagher (2013) provides is the legal system. When one thinks 

about law, one naturally thinks about how agreements are made between individuals. 

Over time, relationships and agreements develop and become more complicated, thus 

necessitating that these agreements are legalised via contracts. Gallagher (n.d., 4) 

recognises the externality of these contracts. They are relational, involving multiple parties 

and, “in some real sense an expression of several minds externalized and extended into 

the world” (Gallagher, n.d., 4). A contractual agreement is not internally represented within 
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the mind of any single individual but is rather a structural feature of the environment that 

influences, contributes to, and shapes what is cognitively afforded by cognitive agents 

who participate in this ‘institution’. One may refer to this institution as a ‘conceptual 

schema’ (Oltramari, 2012). Again, Gallagher uses counterfactual reasoning, stating that 

this institution of contract building does more than guide our social reasoning in situations 

where individuals agree on certain terms, it actually enables one to think in ways that are 

not possible without such an institution. The institution of contract writing therefore 

becomes a tool that accomplishes certain tasks, e.g., it can force an agreement or 

reinforce behaviour by demanding that conditions are met, or it can solve the problem 

when one party within the agreement fails to maintain their end of the deal by providing 

non-negotiable terms (Gallagher, n.d., 4).  

There are immediate affinities between characterising contractual agreements as an 

institutional practice that extends cognitive activity and Clark’s (2005) extensive 

discussions regarding how language supports and expands our cognitive capabilities, 

whilst simultaneously constructing and framing the ways in which one cognises. In both 

cases, the external cognitive scaffold provides a structure that supports cognition, yet also 

limits its possibilities and directs the cognition in specific directions. The cognitive scaffold 

both enables and limits the cognition8. 

Let us begin the discussion of law as a mental institution with a common sense 

understanding of a judgement. A judgement such as ‘X is bad’ is a mental state, a 

subjective characterisation of X. And moreover, it is intentional: it is about X, the 

judgement is directed at object X. Normally, one expects this mental process of judging X 

as bad to be contained internally, yet there are of course, some types of judgement that 

depend on extra-neural processes or practices that shape their development or allow for 

the ‘judger’ to comprehend, assess, manipulate and manage a vast body of knowledge 

that cannot be processed purely with the head. Within the institution of law, examples are 

commonplace. Gallagher (2013, 6) states that the processes by which a judgement is 

made depends on “a number of people remaining cognitively engaged with a body of law, 

the relevant parts of which come to the fore because of the precise particulars of the case, 

as the proceedings develop”. During a court case, the judge is not detached from the 

courtroom whilst making her decision, but rather engages with the apparatus available to 

 
8 A thorough discussion of Clark’s (2005, 2006) understanding of language is dealt with in the following chapter.  
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her to aid the judgement. Evidence is presented, a jury is consulted, and testimonials are 

discussed; the cognitive process follows a set of rules that the system (i.e., institution of 

law) has established, not only here, but over time based on previous discussions, 

agreements and precedents. The wider institution of law, for Gallagher (2013, n.d.) 

therefore constitutes part of a judge’s decision when sentencing the accused. 

This understanding of distributed judgements permeates the mental institution of law. 

Gallagher asks us to imagine three different scenarios, and question how much cognition 

takes place in each. In the first situation, a person, Alexis, is given some facts and 

presented with a collection of evidence. She is to judge the legitimacy of a certain 

allegation raised based solely on her own subjective sense of fairness and must weigh up 

all the evidence in her own head. During the process, Alexis can extract three questions 

about evidence that she may try to answer in order to make her decision (Gallagher, 2013, 

6). 

In the second scenario, the same evidence is again presented, and she has the same 

task; however now, the three questions have been provided by experts and supplemented 

with possible answers from which she may choose. Importantly, it is still Alexis who has 

to decide what principles to use when exploring the questions and reaching her 

conclusion, but she has outside support who have specified the kinds of questions and 

considerations she should address (Gallagher, n.d., 5). 

In the final scenario, Alexis’ freedom to make her independent judgements is limited. As 

in the second scenario, she is again presented with three questions, but now, she is not 

free to determine her own principles by which to answer them. There are now also 

preestablished rules that specify that she can only answer the questions provided in the 

affirmative or negative. The possible answers are limited, and Alexis cannot formulate her 

own alternative answers.  

Gallagher’s answer when asking how much cognition is present in each case is simple: 

“all three cases are similar in respect to cognitive effort” (Gallagher, n.d., 5). In the first 

instance, Alexis is the sole cogniser, performing all cognitive tasks in her head. In the 

second case, one may suggest there is less cognitive effort on her part, as she has been 

provided with a set of questions to inform her decision, and in the third scenario, her effort 

is again reduced; her decision making is constrained by guiding rules that have 

established the questions she can ask and the answers she can give. Gallagher and 
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Crisafi (2009, 48) further suggest that the experts may equally exert less cognitive effort 

in supporting Alexis as they themselves are simply informing her of the rules of law itself, 

they have not had to decide upon these themselves. Therefore, in none of these cases 

can the cognition of Alexis be reduced to intracranial processing alone; her judgement is 

distributed across multiple channels, including herself, the experts, the rules, the 

precedents and the evidence presented. In fact, the cognition is socially extended across 

the legal institution in every case according to Gallagher (2013, 6), as even in the first 

scenario, Alexis is presented with evidence and given a predetermined task.  

I must note here however, this is a very liberal interpretation of the three scenarios. If we 

think back to the case of Otto and Inga, Clark and Chalmers (1998) do not suggest that 

there is an equal amount of extended cognition in the case of each character, but rather 

that there is a functional parity between how they remember. This is an important 

difference from the case of Alexis here, as Gallagher suggests, even though the 

judgement is done entirely inside Alexis’ head, it is still a case of socially extended 

cognition as the task given to her is socially constructed – she is given evidence and told 

what to do. But one could say the same about Otto and Inga. Both are tasked with going 

to MoMA and therefore prescribed a job. Yet this is not where the claim of extension arises 

from, rather it comes from how these individuals engage with the environment to process 

the information. Providing information or a task, i.e., providing the content of cognition is 

not automatically to extend cognition. If one was to say ‘think about an elephant with six 

legs’, the image in one’s mind was created internally, even though one’s thought was 

inspired by an outside source. Equally, cognition is not extended every time you see 

something. Seeing a glass causes one to create a mental representation of a glass in 

one’s mind, but the glass itself is not constitutive of that mental state. It is not a subvenient 

basal condition of that mental state and therefore ‘seeing a glass’ is not a case of extended 

cognition. Therefore, it is not consistent for Gallagher to claim both that “In the first case 

Alexis does all of the work in her own head” (Gallagher & Crisafi, 2009, 47) and that Alexis’ 

cognition is “socially extended across the legal institutional practices in all the scenarios” 

(Gallagher, 2013, 6). 

Admittedly, this may appear a very minor criticism; perhaps Gallagher expects Alexis to 

interact with the evidence, forming questions, judgements and making assumptions as 

she looks through the various documents. Perhaps she highlights particular sentences of 

typed statements and refers back to those whilst looking at photos of the crime scene to 

help inform her judgements. This first scenario may in fact be far more interactive than I 
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give credit, but Gallagher (2013, 6) does say Alexis is “weighing the evidence entirely in 

her own head”. Therefore, I am inclined to suggest his claim of social extension rests 

purely on the fact that the mental institution of law has set up the situation such that Alexis’ 

job is to make a judgement; the situation demands that type of cognition. And if so, this is 

a very general claim, and does not require the interactive integration, couplings or 

intentional engagement that we have become accustomed to hearing. Imagine you are 

walking along, and suddenly there is gunfire; you are likely to immediately search for an 

exit, and the situation is set up such that this is the cognition that is demanded of you for 

your survival. Similarly to Alexis, in this scenario, here one is “presented” with a situation 

and a “predetermined task” (i.e. – escape) is demanded. And it is this notion of 

‘presentation’ that led me to note the fundamental difference between the vehicle of 

cognition and the content of cognition. If Gallagher wishes to point to the content of 

cognition as the reason for an extended claim, this will invariably lead to problems of a 

cognitive bloat (see previous chapter) and could thus damage the consistency of his 

claims of institutional extension.  

Perhaps Gallagher uses this example because he wants to emphasise that Alexis is 

already engaged with the institution of law at this basic level. I presume Gallagher would 

suggest Alexis is coupled with the ongoing workings of the legal system (and thus 

extending her cognition), simply because her making a legal judgement is only that 

because of that situation, i.e., the law system. Yet others (Adams & Aizawa, 2001; Rupert, 

2004, 2010), just like my later arguments in this chapter, would be inclined to suggest the 

institution only plays the role of ‘background conditions’ in this first example and perhaps 

‘scaffolds’ the niche9 within which Alexis is embedded. As Gallagher has set this example 

 
9 A ‘niche’ most simply put, is the environmental conditions surrounding an organism. Niche construction is 
therefore the process by which an organism or human alters its immediate environment. Examples include, building 
nests, burrows or creating more shade. Thompson and Stapleton (2009, 25) state, “even the simplest organisms 
regulate their interactions with the world in such a way that they transform the world into a place of salience, 
meaning, and value. This transformation of the world into an environment happens through the organism’s sense-
making activity”. The fundamental point is that, similarly to a beaver which builds its dam to create stiller waters in 
which it can live, humans can create cognitive niches which simplify and support their lives. Tooby and DeVore 
(1986) first proposed the term ‘cognitive niche’ to explain the patterns of zoologically unusual features of 
modern Homo sapiens without resorting to elaborate evolutionary mechanisms (Pinker, 2010, 8993). The core of 
the argument suggests that our neurologically-evolved cognitive abilities are insufficient on their own to explain 
how we develop higher-order cognitive capacities (Menary, 2013, 27). Essentially, our capacities ‘overreach’ our 
biological makeup. As humans developed, cognitive functions were carried out within the cognitive niche that was 
co-created by humans. Language development and the use of numbers are simple examples. These norms 
became a “part of the human cognitive repertoire” (Menary, 2013, 27). Subsequent generations then inherit 
“information, knowledge, representational systems, skills, tools, artefacts, norms, apprenticeship and teaching 
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up in a way where she is not truly engaged with the materials the institution offers, 

cognitive extension via a mental institution therefore should be understood as beginning 

in the second scenario described. 

That is because these latter scenarios display some level of deliberate engagement on 

behalf of Alexis. There is a purposeful intent of Alexis to use the guiding rules and 

questions to support her cognition. I make this remark as the example of Otto (Clark & 

Chalmers, 1998) seems to imply Otto somewhat intends to aid his cognition by way of the 

notebook, using it as a ‘tool for thinking’. Therefore, recognising a use of the external 

artefact, namely its affordances, and intentionally engaging with it, via manipulation, 

seems necessary to promote an extended view. Arguably, claims of extension demand 

some level of intentional act on behalf of the cognitive agent. In this thesis, an ‘intention’ 

is firstly understood as on-line. Following Brentano’s (Brandl, 1996; Brentano, 1874) 

philosophical position, this paper says that intentionality is the aboutness, directedness or 

reference of mind (or states of mind) to things, objects, states of affairs, or events (Siewert, 

2017). If one thinks about a cello for example, something in one’s mind picks out a cello. 

If one talks about a violin, something in one’s speech refers to a violin. Equally, 

perceptions seem to be directed at things one perceptually encounters or experiences in 

the environment. The previous chapter has already explained how environmental objects 

afford certain interactions and thus their affordances are intended in one’s immediate 

perception of those artefacts. Therefore, the possible manipulations and uses of an 

environmental artefact are bound up in immediate, on-line intentional engagement. 

Interactions with resources need not be planned via off-line disengaged reasoning, but 

rather can be intended in a direct, immediate sense. And it is this purposefulness, this 

online engagement with a resource’s affordance that both motivates and grounds 

extended claims.  

In the second and third scenarios, the rules Alexis is given have been pre-established 

within the legal system and “instituted by previous practice” (Gallagher, 2013, 7). The 

various responses Alexis can give, along with the guiding rules the experts give her are 

stored within the legal system that has established these rules over time. They have been 

 
methods and many other cultural processes and products” (Menary, 2013, 28) which all together form the cognitive 
niche in which each individual is embedded.  
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formed during previous cognitive processes and maintained through “textual, 

technological, institutional procedures or cultural practices” (Gallagher, 2013, 7). 

Therefore, when considering the system whole, the third case illustrates the greatest 

amount of cognitive effort in a distributed sense, because the now established rules were 

created during processes that were cognitive, even though there is now less effort on the 

part of the experts and Alexis. In the third scenario, the entire system is cognitively active, 

unlike the first example, where cognition is limited to Alexis’ intercranial processing. The 

overriding point Gallagher aims to make is that in the second and third case, categories 

and concepts Alexis would have needed to create in her head, were explicitly provided by 

external sources. In this way, some of the cognitive work that she engaged with was 

processed extracranially. Precedents and rules for example, i.e., the institutional artefacts, 

do “real cognitive work” (Gallagher & Crisafi, 2009, 48). 

Here, it is important to note that Gallagher (2013, 7) is talking about a “distributed” 

understanding of the task as this foreshadows my subsequent criticism of this view. 

Gallagher says the judgements that are made are “not necessarily confined to individual 

brains…” but rather “emerge in the workings of a large and complex institution” (Gallagher, 

2013, 7). However, a distributed understanding of this cognitive activity does not 

necessitate a cognitive extension. The term distribution can equally apply to an embedded 

account. 

Nevertheless, Gallagher employs terminology from extended mind theory to make the 

case for an extended system. He states, “these judgments and legal proceedings are 

cognitive processes that then contribute to the continued working of the system in the form 

of precedents” (Gallagher, 2013, 7). What he therefore proposes is akin to a self-

regulatory system where elements of the institution reflect back upon themselves to further 

bolster the entire system. These feedback loops follow the same patterns Clark and 

Chalmers (1998) previously described. Otto’s notebook caused him to perform certain 

tasks, which in turn, led to further alterations in his notes, leading to further actions. Rather 

than unidirectional causality, Gallagher once again proposes bidirectional causal coupling. 

The mental institution is upheld via reciprocal feedback loops.  

When characterising the cognition in this way, Gallagher’s (n.d.) fourth scenario is a 

powerful example. He imagines another person, Alex, who attended law school: 
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“Alex… has gained a certain expertise in legal matters. When faced with precisely 

the same situation as Alexis in (1), - i.e., left on his own resources to formulate a 

judgment about a certain state of affairs – his resources allow him to organize his 

judging processes using precisely those questions, possible answers and rules 

provided by the legal system in (3)” (Gallagher, n.d.) 

Returning to a parity explanation, Gallagher suggests that if we can recognise the kinds 

of processes that Alex performs internally as cognitive, then the processes that Alexis 

engages with should also count as cognitive, as the only difference is that some of these 

processes are instituted in the system and only available to her externally. This arguably 

is an identical argument to Clark and Chalmers’ case of Otto and Inga; using an 

explanation that leans on the functional similarity between internal and external vehicles 

of cognition, Gallagher (n.d.) successfully extends the cognitive work of Alexis out into the 

mental institution.  

For Gallagher (2013), even a highly trained attorney who appears to perform all her 

cognitive reasoning internally is coupled to the mental institution of law. What she does, 

and what makes it the type of cognition that it is (i.e., legal reasoning, judgement), depends 

on not only the fact that she has previously engaged in the workings of the legal systems 

(i.e., during training at law school to develop her cognitive abilities by following specific 

practices of that educational system, and subsequent experiences of interacting with the 

institution (– her precedents)), “but on the ongoing workings of the legal system since what 

she engages in, i.e., the particular cognitive process of forming a legal judgment, is what 

it is only in that system.” (Gallagher, 2013, 7). 

An attorney’s cognitive judgement can therefore be characterised as supervening upon 

the whole system of law. Without this large, complex system, the judgement could not be 

instantiated. Thus, it is a cognitive practice that could not principally happen intracranially. 

If a lawyer is required to make judgements about the legitimacy of certain claims or 

arrangements, they interact with the legal system and form coupled systems that allow 

new cognitive processes to emerge. The institution therefore becomes a subvenient basal 

part of the judgement and plays a role equally as fundamental as the lawyer’s neuronal 

structure. If the institution is disbanded, the cognitive competency of the lawyer would 

drop, just as it would if a part of the lawyer’s brain was removed (Gallagher, n.d.).  
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2.3.1 Summarising Gallagher’s mental institution 
For Gallagher, cognition is about solving problems and controlling behaviour and action 

and involves dialectical, transformative relations with the environment. The mind cannot 

be characterised as a repository of propositional attitudes and information, as Clark and 

Chalmers (1998) suggest: extended cognition demands more attention to relational 

interactions with the environment. When looking at the cognitive process itself, a dialogical 

process that is spread out over an extended period, one can suggest that we “extend our 

cognitive reach by engaging with tools, technologies, but also with institutions” (Gallagher, 

2013, 7). If Clark and Chalmers (1998) can justify claiming that a notebook is ‘mind–

extending’, law, through one’s use of legal practices and systems in argumentation, 

deliberation and judgement equally expands the mind beyond the arbitrary boundaries of 

the skin. Gallagher therefore proposes an enactive approach to understanding how one 

relates to and interacts with a mental institution. 

Gallagher’s (2013) mental institution has two characteristics. It includes cognitive 

practices that are produced in specific places at specific times. The mental institution is 

activated when one engages with it in productive ways and is thus enactively coupled to 

it appropriately. These institutions allow one to engage in cognitive activities one cannot 

do by relying on one’s biological neurology alone, or even on many biological brains. His 

proposal further suggests that cognition does not simply extend from the inside outwards 

to incorporate tools, technologies, and institutions, but can equally work from the outside 

in. The institutions, artefacts, and norms through which we think shape our cognitive 

processes, guide our thinking in specific ways, and could even elicit plastic changes in our 

neural structure (Gallagher, 2013, 7). 

2.4 Other examples of mental institutions 
The mental institution concept is not limited to law. Here, other forms of “extended sense-

making process[es]” (Slaby & Gallagher, 2015, 37) are suggested, beginning with 

Gallagher’s example of museums, religions and then introducing the concept of business 

orientated institutions.  

2.4.1 Exemplary mental institution – museums 
Gallagher and Crisafi (2009) suggest museums are able to orient, guide and extend how 

one thinks about the past by creating an environment that supports complex cognitive 
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schemas. They suggest “certain types of thinking and possibilities for actions wouldn’t be 

possible in the absence of this kind of cultural and social institution” (Gallagher & Crisafi, 

2009, 48-9). 

If we are to think back to Otto for example, it is possible to ask, what does Otto actually 

do when he reaches the museum? After all, it is via his coupling to external resources, 

that he has successfully found the museum. Thus, it becomes plausible that he continues 

to employ forms of coupled cognition upon arrival. Gallagher and Crisafi (2009, 49) 

suggest that inside the museum he continues to process information, learning new facts 

and developing his knowledge; these are cognitive acts that are processed in accordance 

with the different medias presented in the exhibitions. They propose that individuals who 

engage in this way with the exhibits become linked in “the right way with the paintings, or 

more generally with the museum, in a two-way interaction, and in a way that creates a 

coupled system that can be seen as a cognitive system.” (Gallagher & Crisafi, 2009, 49) 

There is an immediate possible problem with this kind of argument: claims to extension 

demand reciprocal interaction. In the case of the museum, how does the individual engage 

with the artefact, changing its form, composition or information so as to promote further 

cognitive changes? This question is challenging, do such interactions demonstrate bi-

directional causal coupling? Arguably, still yes: Otto is interacting with the museum by 

deciding what to read, inspect and where to go. His ‘manipulation’ of his environment 

depends upon how he moves through it, and it is these manipulated changes to his 

surroundings that continue to promote coupled cognition. In certain situations, interactive 

exhibits may even be used that are analogous to Otto’s interaction with his notebook.  

However, it is important to note that Gallagher and Crisafi (2009) do not feel the need to 

push the analysis to such a literal reading of extension, mirroring Clark and Chalmers’ 

case of Otto. Rather they suggest the museum “sets out its collection in a way that 

imposes certain rules about how we can think of what we see there”. Exhibitions, 

paintings, and artefacts can be ordered in chronological order, reducing the mental energy 

needed to comprehend the timeline of a certain era. Perhaps some exhibits are “set 

behind glass because the institution of art history has already developed a cognitive 

schema for considering some paintings to be more valuable than others”. Moreover, a 

visitor’s thoughts about these artefacts are constrained by these schemas in such a way 

that the visitor’s thoughts and evaluations of them follow these external rules of the 

institution, rather than arbitrary personal judgements (Gallagher & Crisafi, 2009, 49).  
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Upon returning home, it is possible a visitor wishes to converse with a friend about their 

experience and what they have learned. In such a case, a book bought in the museum 

shop may enable certain details to be recalled and following the parity principle, which is 

applicable here, one can argue this interaction is an extended cognitive process. For the 

museumgoer, these combined experiences create an understanding of the artwork that is 

not confined to the individual’s neurology and internal memory regarding his or her 

experience. The museum-goer’s experiences here and memories of their trip are 

scaffolded by cognitive schemas that the book, the museum, and the institution of art-

history imposes. Equally, these external factors may impose constraints upon the friend’s 

comments and prompt certain conversational cues which may supplement the museum-

goer’s understanding, eliciting richer memories and better formulations of their opinions. 

There is a far larger system to investigate here; a “socially constituted system, which 

includes museums, the paintings themselves, art historical scholarship, texts, and 

conversational practices” that help to run the cognitive processes that the visitor exploits 

for his or her personal understanding (Gallagher & Crisafi, 2009, 49).  

Gallagher and Crisafi (2009, 49) summarise this collective web of scaffolding features as 

follows;  

“…the various things and practices that constitute this system, are on a cognitive 

circuit—they are not only cognition producers, they are cognition produced. On this 

model, cognition is thought of as a set of processes that loop in and out of brains 

and social institutions that are designed with cognition in mind.” 

They conclude that as humans, we commonly rely upon processes that are larger than 

our own individual brains; we write books and build museums, “specifically for the purpose 

of communicating and storing information, controlling behaviour, and generating more 

knowledge”. As it is possible to accept the supervenience of cognition upon the notebook 

and individual, “it seems reasonable to say that it supervenes on the vehicle of the 

museum—an institution designed for just such purposes” (Gallagher & Crisafi, 2009, 49). 

It is this use of the phrases, “designed for just such purposes”, and, “specifically for the 

purpose of communicating… controlling behaviour” which is of particular interest for this 

thesis. Institutions are commonly designed to control and, as some would put it, ‘scaffold’ 

(Caporael et al., 2014; Gerson, 2014) our cognitive intelligence and behaviour.  
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Museums are just one further example of mental institutions offered by Gallagher and 

others. Equally, religions perfectly exemplify how cognition can be supported by the 

institution itself, both extending and constraining the types of thinking of its members.  

2.4.2 Exemplary mental institution – religion 
Krueger (2016) explores the mutually supporting relationship between religious cognition 

and material culture. We use a wide variety of artefacts to organise and enact religious 

practices and beliefs. Krueger suggests that taking the extended mind thesis seriously 

suggests that investigations of religious material culture are, simultaneously, 

investigations of religious thought and cognitive processes (Krueger, 2016, 237–238).  

Without explicitly exploring the mental institution here, Krueger (2016, 241) notes the 

similarity of his discussion to that of Gallagher’s (2013), explaining how Gallagher 

suggests even social and cultural practices such as political structures, religious rituals 

and legal systems play an important role in scaffolding an individual’s cognition by 

“encoding the complex web of historical narratives, memories, beliefs, and procedural 

knowledge collectively learned over many generations” (Krueger, 2016, 241). Within a 

religious institution such as the Catholic Church, there are many traditions, practices, and 

procedures. There are also funds available, the Pope, and other hierarchies that help 

guide people’s thinking in specific ways. The Bible itself contains lessons, rules, psalms, 

and teachings which act as a guide for Christians and help to scaffold how they see the 

world. Here, I do not intend to fully describe the different scaffolding features of 

Catholicism but offer one example by Krueger (2016) which first influenced considerations 

in Chapter 6, Store atmospherics and ‘affected’ shoppers. 

Krueger (2016) explored how the physical set up of the church (similarly to a court room) 

helps to direct and alter the cognition of those involved in the religious practice. He 

suggests that a Catholic confessional is a clear representation of how ideational and 

material factors interpenetrate in religious cultural artefacts. A confessional is an 

emotional artefact whose structure is designed purposefully; by placing practical 

constraints on emotional conduct and experience, it limits external distractions and 

invokes a sense of privacy and calm. Inside the confessional, it is an intimate space that 

encourages openness and trust between the priest and confessor. They are separated by 

a lattice which may further minimise the confessor’s embarrassment and preserve a sense 

of anonymity. In this way, the confessional functions as an “emotion-regulating bit of 



 62 

technology that simultaneously embodies and sustains values and practices (i.e., 

ideational factors) central to the Catholic faith” (Krueger, 2016, 249). This physical 

environment was designed with the idea of eliciting certain cognitive (and emotional) 

responses; it was designed with cognition in mind. The materiality of confessionals thus 

arguably helps to sustain core values and practices of this religious institution.  

The Catholic Institution (and more specifically the practice of confession) fulfils the criteria 

of the mental institution as set out by Gallagher (2013, 6). The cognitive practice of 

‘confession’ is produced in a specific time and place. This reflective look back over one’s 

recent actions is activated when we engage with the mental institution by attending the 

confessional. And Krueger points out, similarly to the above discussion regarding the 

spatial arrangements of the museum, the architectural structures of the institution help to 

shape the cognition that emerges. Thus, this practice fulfils the second criteria as well: the 

individual is enactively coupled to the institution in the right way. This is because the 

environment has been “manipulated to scaffold emotional responses and embody 

ideational factors. These spaces often are designed explicitly to evoke a variety of 

feelings—faith, hope, awe, love, compassion, and guilt— supported by various artifacts, 

practices, and arrangements” (Krueger, 2016, 249). 

This example shows how objects permeate institutions and support the cognition that is 

expected within that place. A full understanding of how artefacts support a mental 

institution therefore requires one to understand the values, needs, and expectations of 

those within the group. One must ask: what cognitive practices are needed or encouraged 

by the institution itself and how can objects function as cognitive vehicles to enable this? 

The artefacts discussed in later chapters exemplify this relationship: they are business 

objects that are truly “designed with cognition in mind” (Gallagher & Crisafi, 2009, 49). 

2.4.3 Introducing a new mental institution – business 
The materiality of a business is designed with a purpose. Later chapters explore how 

objects entice stakeholders, logos generate brand recognition, and shop layouts are 

designed to guide consumers’ focus. Chapter 3 specifically explores the possible avenues 

of discussion regarding mental business institutions, but here, I want to first note some of 

the internal complexities of a business, mirroring Gallagher’s (2013) example of Alexis to 

seed this idea of mental institutions as applicable to business.  
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Suppose a man, Bob, works in the marketing department of a large company, X, and is 

presented with a new product, P, that is soon to be released. Using the different scenarios 

Gallagher (2013, n.d.) presents of Alexis, one can see that the notion of mental institutions 

is equally applicable to businesses, as it is to law. Developing a marketing strategy is 

carried out via the cooperation of many people relying on external cognitive schemas and 

rules which are provided by the corporation itself, and in part, by the general institution of 

business itself. The cognition that is undertaken depends upon a large and complex 

system without which it could not flourish (Gallagher & Crisafi, 2009, 48).  

Firstly, suppose that Bob is simply given P and told to make a marketing campaign using 

his own intuition. No help is provided by X, he is a one-man team creating this new 

campaign. Perhaps even, he works from home on this project, and is therefore not 

immersed in X’s environment. To use my earlier phrase, he is ‘unplugged’ from X and 

therefore an independent marketer. Bob may mind-map the possible directions and 

perform market research before designing his campaign, but all of the decisions he makes 

are entirely his own, he is not guided by X in any ‘significant’ way. Of course, ‘significant’ 

is open to interpretation, and as noted in Gallagher’s own example, Bob’s cognition is still 

constrained by X, as it is X which has tasked Bob with this work. However, unlike the 

following examples, X does not provide Bob with support in making his decisions.  

In line with Gallagher’s (2013) examples, one can then imagine Bob works on his project 

with the help of an expert team, who help specify the kind of marketing that is appropriate, 

the target audience he might consider, or the theme he may want to pursue. After these 

initial discussions, Bob is again left alone to market P. Finally, one can imagine that Bob 

is not only able to discuss with a panel of expert marketers, but is also made aware of pre-

established rules that must be followed when marketing any product of X. Therefore, the 

possibilities of P’s marketing are limited. In this final scenario, Bob is not allowed to 

formulate methods of marketing that fall outside of the parameters set by X. In this case, 

the various methods, possible marketing techniques, and rules create ‘tracks’ along which 

the marketer’s cognition must run. Arguably, within businesses, these tracks are not only 

steering one away from marketing in ways that are perhaps racist, radical, discriminative, 

or socially unacceptable in other ways, but steering one directly towards a cohesive, 

overall campaign. Whilst there is variation between campaigns, the parameters set by X 

limit the scope and arguably, previous campaigns, projects and the past work of the 

company act similarly to the precedents Gallagher discusses in his own analyses (2013, 

7; n.d.), influencing how Bob interprets the project and considers possible angles. 
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Moreover, similarly to a lawyer, what Bob does depends not only on the fact that he is 

engaged with X in specific ways such as thinking about previous marketing campaigns; it 

also depends on the ongoing interactions with X as Bob’s actions of creating a marketing 

campaign for P only make sense and does just that, within the context of X as a whole 

(Gallagher, n.d.).  

This is not only hypothetical discussion, but directly mirrors personal experience. Working 

as a copywriter I am provided with "pre-established rules” (Gallagher, in press) that must 

be followed when writing an article. Furthermore, I can investigate how content had been 

written before and work from that material as a source of inspiration and guiding structure. 

Using previous articles as a guide is like Alexis’ use of precedents. The fundamental point 

is that the categories and concepts I work from are explicitly provided by external sources. 

In all these varying cases, “the individual brain performs some operations, while others 

are delegated to manipulations of external media’’ (Clark & Chalmers, 1998, 8). Moreover, 

as these cognitive tasks take place within a wider institution, cognitive acts can further 

depend upon “external mechanisms that may take the form of rules and cognitive 

schemas” (Gallagher & Crisafi, 2009, 48). And finally, it is this dependency claim that 

supports the argument for extended cognition: if we take away the external parts of these 

cognitive processes, “the system’s behavioural competence will drop, just as it would if 

we removed part of its brain” (Clark & Chalmers, 1998, 8-9).  

Essentially, this way of conceptualising our cognitive interactions with institutions requires 

one not to think of mind as a repository for propositional attitudes and information, but 

rather as dynamic processes that concern problem solving over longer time periods. As 

cognitive individuals, we are transformatively coupled to our environments and extend our 

cognitive capabilities through engagement with the tools and technologies the institution 

provides. These institutions are created via our own (shared) mental processes, or 

inherited as artefacts, constituted in mental processes already accomplished by others. 

Through one’s engagement with the institution, one becomes an integral part of the large 

web of cognitive capabilities, tools, know-how, schemas and artefacts that together make 

the institution ‘mental’: namely, able to support/ supplement cognition. Often, one’s 

interaction with the mental institution furthers future cognitive work. Gallagher (2013, 7) 

summarises this in the following statement: “These socially established institutions 

sometimes constitute, sometimes facilitate, and sometimes impede, but in each case 

enable and shape our cognitive interactions with other people.” 
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2.5 Reconceptualising the mental institution 
Gallagher (2013) makes a strong claim that institutions can become literal constituents of 

an individual episode of cognition. In doing so, he adopts a position similar to 

integrationism. Integrationists think mind extends via the practices of thought, learnt within 

a cognitive niche (Menary, 2013, 27). Gallagher endorses this proposal but wants to make 

a stronger claim as well, suggesting that these practices supervene on the mental 

institution (or as others may call it, the cognitive niche) itself.  

Therefore, Gallagher’s proposal is stronger: he suggests the institution of law itself, for 

example, constitutes some of the judges’ cognitive processing. This is because the mental 

institution constitutes the practices upon which the judges’ cognition supervenes. 

Gallagher’s argument can be summarised using the following logic:  

P1 – The practices within the institution supervene upon the institution  

P2 – A judge’s decision supervenes upon that practice,  

∴ – Therefore, a judge’s cognition supervenes upon the institution. 

The underlying idea once again relies upon counterfactual reasoning: without the 

institution, the practices of the institution would not exist, and without the practices, the 

cognition of the judge would not be possible. Gallagher’s (n.d.) fourth example 

demonstrated exactly this, exemplifying what we may regard as ‘institution-wide 

extension’. When Alex was faced with a situation, the possible questions, answers, and 

rules he could use to help his thinking are provided by the legal system. The legal system 

upheld these ‘tools’ so to speak, and therefore, by supervening upon the institution 

themselves, Alex’s cognitive interaction with these tools, such that they form a part of the 

subvenient basis of his cognition, effectively meant that his cognition supervened upon 

the institution of law itself. To understand why this is an unacceptable consequence of 

Gallagher’s mental institution, it must first be explained how supervenience relations 

operate and how they fit into extended mind theory. 

2.5.1 Supervenience relations 
The notion of supervenience is a key concept within philosophy of mind. Donald Davidson 

(1970) can be credited with being the first to bring this concept to centre stage. He 

suggested: 
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“[M]ental characteristics are in some sense dependent, or supervenient, on 

physical characteristics. Such supervenience might be taken to mean that there 

cannot be two events alike in all physical respects but differing in some mental 

respect, or that an object cannot alter in some mental respect without altering in 

some physical respect” (Davidson, 1970, 214).  

Kim (2006) explains that, for a higher-level mental property M to supervene on lower-level 

physical properties N1,...,Nn, if these lower-level properties are identical, then higher-level 

property M, must emerge each time N1,...,Nn are together, in identical configurations. 

Change to the mental characteristics of M, must be brought about by change to N1,...,Nn. 

The supervenience relation is not a causal relation: rather, it is non-causal determination. 

A comparison demonstrates this. Throwing a stone at a window causes the window to 

break. However, its breaking does not supervene on the throwing of the stone. Contrast 

this relationship with that of a painting’s beauty and the distribution of paint on the canvas: 

a painting’s aesthetic beauty is not caused by its basal properties, namely the 

arrangement of paint molecules, but rather its basal properties determine its aesthetic 

beauty. Consequently, the beauty emerges from the basal properties. There cannot be 

change to the beauty; M, without changes to the physical paint molecules; N1,...,Nn. This 

nomological claim is applicable to the mind-body relationship: the mind cannot change 

without change to the brain, (the basal properties). This is a law-like claim, a law of nature 

that governs the relationship between brain and mind. The formularised notion of this 

relationship is the principle of covariation. “If property M emerges from properties 

N1,...,Nn, then M supervenes on N1,...,Nn. That is to say, systems that are alike in respect 

of basal conditions, N1,...,Nn must be alike in respect to their emergent properties” 

(Jaegwon Kim, 2006, 550).  

Supervenience is the underlying notion of extended mind theory. Colombetti and Roberts 

(2015, 1245-1246) illustrate this in their statement:  

“Otto’s standing belief that the MoMA is on the 53rd Street, or better the material 

vehicles implementing this belief, can thus be seen as extended over his notebook; 

the supervenience base of Otto’s standing belief is not a brain process, but an 

extended system formed by Otto and his notebook.” 

Gallagher’s notion of the mental institution is built upon supervenience relationships. Like 

the statement above, he claims that a judge’s cognitive processing supervenes upon 
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certain practices and tools, e.g., books and precedents. But furthermore, these practices 

supervene upon the institution itself. I argue this is conceptually flawed and leads to 

untenable conclusions.  

2.5.2 The fundamental flaw of Gallagher’s mental 
institution 
Menary (2013) is sympathetic to Gallagher’s claim that we construct cognitive niches 

where we develop new, culturally endowed cognitive capacities. However, like myself, he 

rejects Gallagher’s further claim that extended cognitive practices supervene upon social 

institutions themselves, thereby making institutional extension a constitution thesis. What 

Gallagher inadvertently does is move from an exploration of cases where institutional 

practices support cognitive processes, to wrongfully claiming the cognitive practice in 

question is extended by the social institution. He attempts to endorse the integrationist 

model of cognitive practices, whilst claiming that these practices are a part of the mental 

institution, owing to their supervenience upon the institution itself. In the case of Alexis, it 

therefore follows that some of her cognitive processing is constituted by practices upheld 

by the legal system itself. And moreover, the processes and practices that take place in 

the legal system are constitutive of Alexis’ cognitive capabilities in that context.  

A cognitive practice should be understood here as a “genuine” component of our mental 

and cognitive capacities (Menary, 2013, 27). Otto for example, uses his notebook, 

bolstering his cognitive capabilities. A cognitive practice is therefore a dynamic, active 

process by which we think and complete cognitive acts. For the integrationist, practices 

like using books, notepads, the internet, or documented rules and regulations are genuine 

mental processes. However, “tools, artefacts, institutions, etc. are usually enabling or 

background conditions for cognitive processing” (Menary, 2013, 27). 

This may appear confusing at first glance as I have commonly used terminology such as 

‘tools’ and ‘environmental artefact’ – and suggested that these objects can extend 

cognition. However, there is a subtle difference between myself and Gallagher’s view. It 

is vital to recognise these external things as active components of individual instances of 

extended cognition, used as part of a cognitive or cultural practice, learned within the 

cognitive niche. Gallagher proposes an arguably static position: the institution itself 

extends the mind. And it thus remains questionable, how can you become reciprocally 

coupled to an institution itself? This static way of thinking, Menary (2013, 29) suggests, 
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most likely leads us to synchronic, supervenience style thinking. The integrationist 

perspective is most likely to lead to dynamical, process style thinking; cognition is spread 

out over time and so, analysis concerns the ongoing interaction with the object, rather 

than supervenient–subvenient relationships.  

Gallagher’s position and integrationist perspectives such as mine therefore diverge in a 

simple but subtle way: integrationists only “take social institutions to constitute the 

cognitive niche and they take cognitive practices to be the extensions of our capacities” 

(Menary, 2013, 32). 

2.5.3 Why can’t an institution be the subvenient base for 
a cognitive act? 
An institution, as commonly understood, is simply too large to feature as part of the 

subvenient basis of an individual’s cognitive act. An example of the BBC can help 

illustrate. Whilst someone may have certain beliefs about what has happened in the world 

because they see it on the BBC news, still, one cannot claim the BBC was a constitutive 

feature of that belief forming process. Yet it clearly is a social institution, and it does include 

cognitive practices in specific times and places that activate in certain ways that extend a 

person’s beliefs when they are actively engaged with it. Moreover, the individual’s capacity 

to form beliefs would indeed drop, in the absence of the BBC.  

So, if the BBC is a part of the basal constituents of this belief, this constitution must be 

understood in terms of supervenience. And, if the BBC constituted this belief, the cognitive 

agent’s “belief forming processes supervene upon the many cognitive processes of BBC 

journalists, editors and presenters” as they are all a part of this institution (Menary, 2013, 

32). Already this seems counter intuitive, yet furthermore, and perhaps most troublingly, 

as supervenience is an asymmetric relation, whereby changes to the supervening 

property (i.e., a person’s belief) only occur if there are changes to the basal properties: 

the BBC watcher’s beliefs can only change when cognitive processes inside the BBC 

change, e.g., the news reporters’ beliefs etc. (Menary, 2013, 32). 

This is flawed logic. A cognitive agent’s belief forming processes are independent of the 

cognitive processes of BBC news reporters. Whilst the “BBC is a source of information, 

opinion, interpretation and so on, which may inform [someone’s] beliefs about the world, 
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[it] does not constitute the supervenience base for [someone’s] belief forming processes” 

(Menary, 2013, 32). To make such a claim, is to fall directly into a cognitive bloat.  

Furthermore, whilst it is logically consistent that a mental institution’s subvenient basis 

could change without changing the cognition which supervenes upon it, (as covariation 

only entails there can be no change to supervenient entities unless there is change to its 

basal properties), it is nevertheless good evidence against a supervenience relationship 

if vast institutional changes occurred without somehow affecting the supervenient 

cognition. In the case of Alexis for example, it is easily imaginable textbooks are rewritten, 

court procedures change, and/or law’s ultimate aims of preserving order and justice even 

changed, yet these ‘subvenient basal changes’ do not affect her individual cognition 

regarding her decision to find defendant X innocent or guilty. For the regular evening news 

watcher, if it is possible that BBC reporters are recast, the news itself is broadcast in 

different ways, research at the BBC is conducted differently, and yet still, that individual’s 

belief forming processes remain indiscriminable, then it is likely their beliefs supervene 

upon something else other than the institution itself. If identical cognitive processes 

emerge in these cases despite vast institutional differences, it is questionable whether 

these mental institutions are part of the subvenient basis of these cognitive acts. If the 

institutions do change, and there is a supervenience relationship, the supervening 

cognition should most likely be different in the case of different basal changes. After all, if 

you make vast changes to the distribution of paint on a canvas, it is most likely you will 

somehow change qualities of the painting. Therefore, the possibility that institutions can 

undergo radical change without disrupting cognitive acts suggests intuitively, legal 

judgements, belief forming processes, and many other forms of cognition, supervene only 

on local conditions, namely specific cognitive practices of the cognitive niche, and not the 

wider institution as a whole.  

The idea of local conditions is paramount. As already stated, a mental institution can be 

comprised of vast social networks. These networks of embedded, learnt capacities are 

both temporally and geographically distributed. Gallagher’s frequent examples of 

‘precedents’ as an enabler of extended cognition means it can be questioned, ‘Do lawyers’ 

cognition extend 20 years back to the last time this type of case was discussed?’ His 

enthusiasm to provide a holistic understanding of ‘law’ leads to both temporal and 

geographical bloats: does a judge in Edinburgh, who for Gallagher, should be considered 

an integral part of this mental institution, partly constitute a judge’s decision made in 

Exeter, implying that his or her decision process extends from Devon to Scotland? Clearly 
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not, the Devon judge’s belief-forming processes are independent of many geographically 

distant institutional parts. Therefore claims ‘mental institutions’ extend mind are dubious; 

they create temporal/geographical cognitive bloats. A restricted, local analysis of basal 

constituents, focusing on individual practices, avoids such problems.  

Gallagher should respond to this criticism by suggesting that the BBC, the law, a business, 

or any other mental institution does not extend the mind, but the practices that take place 

within them do. As such, mental institutions can be considered as distributed systems, a 

position that has affinities with the model of distributed cognition proposed by Hutchins 

(1995). 

2.5.4 What is the metaphysical structure of a mental 
institution? 
Under this modified understanding of the mental institution, one must distinguish between 

immediate active components of an individual’s extended cognition, and the institution in 

its entirety. When Alexis is tasked with solving a case, or Bob is tasked with creating a 

new marketing campaign, they naturally complete their given tasks from within a cognitive 

niche that supports their cognitive capabilities. They are embedded within the institution, 

and an enactive, integrationist understanding of how they interact with the institution can 

explain their cognitive success. These are what one might term ‘scaffolding cognitions’; 

distal elements of the institution which feature in a complete understanding of the cognitive 

processes Alexis and Bob undergo. However, these institutional elements do not extend 

these individuals’ cognitive capacities. Only immediate practices, such as using a 

textbook, extend the cognition of the agent in question. My approach can be drawn as 

follows:  
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Figure 1: The metaphysical structure of the modified mental institution. 

 

The shaded boxes represent the spread of the extended analysis. Only the individual, the 

particular institutional practice of that mental institution and subsequent, supervening 

cognition (represented by the arrows) should be considered when discussing extension. 

The diagram above is identical to how one can draw Clark and Chalmers’ example of Otto: 

Figure 2: The metaphysical structure of an extended cognitive process. 

 

The only difference in the case of Alexis or Bob is that their cognition takes place within 

the context of a larger system. Whilst Otto’s use of a notebook allows him to independently 

overcome a cognitive deficit, Alexis and Bob are embedded within a social situation that 

prescribes or otherwise suggests a certain cognitive practice. Therefore, a full 

understanding of the coupled system must recognise this practice’s embeddedness within 

the wider social context, i.e., the mental institution. Figure 1 represents this by encircling 

all institutional practices under the common theme, “the mental institution”. Supervenience 

however is only relevant at the localised level: the coupling between MI Practice (1) and 

the Person and the resultant ‘boosted’ or extended cognition.  

However, Gallagher did not localise his analysis. With supervenience permeating all levels 

of his analysis, his mental institution could be drawn as follows: 

Mental institution - Practice 2Mental institution - Practice 1

Mental institution - Practice 3 Mental institution - Practice 4

Mental institution - Practice 5 Mental institution - Practice 6

Person

Cognition

The mental institution

Use of notebook Otto

‘Remembering’
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Figure 3: Gallagher’s model of the mental institution  

 

A full understanding of Alexis’ or Bob’s cognition for Gallagher, had to account for firstly 

how the cognitive processing supervened upon the person’s interaction with the 

institutional, and secondly, that practice’s supervenience upon the institution itself. This 

second level of supervenience saturated the analysis and implied that making changes to 

the institution was the only way any changes to the practices (and thus the extended 

cognition) could be made. This has been shown to be an untenable conclusion.  

2.5.5 Summative features of a mental institution  
This reconceptualisation of a mental institution still endorses Gallagher’s primary two 

criteria. Mental institutions include cognitive practices that are specific to a time and a 

place. Moreover, a mental institution can be activated in such a way that it extends our 

cognitive processes when we engage with it. Furthermore, employing the counterfactual 

conditional remains a good way to secure the relevance of the mental institution when 

considering coupled systems within it. It allows the analysis to be expanded beyond the 

confines of an object-agent coupling and incorporates into the analysis the institutional 

setting within which this coupled system is embedded. Bob for example, would not be able 

to perform his immediate tasks unless he was a part of the wider institution. The institution 

allows him to have the relevant objects/tools at his disposal in a way that another 

individual, who does not work in marketing, does not. Whilst counterfactual reasoning 

does not secure extension, it does secure relevance, and therefore it is employed as an 

argumentative strategy in this thesis.  

Commonly understood, an institution is simply a social structure in which people 

cooperate and which influences the behaviour of those within it. Hodgson (2006, 2) 

Person

Cognition

Mental institution - Practice 1 Mental institution - Practice 2 Mental institution - Practice 3 Mental institution - Practice 4

The mental institution
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defines institutions “as systems of established and prevalent social rules that structure 

social interactions. Language, money, law, systems of weights and measures, table 

manners, and firms (and other organizations) are thus all institutions.” Thus, there is a 

simple question: are there any institutions that are not mental institutions? Under my 

understanding, I would expect many institutions to qualify for that status. Organisations, 

language, law, economics, maths, and many more can all be described as ‘mental’ as 

they are organised in ways that engage and influence embedded individuals regarding 

how they think about particular tasks and cognise within that institutional content. 

Nevertheless, it is possible to imagine an institution so badly organised that it does not 

have the required structures in place to influence cognitive practices in this way. Suppose 

someone wants to create a university; therefore, they rent some buildings, give people 

titles of ‘lecturers’, and invite students to come to the buildings. They may create a logo, 

name the institution ‘Hurricane University’, and email everyone involved to say that they 

are now a part of this institution. Even though this is a named group, and someone can 

rightfully say whether they are a part of it or not, it cannot be characterised as a mental 

institution. It is unable to uphold specialised cognition that is only possible within that 

institution. There is nothing distinctive that sets it apart from those not included in the initial 

invitation. Over time, this of course can change, and the Hurricane University may begin 

to structure itself and thus elicit cognitive couplings from individuals that imply it has 

evolved into a mental institution. But in its raw, unstructured form, it is not. I say this only 

to demonstrate that one cannot assume all institutions are automatically mental 

institutions.  

Therefore, mental institutions must be structured in appropriate ways that enhance, direct, 

or otherwise influence cognition. So, does that in turn imply that all structured institutions 

are mental? It is likely, but further analysis is still necessary to determine whether all 

structured institutions do classify as mental institutions. Still, it is human nature to 

circumvent mentally challenging tasks and so the hypothesis is not unfounded. For this 

thesis however, it is enough to say that ‘mental institution’ is simply a term used to 

contextualise the discussion; how do mental institutions uphold business-specific 

cognitive processing via the structures and objects the organisation has at their disposal? 

2.6 Conclusion 
This chapter has explored Gallagher’s (2013) understanding of mental institutions. This is 

a liberal approach to extended mind theory that suggests social institutions can constitute 
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part of the supervenience base of the mind. Institutions enable agents to engage in 

cognitive activities unachievable purely intracranially. If one is justified in claiming the use 

of a notebook, calculator, or social structure can be mind-extending, equally, it is plausible 

an institution can extend the mind.  

However, the suggestion that the cognitive practices one uses to support one’s 

information processing within the institution supervene on the mental institution itself, is 

problematic. It implies an institution itself at times, constituted some of an agent’s cognitive 

processing, by constituting practices that individual’s cognition supervened upon. This 

conclusion leads to unacceptable consequences including temporal and geographical 

bloats and is counterintuitive to our expectations regarding supervenience.  

Concluding that mental institutions are not literal mind constituents has affinities with 

Sterelny (2010, 466). An institution, such as a business or corporation can provide many 

forms of cognitive scaffolding, but these scaffolds do not imply extension. Therefore, 

moving forward with this thesis, it is necessary to keep in mind the discussions from 

Chapter 1 and consider embedded and enactive interpretations of environmental 

couplings that do not require the metaphysical structure demanded of extended claims. 

The mental institution remains explanatorily powerful and provides context via 

counterfactual reasoning, but itself, cannot extend cognition. Its subcategories or 

individual practices however, can. Moving forward, this modified structure of the mental 

institution is mapped onto businesses and corporations.  
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3 Deconstructing the mental 
business institution 
3.1 Introduction  
The previous chapter has clarified the metaphysical structure of the mental institution and 

demonstrated that a business is a suitable candidate to be a ‘mental institution’. This 

chapter now explains exactly what is meant by ‘a business’ therefore what a ‘mental 

business institution’ entails. Firstly, it summarises what a business is and the possible 

different elements that constitute a business institution. This summation of the constitutive 

features of a business ultimately allows investigative questions to be proposed that this 

thesis answers in the subsequent chapters.  

In doing so, this chapter secondly separates the analysis of ‘business artefacts’ into four 

distinct forms. The subvenient institutional artefacts can be described as ‘internal facing’ 

or ‘external facing’. These terms refer to whether the institution’s subvenient structures 

and artefacts support cognition and affect internal to the business (i.e., employees’ 

cognition) or whether it supports or effects the cognitive activity of stakeholders in the 

wider environment. This approach moves this analysis beyond Gallagher (2013) as it now 

considers how the institution supports cognition in the wider environment: how does a 

business’ materiality affect cognition within members of the public? By questioning this, 

the level of analysis may be expanded again: are all stakeholders actually a part of the 

business in some way? These artefacts can also be considered as ‘material’ or ‘abstract’. 

Some features of a business, such as a company image or history, which are highly 

relevant to the elicitation of consumer options, are in fact substantially dissimilar to the 

material objects found in Clark and Chalmers’ (1998) original discussions of extended 

mind theory; these institutional ‘artefacts’ do not have the same tangible materiality.  

By distinguishing these four categories, it is apparent that abstract, or rather non-tangible, 

‘artefacts’ can play a crucial role supporting cognition within mental institutions. However, 

Gallagher’s (2013) paper, ‘The socially extended mind’, has not adequately accounted for 

how abstract artefacts can scaffold, support, and constitute cognitive acts. This chapter 

therefore thirdly explains this relationship and uses two forms of argumentation. Clark’s 

(2008a) analysis of language is initially used to frame this discussion. It is argued that 

company values, similarly to language, can scaffold corporate cognition yet, like language, 
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these abstract artefacts do not share the same physical status as Otto’s perceptible 

notebook (Clark & Chalmers, 1998). After this, it is suggested non-physical artefacts are 

supported by physical counterparts. Drawing on literature within affordances and 

affectivity, it is shown that institutional objects can give rise to intangible feelings, 

emotions, values and ideas, which operate as abstract artefacts within business culture. 

These abstract, institutional artefacts and structures can therefore feature as constituent 

parts of both employees’ and stakeholders’ cognition.  

Within business, just as within other mental institutions, individuals naturally engage with 

artefacts to support their cognition. Habits are formed. Fourthly, this chapter explores habit 

formation within institutional business and asks, how do habits effect the distribution of 

cognition? A small distinction between embedded and extended forms of employee-

artefact interaction is proposed, namely that habitual engagement demonstrates 

enhanced embeddedness within a company. 

Finally, this chapter summarises the overall discussions so far by formulating three 

interconnected research questions that guide the following chapters. One asks how 

internal facing artefacts support employees’ cognition, a second questions how external 

facing artefacts can support stakeholders’ cognition, whilst the third considers how the 

mental institution itself is sustained via feedback loops. This chapter marks the end of 

purely theoretical discussions and therefore these questions guide the approach to the 

subsequent, grounded analyses of different institutional artefacts.  

3.2 What is a business?  
Before continuing, I want to note the breadth of this discussion and clarify exactly what is 

meant by a business. A common sense understanding of ‘a business’ is used in this thesis, 

defining it as an organisation or enterprising entity that engages in commercial, industrial 

or professional activities. For me, ‘family resemblance’ is enough to understand the overall 

concept of business. Here, I present some general principles of what a business consists 

of. Businesses are organisations or enterprising entities. Generally speaking, they engage 

in commercial, industrial or professional activities. Pride et al. (2009, 9) summarise the 

nature of a business as “the organized effort of individuals to produce and sell, for a profit, 

the products and services that satisfy society’s needs". He suggests that in order to 

succeed, a business must therefore perform three key activities: it must be organised, it 

must satisfy needs, and it must be profitable, namely, it must have a source of income or 
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financing. Nevertheless, there may be subtle nuances depending on the business’ 

respective size, industry, and goals.  

In general, businesses share these important features, regardless of whether they are for-

profit or not-for-profit. A for-profit business seeks to generate income for its founders and 

employees through the sale of products or services. These profits are a measure that can 

help determine the business’ success. In these companies, profits are shared between 

owners, employees, and shareholders. Examples of for-profit companies include Apple 

Inc., Microsoft Corporation, and The Coca-Cola Company. A non-profit business, or a not-

for-profit organisation, however, is a tax-exempt organisation formed for artistic, 

charitable, educational, literary, scientific, or religious purposes. Shareholders and 

trustees do not financially benefit from these organisations and earnings must be retained 

by the organisation itself and used for its own expenses, operations, or programmes. 

Examples of non-profit businesses include: World Wide Fund for Nature (WWF), Amnesty 

International and The United Nations Children's Fund (UNICEF). The analyses of 

‘business’ in the remaining chapters is equally applicable to both for-profit and not-for-

profit entities. I am not concerned with the overall purpose of their existence, but rather 

explore how different elements of a business can be understood in accordance with 

distributed cognition literature. 

3.3 Structures and artefacts within a mental 
business institution  
Traditionally, organisations identify themselves through their name, their product(s), their 

location, or by their employees (Cheney, et al., 2004, 119). Each of these things is an 

element of the company and together, these things form the mental institution of a 

business. Some of these elements are physical, static objects such as a logo or building; 

others are practices and routines, such as meetings or writing emails. Throughout 

business, employees (and stakeholders) engage with various institutional practices and 

artefacts, either intentionally or inadvertently, which scaffolds their cognition.  

Defining the boundaries of an organisation is always challenging. Members of a work 

organisation are simultaneously members of other mental institutions, for example, a 

family, a religion, a friendship group, or a supporter of a political party. Yet still, an 

organisation’s activities can often have a direct impact on its immediate surroundings: its 

products and services may be used within other mental institutions; the salaries it pays 
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employees can support or hinder workers’ lives and new networks and collaborations with 

other institutions may occur. It therefore remains questionable where the edge of the 

organisation should be drawn: “organisational boundaries are blurred” (Cheney et al., 

2004, 119). One should therefore understand the mental institution of a business to be a 

hub of different artefacts and cognitive practices that are more or less connected to the 

same overarching goal of the company. These institutional elements can be categorised, 

however loosely, into four different types.  

Firstly, there are material, external facing artefacts. This category refers to objects of the 

company that are presented to the consumer. They are artefacts that are experientially 

accessible to the customer and the business presents these objects to the outside world. 

Company products fit this category for example. A product is “anything that can be offered 

to a market for attention, acquisition, use, or consumption that might satisfy a need” (Law, 

2016). Products can be either physical objects or services. They are things that a 

consumer can purchase and are visible to them. 

Logos are another good example of this category. Simply put, a logo is a company name 

or brand name, written in a distinctive way (Law, 2016). It is an external facing artefact as 

it can be considered as the front door of a business, welcoming consumers. Successful 

logos are instantly recognisable, reflect a brand’s message and stand out from 

competitors. LG Electronics’ logo exemplifies this. 

Figure 4: The logo of LG Electronics (2021). Retrieved 14 September, 2021, from https://www.lg.com/lg5-
common-gp/images/common/header/logo-b2c.jpg 

 
 

 

 

 

Using the red circular face, LG is able to convey to consumers that it values friendship, 

community and endurance (Paish, n.d.). With just a few simple shapes, three colours and 

two letters, LG can convey particular attributes to customers (Paish, n.d.). Although this 

may sound overly analytical at first glance, taking another logo such as Unilever, one sees 

that it is designed to give a different impression. 
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Figure 5: The logo of Unilever (2021). Retrieved 14 September, 2021, from 
https://d33wubrfki0l68.cloudfront.net/5277b033d9534c33bd9f3ed757179c344ba89a2e/b2019/_nuxt/img/logo-
static.5a101f7.svg 

 

Each of the 25 icons in the U represents an aspect of the business and something that is 

important to Unilever. Each icon has an individual meaning, for example the bee, which is 

designed to represent the community spirit of their employees and Unilever’s commitment 

to finding innovative ways of reducing their environmental footprint (“Our logo | About | 

Unilever global company website,” n.d.)10. 

Both LG Electronics and Unilever’s logos are physical symbols that customers can interact 

with. For example, by recognising it on the street or intentionally seeking out. They can 

intuit positive meaning onto the symbol and may see it as an assurance of quality. 

Arguably, as the next chapter explores, an institution’s physical logo can scaffold 

stakeholder cognition. I recognise an immediate concern here; of course, a logo does far 

more than scaffold stakeholder cognition; employees can also couple to this resource and 

therefore ‘use’ the logo to supplement their thinking of things regarding the institution. So 

of course, to characterise it as ‘external facing’ is not the whole picture. I label it as such 

however, as a logo is a visual representation of the company or brand. Evidence even 

suggests the presence of organisational logos can increase compliance amongst 

individuals when strangers request something of them. This is because the logo’s 

presence legitimises the situation (Rafaeli et al., 2008). Logos signify authority and project 

messages out to the public, from within the mental institution.  

Adverts and marketing initiatives are also material external facing artefacts. Advertising 

commonly refers to any form of paid, non-personal communication about products or 

 
10 A more detailed exploration of this logo can be found in Chapter 4, 4.3.1. 
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ideas in the prime media, such as newspapers, television, magazines, and radio. As well 

as promoting a product or service, external communications may be used to inform the 

public about the company’s workplace, philanthropic and environmental efforts, and other 

image related activities (Lazzari, n.d.). In the last 50 years, marketing has broadened its 

perspective to include many activities and responsibilities traditionally associated with 

public relations. Marketing and advertising aims to strengthen and maintain positive and 

beneficial relationships between various groups of society (Cheney et al., 2004, 119).  

Secondly, there are material artefacts that are designed to promote cognitive practices 

that enhance the thinking of employees at specific times and places from within the mental 

institution (Gallagher, 2013, n.d.). These material, internal facing artefacts include things 

such as the physical tools employees use, e.g. phone books, manuals, computers, emails, 

spreadsheets and calendars. These tools augment their cognitive processes and allow 

them to offload cognitive work onto the institution itself, lessening their cognitive burden.  

Within large institutions however, many organisational artefacts are manifestations of 

deeper levels of culture (Cheney et al., 2004, 78). Therefore, it is important to consider 

how the material architecture and office layouts can reflect both behavioural values and 

basic assumptions within the organisation (Schein, 2010). For example, an open-plan 

office landscape may represent an open office culture and a flat hierarchy, thus eliciting 

collaborative teamwork when solving a problem; alternatively, it may imply managerial 

control, thus negatively scaffolding one’s impression and subsequent thoughts about the 

firm. Either way, the cognitive practices of employees within the company are invariably 

tied to the environmental structure within which one is embedded.  

Thirdly, there are abstract, external facing artefacts. It must be noted here how the term 

‘abstract’ is used. In this context, an abstract artefact is simply one that does not have 

physical or concrete existence. It is a non-tangible property associated with the mental 

institution. A company’s external reputation fits this category. Here ‘reputation’ is 

described as ‘abstract’ as there is no object one can point to; it is an idea or belief that a 

company has certain characteristics. A good reputation is considered important for three 

reasons: 1) consumers need to trust a company before they become willing to buy its 

products or services, 2) it enables employees to have pride in their work, and 3) 

governments prefer to deal with reliable partners (Sluyterman, 2010, 213). Moreover, 

reputation is important in order to gain customer loyalty (Argenti & Druckenmiller, 2004). 
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Royal Dutch Shell is a striking example of how the external, abstract reputation of a firm 

can characterise an institution. Whilst not all charges against Royal Dutch Shell may be 

entirely fair, “the Shell name now connotes cynicism and unethical business practices to 

many people” (Cheney et al., 2004, 119). In recent years, Shell has experienced 

plummeting profits. Whilst this may be partially due to the falling price of oil, years of 

negative publicity surrounding the corporation is also likely to have impacted their results. 

Tensie Whelan, Director of NYU Stern School of Business' Center for Sustainable 

Business suggested that of course, any “…company that is making decisions in a way 

that flies in the face of public benefits and concerns, and does that consistently for a long 

period will pay the price”. Moreover, companies that wilfully deceive the public are 

particularly vulnerable to developing bad reputations (Moodie, n.d.). 

In more recent years, stakeholder scrutiny has grown to include the media focus on 

socially responsible investing (Cheney et al., 2004, 119), namely the practice of structuring 

investment funds to avoid investing in corporations that are considered as transgressing 

in some manner (Heal, 2008, 2). Stakeholder scrutiny fuels positive or negative company 

reputations. Organisations equally run the risk of having their identity linked to social and 

political issues. Industries as diverse as banking, transportation and insurance are all 

vulnerable to reputational damage. To counter this, corporations are ever more required 

to justify their actions and existence in terms of broader social, environmental and political 

needs (Cheney et al., 2004, 119). In doing so, companies commonly produce external 

facing artefacts that engage the public and promote the narrative that they conduct their 

business in socially responsible ways.  

Customer loyalty is another essential abstract artefact of business institutions. This is not 

so much ‘external facing’, but rather an external quality. For businesses to succeed, they 

must engage with the external wants and desires of consumers and maintain trust and 

credibility in the brand. The ‘brand’ (which is external facing) is simply the “name, term, 

sign, symbol, or design, or a combination of them intended to identify the goods and 

services of one seller or groups of sellers and to differentiate them from those of the 

competition” (Argenti & Druckenmiller, 2004, 368). Brand loyalty then, is simply the 

customer’s integration of attitudes, emotions, and behaviour to continually purchase a 

brand based on a previous experience because it still offers the correct image, quality, 

and price. Moreover brand loyalty reflects the buyer’s resistance to persuasion from 

competing brands (Kabiraj & Shanmugan, 2011). Brand characteristics feature 

prominently in a consumer's trust in a brand and trust in a brand is positively related to 
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brand loyalty. Therefore, marketers should carefully consider brand factors (i.e. material 

and nonmaterial artefacts) in the development of consumer’s trust in a brand (Lau & Lee, 

1999). 

The final category of mental institutions’ artefacts is abstract, internal facing artefacts. Like 

a brand identity, an organisational identity “is concerned with (and addresses) the reality 

of what the firm is all about” (Abimbola, 2009). When considering internal facing abstract 

artefacts, it is important to remember that organisations are like cultures, of which there 

are three levels according to Edgar Schein (2010). First of all, there are the core beliefs 

and assumptions of the company. These artefacts are usually blind to themselves and 

even though these core beliefs and assumptions may change over time, they are very 

rarely explicitly discussed. Organisational beliefs and assumptions may include the idea 

that employees need to be controlled in order to work hard enough or that an organisation 

has to grow to be able to succeed (Cheney et al., 2004, 78).  

At a second level, there are behavioural norms and values. At this level of culture, 

employees are aware of these ‘artefacts’, and can engage with them, discussing, 

confirming, and challenging them accordingly. Cheney et al. (2004, 78) note that values 

and norms are often influenced by trends in general business culture. The abstract, 

internal facing artefacts I have in mind here include things such as hierarchical structures. 

These are the vertical levels of an organisation and represent the distribution of authority 

among organisational roles or positions (Hatch, 1997, 164). Company narratives may also 

feature in this level. Humans are interpretative beings; we experience a continual stream 

of information that we seek to make meaningful. Within corporations, employees hear 

stories and retell events, creating narratives by linking certain events together in particular 

sequences across time, and finding ways to explain and understand them. Narratives are 

thus threads that connect events together, forming plots. A narrative’s development is 

determined by what one chooses to link together sequentially, and by the meaning one 

attributes to events. 

The third and final level concerns the cultural artefacts of the company. Some of these 

artefacts are physical, as already discussed, and include things like the building’s 

architecture, interior designs such as cushioned armchairs as opposed to wooden 

benches, or placards in the lobby. Other internal facing artefacts are less concrete 

however; for example, a benefit policy, company lore about something the CEO did, or a 

culture video. All of these artefacts convey a value statement, demonstrating something 
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about what the company values or how it conducts business (Causey, n.d.). In Schein’s 

(2010) third level, one can see the most cross over between material and abstract 

artefacts: they support one another. For example, upon entering an office space with glass 

walls, non-allocated seating and a ping-pong table in the corner, this environmental 

structure implies the company values openness, creativity, friendship and fun (Causey, 

n.d.). The ‘openness’ and ‘socialness’ is therefore perhaps mirrored in other non-physical 

policies such as sickness, maternity leave, and insurance.  

Figure 3 below summarises the four different types of artefacts and structures that are 

essential components of business. Examples of possible artefacts that fit these categories 

are given. 

Figure 6: Four different types of artefacts within a mental business institution with examples.  

  Material Abstract 

Internal 
Facing 

E.g., office 
spaces, 
computers, 
pay role  

E.g., 
hierarchies, 
ethos, values 
and culture  

External 
Facing  

E.g., shops, 
products, 
logos 

E.g.,  
brand image, 
reputation  

 

This list is not absolute, and other categorisations are possible. However, by separating 

these artefacts in this way, I am firstly able to suggest what type of thing it is, and secondly, 

allude to the purpose of the artefact, namely, is it designed to supplement the cognition of 

the internal employee or the external stakeholder? A cognitive artefact is, after all, 

designed with cognition in mind.  
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3.4 Engaging with abstract artefacts 
Having noted some of the artefacts that constitute the mental institution of a business, it 

is now also important to see how some of these artefacts are substantially different from 

the object examples that permeate previous discussions of distributed/extended cognition. 

Examples include using a calculator or Filofax (Clark & Chalmers, 1998, 11), encoding the 

environment with information (Kirsh, 1995, 32), or more recent object examples in 

extended affectivity literature, in which “we delegate the task of regulating certain features 

of our emotions” (Colombetti & Krueger, 2015, 1162) onto objects; e.g., by wearing brightly 

coloured clothes (Colombetti & Krueger, 2015, 1163), using an mp3 player (Krueger, 

2015a, 48) or playing an instrument (Krueger & Szanto, 2016, 867). These examples 

describe physical interaction with an object. However, within businesses, many ‘artefacts’ 

are abstract and therefore do not share the same physical basis as the coupled system of 

Otto + notebook or those described here. It is therefore an important question; how do we 

engage with abstract objects in ‘mind extending’ ways? 

Without careful consideration, this question may be problematic. However, it is also not a 

new problem. Gallagher (2013) has already discussed how law ‘itself’ can be considered 

mind extending, and it would be naïve to consider this discussion to only be applicable to 

physical law. After all, how exactly is law physical? It is a social construct, namely the 

“product of human social interactions rather than existing independently of human beings” 

(Focarelli, 2012, 35); there is no ‘law itself’. Yet, it is something that clearly people can 

interact with, and in doing so, extend their cognitive capabilities. Gallagher has suggested 

that “[i]nsofar as we cognitively engage with such tools and institutions we extend and 

transform our cognitive processes” (Gallagher, 2013, 6). Yet, the somewhat abstract 

nature of the institution implies the interaction cannot be so simple. Thus, the following, in 

explaining how we can engage with abstract artefacts, could equally help Gallagher 

strengthen his claim that we can engage with a mental institution itself. An institution may 

be open to this form of analysis because all businesses (and law for that matter) have a 

culture that can help to demarcate, identify, and control the individuals within them 

(Cheney et al., 2004, 79). Nevertheless, as Chapter 2 has argued against institutional 

objects supervening upon the institution itself, this analysis limits itself to discussing 

abstract artefacts, and not institution-wide abstraction.  
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3.4.1 Abstract artefacts and Clark’s analysis of language 
To get the idea of engaging with abstract artefacts off the ground, I first look towards 

another example in the literature: language. Clark (2008a) has already suggested how 

language itself can extend the mind. In his analysis, the tools are not malleable 

instruments like notebooks, but rather symbolic language itself (Steffensen, 2009, 679). 

The following discussion explains Clark’s arguments, and, using his claim that language 

develops material stability, suggests that a business’s abstract artefacts can enjoy similar 

‘material stability’ which enables them to become basal features in an employee’s or 

stakeholder’s supervenient business-oriented cognition.  

For many, it sounds natural to suggest that language is ‘abstract’ or “immaterial” in nature 

(Benveniste, 1973, 224). After all, there is no one thing you can point to and say, ‘this is 

the language’. This idea has similarities to Plato’s theory of Forms; in The Phaedo, Plato 

distinguishes between the unchanging Forms and changing material particulars 

(Silverman, 2014). The Forms exist, but cannot be physically seen, all that can be 

perceived is their imperfect, material counterparts. Language, just like the reputation, 

values or the ethos of a company, may hold a similar ontological status.  

The metaphysical principle I refer to here is the principle of instantiation. The idea is that 

there can be no uninstantiated or unexemplified properties. This means that it is not 

possible for a property to exist that is not held by some object. For properties, to be is 

simply to be exemplified (Orilia & Swoyer, 2020). Importantly, the existence of properties 

is not tied to their physical existence now, but rather to their existence in space and time 

as considered in its entirety. Thus, we can meaningfully talk about any property which is, 

has been or will be instantiated in the future. This therefore removes the immediate worry 

that the property of orangeness would cease to exist if all orange things were destroyed 

(Armstrong, 1978)11.  

 
11 When using the principle of instantiation to explain how immaterial artefacts exist, I take a coarse-grained 
approach. I am concerned with general abstract properties, for example, like ‘friendliness’ or ‘safety’. I am not 
concerned with metaphysical worries such as how finely individuated these properties are, e.g., asking: is the value 
of ‘being friendly to your colleagues’ the same as ‘being friendly to your customers’? Arguably, we can naturally 
recognise different instantiations of ‘friendliness’ by noticing similarity within different instantiations. This family 
resemblance enables us to meaningfully talk about this abstract property without resorting to an overly fine-grained 
approach.  
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In his discussion of language, Clark (2006) suggests that “the words and sentences may 

form part of the process of thinking, and they may do so not merely in virtue of their 

contents but also in virtue of their very materiality: their physical existence as encountered 

and perceptible things, as sounds in the air or as words on the printed page” (Clark, 2006, 

370). He explains how embodied agents encounter language primarily as “new layers of 

material structure in an already complex world” These multi-layered linguistic structures 

scaffold their own behaviour and play a “variety of cognition-enhancing roles” (Clark, 2006, 

373). Through language for example, we can label and name things. Labelling functions 

as a kind of “augmented reality trick” (Clark, 2008a, 46), allowing us to cheaply and open-

endedly infer new subjective structures, groups, categories, or characterisations onto our 

perceived environment. Labelling something therefore gives the language user access to 

a “new realm of perceptible objects… upon which to target her more basic capacities of 

statistical and associative learning” (Clark, 2006, 371). Moreover, the physical presence 

of tags, labels or other pictorial representations can help to reduce the computational 

burden involved in certain types of problem-solving (Clark, 2006, 371).  

Furthermore, language enables individuals to alter the focus of their attention and reflect 

on their own thoughts and characters. “Linguaform reason [...] emerges as a key cognitive 

tool by means of which we are able to objectify, reflect upon, and hence knowingly engage 

with our own thoughts, trains of reasoning, and cognitive and personal characters” (Clark, 

2008a, 59). Therefore, Clark (2008a, 44) claims that language is a “form of mind-

transforming cognitive scaffolding”. Even though it is never static, it is a persisting, 

scaffolding environmental artefact that plays a critical role in promoting thought and 

reason. For Clark (2005, 265), it literally exists as an additional, “actively created and 

effortfully maintained structure in our internal and external environment”. Whether 

language is spoken, heard or written, he claims that language’s material structures “both 

reflect, and then systematically transform, our thinking and reasoning about the world.” 

(Clark, 2005, 265). However, as Steffensen (2009) worries, it is one thing to recognise 

that linguistic material matters, and a completely different claim to invoke a materiality of 

the language itself. He notes for example that the main modalities of language, namely 

spoken and written languaging, share no single abstract materiality. Moreover, even if a 

materiality existed, it is not a stable configuration, but rather something that continuously 

develops, evolves, and adapts to social situations over time (Wang & Minett, 2005). So, 

how is this abstract artefact experienced by us as something that we can materially 

engage with? 
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Arguably, language’s material instantiations provide enough stability. There is no 

materiality to the language itself but there is materiality in its instantiations, and this is 

enough. For example, in the English language, the word ‘cat’ picks out a certain type of 

animal. When the word ‘cat’ is written, it is comprised of the same three letters. These 

may be written in different fonts, or in different types of handwriting, but there is enough 

consistency to its formation that stabilises this word. Equally, when speaking, despite 

different accents, the word ‘cat’ does not sound like ‘house’ and the two are 

distinguishable amongst speakers. Clark recognises that of course there is variability, but 

suggests that “we are usually quite well able to recognize [the same word in slightly 

different forms] and that is all the stability I need” (Clark, 2004, 723). Grammatical rules 

can be further stabilised in a similar way, such that ‘I am running’ is distinguished from a 

past instance when “I ran”. The repeated instantiations of this abstract artefact in similar 

ways therefore anchor it within the environment, thus enabling it to be recognised 

‘materially’ as an artefact with which one can engage.  

The apparent stability of abstract artefacts depends upon that artefact’s phenomenal and 

social status. Within a corporation for example, its values should be respected, and, if the 

value(s) has been successfully conveyed during inductions and training of new staff, as 

well as internally upheld by existing employees, it should be perceived as being constant. 

In his discussion of language, Steffensen (2009, 685) notes that we share the social 

environment in which we are embedded, referencing Hodges’ (2007, 598) claim that 

“[s]ocial solidarity with those who speak to us and listen to us in caring ways is a crucial 

dimension of why and how we speak at all”. Thus, one must recognise the status and the 

apparent stability of language, and other abstract ‘socialised artefacts’ such as 

reputations, ethos and values, do not just come from static instantiations of their form, but 

rather are phenomena that shape, and are simultaneously shaped by, human sociality.  

Thus, it is perhaps pertinent to consider the social construction of reality within a company. 

The purpose of this chapter is to explain exactly what a business consists of, and it seems 

from the discussions above that a business, or at least some abstract artefacts within a 

business are socially constructed. Berger and Luckmann (1996) observe how subjectivity 

and objectivity are related in human society by three central processes: externalisation, 

objectification, and internalisation. One’s subjectivity is revealed through one’s actions; 

we unfold our physical and spiritual beliefs through our actions. The products of these 

revelations are then objectified when we treat them as external reality, namely when they 

become institutionalised as habits, rules or regulations. For example, when working within 
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the energy firm Cuadrilla, directors may have the subjective opinion that fracking is a good 

way to extract gases. Therefore, they support fracking and these actions illustrate their 

subjective belief. The subsequent fracking and support of the practice institutionalises this 

belief that fracking is perhaps safe, acceptable and an appropriate course of action. It is 

important to note for this discussion that these ‘objectified’, yet abstract rules or beliefs, 

can be constant and enjoy the similar stability the non-material artefact of language does. 

Finally, this reality that consists of objectified abstract rules, beliefs and structures, is then 

internalised through processes of socialisation. By appropriating the rules, values, and 

beliefs one experiences within an institution, one’s cognition is extended by the abstract 

artefacts. Interactions with others within the mental institution therefore help one to 

individually internalise these structures, whilst contributing to their continued existence as 

objective non-material artefacts. Cheney et al. (2004, 95) therefore suggest that whilst 

“externalization makes our reality a human product, it is through the processes of 

objectification and internalization that our own constructions obtain a reality of their own 

and through which our subjectivity becomes a product of society”. Therefore, their 

justifiable claim that “We create a world that in turn creates us” (Cheney et al., 2004, 95) 

has natural affinities with distributed cognition literature. They are essentially describing 

coupled systems, a co-creation of social artefacts and distributed cognition. When 

engaged with mental institutions, one therefore finds oneself embedded in an environment 

with many abstract artefacts that one simultaneously moulds and is moulded by.  

3.4.2 Habit formation and the affordances and affectivity 
of abstract artefacts 
In discussing abstract artefacts such as a company’s values or internal hierarchical 

structures, it is necessary to consider how material artefacts can uphold their abstract 

counterparts. Clark has already discussed this, suggesting the similar instantiations of 

language help to solidify its experiential materiality. Yet it seems at other times, completely 

dissimilar material artefacts can support an abstract element of a business. For example, 

a company value can be exemplified through its logo, code of conduct and an office dress 

code. Exploration of these material artefacts is essential for a complete understanding of 

an institution, as common sense suggests that there needs to be a grounding point from 

which these abstract artefacts emerge, or rather, what they are instantiated in. Here, an 

analysis based on the instantiation of these properties would not be wrong per se, but it 

perhaps misplaces focus. Therefore, rather than a metaphysical analysis, this section now 

turns to an enactive understanding of objects, exploring how material internal and external 
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facing artefacts hold affective power and afford certain interactions or thoughts, thus 

stabilising abstract institutional features.  

An important distinction should be made here between what can be termed ‘cold cognition’ 

and ‘hot cognition’. ‘Hot cognitive processes’ refer to affectivity: the feelings and emotions 

that can be elicited within both employees and stakeholders when they engage with 

institutional objects. For example, B Corp certification on a product or business may 

support individuals in their evaluation of a company as ethical, and thus see it in a positive 

light. Consumers’ want or desire for a product is also a form of ‘hot cognition’. At times, 

these affective states are intimately bound with abstract artefacts: a company’s reputation 

for example is intrinsically evaluative; it exists precisely because people judge it as ‘good’, 

‘reputable’, ‘immoral’ or ‘evil’. ‘Cold cognitive processes’, however, refer to ‘non-emotive’ 

cognitive acts, for example, a customer’s recollection of a brand’s existence, or an 

employee’s rational assessment of company accounts. This thesis naturally discusses 

both types of cognitive phenomena but is specifically interested in hot affective cognitive 

processes here.  

Environmental objects and spaces often play a crucial explanatory role in shaping what 

one feels (Colombetti & Roberts, 2015; Stephan et al., 2014). We maintain our affective 

life by manipulating everyday artefacts and spaces, for example placing art on walls, 

dressing in specific ways, or by playing certain music. These practices enable one to 

construct an affective niche, namely “self-styled environments [that provide] the 

developmental conditions for affective states to take shape and thrive” (Colombetti et al., 

2018). Gibson’s (1979) suggestion that the environment is not perceived from a neutral 

standpoint, but rather “perceived from the start as furnishing action possibilities we can 

realize when we are situated within that environment” (Krueger & Colombetti, 2018, 222) 

is of particular importance. As we move through the environment, we perceive the space 

we inhabit as affording specific action possibilities. In a library for example, we see that 

we can pick up a book, sit by the window, or walk down the narrow corridors of shelves. 

In a restaurant, we see a table as affording sitting, cutlery affording picking up and using, 

and food is perceived as edible. However, Krueger and Colombetti (2018) recognise that 

we do not just perceive practical actions but also can perceive affective affordances. For 

example, one recognises that wearing a ‘power suit’ can enhance one’s belief in oneself 

and therefore support oneself during a tough job interview or court hearing. Equally, 

decorating an office with plants and providing comfortable furnishings can help to create 

a relaxed atmosphere. Krueger and Colombetti (2018, 225) therefore suggest that at 
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times, we can “actively modify the material and symbolic structure of our environment to 

modify our affective states”. In these cases, an individual uses an environmental artefact 

to set up and drive an affective experience. This environmental feature or structure 

therefore actively contributes to the elicitation of a certain affective state.  

Just as one’s interactions with affectively loaded objects within this niche create coupled 

systems of ongoing feedback that ‘scaffold’ the development of one’s affective 

experiences like moods and emotions (Krueger & Colombetti, 2018, 222), material 

instantiations of abstract artefacts within an institution create and uphold structures and 

affect that employees can couple to, to enhance their cognition. Earlier, I have considered 

the abstract, internal facing company values or ethos, i.e., the characteristic spirit of the 

organisation. To establish this feeling, and consequently have its employees embody the 

company ethos, the organisation must therefore manipulate its physical environment to 

create a regulative space in which this kind of experience is reliably elicited and 

maintained. For example, an office could enhance the feelings of transparency and 

honesty by creating open office spaces where employees are free to work in each other’s 

company and can see what others are doing.  

Abstract institutional artefacts such as values or structural hierarchies are similarly upheld 

by their material counterparts. If a manager hangs specific posters with company 

messaging in strategic locations, for example, these material artefacts become part of a 

scaffold that supports the abstract value. The poster affords reading and thus acts as a 

reminder to employees; pictures may further elicit certain emotions or moods, that in turn 

contribute to the cognition that takes place in that setting. Hierarchical structures, upheld 

through the physical location of offices on different floors, job titles and the contents of 

emails, can also determine decision making within the company and naturally constitute 

a part of an employee’s cognition. Deciding how to proceed with a project may demand 

that an individual engages with the hierarchical structure. They may ask a particular senior 

employee about a decision or make a decision because they think it is how management 

would like the task to be completed. Within a company, the affective niche is designed 

and adapted over time by management to somewhat control the employees within it 

(Cheney et al., 2004, 79). The niche can therefore afford entrenchment at both the 

individual and collective level (Krueger & Colombetti, 2018, 226).  

It is natural to incorporate objects into our cognitive and affect-regulatory practices. These 

interactions with objects can become habitual and therefore experientially transparent to 
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us when we manage our affective (and cognitive) states (Krueger & Colombetti, 2018, 

229). Our habitual engagement with objects is often transparent to us as these actions 

have a self-actuating character because they become established in subliminal areas of 

our nervous system. Nevertheless, habits usually follow the same form: in circumstance 

X, action Y follows (Hodgson, 1997, 664). Within corporations, habitual engagement with 

the institutional structures and artefacts is not necessarily conscious, they are not 

consciously endorsed or intended (Lazaric, 2000, 161), but rather they occur in immediate, 

online cognition with the external environment.  

Ransom (2017) discusses material engagement theory, emphasising the active role that 

the built environment plays in our habitual actions and practical skills. He suggests that 

what best characterises our experience of being an agent who can interact with the 

various artefacts and structures in our environment is not our sense of agency itself, but 

rather our phenomenological experience of the “habitual flow of everyday being in the 

World” (Ransom, 2017, 3). This habitual flow concerns our stable relations with a whole 

network of affordances, constraints and cultural practices in which we are embedded 

(Ramírez-Vizcaya & Froese, 2019, 4). In the workplace there are many things that uphold 

our cognitive and affective states and our interactions with them do not require deliberate 

reflective engagement. They are intended through our immediate interaction with them. 

These habits are different from rational behaviour as “the period of hesitation preceding a 

choice, a period in which the mind considers the different possible options and the 

consequences of actions, does not exist” (Lazaric, 2000, 162). Habits belong to a stimulus 

and response model of cognition in which a stimulus is sufficient to initiate habitual 

behaviour. Yet importantly, in the following chapters, the material environment is 

considered to be more than a mere trigger of an individual’s internal processes. Habitual 

engagement with material and abstract artefacts is an essential part of employees’ and 

stakeholders’ distributed cognitive systems (Ramírez-Vizcaya & Froese, 2019, 4).  

One’s interactions with the material artefacts of a business naturally change over time, 

both as an employee and as a customer. For employees, it is natural to rely heavily on 

external resources when joining a mental business institution. For example, training 

manuals, colleagues, and hand-written notes can support an employee’s cognition. If we 

think back to Gallagher’s (2013, 6) example of Alexis, she relies upon the external support 

of experts to help aid her in making her decision. Compare this with his later example of 

Alex, who, having attended law school “gained a certain expertise in legal matters” and 
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therefore has internalised these resources (i.e., learned how to think appropriately) so that 

he too can “organize his judging process using precisely those questions, possible 

answers, and rules provided [externally] by the legal system to Alexis” (Gallagher, n.d.). 

Likewise, the internal facing artefacts and structures one firstly relies upon when joining 

an institution are internalised over time: habits are formed. Again, the open office layout 

for example may suggest certain behavioural expectations to employees such that over 

time, they are moulded by the company. Other abstract, internal facing structures such as 

a hierarchy can equally become habituated, such that it is natural to report to one’s 

manager or consider an order to have more importance if it has come from above. And 

this habituation of institutional artefacts is not only limited to employees. In marketing, 

customers naturally grow accustomed to buying certain products or thinking in a specific 

way about a product. Over time, the physical (and abstract) artefacts can be internalised 

and the role of the artefact in the constitution of cognition drops from a distinctly extended 

view to one in which the individual concerned is embedded within a cognitive niche. 

Accordingly, our various habitual interactions with businesses open up the institution to 

us, making it familiar and more easily accessible, while simultaneously imposing a 

preferred yet narrower structure on our thought (Proctor, 2016).  

3.5 Theoretical foundations – a summary 
These first chapters have explored the distributed cognition literature, arguing that 

material artefacts can support and at times, constitute cognition within a business context. 

Businesses are a form of mental institution that includes cognitive practices that are 

produced in specific times and places and are activated in ways that can extend cognition. 

The business artefacts and structures that one can couple to can be both material and 

abstract things, and face towards either individuals outside of the corporation, internal 

employees, or at times, both. Moreover, material artefacts can give rise to other abstract 

objects and structures to which one can become cognitively coupled. These intangible 

features of a corporation enjoy a material stability owing to their continuous recognition 

and behavioural instantiations.  

The discussions in these chapters have advanced discussion in extended mind literature. 

The metaphysical underpinnings of a mental institution have been adjusted so that there 

is no longer the worry of a cognitive bloat. The possible applicability of these discussions 

to business has been demonstrated and finally, light has been shed on how individuals 

can engage with intangible artefacts and structures of an institution such that the 
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individual’s cognition can be said to extend. Previous literature has somewhat taken this 

as a given.  

The following chapters apply these theoretical ideas to various artefacts and structures 

within the mental institution of business. Three related research questions are explored:  

1. How do institutional artefacts that can be perceived by the public support the 

cognition and affectivity of stakeholders outside the mental business institution? 

2. How do internal institutional artefacts and structures support the cognition of 

employees? 

3. How does a mental business institution maintain itself via feedback loops?  

 

Importantly, these are not separate questions. The idea is that a business is not just a 

static thing, but rather is something that maintains itself through engaging and enhancing 

the cognitive capacities of stakeholders and employees. The following chapters consider 

business in the same way that distributed and extended theorists think about cognitive 

systems. So, the question of what happens once you start thinking about a business in 

these active and feedback loop-like terms, is basically the same question as what happens 

when we start to think about the mind as created through informed engagement with the 

environment. Therefore, the next chapters demonstrate that investigation into customer 

and employee engagement with a business institution’s artefacts and structures, and 

understanding what and who they are for, will enable an institution to selectively 

manipulate these cognitive tools in ways that may help the business to succeed.   

Therefore, this analysis of a business as a mental institution, operating in accordance with 

distributed cognition demonstrates the practical value of the extended mind framework. It 

provides new perspectives on business practices, marketing, and organisational 

communication for corporations. Internal employee cognition is arguably distributed 

across neural and non-neural parts. Thus, one can recognise and reject the alluring 

temptation to think that a single cognitive agent or determinate component of the overall 

system (e.g., the board of directors, the founders, the product) can complete the cognitive 

processes the mental institution demands. Equally, this distributed approach allows one 

to reconsider the institution’s relationship with its customers: customer’s affectivity and 

thoughts about the mental institution are intimately bound up with the external facing 

artefacts of business. Therefore, both employees and consumers of the mental business 

institution, at times, engage in cognitive processes that can span both neural and non-
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neural parts. Investigating cognitive and emotional responses to these non-neural 

artefacts therefore will help business institutions to better engage with their customers and 

support their employees’ business-orientated cognition.   
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4 Logos 
4.1 Introduction 
Logos are important company assets, and firms invest enormous amounts of time and 

money on selecting and producing them. This chapter investigates the impact mental 

business institutions’ logos have on the cognition of their stakeholders and explores the 

extent to which consumer cognition can be influenced by logos, how consumers are 

embedded within a logo-saturated environment, and how at times, external stakeholder 

cognition can be extended by this type of externally facing, institutional artefact.  

This analysis is primarily concerned with the first research question: how do stakeholders 

outside the mental institution relate to the business? More specifically, what sorts of 

cognitive acts do institutional logos support, and how? It is argued that logos can support 

stakeholders’ ‘cold’ cognition, such as recognising a brand or recollecting an institution 

from memory, and ‘hot’ evaluative judgements about the business. The final discussion 

regarding interactive logos also suggests that the logo can cue other informational 

processing that demands the ‘cognizer’ interacts with the company itself; namely, the logo 

can signal to the user when it is appropriate to engage with the institution. The third 

research question is also considered: how does the company maintain itself via feedback 

loops? Although there is not a specific section designated to exploring this question, the 

answer is repeated throughout: a successful logo promotes cognition and positive affect 

that engages a customer. Subsequently, the customer interacts with the mental institution 

more, and the resultant coupled institution-consumer systems are therefore upheld in part, 

by successful logos. One can therefore conceptualise the mental business institution as 

embedded within the wider social environment and responding to the challenges and 

developments it encounters in the market. Some of these social and environmental 

changes can lead to perceptible design alterations in the institution’s logo.  

Therefore, this chapter primarily focuses on the external facing nature of the logo. It 

explores how the institutional logo appears to individuals who are outside of where one 

would normally draw institutional boundaries. Of course, there are many ways that this 

analysis could have progressed, and a logo does indeed contribute to how employees 

identify as a part of the mental institution. This is noted, but due to space constraints, focus 

is placed elsewhere as I think this is more philosophically fruitful.  
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This chapter begins by exploring what a logo is and sets the scene for this chapter; it 

explains how the logo and branding of a company is a part of the cognitive niche in which 

we are embedded. It notes that whilst extended analyses normally consider how 

individuals use an object to intentionally scaffold or extend their cognition, marketing is 

concerned with imposing certain thoughts, feelings, and emotions upon consumers. 

Therefore, it suggests that this analysis should consider logos as possibly mind invading, 

as opposed to mind extending. After this, the meaning of ‘cognition’ is further explicated, 

and the analysis proceeds accordingly: it explores the extent to which logos can elicit ‘cold’ 

cognition such as brand recognition and brand recollection. Studies into logo 

descriptiveness are then used to support the claim that minimally, a logo’s level of 

descriptiveness is explanatorily relevant if one wants a full understanding of how a 

consumer evaluates a brand. The ‘coupled’ relationship between the consumer and the 

logo is also explored, and the difference between a logo successfully signifying a message 

and a logo successfully conveying a message is discussed. This paves the way for an 

analysis into logo aesthetics, and the role proportions play in eliciting positive affect.  

However, it is noted that a sceptic of distributed cognition may agree with these findings, 

interpret them as demonstrating the causal role logos have in eliciting cognition and affect, 

and therefore not accept the claim that they play a constitutive role in the elicitation of 

novel mental phenomena. Therefore, the final section of this chapter explicitly deals with 

ways in which consumers may couple to logos in mind-extending ways. Two cases are 

discussed. Firstly, it explores how the swastika logotype was used in Nazi Germany as a 

vehicle to elicit the ‘collective awakening’ of the German people. Feedback loops are 

explicated that show how the symbol conveyed power, not only because it was considered 

powerful, but because it in turn created power. The elevated status of this logotype in Nazi 

Germany exemplified a closed, causal loop in which society and logo simultaneously 

create, and are created by, one another. I suggest this is akin to certain extended cognitive 

(and affective) systems at work in business today. Secondly, the case for interactive logos 

is made. I suggest that at times, consumers can interact with a mental institution by 

physically interacting with a logo. A case is made for the similarity between Otto and his 

notebook, and how users interact with Google logos. These two studies, although coming 

from very different perspectives, suggest that not only are logos explanatorily relevant for 

a full understanding of how consumers interact with mental institutions, but that at times, 

a logo can be a literal, subvenient part of consumer cognition. 
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4.2 Logos and brands 
The logo is the graphic design that a company uses, either with or without its name, to 

identify itself or its products and distinguish itself from competitors (Henderson & Cote, 

1998, 14). The term ‘logo’ can refer to a wide variety of graphic and typeface elements; 

these can range from word-driven logotypes and wordmarks that are conceptually simple, 

for example ‘Google’ and ‘Duolingo’, all the way to conceptually complex brand marks 

such as Wikipedia’s emblem of the globe (Pittard, et al., 2007, 458).  

Put simply, the logo is the face of the company. Its primary role is to identify a company 

and it is instrumental in the effective communication of a company’s image. A logo is a 

key component of brand identity and can provide immediate brand recognition. It helps 

the company gain attention, communicate with stakeholders, increase awareness, and at 

times, it can be a means of provoking an emotional response (Müller, et al., 2013, 83). 

Furthermore, logos can transcend international boundaries and overcome language 

barriers precisely because they are accessible to all via their visual communication.  

The image that a company portrays is vital to its success. As mere consumers of a 

company’s products and services, we often forget about the importance of branding. 

During our daily lives, we are continuously surrounded by brand names and symbols that 

often, we fail to consciously register. However, they are there, and affect our behaviour 

and cognitive associations as consumers. If a company can create a successful name 

and logo that resonates with its target audience, this branding can catapult the company 

to the top of its industry. Correct marketing and branding can allow a company to 

monopolise an industry and influence how consumers actually think about that product or 

service. An example may be Hoover vacuum cleaners: their products are so pervasive in 

the market that British people commonly use the company name ‘Hoover’ as a verb, 

namely, ‘I’m going to hoover’, rather than saying that they will vacuum. Hoover has 

penetrated the core of this task and replaced the action name itself with the company 

name. Perhaps a more global example is the Coca-Cola Company. This name, and the 

associated logotype is known around the world, and, when one thinks about cola drink, 

even if one is thinking about a budget version or competing brand, the Coca-Cola logo 

and typography will not be far from one’s mind.  

In Quinn’s (1994) book The Swastika: Constructing the Symbol, he refers to corporations 

as “producing and issuing bod[ies]” (1994, 126) that are capable of becoming organised, 
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intuitive minds. This type of analysis of course has natural affinities with what was later 

named ‘collective cognition’. He rightly suggests that marketers and designers talk about 

a company’s ‘corporate psyche’ or ‘corporate personality’, which the logo is intended to 

emulate, embody and portray. In this sense, the logo is therefore a “psychological self-

image” that tells the truth about the company. And importantly, the relationship between 

the consumer and the logo is distinct from the consumer and the company’s product: it is 

a fundamental relationship between the stakeholder and the essence of the company itself 

(Quinn, 1994, 126). 

A well-designed logo can substantially benefit a company. Logos can increase brand 

equity, and it is known that particular colours, designs, fonts and forms of logos can 

positively affect brand equity by eliciting specific brand impressions within viewers 

(Luffarelli, Mukesh, & Mahmood, 2019, 863). Attitudes towards a company can therefore 

be lifted and positively reinforced. Using an asymmetric design for a logo (Luffarelli, 

Stamatogiannakis, & Yang, 2019) for example can positively influence consumer 

behaviour, as these shapes evoke greater impressions of modernity, innovativeness and 

excitement (Luffarelli, Mukesh, et al., 2019, 863). The idea here is that the logo influences 

how consumers evaluate the brand, and therefore, to get a full picture of how consumer 

evaluations are formed, one must investigate the customer’s interactions with external 

stimuli outside of their brains. 

Some may suggest a distinction between a logo and an image. This is because the latter 

has connotations of falsehood or unreality, whereas a logo refers to the abstract essence 

of a firm (Quinn, 1994, 129). Once a firm begins to manufacture different products or offers 

a variety of services, the ‘essence’ of the company is decoupled from the product and 

begins to take on a life of its own. The word ‘essence’ here refers to what Quinn (1994, 

129) calls the “corporate identity”. Once the logo is associated with this company essence, 

and not just with the materiality of the objects or services that it produces, it is able to 

communicate the abstract set of values or traits that the company holds to be true. Rather 

than the logo therefore being something that is applied to a company as an afterthought, 

like how a postage stamp is stuck to a fully written letter, the logo and the corporate image 

take “on a strange ontology of its own, as a projected ‘state of being’ towards which the 

company is supposedly moving” (Quinn, 1994, 129). Following the analysis in the previous 

chapter, one can suggest that Quinn is in fact referring to instantiation. Through a logo, 

the corporation no longer communicates with the customer only through the product or 

service, but rather speaks directly to the consumer through their corporate identity, using 
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the logo or logotype’s instantiation of their values as a mode of communication (Quinn, 

1994, 131).  

4.3 Logos and branding within the context of social 
cognition 
This chapter is concerned with how logos affect the cognition of consumers, namely their 

ability to recognise and recollect brands and evaluate and make judgements about them. 

However, as discussed in previous chapters, when discussing the mind, the classical 

approach to cognitive analysis “neglects the pervasive tendency of human agents to 

actively structure their environments in ways that will reduce subsequent computational 

loads” (Clark, 1997a, 150). We have already explored how individuals scaffold their 

environments in ways that simplify problem-solving behaviour, for example Kirsh’s (1995, 

32) exposition of how people can approximate quantities of ingredients by arranging them 

in particular ways. Equally, one may encode one’s personal office, using a filing system 

with different coloured folders so they can find the information faster. Clark (1997a) 

suggests that the commercial sector displays a clear appreciation for the power of what 

one may at first glance consider “nonessential” structurings (Clark, 1997a, 150): he notes 

how Kodak films were sold in off-yellow boxes and environmentally friendly products often 

display softer green colours on their packaging. Other examples may include the teal 

colouring on Heinz Baked Bean cans and the bright purple colour of Quality Street 

chocolate tins. The idea is that these colours, logos, and designs scaffold the consumer’s 

environment when they are in shops, it simplifies their searches and identifies the brands 

they seek. These marketing scaffolds are therefore economically beneficial to 

manufacturers. The point is that the logo and branding of a company or product can 

structurally modify a stakeholder’s environment, influence their cognition about the 

company, and if implemented correctly by business institutions, can enhance the 

company’s economic growth.  

To understand this discussion, the angle of analysis needs to be clear. Primarily, 

distributed cognition concerns itself with the user-resource model: this model suggests 

that a cognitive agent encounters a problem and finds a tool that will aid them in 

successfully overcoming it. Otto uses a notebook to overcome a deficit in his memory 

(Clark & Chalmers, 1998). Kirsh’s (1995) chef uses the environment to visually encode 

her approximations. And this idea of tool use is pervasive throughout 4E discussions; 

Colombetti and Krueger’s (2015) discussion of extended affectivity also draws upon this, 
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citing a woman’s handbag as a possible external scaffold they can use to regulate their 

emotion. They suggest it can be manipulated and personalised so that its owner feels 

confidence, power, and security (Colombetti & Krueger, 2015, 1163). In all these cases, 

the intent to scaffold and engage with the environmental resource comes from within. The 

cognitive agent looks beyond their own biological resources for a solution. However, in 

the cases I have described above, the analysis runs in reverse: the company scaffolds the 

stakeholders’ environment, setting parameters and cueing certain elements that have 

been specifically designed to elicit a particular response. Slaby (2016) therefore refers to 

this as a ‘mind invasion’, as opposed to a ‘mind extension’.  

This creates an immediate challenge: the analysis is not delving into new ground, as of 

course artefacts are designed to prompt certain responses. This is not incorrect, but the 

criticism misses the point. Discussing companies’ ‘invasions’ of the consumers’ minds 

through logos and branding brings a philosophically sound analysis of exactly how 

companies do this, what distributed cognitive systems they are creating, and why it is 

successful. Moreover, this chapter demonstrates that companies are already unknowingly 

engaging their stakeholders in ways that accord with distributed or extended cognition. It 

is therefore an explanatory victory as it shows there are many extra tools at a company’s 

disposal to elicit certain thought processes among consumers: to manufacture a logo, is 

in part, to manufacture a mind.  

4.3.1 The forms of cognition logos can elicit 
This chapter is concerned with both instances of ‘cold cognition’, such as the ability to 

recollect a brand or simply recognise a logo as something that is known, and ‘hot 

cognition’, namely, certain affective feelings. ‘Affect’ in this context simply means the 

certain emotional feeling a logo can create, for example seeing a swastika may elicit fear 

or anger. On a hot day, seeing an ice cream shaped logo may elicit feelings of relief, and 

a desire for something cold. Logos can elicit both ‘hot’ evaluative judgements about the 

company, and enable cold cognitive thought that concerns the mental business institution.  

Logos can be more or less positively apprehended (Kohli & Suri, 2002; Pittard et al., 2007) 

which explains why many companies, when explaining their logo use phrases such as: 

‘our logo is a visual expression of that commitment …to making sustainable living 

commonplace’ (“Our logo | About | Unilever global company website,” n.d.), or, as in 

Quiksilver’s case “The cresting wave and snow capped mountain logo symbolises 
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excellence and authenticity” (“About Us - Quiksilver,” n.d.). The logo is designed to elicit 

not only a cognitive response, e.g., remembering the brand, but also feelings and 

emotions that resonate with the viewer and therefore influence that consumer’s 

purchasing decisions and engagement with the company. 

The following explores both types of cognition elicited by logos. Of course, they cannot be 

fully separated, and there is rightfully discussion about the interdependence of cognition 

and affectivity (Storbeck & Clore, 2007). However, this analysis is structured in this way 

so that one can understand the difference between seeing the Wikipedia emblem and 

then remembering Wikipedia for example, and times when one is excited to see a certain 

brand on the shelf, or negatively evaluates a company due to the immediate associations 

they make when seeing its logo.  

4.4 Brand knowledge and brand awareness 
When discussing brands, it is necessary to consider what the consumer thinks and knows 

about them. This is brand knowledge, which can be conceptualised as consisting of a 

brand node12 in memory with which various associations are linked. Keller’s (1993) model 

of brand knowledge has two parts, brand awareness and brand image. The discussion 

here concerns brand awareness, which refers to the strength of the brand node or trace 

in the customer’s memory, and it is actualised in the consumer’s ability to identify and 

recollect the brand in different situations (Rossiter and Percy 1987).  

Brand awareness therefore also consists of two parts: recognition and recollection. Brand 

recognition refers to a consumer's ability to confirm their prior exposure to the brand when 

the brand is given as a cue. Successful brand recognition therefore just means a 

consumer can correctly discriminate the brand as something that they have previously 

seen or heard of. Brand recollection is slightly more complex, referring to a consumer’s 

ability to retrieve the brand from memory when given the product category or some other 

 
12 According to the associative network model, memory of a concept, such as a brand, consists of a network of 
nodes and links among these nodes (Ahmad & Hashim, 2011, 45). To talk about brand knowledge is therefore to 
talk about information nodes within the mind of the consumer. They are the little pockets of information that are 
held in one’s memory and they form a network of associations that are all linked to the same thing, namely, the 
brand itself. For example, brand-self congruity is made up of a number of different nodes: the brand image, 
personality, attitude and preference etc. Brand knowledge, according to Keller (1993), is therefore made up of two 
node clusters, brand image and brand awareness, which form the network of associations that creates the 
individual’s brand knowledge. 
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type of cue. For example, if one is given the product category of trainers, one may recall 

Adidas. Recollection requires that the consumer correctly generates the brand from their 

memory (Keller, 1993, 3).  

Following the sharp distinction between hot and cold cognition in the previous paragraphs, 

we can see here that Keller’s (1993) description of brand awareness is preoccupied 

primarily with cold cognition. It consists of informational processing that does not 

necessarily include a distinctively affective element. It can be ‘neutral’ in this regard, 

having the same neutrality as when one sees a pen and recognises it as a pen, or one 

sees a pen and remembers a previous pen. What this means is that in the next discussion 

of cognition, the analysis here does not deliberately concern affectively laden information 

processing or processing that is necessarily saturated by emotions. The distinction cannot 

be absolute, but for the sake of simplicity, the following refers to ‘cool’ information 

processing. 

Giberson and Hulland (1995) discovered that a logo can be retrieved faster from an 

individual’s memory when a product category is cued in the logo. This finding therefore 

implies that the content of the logo is more important than its style. A logo that hints at the 

product category would be more effective than one that does not. The WWF logo may be 

a fitting example of this: 

Figure 7: Logo for World Wide Fund for Nature. Retrieved 23 April, 2020, from 
http://www.dewebsite.org/logo/wwf/wwf.html 

 

Since first introduced in 1961, the black-and-white panda logo has come to symbolise the 

conservation movement. The panda cues the ‘product category’, i.e., conservation, and 

relates to environmental work in a way that if WWF had used a Nike-like tick for example, 

it would not. Giberson and Hulland’s (1995) study did find however, that even though 
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having a logo that cued the product category had a strong effect on recognition speed, 

the type of logo, namely whether it was graphic or text-dominated, did not. Style then, was 

not critical (Kohli & Suri, 2002, 60). Nevertheless, the idea I want to suggest, is that the 

logo itself plays an important explanatory role in full understanding of the stakeholder’s 

ability to recollect WWF. The ‘product category’ features prominently in the logo, and this 

category (nature/conservation) supports the viewer’s recollection of the NGO. Of course, 

this is not to say that the logo is a constitutive feature of this cognition, but minimally, this 

logo is at least a part of the scaffolding conditions that enable faster recollection. Giberson 

and Hulland’s (1995) study can be interpreted in this way due to counterfactual reasoning; 

namely, logos that did not cue the product category in any way were more slowly 

recollected.  

Lufferelli, Mukesh, et al. (2019) offer a similar insight. They argue that more descriptive 

logos can result in stronger impressions of authenticity because they facilitate cognitive 

processing by activating product-related associations within stakeholders. The idea with 

their study is once a consumer is familiar with a brand, they form associations (and 

therefore impressions) related to the brand or products/services that it offers, yet a 

‘newcomer’ who is unfamiliar with the brand does not have any associations. Therefore, 

when they are presented with a new logo for example, they cannot rely on any existing 

associations and therefore must rely on their evaluation of the stimulus to form an overall 

impression of the brand. In their study, Lufferelli, Mukesh, et al. (2019) investigated 

whether more descriptive logos elicited stronger impressions and authenticity, and 

whether this was due to the fact that descriptive logos are easier to cognitively process. 

Here, even though they are referring to an evaluative, affective cognitive act, i.e., 

evaluating whether the company is authentic, my immediate concern lies in the ease of 

cognitive processing, not in whether the logo itself elicits certain affect.   

Their first study demonstrated that “more (vs. less) descriptive logos can elicit stronger 

impressions of authenticity and that ease of processing underlies this effect” (Luffarelli, 

Mukesh, et al., 2019, 867). Ease of processing simply refers to the viewer’s ability to 

understand the logo and intuit meaning. Brand ‘authenticity’ however is a subjective 

evaluation of the genuineness the viewer ascribes to a brand (Napoli et al., 2014, 1091). 

Here, I focus on the ‘cool’ cognitive process underlying this evaluation. In their study, the 

following fictional logos were presented to participants as the logo for a running shoe 

brand:  
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Figure 8: Fictional logo of a "Running Shoe Brand" Luffarelli, Mukesh, et al. (2019, 876) designed for their study. 

 

The more descriptive logo they created included the mark of a running shoe sole, whilst 

the less descriptive logo displayed a footprint. They performed pre-tests that confirmed 

the two logos were perceived to be “equally symmetrical, complex, likeable, familiar and 

dynamic” (Luffarelli, Mukesh, et al., 2019, 866), thus minimising the chance that participant 

biases coloured results. The study suggested that the effect of logo descriptiveness on 

the ease of processing was significant and positive. An important takeaway from this study 

is the difference in the logo itself: one shows a part of the human body, and one directly 

describes the type of product that is marketed. The difference is therefore in the extent to 

which the logo’s design elements are indicative of the type of product marketed. Placing 

the product itself in the logo is what eases the cognitive burden for viewers when they try 

to understand what the company sells. Luffarelli, Mukesh, et al. (2019, 866) then 

suggested that heightening the ease of processing resulted in significantly stronger 

impressions of authenticity. Here, this second step of analysis pushes the discussion 

beyond ‘cold’ cognitive processing into an evaluative judgement.  

These findings were replicated in a second study, using another logo for a basketball 

equipment manufacturer. It had two variations: 

Figure 9: Fictional logo of a "Basketball Equipment Manufacturer" Luffarelli et al. (2019, 876) designed for their 
study. 

 

Here, both variations allude to basketball, but the right logo included an orange basketball 

in the background and a silhouette of a player holding a ball. The left, less descriptive logo 

does not show the player holding the ball, and the white lines of the ball have been omitted 
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from the background. Once again, the right logo eased the cognitive burden when 

processing the logo, as the visual depictions of the basketball itself are more descriptive 

and indicate the type of product more clearly than just an orange circle.  

In a second study with more logos, where there was a more and less descriptive 

counterpart, Luffarelli, Mukesh, et al. (2019, 867) demonstrated that more descriptive 

logos can actually positively influence brand evaluations. They suggested that logo-

elicited impressions of authenticity are responsible for this and cited other studies that 

also show that the more informative the product or brand name is, the greater the positive 

outcome, including more positive evaluations (Luffarelli, Mukesh, et al., 2019, 875). What 

these studies evidence, is that the way that the logo is designed, influences the way the 

consumer responds to the visual stimuli. More precisely, more descriptive logos positively 

enhance the viewer’s evaluation that the company is ‘authentic’.  

From a 4E perspective, one can therefore suggest that minimally, a logo’s descriptiveness 

can be explanatorily relevant to a full understanding of the consumer’s positive (or 

negative13) evaluation of a brand or company. What these studies have accomplished is 

to isolate the mechanism that underlies the positive effect of logo descriptiveness. 

Descriptive “logos can elicit stronger impressions of authenticity because they are easier 

to process” (Luffarelli, Mukesh, et al., 2019, 875). What a distributed cognition perspective 

adds to this conclusion here, is precisely that descriptive logos are easier to process 

because they encode exactly what the brand is within their design. Providing the 

consumer with a visual representation of a shoe for example, simplifies the cognitive task 

of deciding what type of industry an unknown company is likely to be. The marketing 

stimulus therefore eases the individual’s cognitive burden in a similar way to how an 

individual may use environmental scaffolds like post-it’s to ease their memory efforts. 

Moreover, Luffarelli, Mukesh, et al. (2019) show that easing the effort it takes to make 

sense of the logo can positively influence consumers’ perceptions of trustworthiness and 

credibility. The marketing stimuli can therefore be considered as a cognitive resource for 

the consumer, and as an artefact that regulates consumer affectivity.  

 
13 I note negative evaluations here as well, as Luffarelli et al. (2019) also discuss some negative effects of 
descriptive logos on consumers who are already familiar with a brand in their later studies.  
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Naturally, this research is most applicable to unfamiliar brands (Luffarelli, Mukesh, et al., 

2019, 875). This is to be expected, as pre-existing knowledge and interactions with a 

brand will also influence how it is received by a consumer. With a new company or brand, 

a consumer will have less environmental resources from which to derive a judgement and 

may therefore rely more heavily on the logo. Brand familiarity is known to limit the 

effectiveness of specific marketing stimuli (Stammerjohan et al., 2005, 58) and so this 

research may perhaps be best used to inform new brand creations. Still, Luffarelli, Mukesh 

et al. (2019) discovered in their evaluations of 597 brands, that 59% of the logos were not 

descriptive, implying that many companies do not take full advantage of the use of 

descriptiveness within logos. Within a competitive market, logo descriptiveness may give 

a company an edge over its rival. The mental institution of each company can guide and 

influence the cognition we have about it, yet at present, these institutions are not using 

these artefacts to their full potential. As descriptive logos can positively affect consumer 

behaviour and brand performance by providing a cognitive scaffold for individuals, one 

can begin to see how a 4E analysis of this logo-consumer relationship can ultimately trace 

a path from an environmental artefact’s creation to a mental institution’s success.  

4.5 The coupled relationship between the 
consumer and the logo 
Luffarelli et al.’s (2019) studies have shown that consumers evaluate brands based on the 

visual stimuli provided. As well as depending upon logo descriptiveness, positive 

evaluations arise from positive associations. Therefore, a successful marketing 

programme must create favourable brand associations; namely, the customer needs to 

believe that the brand has attributes and benefits that satisfy their needs and desires, such 

that a positive attitude towards the brand is formed overall (Keller, 1993). By simply seeing 

a logo, judgements are immediately made, and a consumer will perceive a business, 

product, or service in a certain way. If a company appears to be too expensive, corporate, 

fun, or radical for a consumer, they will immediately avoid it. Equally, if a logo and its 

associated branding look like the kind of company, product, or services that someone is 

looking for, and wants to be associated with, that person will actively engage with it, buying 

its products and services.  

It is therefore important to think about the relationship between the consumer and the 

logo. Naturally, a logo is designed with the potential customer in mind, and it is designed 

to provide information about the company and influence the way that it is perceived by the 
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viewer. Therefore, talking about what a logo signifies in this chapter, a fitting word to use 

is ‘conveys’. This is because the word ‘signify’ seems to suggest that it is something that 

the company does, and therefore this seems to neglect the role that the recipient of the 

logo (i.e., the viewer) plays in whatever the logo is doing, and this is of particular 

importance for this project. This project is investigating the relationship between the 

consumer and the company, so the logo is only successful if it can successfully convey 

its message; it is not successful if it merely signifies a message. The difference lies in 

whether the message is picked up by the intended audience. Think for example about a 

no entry sign: it signifies that one cannot go that particular way – but it does not mean that 

one does not. However, if one sees the sign, and then decides not to go that way, the sign 

has conveyed the message successfully that that path must not be taken. 

So, the question is: how is this a coupled system and how does this relate to 4E cognition? 

The answer lies in joint sensemaking, namely in the way that people give meaning to their 

collective experiences. The idea is that if marketers want to transfer information, 

knowledge, or experience from the brand to the consumer, then they need to know about 

both the content they wish to communicate and the way that this knowledge can be 

communicated. This is to say, marketing should focus on the message and on the way 

that it is communicated, plus the relations that are created in ‘signifying process’ 

(Hornstrup et al., 2012, 22). This coupled system of consumer action, interpretation and 

brand stimuli, should be seen as part of a system of actions and relational interpretations 

(Hornstrup et al., 2012, 28).  

4.6 Logos and aesthetics 
Consumers form impressions about a brand incredibly fast. It is therefore vital that a 

business institution capitalises on the resources it has at its disposal. The aesthetics and 

design of a logo is an essential element of how mental institutions are marketed to the 

external world. Research therefore needs to be done, like Lufferalli et al.’s (2019) studies, 

to determine how much design elements such as proportion create positive affect (Schmitt 

& Simonson, 2009).  

When discussing ‘aesthetic preferences’, I refer to the way that people respond to different 

stimuli and the different feelings, emotions, or thoughts that are associated with different 

aesthetics. Angularity for example, is often associated with conflict and masculinity, whilst 

round, softer shapes are commonly associated with harmony and femininity. Societal and 
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cultural surroundings and differences also influence preferences; symmetry is of high 

value in collectivist societies for example, “whereas individualistic societies have a 

tendency to prefer more iconoclastic expressions of creativity” (Pittard et al., 2007, 459). 

The following now explores how institutions’ use of different ratios has regulative power 

over consumer affect.  

Pittard et al. (2007) discuss the divine proportion. Also known as the ‘mean ratio’, ‘medial 

section’ or ‘golden ratio’, this is a special number approximately equal to 1.618. Two 

quantities are in a golden ratio if their ratio is the same as the ratio of their sum to the 

larger of the two quantities. Greek letter phi (φ) represents the golden ratio. The divine 

proportion hypothesis states that a visual form is most aesthetically pleasing when the 

ratio is based on φ (Pittard et al., 2007, 463). 

In Pittard et al.’s (2007) study, respondents were asked to rank sets of logos based on 

how pleasing they were to look at. Each logo had four variations in proportion, which 

ranged from a square (1:1), φ (1:1.618), and then more elongated versions (1:2.3 and 

1:3.1).  

Figure 10: Pittard et al.'s (2007, 462) range of logos that were designed for their study. 

 
 

They discovered that φ was widely preferred, and their results confirmed that cultural 

backgrounds have no significant impact on individuals’ preference for the φ (Pittard et al., 

2007, 463). Moreover, they discovered that within these fictional logos, there was a 

greater preference for φ in the “flower” and “waves” logos, suggesting that the more 

naturalistic a logo is, the more a design based on φ will be preferred. Therefore Pittard et 

al. (2007, 466) suggest that their findings not only demonstrate the importance of 

naturalistic designs, but that this study supports the often-suggested idea that it is the φ 

proportion within natural logo designs that elicits the positive affect experienced by 

viewers.  

When we consider the globalisation of many business institutions, it’s important to 

therefore recognise the need for these institutions to have a standardised image that 



 109 

appeals at the local level, all over the world. Logos are perhaps the most common brand 

element to be used in their pure, unaltered form. Thus, when designing a mental 

institution’s logo, its proportions must appeal to the wide variety of cultures across the 

world. Pittard et al. (2007) have shown that φ is “unconstrained” (Pittard et al., 2007, 467) 

by culture and therefore it is possible to use this ratio to help elicit positive affect across 

cultures. As such, it can be considered as a universal scaffold that institutions can employ 

to help increase the positive affect elicited among consumers.  

Generally speaking, designing a logo with a high level of naturalness and elaboration can 

lead to stronger positive affect. Elaborate logos help to maintain a viewer’s interest, whilst 

naturalistic designs make the logos more satisfying and pleasing to look at, which 

subsequently elicits the positive affect experienced by viewers (Kohli & Suri, 2002, 61). 

Nevertheless, even though naturalistic designs may be generally preferred, owing to our 

embeddedness in a world of organic shapes which therefore reinforce our preference for 

φ in logo designs, these preferences may be modified or influenced by cultural and social 

pressures over time. The 1:1 ratio is preferred for example in more abstract, non-

representational logos. In this context, abstract just refers to “a form that lacks a 

recognizable subject” (Pittard et al., 2007, 467). Therefore, it’s important to note that the 

preference for φ in logo design is confined to naturalistic designs, and viewers still prefer 

more “artificially constructed, non-representational” logos to abide by the 1:1 ratio (Pittard 

et al., 2007, 469).  

Arguably, this may be because companies that want to portray human power and human 

technology do not feel that φ conveys this. As already stated, angularity, hard lines, and 

ridged shapes are often associated with masculinity. Here, it is not that a company would 

try to portray ‘masculinity’ as such, but it may try to convey that their company is 

innovative, forward-thinking and technological, which is in opposition to the natural order. 

Car manufacturers may use this approach in their logo design, for example Suzuki and 

Volkswagen. These companies use a striking angular design in their logos. By not using 

a natural shape and instead using angular lines, these logos may cue the company type: 

manufacturer. However, suppose we have an environmental charity, or a company that 

may be perceived by the public as threatening or dangerous, if it has a logo that uses φ 

within its design, this may positively enhance the evaluations that consumers make.  
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4.6.1 Examples of the golden ratio in logo design 
Twitter is a striking example of using φ in its logo. Twitter says that its new logo is designed 

with simple geometry and is “crafted purely from three sets of overlapping circles — similar 

to how your networks, interests and ideas connect and intersect with peers and friends” 

(Twitter, 2012). Almost every part of Twitter’s latest logo can be drawn exactly by using 

one of two circles, one large and one small. The image below illustrates this:  

Figure 11: Twitter's logo and their use of the golden ratio. Retrieved 23 April, 2020, from https://lotops.com/wp-
content/uploads/2018/02/twitter-logo-circles.jpg 

 

The question therefore arises, why is it designed like this? It is important to note the level 

of analysis applied here. This discussion simply illustrates the applicability of Pittard et 

al.’s (2007) work. Using this natural ratio within Twitter’s logo has enabled designers to 

create a well-handled, consistent logo design. And it is interesting to note that this is widely 

used within logos, and not just in their fictional studies. It is likely no coincidence that their 

studies suggest a universal preference for φ within logo design, and that many designers 

are commonly following this structure. This analysis is able to isolate an element that helps 

to enhance the positive affect of viewers and explain that this affect is elicited because 

that artefact has a particular property, namely φ. By using two circles to a ratio of φ as 

primary guides (the circles do not fit exactly), the designers of the Twitter logo have 

created a clean and simple look that is aesthetically pleasing to look at.  

The rebrand of the multinational oil and gas company, BP plc is another example that 

uses the golden ratio within its design. BP’s logo is known as ‘The Helios’. 
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Figure 12: ‘The Helios’. Retrieved 23 April, 2020, from https://www.bp.com/en/global/corporate/who-we-are/our-
brands/the-bp-brand.html 

 

The Helios logo is named after the Greek sun god and symbolises the diverse forms of 

energy. The colours used suggest heat, light and nature. BP have also included 

symbolism alluding to their series of merges and acquisitions by creating a pattern of 

interlocking shapes, which unites “all the heritage companies and employees into a single 

company with a common vision and identity” (Young & Burgess, 2010, 103). Moreover, this 

logo is often cited in logo designs as being designed from ratios of φ: the diameter of the 

tips of the outer dark green leaves is 1.618 greater than the tips of the yellow leaves; these 

are also 1.618 times greater than the tips of the white leaves. And again, it is plausible 

that this naturalistic design is specifically employed by designers so that stakeholders do 

not feel threatened by this energy giant. Whilst it is true that this may simply be an 

aesthetically pleasing design, it is again interesting that it follows specific ratios that are 

known to be pleasing to look at and elicit positive affect. And following counterfactual 

reasoning, without employing this ratio within the design, it is possible that the feelings 

elicited within both employees and stakeholders when they see the logo would be 

significantly different if a different ratio had been used.  

4.6.2 Causal or constitutive consumer cognition? 
Earlier, this chapter discussed the relationship between the consumer and the logo. What 

a logo conveys is not only determined by what the mental institution wants it to convey, 

but also by how well this message is received by the customers. Therefore, this chapter 

uses the word ‘convey’ rather than ‘signify’ as ‘convey’ is a success term that implicates 

the viewer. Above, BP has been cited as a company that uses φ within its design. The 

Helios logo BP chose for their rebranding was intended to represent the company’s green 

growth strategy. However, after the initial launch, public opinion was polarised: some 
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people were impressed with the company’s new approach, whilst others considered this 

to be a form of greenwashing (Young & Burgess, 2010, 104). Therefore, despite BP’s 

repositioning campaign winning PR Week 2001 ‘Campaign of the Year’ award in the 

product development category, and their subsequent brand awareness skyrocketing from 

4% to 67%, it must be questioned whether their marketing campaign was successful: did 

it really convey the message that they wanted?  

Certainly, it signified a change, and there was meaning and intent in their design. But, as 

suggested already, conveying a message requires that the message is picked up by 

another and interpreted in the intended way. Meaning, in that respect, is created in the 

interaction between the logo and the external stakeholder, namely in the perception of the 

logo and the subsequent evaluation of it. And it seems that for some, their evaluations of 

this rebranding differed from what the designers intended. The result, i.e., the elicited 

cognition, was not what the company intended. What one may therefore suggest, is that 

the causal chain ended with a different result than what they had hoped for. And so far, 

this is the level of analysis: the interaction between the logo and the stakeholder can be 

explained via a causal chain.  

What this analysis has demonstrated is a unidirectional, causal process that originates 

with a logo, which is then perceived by a stakeholder, and subsequently, there is a 

cognitive process within the individual. If designed appropriately, a logo can ease the 

cognitive process needed to recollect a brand, and it can cause a viewer to make certain 

evaluations or associations about the company. Due to our embeddedness within the 

world, certain shapes, colours and ratios can prompt particular positive associations that 

subsequently increase the chance that we favourably evaluate a particular business 

institution. Without proceeding further, this analysis is therefore already helpful for 

business discussions, as it can isolate the element that underpins positive affect and 

suggest a template for creating logos that will influence the way stakeholders think about 

the institution. It therefore offers insight into the first research question: how do people 

outside of the mental institution relate to the business? The answer is that stakeholders in 

part, relate to the institution via the ‘face’ that the institution portrays: the logo. Particular 

design features within a logo can be considered ‘vehicles of cognition’, i.e., cognitive 

machinery that supports mental processes. Traditional theories would suggest the brain 

(or more generally, the nervous system) is the vehicle of cognition, yet here the claim is 

that the cognitive acts of stakeholders are in part, upheld by elemental vehicles and 
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scaffolding features present within a logo design itself. The logo is therefore a part of the 

causal story of how individuals outside of the company can relate to the institution.  

Nevertheless, it could be dangerous to push this idea to a claim that stakeholders extend 

their cognition. This is because there is still a lack of reciprocal feedback between the 

viewer and the logo. Clark and Chalmers’ (1998) criterion for a cognitive process to be 

widely realised by jointly one’s brain and material environmental features says the 

following must apply:  

1. All the system’s components must play active roles  

2. All parts must jointly govern one’s behaviour  

3. When the system’s external components are removed, one’s cognitive 

competency will drop, just as if a portion of one’s brain were removed.  

And it is this notion of activity that is missing in the cases described so far. There is no 

manipulation of the logo on behalf of the individual, and no subsequent engagement. And 

arguably, whilst the content of the individual’s cognition may differ (i.e., they may think 

about a company differently), the competency of the individual to complete that cognitive 

process (i.e., forming a judgement) would not vary. The only exception to this may be 

Lufferelli et al.’s (2019) suggestion that descriptive logos facilitate faster cognitive 

processing by activating product-related associations within stakeholders. Yet still, the 

danger would be that this analysis would conflate a causal process with a constitutive one. 

So far, it is justifiable only to say that as stakeholders, we are embedded in a world of 

logos that impinge upon and affect our cognition  

4.7 Coupled interactions with logos 
Bi-directional interaction between an individual and a logo is necessary for extended 

claims. First wave analyses for example reference Otto who made notes in his notebook, 

changing the artefact, which in turn, informed his subsequent actions. In the second and 

third wave discussions, artefacts and cognitive agents become intimately intertwined, 

creating new cognitive possibilities that are supported and supplemented by 

environmental artefacts and structures. The following now considers select cases where 

individuals can become coupled to logos in ways that accord with a more robust, extended 

analysis. 
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4.7.1 The Swastika: logos as a way of life 
Perhaps a striking way in which extended mind analysis can be applied to this topic is 

when one considers how logos can represent a way of life. Here, the Nazi swastika is 

used as an example, not only because it was a physical vehicle of cognition that in part 

instigated a collective ‘awakening’ of German society (Quinn, 1994), but also because it 

demonstrates the applicability of this analysis to other forms of mental institutions other 

than business, e.g., political institutions. It also illustrates that of course, not all logos elicit 

morally acceptable behaviour and that my analysis of how a logo’s design can be 

manipulated to promote greater positive affect and ultimately support a business 

institution, could equally be used to promote unethical action.    

The swastika was designed to represent a return to Germany’s ‘Aryan past’, and it 

represented the hope and salvation of the Aryan man. In Mein Kampf, Hitler himself 

described how the symbol was the embodiment of the party programme: “The red 

expressed the social thought underlying the movement. White the national thought. And 

the swastika signified the mission allotted to us – the struggle for the victory of Aryan 

mankind and at the same time the triumph of the ideal of creative work which is in itself 

and always will be anti-Semitic” (Hitler, n.d., 2, VII). The Nazi’s successful propaganda 

campaign effectively made the swastika synonymous with Third Reich ideology, including 

hypernationalism, hypermasculinity and of course, racism and anti-Semitism. Even today, 

if the swastika is depicted, without any additional words or symbols, it can still elicit feelings 

of fear within viewers.  

Perhaps the most obvious comparison between my previous discussions of contemporary 

corporate logos and the case of the swastika can be made in 1919 when the swastika was 

in its ‘design stage’. Quinn (1994, 147) notes a similarity between the way the Nazi flag 

design emerged through committee discussions and by sifting through various drafts, 

drawings and designs, and the way that contemporary corporate identity is created in 

marketing meetings. Essentially, in this ‘draft stage’, just like any other mental institution, 

the Nazi party sketched out the face of its corporate identity. He also notes that this attitude 

was mirrored in Hitler’s expressed wish to develop a sign, or a logotype, that could be 

used to compete with the “‘market share’ gained by communism in Germany” (Quinn, 

1994, 147). When the design was complete, it made its first appearance on the banners 

of a Nazi rally in Munich in May 1920, at a time when the Nazi party was still 

indistinguishable from other right-wing and völkisch groups (Quinn, 1994, 147).  



 115 

Essentially, the Nazi swastika symbolised an ideal state of being. However, in 1933, the 

swastika became caught between two opposing forces: the commercial and commodifying 

values of mass production, and the Nazi project to unify Germany under a national symbol 

with understandable meaning. Regulations were therefore introduced that stated, “it is 

forbidden to use the symbols of German history, of the German state and the National 

awakening in public in such a way that the dignity of these symbols is seen to be lessened” 

(Quinn, 1994, 133). Policing the use of the symbol therefore meant that items bearing the 

swastika logotype could be confiscated without warning if they did not comply with the 

regulations. Essentially, if a swastika was to be used on an object, or in connection with 

it, it was only allowed when the object itself had an inner relation to the symbol. Quinn 

(1994, 133) suggests that these tough regulations imply a distinction was made between 

the elevation of an object as a commodity and the elevation of the consumer to race 

consciousness. This is shown in the difference between a lapel pin for example, which, if 

bearing the swastika was considered to ennoble a person and a football which, if bearing 

a swastika, would only increase the purchase price but still be used in a way that could be 

seen as disrespectful, namely, kicking it around in a street.  

Here, the latter example suggests a consumer’s causal interaction with a logo, namely, 

they buy a product and use it. The logo has had a causal effect on the price, and, 

depending on how the consumer uses the product, one may even suggest they causally 

interact with the logo, for example, by kicking it. In the former case however, it suggests 

an individual can couple to the logo, and together, consumer and logo can elicit novel 

cognition and affect that, in the logo’s absence, would not be possible. In this situation, 

the simple adorning of oneself with a mental institution’s logo may affect the cognition and 

emotional affect of that individual. By placing the logo on their person, they demonstrate 

that they adhere to the philosophy it promotes, and as such, the logo operates as an 

external regulatory tool that can remind them how to both act and feel. If that person 

therefore acts in accordance with that philosophy, the logo has not only signified a 

particular philosophy, but it successfully conveyed its message as well. Moreover, the logo 

is only able to ‘ennoble’ the individual because it is seen to do so as such14. This case 

exemplifies circular causality: the individual intuits the logo in this way, puts it on, which in 

turn informs what the logo means, which then informs how they feel about the logo. The 

 
14 This example shows how an individual may couple to a logo within the institution. For example, if someone is 
working and wears a uniform, or has a logo on their shirt. Equally, consumers may buy a particular brand with a 
logo, as they see it as empowering, for instance, and as an external source of pride.  
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output is therefore a supervenient relationship in which the institution’s artefact and 

consumer are coupled together in bidirectional causal relationships. The cognition and 

emotional affect elicited in this instance, may not be reducible to causal processes.  

The swastika’s ability to elicit this effect was only possible through policing its use; the 

Nazi party was able to police the associations individuals made with it, ultimately enforcing 

its acceptance as a revelation of Germanic race consciousnesses within a German 

political context (Quinn, 1994, 148). The ultimate idea of the swastika was that it was a 

symbol that was non-exchangeable, meaning it could not be bought. It was a concept in 

itself, and therefore could not be used to increase the value of a mass-produced object. 

Yet, simultaneously, it was used as a logo to symbolise the higher value of being German, 

and in such a way, the very concept of the ‘perfect Aryan’ was itself the commodity form 

of being German. Quinn (1994, 153) therefore states that the swastika itself designated 

“‘being for itself’ as a value” by selling “the consumer back to her/himself as an ‘identity’” 

in the exact way that Nazism sold Germans back to themselves as Aryan. Therefore, Hitler 

described propaganda as both the means and the end of his Nazi movement (Quinn, 

1994, 153). This circularity implies a coupled system akin to extended mind thinking: the 

logo, in this case the swastika, both facilitated and upheld ‘consumer’ affect. It was an 

external, regulatory tool that in turn, turned into a vehicle for cognition and affect, because 

of the way it was understood. Essentially, it was self-sustaining. In this instance, the 

mental institution of the Nazi party therefore in part maintained itself via reciprocal 

feedback loops that flowed between the consumer, the logo, and the mental institution.  

4.7.2 Learning from the swastika 
Naturally, the swastika is an extreme example of consumer-logo couplings and 

interpreting Nazi propaganda as a form of advertising may be uncomfortable to some. But 

there are several important takeaways from this example and there are elements of this 

case that have comparable examples in twenty-first century business. 

When a logo is considered to instantiate certain values, rules, or ‘have power’, it can do 

this because people collectively ascribe to this belief. This is why for example, in Nazi 

Germany, a swastika lapel pin was deemed to ennoble an individual in a way that a star 

would not. Moreover, it is for this reason, that a logo can add value to a product (or a 

person). As explained in Chapter 3, the stability of an artefact’s phenomenal and social 



 117 

status, i.e., the perceived value of a logo in this instance, shapes, and is simultaneously 

shaped by, human sociality.  

In this way, a logo can act as a seal of approval and is commonly used by companies in 

this manner. For example, when one buys a Starbucks coffee, they see the Starbucks 

logo of the siren on their cup, and they instantly know that it is of Starbucks quality. The 

creative director in the Starbucks Global Creative Studio, Steve Murray, described it in the 

following way, “If the siren is on that cup of coffee, it’s going to be awesome” (Flandreau, 

2016). Moreover, the logo is supposed to stand for everything Starbucks stands for; 

Murray says “It’s definitely about coffee but it’s about a lot more than coffee. It’s 

about…being good to people, being good to the world” (Flandreau, 2016). Starbucks’ CSR 

strategy includes being socially responsible in the way that their coffee is sourced, the 

collaboration between themselves and farmers, and the way that its customers and 

partners are treated. So of course, once again the logo is a label that is attached to the 

product or the company, but at the same time, it is so much more: it embodies and 

instantiates the values of the company. This example was chosen here as Starbucks’ blog 

(Flandreau, 2016) explicitly describes how the logo is not just of the product itself, but it is 

considered to be the face of everything that they do. What this logo does, at least in the 

eyes of Starbucks, is sell the concept of the company back to the consumer. Therefore, a 

successful logo that has conveyed a concept to its target market is often something that 

is intentionally sought out, and this is part of the reason why Clark (1997a) can rightfully 

suggest that a product’s logo and branding should be designed to scaffold the consumer’s 

environment, as making “nonessential” structurings (Clark, 1997a, 150) a deliberate part 

of the design allows consumers to perform their coupled interaction with the logo with 

ease. Specific design features of logos can reduce the cognitive burden consumers face 

when they are seeking a product that embodies a concept that has been ‘sold back to 

them’. Therefore, when understanding consumer-logo interactions in this sense, even 

though my analysis suggested a causal interaction between a logo’s design features and 

elicited cognition, one cannot reject consumers’ embeddedness within a social world of 

mental institutions.  

Finally, it is also worth noting that the continued use of the swastika in the twenty-first 

century illustrates how a logo can possibly ‘bloat’ (Rowlands, 2009) a mental institution. 

Even after the downfall of the Nazi party, the swastika remains as a symbol of racism and 

therefore continues to uphold certain institutional thinking and values. Within the context 

of business, this is perhaps a significant idea; even after a company is disbanded, 
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rebranded, or taken over, institutional artefacts that remain from the past may continue to 

impinge upon the cognitive and evaluative judgements individuals make at a later point. 

Suppose for example, that a company today designed a logo that had similar design 

features to the swastika. Even though it presumably would not want to be associated with 

racism and anti-Semitism, this is perhaps the message that it would send. It is therefore 

important to realise that the ‘face’ of a mental institution can outlive the institution itself 

and the values a logo coveys can continue to shape the cognition and emotional affect of 

consumers.  

4.7.3 Interactive logos 
This chapter’s analyses have been informed by more recent developments in extended 

mind literature. Naturally, it has used the idea of mental institutions, drawing on 

Gallagher’s understanding of the third wave and considered how the logo of a mental 

business institution impinges upon and, at times, can possibly extend the cognition of 

those within the institution’s reach. As a final analysis of how logos can influence, 

contribute to, and at times scaffold or even constitute a part of the vehicle of cognition, 

this chapter now turns to ‘Google doodles’ and their interactive logo. To develop this 

argument, this analysis now returns to first wave parity reasoning. It develops a simple 

case for consumers’ cognition being extended by Google’s institutional logos by noting 

similarities between their interactive logotypes and Otto’s coupled interaction with his 

notebook (Clark & Chalmers, 1998). 

A Google doodle is a special, temporary alteration of Google’s logo on its homepages, 

and it is used to commemorate holidays, events, achievements, and notable historical 

figures. The very first doodle was in 1998 when the Google founders added a stick figure 

drawing to the second “o” in Google’s corporate logo to indicate their attendance at the 

Burning Man festival in Nevada. The intention was to give a comical message to users 

that the founders were ‘out of office’. To date, the Google team has since created over 

4,000 doodles for Google’s homepages all around the world (Google, n.d.). Some 

examples are shown below: 
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Figure 13: Google’s doodle on 18 April 2020, Thank You: Coronavirus helpers. Retrieved 23 April, 2020, from 
https://www.google.com/doodles/thank-you-coronavirus-helpers 

 
Figure 14: Google's doodle on 25th September 2018, US Voter Registration Day 2018. Retrieved 23 April, 2020, 
from https://www.google.com/doodles/us-voter-registration-day-2018 

 

The question therefore is, how can these logos feature as a part of an individual’s cognitive 

apparatus? Clark (2010a) offers 3 conditions which are to be met by non-biological 

candidates for inclusion into an individual’s cognitive system, they are: 

1. “That the resource be reliably available and typically invoked”.  

2. “That any information thus retrieved be more-or-less automatically endorsed. It should 

not usually be subject to critical scrutiny (unlike the opinions of other people, for 

example). It should be deemed about as trustworthy as something retrieved clearly 

from biological memory”.  

3. “That information contained in the resource should be easily accessible as and when 

required” (Clark, 2010a, 46). 

It seems that at times, manipulating the Google logo may indeed adhere to these 

conditions for possible resource-user extensions. Sometimes the logo doodle may simply 

elicit warm, positive affect, as is the case with ‘Thank You: Coronavirus helpers’, and 

therefore perhaps benefit from a causal analysis similar to earlier on this chapter, but at 

other times, such as ‘US Voter Registration Day 2018’, the interaction can be analysed in 

a way that follows these basic conditions of Clark. The doodle is informative and easily 

accessible when required. It is also reliably available as a tool to help one remember 

events, as Google frequently manipulates its logo for important events such as this. 
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Moreover, the logo not only informs the user about the date, but by interacting with the 

logo, i.e., clicking on it, the user is taken to search results that can further inform them 

about registration. The information that is then provided is “more or less automatically 

endorsed” (Clark, 2010a, 46)15.  

One may criticise this point, saying that Clark and Chalmers (1998, 17) themselves note 

that the internet is unlikely to qualify as a vehicle for cognition unless the user is unusually 

computer-reliant and trusting. However, it should be clear from this chapter, the basis of 

this claim to extension does not lie with the internet, but rather with Google itself, as a 

mental institution. Similarly to Gallagher’s (2013) Alexis, who may struggle to determine 

the right judgement for a law case and therefore turn to the institution to support her 

decision, an internet user in this case may commonly turn to the mental institution of 

Google to supplement their knowledge and use it as a source of information that if they 

were without, would render them cognitively diminished. Whilst in some cases, the doodle 

itself may be a source of inspiration for something they were not actively searching for, 

e.g., ‘Thank You: Coronavirus helpers’, it is possible that some users may interact with 

the institution via the logo itself as a way to remember things. And this arguably is no 

different to Otto’s use of his notebook. Of course, in the classic example, Otto and Inga 

are tasked with finding MoMA, and so he intentionally skims the pages for the necessary 

information. Perhaps a Google user may not go to the homepage deliberately to see 

whether the information about voting registration is there, but suppose that for Otto, whilst 

searching for the way to MoMA, he stumbles across another reminder to go and vote 

instead. Google also created this reminder:  

 
15 It should be recognised that these trust and glue conditions were originally designed with the intention of 
demonstrating the functional parity between internal dispositional beliefs and external dispositional beliefs. 
Reliability, automatic endorsement, and accessibility are all parts of the functional profile of dispositional beliefs. 
Nevertheless, these conditions continue to feature prominently in extended literature, and are often applied to other 
types of extended mental states, including for example, extended affectivity (Colombetti & Krueger, 2015, 1162; 
Krueger & Colombetti, 2018). Therefore, in this thesis, whilst emphasis is usually placed on the integration of a 
cognitive agent or agents within a wider network, these conditions are used to provide additional motivation for 
extended claims. 
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Figure 15: Google’s doodle on 6 November 2018, United States Elections 2018. Retrieved 23 April, 2020, from 
https://www.google.com/doodles/united-states-elections-2018 

 

In both cases, this reminder can spur the user to a different course of action than originally 

anticipated. And, whilst Otto may leaf through his notes for more information on where to 

go, a Google user may click on the ‘United States Elections 2018’ doodle, and then be led 

by Google directly to a tool that helped people to find their local polling station for the 2018 

U.S. Elections. In addition to helping the public find their local polling venue, other tools 

helped explain the voting process and provided information on how to vote in both English 

and Spanish. Once again, this information was reliably accessible and available on this 

day, and it was endorsed by users, in much the same way as if they had remembered this 

information using their biological memory alone, or from their personal notebook. In this 

case, the logotype has become a constitutive part of the remembering process and is 

manipulated accordingly during the coupled process.  

Whilst the type of cognition in question here is very different to what I have previously 

discussed, i.e., consumers’ recollection, recognition and evaluation of a company, it is 

interesting because these doodles depict in a very literal way, the continual feedback and 

coupled relationship between the mental institution and the environment in which it 

operates. The mental institution itself responds to changes in the external environment, 

just like a living organism, and is able to alter its physical external-facing artefacts to 

accommodate user needs. In this way, Google creates a new form of interaction with the 

consumer and solidifies its place within the consumer’s mind as a useful cognitive 

resource, i.e., a tool to support memory.  

Direct engagement with the mental institution’s logo as a cognitive resource is perhaps 

most noticeable with Google’s development of the interactive logo. Google recently has 

made a drastic change, introducing an animated logo. The user can now engage with the 

mental institution via voice commands and the artefact (the animated logo) cues the user’s 

response. Now, as soon as a user calls Google to action, the ‘G’ morphs into four dots, 

shown here:  



 122 

Figure 16: Google's animated logo. Retrieved 23 April, 2020, from 
https://www.underconsideration.com/brandnew/archives/new_logo_for_google_done_in_house.php 

 

This change to the logo therefore conveys the need for the user to do something else, for 

example, ask a question. If the dots are rising and falling in a small wave-like fashion, this 

means that Google is ‘listening’ to a command of the user. If the dots are spinning, the 

application is ‘thinking’ and when Google replies, the spin is accompanied by a kind of 

pulsing. If the user has requested something incomprehensible for the application, or 

otherwise cannot be understood by Google, the four dots will shake, and a definitive drop 

of all four dots will signify a confirmation (Sengar, 2017). The point is that the animated 

changes to the dots signify to the user that she has successfully, or unsuccessfully, 

interacted with Google. And the different responses that the user sees in the logo, for 

example whether the dots are spinning or shaking, cues the user’s subsequent 

interactions.  

Individuals that use Google’s voice commands on their various technologies have ready 

access to the mental institution of Google. It is a resource for information, and it is 

something that users may have access to all of the time, in the same way that Otto carries 

his notebook. The idea is that Otto’s notebook is a reliable constant, i.e., always in his life, 

in the same way Inga’s brain is always with her. The notebook is functionally identical to 

Inga’s internal cognitive resources; and likewise, using Google assistant plays a 

functionally similar role in enabling one’s cognition as one’s internal biological material. 

Furthermore, if one were to assess Google assistant users, asking, ‘can Google assistant 

support one’s cognition as reliably as a user’s internal neurological/biological capabilities?’ 

– I would argue that it can. And fundamentally, the interactive logo helps to cue the type 

of interaction that takes place; it visually depicts success, failure, and shows that the user 

has tapped into the institutional resource itself. Changes to the logo may therefore be akin 

to changing the literal page of a notebook, upon which information is encoded. In this very 

literal sense, the logo may therefore be a part of the supervenient basis of a consumer’s 

cognitive capacity. Within the technology industry, businesses that use interactive logos 

may blur the boundaries between the mental institution and the consumer, and the easy 

accessibility of the cognitive support the institution affords may again improve consumers’ 

affective evaluations.  



 123 

4.8 Summary – logos, aesthetics, and the external 
stakeholder  
This chapter has assessed the cognitive relationship between the face of a mental 

business institution and its external stakeholders. It has demonstrated that specific design 

features within logotypes can influence how successfully consumers remember, 

recognise, intuit and interpret logos, and by association, the mental institutions 

themselves. Specifically, it has shown that: 

• Logos can be more or less positively apprehended.  

• Logos can be retrieved faster from a customer’s memory when a product category 

is depicted in a logo. 

• More descriptive logos result in stronger impressions of authenticity as they help 

customers to make product-related associations, which ultimately elicit more 

positive evaluations of the company, e.g., they make customers think the company 

is more trustworthy and credible. 

• Logos that use naturalistic designs with a ratio of 1:1.618 elicit stronger positive 

affect. 

This analysis can therefore single out particular mechanisms within logo designs that 

support cognitive and evaluative judgements that favour mental business institutions. 

These are:  

 

1. Enhanced description, which can ease the cognitive effort it takes for a consumer 

to make sense of a logo and lead to more positive evaluations, 

2. Φ proportions, which can elicit positive affect.  

These features can be viewed as external scaffolding that supports cognition and 

evaluations that benefit corporations. However, it has been noted that some companies 

have not recognised how they can alter public opinion by directly using these tools and 

techniques to their advantage. Whilst these mechanisms may not extend the minds of 

consumers, one should not deny their relevance when one wants a full understanding of 

why stakeholders hold the opinions they do about a company.  

However, there are specific times when the consumer is somewhat coupled to the 

institution’s logo itself and thus, this institutional artefact constitutes a part of their cognitive 
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process. A logo can sell the concept of the company back to the consumer, and like Clark’s 

analysis of language, the stability of this concept is rooted in the coupled relationship 

between the logo’s phenomenal and social status, and the way it is intuited by the 

customer. Moreover, by using geographical/time-specific ‘doodles’ and interactive logos, 

some mental institutions such as Google can interact with consumers at a personal level, 

promote further engagement with the institution, and thus act as a subvenient basal part 

of users’ cognition and emotional affect.      
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5 Products 
5.1 Introduction 
This chapter explores how a mental business institution’s products function as an asset 

to influence the cognitive and evaluative judgements consumers make about it. For the 

purposes of this chapter, products are characterised as material, external facing artefacts: 

they can be purchased and used by consumers and are designed with the customer in 

mind. ‘Product’ should therefore be understood in common sense terms: it is an object or 

system that is made available for consumer use. All products are ‘material’ to the extent 

to which they should be identifiable. Whilst true that a product can be either an item or a 

service (and thus not ‘material’ per se), products remain things that one can point out, 

distinguish, and refer to using the definite article ‘the’ in a way that implies its ‘physical’ 

existence. Thus, ‘the iPhone’, ‘the catering service’ and ‘the Facebook app’ are all material 

and exist in either physical, virtual or cyber forms in a way that a company’s abstract value 

of ‘passion’ or ‘integrity’ for example, does not. At times, these material products can 

feature as consumers’ vehicles of cognitive and evaluative judgements about the 

institution16.  

This chapter is comprised of three related analyses about consumers’ relationships with 

products. Firstly, it explores what I describe as ‘artefact-saturated environments’. An 

artefact-saturated environment is one in which one particular artefact type, for example, a 

specific product or logo, dominates a particular landscape. The iPhone is a good example 

of this: Apple’s iPhones dominate the smartphone market and are the most commonly 

encountered smartphone. The iPhone is a product of Apple, and thus an artefact that can 

influence the cognitive and evaluative judgements consumers make about the business 

 
16 Of course, products also can support internal company cognition. For example, products can be used in a similar 
way to precedents in law. Previous iPhone models may inform the designs of newer models within Apple and 
instigate new innovation, for example. Equally, company values may be encoded within an institution’s products. 
Apple’s first marketing brochure proclaimed in 1977 for example, “Simplicity is the ultimate sophistication” (Apple 
Computer, Inc., 1977). The company’s overall aesthetic may be encoded within their products’ designs, which may 
act as subsequent vehicles to elicit other ‘business-orientated cognition’ like marketing strategising. However, this 
is beyond the scope of this chapter and Gallagher has already offered an analysis of how precedents can extend 
cognition. Similar arguments could be made for products. I think an external facing analysis of customers’ 
interactions with products is more interesting for this chapter and pushes the literature to reconsider these artefacts’ 
wider relations with the environment within which they exist. 
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institution. This section explores the different responses consumers can have to product 

domination and how an environment saturated with a single product can positively 

enhance reactive cognitive and emotional states. Within the context of distributed 

cognition, concepts of ‘mere exposure’ and ‘habituation’ are discussed.  

Secondly, this chapter explores product compatibility. It explains how consumers create 

personalised cognitive niches that contain products. An optimised cognitive niche will be 

comprised of compatible products. Focusing primarily on Apple products, it investigates 

the concept of ‘network externalities’, whereby consumers' valuations of a product are 

dependent upon its compatibility. When evaluated, the overall mental institution is 

implicated in the affective judgement. 

Thirdly, this chapter considers the role the mental business institution plays in the 

cognition that results from customer interactions with products. It suggests that in cases 

of individuals using new innovative products as cognitive tools, the business institution 

becomes more explanatorily relevant to the overall cognitive story.  

It is then further argued that when customers become cognitively coupled with non-

material products, this implicates elements of the mental business institution more broadly 

in the resultant extended cognitive system, than when customers use material products 

as tools for thinking. Whilst a business cannot physically change a manufactured product 

after a sale, this is not the case for non-material products, where a business may continue 

to update or improve their digitalised products or services after a customer has purchased. 

Therefore, this final section reiterates the analysis of the mental institution as discussed 

in Chapter 2, and, whilst still arguing for a conservative interpretation of cognitive 

extension via mental institutions (i.e., that of Menary’s (2013)), notes the difference 

between how this relationship should be analysed philosophically, and customer 

interpretations of their engagement with mental business institutions.  

5.2 Artefact-saturated environments: a related 
argument for logos and products  
Chapter 4 discussed the swastika as a possible example of how a consumer can form 

a coupled relationship with a logo. It was proposed that the swastika was an external, 

regulatory tool that was able to uphold specific German and Aryan sentiments that 

would not exist in its absence. However, a natural criticism of this analysis would 
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simply be that this ‘coupled system’ is never going to adhere to the strict criteria of 

reliability that seems essential for extended claims to have force. Afterall, Otto’s 

notebook was always with him, it was easily accessible, and he was always able to 

use it when needed. Chapter 4’s discussion of logos is arguably unable to compete 

with this form of tight, reliable coupling.  

There are two possible ways to respond to this expected criticism. The first, is simply to 

remind the critic that this thesis has already stepped away from first wave principles of 

parity; it is rather concerned with complementarity and integrationist understandings of 

consumer interactions with objects. This is a fair rebuttal: it suggests there is no need to 

hold Chapter 4’s analysis to criteria that is arguably outdated and cannot grasp the 

complexities of the social element of the extension in question. Nevertheless, it remains 

a threatening challenge by those who want to stay somewhat true to Clark and Chalmer’s 

(1998) original idea of extension. And, it does seem to remain a necessary criterion to 

consider so as to avoid cognitive bloats (Allen-Hermanson, 2013; Rowlands, 2009). 

Therefore, I proceed with a second form of response.  

This is a fair criticism. We do need to be reliably coupled to the artefact in question so that 

it can legitimately be considered a subvenient vehicle in the realisation of our cognition 

and affect. And here, arguably, we can. At times, mental institutions’ artefacts can become 

so salient and pervasive in our immediate environment that they are readily available to 

us and our thoughts and feelings are affected by their continued, reliable existence in our 

environment in a similar way to Otto’s reliable, ever-present notebook.  

So, the next question then is naturally, what artefacts are so pervasive in an environment 

that they are always visible? Of course, Nazi Germany’s swastika is perhaps a very fitting 

example: it was present throughout society, unmissable, and unmistakable. And it may be 

tempting to think that this is perhaps a unique case. Yet, there are many brands’ logos 

that seem to also permeate society, such that they are readily available: Coca-Cola, 

Apple, McDonald’s, Adidas, or Nike, for example.  

And this is where the analysis now shifts away from logos directly and I formulate my 

response to the abovementioned criticism with reference to products themselves. This 

analysis retains a narrow focus, discussing only mental institutions’ physical products that 

are already in the market, but I acknowledge that the analysis is applicable to both 

products, and other forms of marketing materials (e.g., logos, advertisements, branding 
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etc.) that saturate our cognitive niche. When I talk about ‘pervasive environmental 

features’ that are pervasive enough for individuals to become reliably coupled to them, I 

am therefore referring to repeated sightings of products. Naturally, the analysis could be 

applied to other marketing materials that a mental business institution creates. However, 

the focus is only on products here to demonstrate another distinct category within the 

repertoire of the mental institutions’ artefacts that have potential to elicit positive cognitive 

and affective responses within consumers.  

To clarify, the cognitive and emotional processes that arguably have an extended 

component can be summarised by the following types of statements:  

- “Do I want product X?” – a cognitive judgement.  

- “What do I think about product X (and company X)?” – an evaluative judgement.  

- “I now remember that I want X (or like company X)” – a recollective cognitive 

process. 

- “Wow, I want X (or I love company X)” – an evaluative and affective state.  

Before these cognitive and affective states can be realised by a person, that individual 

needs to be exposed to external stimuli and gather various information about the product. 

In everyday life, individuals receive new product-related information and stimuli through 

social ‘touch points’. Products are passively observed, and information is relayed through 

more active interpersonal communication, such as news reports, conversations with family 

and friends, shopping, and product experience (Court et al., 2009). This new information 

is then further passed on to others (Le Bon & Merunka, 2017, 23). There are three theories 

that look at the influence of this repetitive exposure on people’s attitudes and intentions. 

These are ‘adaptation-level theory’, ‘habituation’, and ‘mere exposure effect and repeated 

exposure’. 

Adaptation-level theory suggests that each person is an adaptive organism who adapts in 

response to their various experiences. When an individual experiences a new stimulus for 

the first time, their judgement of it is rooted in their prior experiences, as well as how they 

recollect their previous experiences of similar stimuli in the past. Their habitual exposure 

to previous stimuli helps to provide a frame of reference that the individual can use to help 

inform their judgement. According to adaptation-level theory, subjective judgements are 

necessarily relative to the prevailing norms at play. This is why a pen that weighs 140g 

would be considered abnormally heavy, but a phone that weights 140g would be judged 
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as normal (“adaptation-level theory,” n.d.). So, in the context of products, when a 

consumer is met with an initial stimulus, this creates a standard for judgements of 

subsequent stimuli. The adaptation level, namely the neutral position that functions as a 

reference point for subjective judgements, therefore fluctuates according to past 

judgements and norms that have previously been established. Consequently, one cannot 

look at the evaluative judgement a consumer makes about a product in isolation: the wider 

environmental niche must be considered.  

It is also common that individuals repeat their past behaviour when faced with the same 

circumstances. Put simply, people form habits. This is known as habituation. Patterns of 

habituation and sensitisation within consumers are typical of non-associative learning, 

namely basic response patterns that are induced by repeated exposure to the same 

stimulus. (Wathieu, 2004, 587). The basic idea is that people become accustomed to 

particular stimuli and therefore adapt their judgements accordingly so that they align with 

the stimuli they repeatedly experience. Wathieu (2004, 587) gives the example of a high-

speed computer network connection to explain this phenomenon: initially, one will express 

excitement for the improved connection, but over time, this excitement will wane. Yet still, 

the perceived value of the high-speed network will be revitalised whenever the consumer 

is forced to switch back to a slower connection17.  

Habituation is not only an individual affair. Le Bon & Merunka (2017, 23) point out that the 

social environment (within which one is embedded) offers additional information from 

different resources about a new product. Repeated exposure to new information through 

intersubjective exchanges make it easier for people to accept something that is new.  

According to habituation theory, a consumer therefore sees a new product and comes to 

hear about it from various sources. Through repeated exposure to the new stimulus, the 

product is then habituated. Over time, the novelty of the product is lost, and is replaced 

by habitual awareness or use of it. Even though a product may still be relatively new, the 

 
17 Wathieu’s (2004) theory of habituation differs from other traditional accounts such as those of Ryder and Heal 
(1973) and Becker and Murphy (1988). They suggest that excitement grows every time the stimuli is brought forth 
to the consumer’s consciousness. Essentially, the stimulus is seen as more beneficial to the consumer’s future, 
with every use. The adage ‘the more you get, the more you want’ neatly captures this approach. Here however, 
Wathieu suggests habituation to be behaviours that persist despite the individual’s relative loss of excitement over 
time and that it is when consumers are deprived of their habits, they come to miss then. 
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repetition of interpersonal communications, word or mouth, observations, and media 

within one’s cognitive niche make their adoption of the product seem habitual (Le Bon & 

Merunka, 2017, 23).  

When understood in these terms, it is appropriate to suggest the use and acceptance of 

the Nazi swastika in Germany became habitual. By policing its use and keeping control 

over the various interpersonal communication channels, such as controlling radio 

broadcasts and censoring the press, the Nazi party was able to enforce its acceptance as 

a revelation of Germanic race consciousnesses (Quinn, 1994, 148). It was a recalibrating 

of Germanic thought due to the salient nature of the symbol. The swastika was a 

permanent presence in Nazi Germany: for example, it was on many products and 

appeared on every government uniform and public building. Essentially, the symbol was 

a discernible element of the cognitive landscape within which the German population was 

embedded.  

This notion of habituation helps to give some weight to my previous claim of reciprocal 

coupling. Strangely enough, one can see a possible similarity with Otto here. His 

notebook’s presence is a reliable constant in his life, in much the same way that this 

symbol’s presence was in fact a constant in Nazi Germany. This symbol provided an 

external frame of reference for the population, in much the same way the notebook offers 

a frame of reference that helped Otto through his cognitive decision processes (Le Bon & 

Merunka, 2017, 23). Over time, both within Nazi Germany, and for Otto, their ways of 

thinking (i.e., their use of the vehicles of cognition that underlay their thinking) became 

habitual and were upheld by features of the external environment. It is for this reason; it’s 

reasonable to claim in Chapter 4 that there are times in which one can become reciprocally 

coupled to logos with which they have a direct connection, or ‘stake’ in.   

However, at other times, we may not want to place such emphasis on the internal cognitive 

mechanisms of the individual, namely, the individual’s habits. Regarding products 

specifically, it would be unreasonable to suggest that commonly sighted products instigate 

reciprocal cognitive couplings, but it is possible that they may change the way people think 

about them, simply by being present.  

Take Apple for example. If you are teaching a university seminar and you look up at the 

students, it’s likely that you’re going to see numerous Apple products being used to take 

notes. Worldwide in 2017, Apple’s laptop market share stood at 9.6% (Mitic, 2019). Whilst 
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returning to your office, you may see colleagues using more Apple products. Over time, 

seeing these products will change what you think about them, and in turn, the mental 

institution that produces them. The more familiar you are with the product, the more likely 

you are to develop a preference for that thing, for example, an Apple MacBook.  

This is the phenomena of mere exposure effect. Mere exposure is a condition that makes 

specific stimuli accessible to an individual’s perception (Zajonc, 1968). Simple exposure 

to a product is a source of information that can aid consumers in their decision-making 

processes, for example, asking ‘do I want X / do I like X?’. It is through exposure to the 

product that the individual becomes accustomed to it. Familiarity therefore increases, and 

with it, a more positive attitude towards it. It is suggested that with increased familiarity, 

the perceived risk of buying a new product is lessened (Baker, 1999). 

Scott and White (2016) suggest companies can capitalise on this phenomenon. Rather 

than investing heavily in expensive advertising campaigns, they can use the influence of 

mere exposure to present their products as a signal to their potential customers. 

Therefore, the product itself should be understood as an artefact that helps to elicit positive 

cognitive and evaluative judgements. The word ‘artefact’ is used here instead of ‘tool’, as 

my interest is very much focused on the passive environment. Apple itself, has no control 

over how many MacBooks are present in the teacher’s eyeline whilst she gives a lecture. 

But still, this environmental feature is the product of the mental institution. Therefore, it 

should be noted as a possible source of cognitive arousal, even though the mental 

institution itself cannot do much to directly strengthen this environmental cue. What 

remains interesting however, is that by having the product presented to the consumer in 

a non-advertising, non-intrusive context, this salient artefact’s presence is able to foster 

positive thoughts about the company without the negative cognitive responses that 

traditional intrusive advertising can induce (Scott & White, 2016, 414). Therefore, this 

analysis suggests that market share itself can play a role in the elicitation of positive 

cognitive and evaluative consumer judgements. However, unlike a logo, which a company 

can directly manipulate, market share and its product’s visibility in the wider environment 

is a result of other marketing techniques. It is only through appealing to consumers by 

manipulating other marketing tools that a market niche can become product-saturated, 

thereby enabling this ‘secondary’ artefact to begin to passively uphold further cognition 

that is beneficial to the mental institution. 
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5.3 Product compatibility 
From this discussion, it can be deduced that a mental institution can influence the cognitive 

and emotional responses of consumers by flooding the market with their products. The 

idea is simply that the more their products are present in the consumer’s environment, the 

more salient they are. Increased pervasiveness normalises the products and 

consequently alters the consumers’ cognitive and affective responses, arguably for the 

better. The underlying theme here is niche construction, namely “the process whereby 

organisms, through their metabolism, their activities and their choices, modify their own 

and/or each other's niches” (Odling-Smee et al., 2003). So far, this chapter has considered 

how the mental business institution can modify the consumer’s environment. The following 

now continues to explore how a ‘cognitive niche’ can be crafted from a company’s 

products. Here however, the focus is not on how the mental institution crafts consumers’ 

surrounding environments, but rather is on how consumers can create their individual 

cognitive niche by purchasing the products the mental institution provides.  

Fundamental to this discussion is the concept of compatibility; namely, when two things 

can operate together without problems or conflict. Simply put, when consumers purchase 

products, these products are either compatible or incompatible with the things that they 

already own. This section now explores what bearing product compatibility has on 

consumers’ thoughts and feelings about the manufacturer. For example, if a company 

produces a new product that is incompatible with previous models, or incompatible with 

products in the wider market, this may illustrate this institution is attempting to establish a 

new industry standard and by default, establish itself as the industry leader (Economides, 

1989, 1180). Consumer reactions may be positive, for example, they may affectively 

evaluate this move as ‘innovative’ or ‘exciting’; alternatively, they may also be angered 

that the product is incompatible with their existing ‘niche’. 

Here, I focus primarily on Apple products as a glowing example of how product 

compatibility can improve the way consumers evaluate the products, and by extension, 

the mental institution itself. I relate the concept of compatibility to second wave theories 

of complementarity and integration and recognise the need for widespread consistency 

across a business institution: not only should products be compatible, but moreover, there 

should be underlying consistency between the institution’s manufactured goods and other 

customer-contact points, such as shops or help centres. Finally, the concept of 

compatibility is mapped onto other types of mental business institutions (i.e., not 
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technology companies) that may also benefit from providing similar compatibility across 

their product ranges.  

There is a fundamental reason why people choose to invest in Apple products. When 

individuals buy an Apple product, they are simultaneously investing in the Apple 

ecosystem. Rather than just choosing a product because of its specifications, consumers 

buy Apple products because each additional purchase allows them to become more 

integrated into a continuously expanding ecosystem of software and services (Haselton, 

n.d.). Literature discussing ‘network externalities’ supports this claim, as it commonly 

assumes that consumers' valuation of a product as ‘good’ increases with the size of its 

corresponding network (Boom, 2001, 85). With Apple products, if users continue to invest 

in that same ecosystem, it enables them to use their purchases in more intricate ways. 

Essentially, investing in compatible products enables users to build their very own 

cognitive niche that supports their daily needs.  

Apple begins its explanation of its ‘Continuity’, as they call it, by saying, “When you use a 

Mac, iPad, iPhone, or Apple Watch, you’re able to do incredible things. And when you use 

them together, you can do so much more” (“macOS - Continuity - Apple,” n.d.). In everyday 

language, ‘continuity’ refers to the unbroken and consistent existence or operation of 

something over a significant time period. The overarching idea for Apple is therefore that 

a user’s actions are not interrupted or broken even if they change devices. For example, 

if one uses both a Mac and an iPhone, functions like copy, cut and paste can be performed 

across both products. This means that if a user is browsing Safari on a Mac and comes 

across an exciting recipe they would like to try, the user can paste the ingredients list 

directly to their iPhone. Another simple example of continuity is being able to send and 

receive SMS text messages on a Mac and having one’s conversations kept up to date 

across both devices. Therefore, if a user misplaces their phone, they can easily respond 

from another device (“macOS - Continuity - Apple,” n.d.).  

This idea of continuity across devices is a simple example of multiple realisability: an 

action, for example a command or process such as ‘copy’ > ‘paste’, can be performed 

across distinct physical devices. It therefore allows the user freedom to work across 

devices without disrupting the workflow. This Apple ecosystem is built like a spider’s web 

with connections between all the user’s different products. In just the same way as Chapter 

2 discussed how an individual can integrate a cognitive tool into their cognitive processing 

or use a tool in a way that complements their thought process, here, the basic idea is that 
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each Apple product can be successfully plugged into (i.e., integrated within) the Apple 

ecosystem because it operates in the same way. 

By adding the ability to send and receive SMS messages across all devices, and then in 

later updates being able to make entire phone calls on a Mac, for example, Apple 

demonstrated how the more Apple devices one owned, the better they all worked together. 

In this sense, investing in multiple Apple products to achieve ‘continuity’ is akin to 

developing a cognitive niche which consequently simplifies one’s tasks. Subsequent 

development of Siri gives further weight to this idea as the voice has become more familiar 

amongst users who can ask Siri questions, no matter where they are and which device 

they are using (Haselton, n.d.).  

When discussing compatibility, it is once again important to consider the relationship 

between one’s own individual purchases, and the purchase decisions of the wider 

community. 5.2 has explained how an environment that is saturated by a particular product 

can positively influence consumers’ opinions of it. Moreover, when talking about 

technological products and software, one must also recognise that “the utility derived by 

a consumer of the product increases with the number of other consumers of that product” 

(Hu, 2018, 23). Therefore, higher market share not only reduces the perceived risk 

associated with investing in something ‘foreign’ but can simultaneously increase the 

perceived utility in that product. Fundamentally, compatibility concerns networks, and 

therefore, if a product can be successfully integrated into one’s personal ecosystem or 

‘niche’, and simultaneously used in the wider social niche, it is evaluated more positively.  

In this regard, Apple has successfully capitalised on their high market share. In the United 

States, Apple controls about 40% of the smartphone market and has successfully created 

unique features that are only available on iPhone. Features such as iMessage, FaceTime 

and Memoji are examples of network externalities. These are only beneficial when a 

significant proportion of the population is able to utilise the application. Without Apple’s 

high market share levels, such idiosyncratic applications would detract from the perceived 

value of their products as they would remain incompatible with the wider community 

(“Apple’s iPhone Benefits from Network Externalities – Economics 243 Fall 2018,” n.d.).  

Apple’s idea of ‘continuity’ also extends beyond the products a user has physically bought. 

If one enters an Apple Store, trained employees will help set up the user’s devices to 

create their own Apple-built, ‘cognitive niche’. In the Store, other products can also be 
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purchased that one knows will work seamlessly with the products in which one has already 

invested. The Apple Store is also the company’s physical support hub, where customers 

can go to seek assistance and ask any questions they may have. Support staff can help 

customers connect their devices or repair broken products. And whilst this chapter 

concerns products alone, one should still recognise the overarching continuity between 

Apple’s products and the Apple Stores. When a consumer invests in an Apple product, 

they can take that product into any Apple Store in the event they experience problems.  

And arguably, this is where other mental business institutions have fallen short of Apple. 

For example, Samsung has developed its own ecosystem of products, selling 

smartphones, tablets, TVs, wearables, and laptops, and offering apps such as SideSync 

that allow you to interact with your smartphone from another Samsung device. The 

Samsung app, Samsung Connect, also allows Samsung consumers to search for and 

connect to smart devices such as TVs, Bluetooth headsets and wearables, home 

appliances or other IoT devices. You can even use Samsung Connect on your 

smartphone to check the progress of your wash on your connected washing machine, for 

example (“What is Samsung Connect? | Samsung Support UK,” n.d.). However, whereas 

Apple has hundreds of high-profile stores across 25 countries (“Store List - Apple Store - 

Apple,” n.d.), Samsung relies on small flagship, viewing-only locations, pop up locations, 

or dedicated areas of other electronic stores, as places for consumers to better 

understand their product selection. This is detrimental to their success because, as a 

product ecosystem becomes more powerful, consumers require a central hub they can 

visit to better learn how to connect the products so they can create a niche that is 

meaningful and useful to them. Equally, with centralised hubs that are specifically 

designed to support a single ecosystem type, Apple users find that problems with products 

such as breakages, damages, or software failures, are dealt with by that company directly. 

The product’s ‘language’ is compatible with the Store and there is continuity between the 

individual product and the institutional whole. Moreover, as the following chapter 

documents, and has been touched upon here, providing flagship stores offers marketing 

opportunities for a mental business institution. There is continuity in design: the 

atmospherics of the flagship store complement the products and help to enrich consumers 

with a sense that their purchase is not only an investment in a single product, but rather 

in an institutional ideal, and for some consumers, an investment in a way of life.   

This analysis in 5.3 has been confined to digital products, as it remains one of the most 

striking examples of how different products can be either compatible or incompatible with 
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each other. Niche construction says that as living things, humans can actively change 

their own surrounding environments (Laland et al., 2016, 192), and arguably, in the 

technological age, our niches are supported by digital products. Therefore, as consumers, 

we seek out digital products that are compatible with our personal niche, and that of wider 

society. And, as this analysis has discussed, compatibility effects the cognitive and 

evaluative responses of consumers.  

However, it must be recognised that this analysis is also applicable to mental business 

institutions who create non-digital products. We can imagine for example, a company that 

develops specialised furniture and subsequently develops accessories that are 

compatible only with that institution’s ecological niche. The fashion industry is another 

example where product compatibility remains important. Whilst it may be possible to 

combine certain styles, there are rules that designers generally follow: brands have their 

own unique styles and looks. Certain designs may be incompatible with the brand’s overall 

image; for example, The White Company states, “…we’ve been making impeccably 

stylish, beautifully designed products, principally in white, for over 26 years” (“About | Our 

Story | The White Company UK,” n.d.). Therefore, if this institution suddenly released a 

very colourful collection, it may be perceived as incompatible with their previous stock and 

the company may suffer from negative customer feedback.  

Essentially, this analysis of product compatibility has demonstrated that even though 

products can be considered as artefacts of a mental institution, they should not be 

considered in isolation. As mental business institutions are generally specialised 

according to their sector, the products they produce often complement one another and 

provide similar, or related, solutions for consumers. Therefore, any institution’s product 

should always be considered as part of a larger web of that institution’s offerings, and the 

compatibility or incompatibility of each product can have a bearing on how the others are 

perceived, and ultimately, how the institution itself is evaluated by its stakeholders. 

5.4 Can the use of a product as a vehicle of 
cognition also implicate the product manufacturer 
as a subvenient part of the extended cognitive 
process? 
When discussing products and the forms of mental states they elicit, it is natural to discuss 

what consumers do with the products they purchase. Products not only generate thoughts 
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and feelings about the mental business institution that manufactured them, but moreover, 

products are used by consumers for their own end. As discussed already for example, an 

iPhone and Mac can be used to help plan one’s shopping list and remember the 

ingredients one needs to buy. The content of the cognition discussed here is therefore 

fundamentally different to what I have previously been talking about. It is not cognitive 

judgements or evaluations about the institution; rather it concerns other cognitive acts 

(and evaluative judgements) that are enabled by the institution’s products. The product is 

thus a vehicle of further mental states. 

This section considers when a consumer’s use of an institution’s product can implicate the 

institution more widely as a subvenient cognitive realiser. The discussion therefore 

concerns the philosophical worry of the cognitive bloat. Essentially, it asks: when is a wider 

business institution still explanatorily relevant to the cognitive process and when should 

the story end with the product? Or in other words, when can we justifiably suggest the 

mental business institution is an important explanatory element of the consumer’s 

subsequent cognition, simply by having manufactured the product that acts as the 

consumer’s cognitive vehicle?  

Two contrasting scenarios are used to answer this question and relate this discussion to 

my criticism of Gallagher’s (2013) notion of mental institutions as cognitive vehicles in 

Chapter 2. This thesis has already rejected Gallagher’s strong claim that an institution can 

act as an agent’s cognitive vehicle, arguing that only institutional practices can act as 

subvening basal elements of extended cognitive systems. The following discussion does 

not contradict that previous analysis, but rather supplements it: it again reiterates the 

importance of understanding institutional artefacts and processes as being intimately tied 

to, or embedded within, the wider institution. Within the context of products, this can be 

considered as the product’s ‘manufacturing history’ so to speak; essentially, one must 

establish which mental institution made them. This discussion is relevant for two reasons. 

Firstly, it is philosophically interesting as it sheds further light on how we should 

conceptualise mental institutions and their relationship to cognitive agents. Secondly, it is 

of particular interest for businesses, as it explains the relationship between a business, a 

product, and a consumer. It urges companies to recognise the intimate relationship 

between their product and their institution and explains why negative experiences with 

their products tarnish not only that product line, but more generally, the company’s 

reputation. To begin, consider the following two scenarios: 
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Scenario 1 

Imagine a company that manufactures vertical blinds. To make a vertical blind 

requires multiple components and materials; therefore, the company needs to keep 

track of its raw materials and stock. The owner may therefore use a MacBook to 

record what materials the company has on hand. Whenever materials are 

delivered or used in manufacturing, this is recorded in an Excel spreadsheet. This 

information cannot be retained in the owner’s head alone, and therefore, just like 

Otto who encodes information in his notebook, the owner encodes the information 

in the computer. Subsequent decisions about when to next order supplies are 

made with the help of the spreadsheet. It informs the owner’s actions and these 

actions (i.e., when an order is placed) are also recorded. Extended mind theory 

may suggest this is a coupled, interactive cognitive system comprising of owner, 

computer, and computer software.  

Scenario 2 

Suppose that the entire institution of ‘manufacturing’ has developed without the 

concept of stock count, and manufacturing companies do not keep records of the 

raw materials they have on hand. It is plausible that companies would then simply 

stock at random and often find themselves without the necessary materials. 

Perhaps eventually, a technology company (TC) would develop a solution: they 

may design a small scanner that manufacturers could place in the middle of their 

warehouses that would scan their shelves and tell them what needs ordering. 

Importantly for this scenario, there are no alternative supporting technologies the 

manufacturers can use. Just like the first scenario, decisions about when to order 

supplies are not made purely intracranially, but rather made with the help of an 

external resource; in this case, a scanner. The scanner works in functionally similar 

ways to one’s internal cognition: it assesses the scene, counts the stock, and 

outputs information: i.e., what needs to be bought. Once more deliveries have been 

made and materials again used up, the scanner can provide further information 

about what next should be ordered. So, just like when the manufacturer fills out his 

spreadsheets, completing stock counts and orders with the help of the scanner 

becomes a cognitively distributed process. 
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Yet, there is a fundamental difference between these two cases, namely how generic the 

product is that supports the manufacturer’s cognitive task of deciding what new materials 

to order. In the first scenario, the manufacturer uses Microsoft Excel and a MacBook to 

support his cognition. The processing that the computer and the software do is arguably 

multiply realisable: rather than using Excel, the manufacturer could have recorded the 

information on a Google Docs Spreadsheet or used Scoro, or Numbers. Equally, rather 

than using MacBook hardware, they could have used a Dell XPS or Huawei Matebook D. 

Essentially, these products have multiple competitors which have been created by multiple 

different companies, i.e., mental institutions. Therefore, it is not of explanatory value to 

discuss the all-encompassing institution of Apple or Microsoft as supporting the 

manufacturer’s cognition. In order to provide a comprehensive cognitive story of this 

scenario, one need only look at the user’s coupled relationship with the individual product.  

However, in the second scenario, TC has created something that, so far, has not been 

replicated by a competing company. TC’s scanner is the result of TC’s own innovation, 

planning, and manufacturing; and importantly, is unique. There is no other product that 

can realise this same function. In this context, it is possible that the vertical blind 

manufacturer’s cognition is not only dependent on TC’s product but is also more intricately 

connected to TC’s internal processes that enabled its development. Explaining the mental 

institution of TC therefore contributes in an explanatorily relevant way to a complete 

analysis of the extended cognitive process at hand here, in a way that complete 

descriptions of Apple or Microsoft do not in the first scenario.  

This view mirrors my discussion in Chapter 2, in which I distinguished between the 

immediate active components of an individual’s extended cognition, and the institution as 

a whole. In this case, the mental institution of TC does remain explanatorily powerful to 

the analysis due to the novelty of the product. Contextually, one can use counterfactual 

reasoning to suggest that without TC, there would be no 360 scanner, and thus ‘stock 

count cognition’ would not be an extended process in a way that one cannot say that 

without Apple, there would be no laptop, and thus no extended ‘stock count cognition’. 

This is because if MacBook computers didn’t exist, other laptops could have filled the gap 

and acted as functionally identical, cognitive vehicles. Essentially, a product’s uniqueness 

(in this case how multiply realised a product’s function can be) determines where the 

explanatory limits of the analysis lie. In neither scenario, does a business institution itself 

extend a customer’s cognition via its product just because the institution created it, but, 

when a novel product is first developed, this novelty should justify the institution’s more 
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general inclusion within the cognitive story its product elicits when coupled to stakeholders 

in mind-extending ways. 

Above, I carefully selected the phrase ‘intricately connected’ to describe how in the 

imagined scenario, the vertical blind manufacturer’s cognition is related to the institutional 

processes of TC that enabled the scanner’s development, as well as the scanner itself. 

This is because, as the scanner is a new innovative product that does not have a long 

history of production, its mere existence is therefore of interest: different institutional 

processes could have formed within TC, thus leading to the manufacture of different 

products. The fact that the product is used by the blind manufacturer is causally dependent 

on those processes.  

However, in line with Chapter 2, this dependency should not be understood as a 

supervenience relationship18. An example helps to demonstrate. In 2014, Amazon 

released the Amazon Fire smartphone. Just like the imagined scanner from Scenario 2, 

this phone was suggested to be able to identify up to 100 million items and allowed users 

to easily keep track of anything and everything they've ever scanned and quickly buy those 

products from Amazon.com (Welch, 2014). If users interacted with the phone in mind-

extending ways (i.e., in coupled, reciprocal interaction), one may talk about their 

recollection of products to buy being widely distributed. Due to poor public reception 

however, the phone was quickly discontinued: i.e., the manufacturing and distributing 

processes within Amazon were disbanded. Despite the removal of institutional processes 

from which the product emerged, users’ cognition remained unaffected: they could still 

use the phone in mind-extending ways. After all, even if the product was discontinued, at 

the local level (i.e., customer + product), distributed cognitive processes could continue 

as before. This illustrates that extension only occurs at the local level and the institution 

as a whole is not implicated as basal elements of this extended process. 

From this analysis, one can conclude institutional processes can be relevant to 

consumers’ extended cognition. Institutional processes are of particular interest when the 

product acts as a cognitive vehicle in ways other products cannot. If a product is new, it is 

natural to therefore turn to the institution that developed it and consider it relevant to the 

cognitive story. However, in line with Chapter 2 analyses, locally extended cognition is not 

 
18 This would be to endorse Gallagher’s (2013) concept of the mental institution.  
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supervenient upon these processes, and therefore is not supervenient upon the mental 

business institution as a whole. This is because manufacturing a physical product is a 

causal process: once created, its existence is no longer dependent upon institutional 

processes, and it exists independently.  

However, the same cannot be said for certain non-physical products.  

Scenario 3 

Suppose that rather than creating a physical scanner, TC had created an app that 

could be downloaded on an iPhone, converting the iPhone into a scanner, such 

that the phone now performed the same function as the physical scanner 

discussed in Scenario 2. Just like the previous scenarios, completing stock counts 

and orders would become a cognitively distributed process. Yet, there is one key 

difference.  

My argument above for the non-supervenience of the consumer’s cognition upon the wider 

institution depended upon the physicality of the device. The institutional processes that 

created the cognitive vehicle could no longer affect it after its manufacturing was complete. 

The process was purely causal. However, in this third scenario, the ‘scanner app’ still 

remains dependent upon institutional processes. Applications are commonly updated and 

therefore do not enjoy the same independence from their developers that their physical 

counterparts do. In these cases, one may therefore be inclined to suggest that the 

institution itself features as a basal constituent in a consumer’s extended cognitive 

process.  

To give a concrete example, consider one’s use of Google maps. The iOS app enables 

the user to navigate their world faster and more easily. The application is an external 

artefact, analogous to Otto’s notebook (Clark & Chalmers, 1998). The difference, 

however, is that this external artefact’s usability remains supervenient upon Google itself. 

On June 17, 2020, for example, Google released an update that fixed various bugs and 

offered “new features to help users during COVID-19” (“Google Maps - Transit & Food on 

the App Store,” n.d.). It is reasonable to think that when a user spoke about this update, 

they would not simply say ‘with Google Maps, it is now easier for me to find X…’, but rather 

say something like ‘Google has made it easier for me to use Maps to find X…’, thus 

recognising the dependency of the product they use upon the institution itself. Therefore, 
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following supervenience, it is possible to draw two different diagrams to illustrate the 

dependency of the consumer’s cognition when coupled to physical and non-physical 

products. 

I suggest that for physical products a mental business institution has manufactured, for 

example, a printed map, the institution can only have causal influence over the product 

prior to it being ‘plugged into’ any coupled interaction with the user. This is because during 

the buying process, the customer removes it from the care of the mental business 

institution, essentially severing any further influence the institution can exert over the 

product’s form. Therefore, the mental institution is not implicated in any locally extended 

cognitive processes that may result from the customer’s interaction with the product. The 

figure below illustrates this relationship between the institution and the user’s 

subsequently extended cognitive process. The elements drawn in red illustrate where the 

mental institution has direct influence:  

Figure 17: The relationship between the mental institution and the consumer's extended cognitive process in cases 
of physical, material products. 

 

However, if a customer buys a virtual product or a service, it can often mean that the 

mental business institution continues to ‘manufacture’, or otherwise manipulate the form 

of the product after the sale so that the product continues to perform its function 

appropriately. Phone subscriptions, TV channels, downloadable apps and service-based 

products, such as party planning services or catering, are the types of products that fall 

into this category.  

The figure below illustrates this relationship, using Google Maps as an example. The 

elements drawn in red illustrate the amount of influence Google has within this system. 

Note that in this scenario, as the relationship between the institution and the product is 
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characterised by supervenience and not causation, Google’s influence within the system 

is greatly increased.  

Figure 18: The relationship between the mental institution and the consumer's extended cognitive process in cases 
of virtual products or services. 

 

The idea is simple: the product (the Google Maps app) supervenes upon elements of the 

institution. A change to the app, such as an update, comes about via changes to its basal 

elements, for example, decisions made by Google’s development team and changes 

made to the Google servers. And commonsensically, if there are wide changes to the 

basal qualities, there will be changes to the product itself. Unlike the previous diagram 

which illustrates linear causation, in which at time period 1, the mental institution creates 

a product, and then at time period 2, that product is used by the customer in a ‘locally 

extended cognitive process’, here, these time-specific events overlap. The product is 

already being used by the customer, whilst the institution itself is manufacturing, updating, 

or revitalising the product. Therefore, the level of influence Google has upon this system 

(shown in red) encroaches upon the locally extended cognitive process. This is because 

if the app experiences changes because of institutional changes at the lower level, and 

the product is itself a cognitive vehicle from which the consumers’ cognition emerges, then 

institutional properties are a part of the basal underpinnings of the consumers’ extended 

cognitive state (e.g., remembering the location of a museum). If one uses Google Maps 
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as part of their cognitive apparatus when finding a museum, this therefore implicates 

elements of the mental institution of Google itself. 

This analysis therefore seems very much in line with Gallagher’s (2013) idea of the socially 

extended mind: institutions can form the basis of extended cognitive states. In Chapter 2 

however, I rejected this idea, distinguishing between local institutional practices (e.g., 

reading a textbook) and distal elements of the institution. The same argument can be 

applied here. The ‘Google Development Team’ that is specifically assigned to ensuring 

the app’s functionality, and the servers which run the app, may in fact count as subvenient 

basal elements of a user’s extended cognitive process metaphysically speaking, but the 

institution of Google does not. These basal elements bare no relation to Google’s 

marketing teams or other aspects of the business. Therefore, whilst I endorse local 

institutional extension which may encompass immediate basal teams and servers, it still 

does not implicate the entirety of Google. My analysis in Chapter 2 therefore remains 

legitimate and can accommodate real-life situations such as these.  

Of course, however, there is a discrepancy between how this type of relationship should 

be metaphysically understood, and how it is described in everyday life. Naturally, 

consumers will not make this distinction, and, if the product fails to perform, they will blame 

the institution of Google. This perspective has credibility and is indeed mirrored in law: 

business institutions can be held accountable for actions. However, it would be wrong to 

conflate this common sense understanding of a business as an entity, with a metaphysical 

analysis of how a business can extend consumer cognition. As discussed in Chapter 2, 

this leads to complications in analysis and cognitive bloats.  

This analysis is important for businesses to correctly understand their relationships with 

consumers. Mental business institutions can create products that consumers use to better 

their lives. For the product to work effectively, this may require the institution to change 

the product after it has been absorbed into the consumers’ cognitive niche. Such changes 

therefore implicate the business in any consumer cognition that results from their coupled 

engagement with the product. Therefore, if the institution is to make changes to that 

product, for example, via updates, or changes to their services, those changes must 

enhance the user experience. If not, consumers will no longer be able to use the product 

in cognitively enhancing ways and therefore no longer see it as a helpful product or 

cognitive tool. This will result in negative affective evaluations of the product, and, due to 

the lacking distinction between local basal elements of the institution and the mental 
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business institution more widely, may lead to negative affective judgements about the 

mental institution in its entirety.  

5.5 Products – a summary 
This chapter has argued products are an asset to a mental business institution. They are 

external facing artefacts and are designed to appeal to customers. If a consumer likes the 

product, they may invest in it and simultaneously evaluate the manufacturing mental 

business institution more generously. It is therefore important that the customer 

encounters the product within their cognitive niche in the most favourable way so that this 

interaction improves the subsequent cognitive and evaluative judgements they make 

about the business. Throughout this chapter, the emphasis has therefore remained not 

solely on the product, but rather on the environment within which the product is found. 

This has implications for how a business institution should understand the relationship 

between their product, their consumer, and the market.   

The idea of encountering a product is bound up with the concept of how likely this 

interaction is to occur. Businesses must consider their market share: how dominant is their 

product or product line within the consumer’s environment? This question is important as 

repeated exposure habituates consumers; increased familiarly for X increases 

consumers’ preference for X. Products that are prominent in an environment therefore 

serve as both the cause and effect of that product’s success in a market. Once they 

establish a hold, they habituate potential customers, who upon purchase of the product, 

enhance the mechanisms from which their very own habituation was generated. This 

analysis therefore implies that once other marketing techniques have successfully 

launched a product, companies should pay close attention to this self-sufficient, coupled 

system and maintain its growth as it is a natural way to improve consumer affectivity 

without the negative consequences of other intrusive advertising methods (Scott & White, 

2016, 414). 

At times, compatibility can be equally essential to eliciting positive consumer responses. 

Consumers value new products that are compatible with their self-generated cognitive 

niches. It is therefore important that mental business institutions not only saturate the 

market with their products, but moreover, ensure their products complement pre-existing 

structures: both the consumer’s individual cognitive niche, and the institution’s wider 

product offerings. The ability of a product to fit within these structures will influence how 
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the product performs financially, how it is evaluated by the consumer, and how this comes 

to bear on the mental institution’s reputation.  

To summarise, this means for mental business institutions: 

• Sold products provide authentic advertising opportunities that can habituate 

consumers and enhance cognitive and evaluative judgements.  

• Products that complement a consumer’s individual cognitive niche and can be 

‘plugged in’ to this network are evaluated as preferable, following the concept of 

network externalities.  

Finally, this chapter has considered how elements of the mental business institution can 

be implicated as basal constituents of consumer cognition when a consumer uses their 

product as a tool for thinking. It has suggested that as service based, virtual, and digital 

products can lean upon the mental institution to function even after they have been sold 

to a customer, the relationship between the customer, the product, and the mental 

institution suggests supervenience. However, this should not implicate the entire 

institution, but rather local basal elements of the institution. Therefore, a mental business 

institution does not extend consumer cognition when that consumer uses their product, 

but local elements of the institution can be implicated in the cognition if they enable the 

product’s functionality. The analysis has therefore confirmed my analysis in Chapter 2 and 

shown that Menary (Menary, 2013) is right to claim that if Gallagher’s (Gallagher, 2013) 

account of mental institutions sticks to institution-wide supervenience claims “it will be hard 

to rule out cognitive bloat and counter examples”. However, it must be noted that this 

philosophical distinction will not be made by consumers, who will naturally associate their 

product experience with the institution as a whole. Therefore, businesses must recognise 

that their products function as assets to influence the cognitive and evaluative judgements 

consumers make about it, and the business entity is implicated in the buyer’s evaluations 

of the product.  
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6 Store atmospherics and ‘affected’ 
shoppers 
6.1 Introduction 
Perhaps one of the most immediate questions anyone will ask about a mental institution 

is, ‘where is it?’ Sometimes, in the case of law, for example, it does not have a determined 

location, but rather is spread out throughout the environment and instantiated in various 

courthouses, libraries, and governmental buildings. At other times, its location is easy to 

pinpoint. For business institutions for example, its epicentres may be its headquarters, 

offices or, if it sells tangible products, its stores. The following two chapters, ‘Buildings 1’ 

and ‘Buildings 2’, explore the environments that businesses can self-create around 

themselves as local epicentres of their institutions and investigate how cognition and affect 

are affected and supported by these environmental scaffolds. These chapters analyse 

various studies and assess the extent to which these scaffolds can be understood to 

extend individuals’ mental states. 

This chapter investigates store atmospherics. The store is an external-facing artefact that 

is intentionally created to elicit specific behavioural responses from consumers. Similarly 

to Gallagher’s (2013) example of Alexis, retail customers are aided in their cognitive (and 

affective) judgements about the merchandise (and the business institution itself) through 

external props, cues and directions that guide their thinking. The question is therefore, 

how should this cognitive support be characterised? This chapter builds upon extended 

emotion literature and argues that store atmospherics are implicated in the judgements 

and emotions of shoppers. However, it recognises that debates about whether these 

environmental features causally influence consumer cognition and affect or rather are 

constitutive features of these mental states, remain rife.  

Firstly, this chapter summarises the concept of ‘the store environment’ and recognises the 

control a business normally has over the atmosphere it intends to exude. Secondly, it 

introduces the stimulus-organism-response model from environmental psychology. This 

is a causal process that beings with environmental stimuli and ends with a behavioural 

output; it is commonly applied throughout the literature regarding store atmospherics. 

Thirdly, this chapter begins to deconstruct the ‘store as an artefact concept’ and discusses 

music as the first component that constitutes an overall atmosphere. Here, ‘music’ is taken 
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as the primary example of divergence between how environmental psychology and 

extended mind theory would characterise the human-music relationship. I draw upon 

studies by Krueger (2014a, 2014b, 2015a) that he suggests illustrate that music can be 

widely understood as an ‘external tool for feeling’ and suggest the same argument could 

be applied to retail music, which would imply the wide realisation of shoppers’ mental 

states. I explain that the lack of physical manipulation and control over the music, both in 

the examples given by Krueger and in retail establishments, may allow extended mind 

sceptics to claim the organism-stimulus-response model adequately explains the 

relationship between store music and consumers’ mental states: without demonstrating 

manipulation over the music itself, the uni-directional causal model from environmental 

psychology may be considered enough to explain atmospheric influence over behavioural 

responses. However, this thesis has moved beyond first wave perspectives that sought to 

isolate the material underpinnings of the mind. Thus, it is argued that such criticism would 

misplace the focus: a complete characterisation of cognition/ affect must recognise the 

diachronic relationship between the individual and the environment. I therefore reiterate 

the importance of assessing these institutional artefacts in terms of how they are 

integrated within a broader cognitive system that is continually supporting the elicitation 

of specific mental states.  

Fourthly, other atmospheric features are discussed. These are lighting, odours, colours, 

and layout. I reiterate the importance of atmospherics and explore how merchandisers 

can manipulate these elements to elicit different behavioural and mental responses from 

customers. Finally, I discuss the ‘store-as-a-brand’ strategy that may be used by 

merchandisers. I suggest an argument for the coupled nature of customers’ cognition and 

affect when engaging with these retailers. Whilst conservative theorists would remain 

cautious to push this towards a full claim of extension, this argument has affinities with my 

previous analysis of the Nazi swastika and is therefore where there is potential to 

decentralise consumer cognition and affectivity, recognising the distributed and integrated 

nature of these mental states within the broader environmental niche.  

This chapter concludes that characterisations of the relationship between atmospherics 

and cognition/affectivity should follow the concept of integration, which is fundamental to 

later developments within extended mind theory, such as Gallagher (2013). Unlike logos 

for example, where one may be able to suggest they play a subvenient role in 

stakeholders’ cognitive arousal, thus following even first-wave discussions of extended 

mind theory, atmospherics must rely on later theories that emphasise integration. Whilst 
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environmental psychology therefore offers an explanatory model using causal reasoning, 

extended mind approaches further enable this relationship to be considered within the 

wider context of the cognitive and emotional niche. This wider perspective may be most 

applicable to retailers that engage in the ‘store-as-a-brand’ strategy.  

6.2 Store atmospherics 
In this chapter, ‘the store environment’ refers to the physical characteristics of the store. 

Included under the umbrella term ‘store environment’ are things like the architecture, 

layout, colour scheme and smell of the establishment. These features, along with others, 

contribute to creating an image of the store in the shopper’s mind that influences their 

emotions and purchasing behaviour. When a customer enters a store, the immediate 

environment that greets them provides informational cues about that business’ 

merchandise and service quality (Baker et al., 1994, 328). From inside the store, a 

consumer can see a perceptible series of standards that they then use to evaluate the 

retailer. It enables them to create consumer expectations that influence how they perceive 

the mental institution. Their cognitive and emotional evaluations of the store environment 

then lead to behavioural responses (Bitner, 1992) and the overall store atmosphere 

communicates the identity of the retailer and its intended image to the customers (Kumar 

& Kim, 2014, 686). 

Store atmospherics are designed by mental business institutions with cognition and affect 

in mind. Certain techniques are implemented to elicit specific emotional affect that in turn, 

enhances the consumers’ purchase probability (Kotler, 1973, 50). The key concept here 

is ‘atmosphere’, which technically refers to “the air surrounding a sphere”, and more 

colloquially, describes the “quality of the surroundings” (Kotler, 1973, 50). The atmosphere 

of a store is apprehended through the senses. Therefore, an atmosphere in a particular 

place is describable in sensory terms, and most experienced through the customer’s 

ability to see, hear, smell and touch.  

It is necessary to distinguish between a shop’s intended atmosphere and the perceived 

atmosphere. The former is the set of sensory qualities that the environment’s designer 

sought to imbue in the space. The latter may differ however, as customers will interpret 

the design in different ways. Each consumer’s reaction to the colour scheme, sounds and 

temperature of the store will differ (Kotler, 1973, 51). Due to the subjective nature of the 

perceived atmosphere, when a shop decides to refurbish a store for example, it is 
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essential sufficient research takes place so that the store’s atmosphere resonates in the 

best possible way with its clientele.  

6.3 Learning from environmental psychology 
To claim that the physical store environment can play a role in how consumers formulate 

a retail image in their minds and thus generate cognitive and emotional evaluations about 

that institution is akin to the stimulus-organism-response model (SOR) formulated by 

Mehrabian and Russell (1974). Their basic environmental psychology model posits that 

one’s perceptions of the environment affects the emotional state of the individual 

concerned (Porat & Tractinsky, 2012, 239). The SOR model is shown below.  

Figure 19: The SOR (stimulus-organism-response) model. 

 

Within a retail context, the ‘stimuli’ simply refers to all of the store’s physical and non-

physical elements. These are all under the control of the retailer, who can manipulate 

these features to enhance the customer’s shopping experience (Kumar & Kim, 2014, 686). 

In an SOR model of consumer behaviour, the ‘organism’ refers to the “internal processes 

and structures intervening between stimuli external to the person and the final actions, 

reactions, or responses emitted… [Essentially, it is] the intervening processes and 

structures consist of perceptual, physiological, feeling, and thinking activities” (Bagozzi, 

1986, 46). In line with this thesis, researchers have identified two types of individuals’ 

internal evaluative states that are induced by the physical environment around them. 

These are cognitive evaluations and affective evaluations. (Kumar & Kim, 2014, 686).  

The cognitive evaluation is associated with the consumer’s perception process. This 

originates from information-processing and inference theories of cognition. Perception is 

a psychological activity within the brain in which sensory experiences are converted into 

information that is meaningful to the cognitive agent. For example, within a store selling 

designer footwear, classical music could be played. This atmospheric cue would provide 

the customer with information about the store’s prices, or the service quality to be 
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expected (Kumar & Kim, 2014, 686). This is a form of sense-making, whereby the 

customer seeks to understand the ambiguous, equivocal or confusing social cues when 

they enter the store (Colville et al., 2012; Maitlis, 2005).  

The affective evaluation is associated with one’s emotions and feelings towards an object. 

It is a judgement on whether the object in question is attractive, valuable, likeable or 

preferable to the cognitive agent. According to Mehrabian and Russell (1974), any object 

is capable of eliciting different emotional states in individuals. The affective evaluation 

should be conceptualised as the organismic intervening variable between the stimulus 

and the response. This means that the effects of the store atmospherics are mediated by 

the shopper’s emotional states. Mehrabian and Russell (1974) conceptualise the 

emotional state as consisting of three domains. These are pleasure – displeasure, arousal 

– non-arousal, and dominance – submissiveness. At times, the latter category is dropped 

from the discussion as the dominance factor is of little predictive value when assessing 

the relationship between store atmospherics and consumer behavioural output, namely, 

how much time or money they spend in stores (Sherman et al., 1997, 366).  

The final step in the SOR model is the response. Bagozzi (1986) defines the response as 

the final outcome or action towards or reaction of consumers. This includes psychological 

reactions like satisfaction and intent to return, along with behavioural reactions such as 

the number of items purchased.  

In a retailing context, the response to store stimuli is often discussed in terms of approach 

and avoidance behaviour. Approach behaviour refers to things like the customer’s desire 

to remain in the store and continue to shop for a significant amount of time, whilst 

avoidance behaviour is associated with negative relations. The customer may leave the 

store promptly and not return or may actively avoid buying the things they set out to 

purchase. Research into retail atmospherics such as Law et al.’s (2012) study has found 

that the store environment influences the photomural reactions of customers indirectly by 

influencing their cognitive and affective evaluations (Kumar & Kim, 2014, 687). 

6.4 Deconstructing the store as an artefact 
concept 
A store can be viewed as an artefact of the mental institution. It provides a unique, 

malleable environment that the business can capitalise on to influence its customers’ 
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patronage decisions (Kotler, 1973). Extensive research has been conducted into how a 

store’s characteristics (layouts, window displays, sales promotions, and atmospherics) 

influence consumer impulse buying (Nishanov & Ahunjonov, 2016, 22). Specifically, the 

atmosphere of this artefact can affect customers’ purchase behaviour in at least three 

ways. Firstly, the atmosphere can serve as an “attention-creating medium”, namely the 

colours, noises and shapes of the store environment can be used to make the 

establishment stand out from competitors. Secondly, the atmosphere can be viewed as a 

“message-creating medium”. The atmosphere is communicative in nature, for example, 

the vendor can express various things about his establishment to potential and actual 

customers. Thirdly, a shop’s atmosphere can serve as an “affect-creating medium”, 

namely, specific environmental cues within the establishment can elicit visceral reactions 

that can increase purchase probability (Kotler, 1973, 54).  

Studies within environmental psychology support the notion that people form inferences 

about a particular object, person, institution, or other focal object, based on environmental 

cues. Similar findings have been reported in marketing literature. For example, Baker et 

al. (1988) conducted a study of bank customers, finding that expensive-looking facilities 

would lead customers to infer that the bank was inappropriately spending their money. 

Another study by Bitner (1990) discovered that customers’ perceptions of service failures 

differ according to the environment in which they occur. It was hypothesised that in travel 

agencies, customers attribute less control to the travel agent when a service failure occurs 

in an agency where the environment is well-organised than in one where it is disorganised. 

It was confirmed that the appearance of the physical environment influenced how 

customers perceived the causes of service failures, therefore demonstrating the 

importance of understanding customers’ attributions and how they are formed (Bitner, 

1990, 79).  

Sherman et al. (1997) suggest that unless a store has a distinct product offering or pricing 

strategy, the retailer must distinguish their store by capitalising on the relationship 

between store atmospherics and customers’ emotional states. The retail store offers an 

array of stimuli that can serve as cues who look for this “information-processing shortcut 

or heuristic” (Baker et al., 1994, 329). These stimuli fit into two categories: tangible 

elements and intangible elements. Tangible elements include things internal to the store 

such as colourings, lighting, background music, and product displays. There are also 

external environmental cues such as the store location, and outside appearance. 

Intangible elements include odours, gestures and attitudes of sales staff and the readiness 
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of people to buy the products. Next, this analysis discusses music in detail, provides an 

analysis of how music is conceptualised in extended mind literature, and then discusses 

other tangible and nontangible atmospheric elements: lighting, odours, colours, and 

layouts19.  

6.4.1 Atmospheric music 

Music  

When shopping in retail stores, customers commonly acknowledge the importance of 

music as an atmospheric variable. Retail managers need to know the music that their 

target market likes and therefore choose music that is likely to be well received by their 

customers (Broekemier et al., 2008). This is because as music is an in-store element, it 

can have a more immediate effect on decision making than other marketing inputs, such 

as advertisements, that are not immediately present at the point of purchase (Baker et al., 

1994, 328).  

The direct effect of music on customers is frequently demonstrated in the literature. 

Milliman’s (1982) study showed for example that a supermarket’s sales were consistently 

higher when slow music was played. Lower sales figures were consistently associated 

with faster tempo music. The observed difference was significant, and the findings 

followed logically from the fact that in-store traffic flow was slower with slow music. Slower 

foot traffic resulted in people seeing more products and therefore purchasing more. These 

results suggest the daily gross sales volume purchased by supermarket customers can 

be significantly influenced by the tempo of in-store background music (Milliman, 1982). 

Thus in-store music and customer behaviour are shown to be minimally, causally related.  

Moreover, music can influence the affective judgements that consumers make about the 

store. An exploration into the musicscape of a store environment can facilitate a broader 

understanding of the extent to which the power of background music can be harnessed to 

positively impact consumer responses in ways that are beneficial to the service 

organisation (Oakes, 2000, 540). Using music to change the perception of time is perhaps 

a very common example: a time interval can be perceived as longer or shorter compared 

to the actual clock time, depending upon the stimulus that person encounters in that 

 
19 I omit further discussion of store location, outside appearance, and the gestures and attitudes of sales staff due 
to space. 
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environment, their internal states, and what they remember (Kellaris & Mantel, 1996). 

Temporal perceptions can have important commercial implications; for example, if 

background music can make the perceived waiting time shorter, then it can result in fewer 

dissatisfied customers. On the flip side, service organisation managers may want to 

extend their customers’ perceived duration of time taken to consume a service: in a 

restaurant, prolonging the perceived time by creating a soothing musicscape can make 

customers feel that they have sat over their meal for longer than they have in reality, and 

therefore can increase the table turnover, without making customers feel that they have 

been rushed through (Oakes, 2000, 541). In this way, it is possible to talk about music as 

an external scaffold that can uphold positive customer thoughts and affects that are then 

beneficial to the company concerned.  

6.4.2 Can music be a constitutive feature of consumers’ 
cognition and affect? 

This concept is not new, and the discussion of music as affording emotion regulation and 

influencing cognition is commonplace in extended mind literature. In Varieties of extended 

emotion, Krueger (2014b) argues that human emotions can actually ‘extend’ via 

interaction with environmental artefacts. He suggests that music can be an “external tool 

for feeling” (Krueger, 2014b, 538), thus a vehicle of emotion: music is an enduring 

environmental aspect that is part of the physical realiser of certain emotional states. The 

extended mind hypothesis emphasises “the extent to which the material structures of our 

cognitive niches drive and enhance our thinking and reasoning” (Krueger, 2014c, 158). 

And that includes the case described above: the way in which we perceive waiting time; 

either as long or short. Yet, humans do more than process information: humans feel 

emotion. Arguably, at times, we experience novel emotions otherwise unobtainable in the 

absence of environmental features that help scaffold and realise them. Consequently, it 

seems logical that certain external artefacts can be considered ‘tools for feeling’ 

analogously to how Otto’s notebook is a ‘tool for thinking’.  

Krueger (2015b) suggests that it is common that one listens to music to regulate one’s 

actions and emotions. As such, music can be an “external tool for feeling” (Krueger, 

2014b, 538). For example, music can help to drive strenuous exercise (Krueger, 2014b, 

539). Gyms commonly feature songs with upbeat tempos and maintain steady rhythms. 

Listeners allow these musical dynamics to guide them through workouts as the flowing 

sounds contour “the shape of musically-induced movement patterns”. Steady beats may 
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regulate one’s footpace, and repeating movements to recurring melodies may structure 

the flow of one’s stretches. The music propels one through strenuous activities (Krueger, 

2014a, 5). As such, one offloads one’s regulative capacities onto the music, and 

consequently, “the listener’s perceived exertion during the workout is lowered” (Krueger, 

2014b, 539). In the same way, a sonic environment can relax customers who are waiting 

in line, and the listener’s perceived waiting time is reduced.  

It is not only adults, but also new-born infants, who seemingly experience music as 

affording certain responses, in particular, bodily engagement (Krueger, 2015a, 53). An 

intensive care nursery (ICN) specially cares for premature/ill new-born infants. Infants lack 

the capacity to regulate their attention and emotion (Posner & Rothbart, 1998), and their 

environment largely determines their emotional stability. The ICN’s sonic world, as 

experienced by the infant, is both disorientating and distressing; sudden noises of nurses, 

beeping computer monitors, and the workings of incubators all contribute to an “uninviting 

soundworld that has the adverse effect of upsetting basic life processes and neonatal 

biorhythms...” (Krueger, 2013, 181), resulting in infants frequently exhibiting both chronic 

behavioural and psychological distress. Yet, the infant realises an enhanced “bio-

regulatory competence” (Krueger, 2015a, 53), when phenomenologically coupled to 

lullabies/gentle music with predictable rhythms and melodies. Infants attend to the ebb 

and flow of the music, realising “cognitive emotional capacities that, outside of this 

transient soundworld, remain otherwise inaccessible” (Krueger, 2015a, 53). This 

counterfactual formulation (if no music, then no emotional stability) thus accords with the 

third of Clark and Chalmers’ criterion for a constitutive relationship. Similarly to one’s 

phenomenal couplings with music during exercise, where music can regulate one’s pace, 

dictating “both when and how to act” (Krueger, 2014b, 539), here, infants enact “whole-

body “rhythmic dialogues” with the music” (Krueger, 2013, 182). They respond to the 

rhythmic and melodic properties with entrainment behaviour the melody affords (Krueger, 

2015b, 267), including but not limited to; sucking and swallowing, regularised respiratory 

patterns and limb movements that accord with melodic phrases. Like previously discussed 

cases of extended cognition, questioning the intracranial/extracranial location of the 

emotional process is meaningless. Rather, it is the structure of this integrated system that 

holds explanatory value. 

These studies suggest human engagement with music is always interactive: Krueger 

(Krueger, 2014a) asserts there is no purely passive listening of music; always, we are 

active perceivers, namely we grasp the musical affordances, responding to what the music 
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offers motorically. Fundamentally, these cases demonstrate a functional gain realised 

when engaging with music: one enlarges one’s phenomenological range. Hence Krueger 

(Krueger, 2014b, 544) claims, “music provides extra-bodily regulative functionality and 

thus ought to be thought of as part of the distributed emotion-producing system”.  

The general structure of Krueger’s endorsement of EE can be summarised in the following 

premises:  

P1. Hearing music affords particular cognitive and motor responses.  

P2.  One becomes entrained to musical affordances such that individuals and 

sonic environments form integrated systems.  

P3.  The integrated music-listener system provides feedback loops between the 

internal and external, actively driving and enhancing the “functional 

complexity” of various emotional and attentional regulatory processes 

(Krueger, 2014a, 6).  

∴  Therefore, musical affordances extend the attentional and emotional 

regulatory processes of the individual (Kersten, 2014). 

Arguably, studies exploring shop affordances and musical regulation of perceptions and 

emotions should also be considered in the same way. The music affords relaxation, for 

example, and results in a decrease in the perceived waiting time. Whilst waiting, the 

customer can become entrained to the affordances of the musicscape and therefore one 

can consider both the customer and the sonic environment to form an integrated system 

of music and listener. Proponents of EMT may then suggest that this system creates 

feedback loops that actively drive the emotional and attentional regulatory processes of 

the customer, such that they do not perceive the long waiting time or evaluate their waiting 

time in a more favourable way.  

The fundamental justification for any conclusion that there is an emotional extension rests 

on the third premise, yet a critic would argue bi-directional influence has not been 

established. Krueger aims to show how individuals can become so coordinated with music 

that it becomes part of spatially extended ‘emotion systems’ that function unitedly to drive 

novel emotional processes. The critic would suggest that in doing so, he moves from a 

claim about asymmetric coupled systems, to a claim about extended processes, therefore, 

falsely attributes ‘constitution status’ in cases where there is only causal connection. 

Essentially, the potential worry is that such claims of affective extension confuse the 
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causal contribution music makes to the emotional process, with the more demanding, 

ontological claim that these punitive parts (individual and music) function together as ‘the 

emotion (regulation)’.  

To make this potential criticism explicit, let us return to infant therapy: the sonic 

environment “pulls motor and neurophysiological responses out of [the infant] that directly 

modulate [its] emotional experience” (Krueger, 2015a, 51). Music affects bodily 

processes, for example lowering blood pressure, pulse rate, and changing stress hormone 

levels in blood (Merakou et al., 2015, 11), and evidence, e.g., diminished emotional 

affectivity in patients with facial paralysis induced by Botox or Mobius syndrome (Krueger, 

2014d, 331-333) suggests that our “emotional consciousness is constitutively dependent 

on our lived bodies” (Maiese 2014: 232). Now, assessing this supposed case of EE with 

awareness of music’s causal influence over body and emotional embodiment, illustrates 

the coupling-constitution fallacy: in the ICN, predictable rhythms of lullabies cause the 

infant to breathe steadily and thus relieve stress; when exercising, steady beats cause a 

natural coinciding of one’s actions with the rhythm and thus lessen the perceived struggle; 

when queuing in a shop, subtle music distracts the waiting customers, relaxes their tense 

bodies, and consequently lessens the affective strain they feel. Unfortunately, the critic 

would argue, all these explanations rely on a causal relationship. And, this is the same 

causal relationship that was described in 6.3.  

Sweeney and Wyber’s (2002) study corroborates this. They extend the Mehrabian-Russell 

model (1974) from before to also include cognitive processing, specifically service quality 

and merchandise quality evaluations, as mediating variables regarding the final response 

of customers within a store. Their model is depicted in the figure below 

Figure 20: Sweeney and Wyber's (2002) development of the SOR model. 

 

Response:
(Intended approach / 
avoidance behaviour)
Including, e.g.

● Time spent 
browsing in the 
store

● Willingness to buy 

Emotional states: 
● Pleasure 
● Arousal

Music
Cognitive processing: 

● Service quality 
perceptions 

● Merchandise quality 
perceptions
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They discovered, unsurprisingly, that consumers’ liking for the music had a major effect 

on consumer perceptions (the ‘organism’ part of the SOR model), now defined as both 

emotional states (pleasure and arousal) and cognitive processing (perceptions of service 

quality and merchandise). These states were specifically affected by the music’s tempo 

and genre. This study showed that if the customers like the music being played, they are 

more likely to feel aroused and rate the quality of the service and merchandise that the 

shop offers more favourably. However, customers’ familiarity with the music did not affect 

responses. It is therefore advisable that retailers concentrate their efforts on adjusting the 

soundscape to match the type of music that their target shoppers like, rather than that with 

which they are already familiar (Sweeney & Wyber, 2002). Philosophically speaking, the 

study implied that flooding the affective niche with music that complemented customers’ 

tastes would lead to enhanced sensemaking behaviours and positive affect.   

However, even if the soundscape is pleasing to the customer and liked, they still have no 

control over it. Both the SOR model and the updated SOR model offered by Sweeney & 

Wyber (2002) rely on unidirectional, causal relations. The final intended approach or 

avoidance behaviour is not directed towards the music itself in any way. Therefore, as the 

customer has no control over the soundscape, the music-customer relationship does not 

satisfy the conditions of a constitutive, coupled relationship. And it seems that this is a 

general problem with these discussions of extended affect in extended mind literature.  

Krueger (2014b, 544) rebuts this concern by suggesting reciprocal interaction does occur 

in cases like those discussed because they illustrate music-listener “mutually-modulatory” 

integration, as what one hears determines an affective or cognitive response that further 

shapes which musical affordances are acknowledged, in turn informing the next 

responses. Thus, there is no passive listening to music, it is inherently interactive. This 

would mean that for Swenney and Wyber (2002) for example, their discovery that at a 

“univariate level a faster tempo did generate higher arousal” is not the whole picture: that 

emotional state not only leads to an intended behavioural approach, but moreover informs 

how the following musical beats are interpreted, which may influence cognitive processing 

as well. The potential flaw of the SOR model in general, is its rigid unidirectional causality. 

Arguably, the cognitive processing and emotional states that are caused by the music 

inform how following musical affordances are picked up and organismically interpreted20. 

 
20 Moreover, the final behavioural output influences further emotional states and cognitive processing: if this 
process inspires one to stay in the store for longer, the sensemaking process itself can continue. Equally, if the 
behavioural output is an increase in the likelihood of one recommending the store to a friend (another type of 
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Therefore, the processes that help to run the cognitive processes underpinning 

consumers’ evaluations of the institution are larger and more intertwined than the causal 

relationships explicated in the SOR model (Gallagher & Crisafi, 2009, 49). 

Yet still, for sceptics, this may appear to be an overly liberal interpretation of one’s 

engagement with soundscape of a retail establishment as consumers have no causal 

influence over the music itself. To generate an argument for the extension of a customer’s 

affectivity, emphasis must be placed on the individual’s internal capacities to be ‘musically 

aware’ and thus interpret the soundscape emotionally. However, whilst music can 

influence one’s receptivity to it over time, the music itself remains unchanged. Thus, one 

may not be justified in claims of extended affect in the case of passive listening, neither in 

the case of retail establishments, nor infant entrainment therapy. To see this concern, 

picture two children, A (music), and B (the listener). A makes B cry. Once crying, A pokes 

B hard and makes B sob. A pinch from A then makes B scream. Here, A consecutively 

elicits responses from B over time, causing emotional changes in B, but B exerts no causal 

influence over A’s actions. Reciprocal feedback is therefore not engendered. It is then 

equally possible to imagine a customer (C) shopping. The music is interrupted, and an 

announcement informs customers that the store will soon close. C’s behaviour changes 

and she ups her pace, feeling pressured. The second announcement informs C the store 

will close in five minutes, making her more stressed. The behavioural output is then to 

head directly to the cashier. After paying, the music is turned off, and she interprets this 

as a cue to leave promptly. Just like the two children, the soundscape elicits behavioural 

responses from the shopper, and whilst repeated environmental cues for her to speed up 

affect her and make her more likely to interpret the second announcement with more 

gravitas, her lack of control over the soundscape demonstrates this is a causal 

relationship.  

However, as already explained, such characterisations of extended argumentation do not 

recognise the recent developments within the field. It is true that it may be false to describe 

the atmospheric element as a “mereological part” (Rupert, 2004, 399) of the consumer’s 

cognitive processes and emotional experience, but this is because it would be in line with 

first wave extended mind theory. Although referring to the subvenient bases of cognition 

at times, this thesis does not intend to merely isolate the external material underpinnings 

 
behavioural response cited (Sweeney & Wyber, 2002, 52)), this subsequent social interaction may prompt further 
cognitive re-evaluations about the service quality and merchandise. 
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of cognition and affect. Rather, the concept of the socially extended mind promotes the 

“symbiotic” (Ransom & Gallagher, 2020) arrangement of the internal and the external. To 

really comprehend why individuals think, behave and feel in the particular ways that they 

do, we must explain the integration of consumer cognition within the wider shopping 

environment, recognising how environmental arrangements, features, and objects in 

mental business institutions impose constraints on our cognitive and affective lives. Put 

simply, we must explain how the external world “shape[s], constrain[s], or “colonize[s]” our 

everyday lifeworld (Ransom & Gallagher, 2020). And arguably, this is achieved when 

mental business institutions manipulate store atmospherics via various features, 

enhancing or delimiting the affordance space of shoppers. The next section now explores 

these other atmospheric elements of stores and describes the type of cognitive and 

affective influence they can have.   

6.4.3 Atmospheric elements: lighting, smells, colours, 
and layouts  

Lighting  

Just like music, a retail environment’s lighting has the potential to dramatically affect sales. 

Successful lighting can increase floor traffic, create visual interest and direct people 

deeper into the store. Well-lit spaces appear more open with proper lighting, thus 

attracting entry and more purchases once inside. It can enhance retail space and 

products’ perceived value in the eyes of customers (Bell & Ternus, 2017). It also enables 

customers to match up items and visualize how the merchandise will look before exiting 

the store (Colborne, 1996). 

Lighting is more than simply illuminating the space. It can be used to direct customers’ 

attention, highlight merchandise, and sculpt the space in which they find themselves. It 

can be used to capture a mood or feeling that enhances the store’s image (Levy & Weitz, 

2009). For example, the retail store, Abercrombie and Fitch, is notoriously known for its 

dark lighting. Whilst their choice of lighting is commonly criticised, studies suggest that 

under very low ambient lighting, customers are more inclined to shop for pleasure, rather 

than usefulness. Consumers’ choices are more authentic and ‘true to themselves’ in low-

level lighting. Therefore, in darkened settings, purchase decisions are less likely to be 

utility-based but rather hedonistically inclined, as consumers’ choices reflect what they 

truly want (Huang et al., 2018). This is because, in darker settings, individuals feel more 
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disconnected from others, and thus there is less weight to social norms. With this comes 

a heightened sense of self-authenticity, which results in an increased likelihood of making 

hedonistic purchases. Customers are therefore less likely to make the sensible choices 

they ‘should’ make if they were to conform to social norms and behave in socially desirable 

ways.  

Figure 21 The inside of an Abercrombie and Fitch retail store in Hong Kong (1): Retrieved 20 August, 2020, from 
https://reddogstudio.wordpress.com/2012/11/02/abercrombie-and-fitch-store-interiors-hong-kong/ 

 

Figure 22: The inside of an Abercrombie and Fitch retail store in Hong Kong (2): Retrieved 20 August, 2020, from 
https://reddogstudio.wordpress.com/2012/11/02/abercrombie-and-fitch-store-interiors-hong-kong/ 

 

Huang et al.’s (2018) study therefore implies that Abercrombie and Fitch’s approach to 

lighting may be appropriate, as its merchandise is arguably desirable, but non-essential. 
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Purchases in Abercrombie and Fitch stores are hedonistic, rather than utility-based. The 

dark in-store lighting therefore may boost consumers’ liking for a product’s hedonistic 

value. Following Colombetti and Roberts (2015, 1250), an argument for the extended 

nature of this affectivity can be made by pointing to the integrated system of the consumer 

and their immediate environment. Within this darkened setting, hedonistic feelings arise 

that are upheld by their continued exploration of the affectively laden environment. Their 

initial desire for products subsequently influences how they intuit the environment as a 

safe space to act upon these feelings, continuing the extended affective state. Those less 

sympathetic to extended affectivity may argue it is unclear what is “gained by treating [this] 

environmental resources as constitutive parts of someone’s affective disposition, as 

opposed to supposing that they play a central causal role in evoking affective states” 

(Maiese, 2019). After all, following Sweeney and Wyber’s (2002) modified SOR model, it 

is apparent darker lighting enhances emotional affect (pleasure and arousal) and cognitive 

perceptions of mechanise quality, leading to an enhanced willingness to buy the product. 

However, justification for this additional distributed claim is the tight, reciprocal integration 

between the brain, body, and environment: essentially, the constitutive elements of this 

affective system cannot be prised apart during the elicitation and ongoing development of 

the customer’s feeling (Thelen & Smith, 1996).  

Regardless of whether an embedded or extended perspective is taken on this matter, this 

discussion nevertheless demonstrates lighting is explanatorily relevant when determining 

consumers’ purchase probability – it is an atmospheric variable that influences consumers’ 

behavioural outputs. Most importantly, it implies that marketers should consider promoting 

their hedonistic products through campaigns that use dimmer, softer lighting, because it 

has this specific effect. Lighting is an external prompt that can entice customers, and it 

causally or constitutively enhances their feelings of pleasure and hedonism, ultimately 

influencing behaviours that increase the mental business institution’s profit (Huang et al., 

2018, 152).  

 Odours 

One’s sense of smell cannot be turned off, and it can prompt immediate emotional 

responses. Therefore, marketers are becoming increasingly aware of its usefulness in 

communicating with customers. Smell is considered to be specifically related to emotional, 

rather than cognitive, responses (Bradford & Desrochers, 2009). Pleasant store smells 

can have an instant, positive influence over customers’ moods and emotions, which make 
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consumers spend more time perusing merchandise and consequently results in an 

increased chance of an impulse purchase (Nishanov & Ahunjonov, 2016).  

There are different ways that this intangible element can be used in marketing. Firstly, 

there is a ‘marketer’s scent’, which refers to scents that a marketer uses as a promotional 

tactic. Common examples may include the ‘new car smell’ in a car dealership or the smell 

of freshly baked cookies that is commonly used at an open house. Secondly, there are 

‘product scents’, which refer to scents which themselves are the product. In this category 

are things like perfumes, scented candles, diffusers, and air fresheners.  

The third category is the most interesting for this chapter and is ‘ambient scent’. Here, the 

scent is not emitted from the product itself, but rather is present as a part of the retail 

environment21. One study for example, demonstrated that 84% of people were more 

inclined to buy shoes in a store that was scented. Customers also liked the shoes more, 

and many reported that they would willingly pay 10-15% more for the same product when 

the sales environment had a pleasant ambient scent. Although all sense stimuli evoke 

equally accurate memories, Herz (2002, 172) notes that our perception of odours has a 

unique emotional potency and associative propensity. This therefore makes ambient scent 

particularly important in eliciting affective responses within consumers. Nevertheless, it 

should be noted that the various atmospheric elements used within marketing should 

complement one another. Spangenberg et al. (1996, 77) note for example that ambient 

scents judged to be congruent (for example, the smell of flowers in a florist) versus 

incongruent (e.g., if the florist smelt of chocolate) will have different effects on the 

information processing and choices of customers. Moreover, the atmospheric elements 

themselves should be compatible: one study demonstrated how only when paired 

together, Christmas music and Christmas scents led to higher evaluations of the retail 

environment (Spangenberg et al., 2005).  

 
21 Bradford and Desrochers (2009) distinguish two types within this category: there is objective ambient scent, 
which is the application of ambient scent technology with the intention of affecting consumers’ attitudes and 
behaviour for the retailer’s benefit. There is then also ‘covert objective ambient scent’, which unlike the former, is 
deliberately developed to motive an action or influence behaviour below the consumer’s absolute threshold of 
consciousness. Whilst both arguably forms of ambient scent intend to elicit specific responses, the use of covert 
objective ambient scents is riskier for businesses. If discovered, covert attempts to persuade and manipulate 
consumers without their awareness of the stimuli will be received negatively as they have expressly lost their 
freedom to make their own choices (Bradford & Desrochers, 2009, 147).  



 164 

Sensations such as smell are “both a reaching out to the world and a source of information 

and an understanding of that world so gathered” (Rodaway, 1994, 5). Therefore, ‘ambient 

scent’ should be recognised by mental business institutions as a potential environmental 

resource that affords manipulation so as to convey specific messages to consumers. 

Following sensemaking, this also explains why Christmas music and scents evoked 

stronger evaluations of the retail environment when paired together: precisely because 

these two atmospheric features were congruent in the retail environment, the perceiver 

could generate a compatible, holistic image of the retail space and infer meaning. This 

therefore points to the need for business institutions to assess the compatibility of different 

atmospheric elements when creating a retail space and consider these features not in 

isolation, but rather parts of a greater affective niche with an overarching message.   

Colours  

Similarly to other findings, colour also has a profound effect on consumers’ cognitive and 

evaluative judgements. Research has shown that subjects infer merchandise in a warm-

coloured environment to be more up to date than merchandise displayed in a cool-

coloured environment (Baker et al., 1994, 329). When making sense of an environment, 

colour is often an important indicator. For example, neutral or monochromatic colours are 

often considered to give a better impression of a reputable store, rather than vivid colours 

which can create a discount image. Colours such as black, gold or silver can be 

considered to uphold a prestigious image and will signal to customers that it is an 

expensive store. Just like music, odours, and lighting, the use of colour by merchandisers 

and marketers is intentional and goal orientated: it is designed to elicit specific emotions 

within customers and signal messages. Colour is therefore a feature of the retail niche 

that customers find themselves within upon entering a store. Just like other atmospheric 

features within the institutional environment, affective colours are also subject to both 

causal and constitutive analyses, using either the SOR model previously discussed or 

arguments that explore the integrated nature of environmental-consumer coupling and the 

perceiver’s embeddedness within the retail atmospherics.  

 Layout  

The final tangible element of retail atmospherics this analysis discusses is store layout. 

Abratt and Goodey’s (1990) study of unplanned buying behaviours of consumers in South 

Africa is just one example of the affect in-store stimuli such as the position of merchandise, 
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discounts and in-store demonstrations can have on individuals’ impulse behaviour. 

Specifically, they discovered that the store layout was the strongest factor to influence 

impulse buying (Nishanov & Ahunjonov, 2016, 21). This is not surprising, as layouts 

determine where people walk and physically guide consumers through the store. 

Essentially, a store layout forces consumers to move in ways that the retailer wants. 

Grocery stores for example commonly place bread and milk products in different areas as 

people tend to need both types of products. To collect both, customers therefore need to 

walk through more of the store and pass other shelves, loaded with products they may be 

tempted to buy if seen.  

Whilst supermarkets may choose to structure the buying experience as such, they also 

tend to follow a ‘grid layout’. Grid layouts use long pathways which are placed parallel to 

one another. This layout helps to facilitate an efficient and fast shopping experience. It is 

considered to be a convenient layout for shoppers who want to find particular products 

easily without spending much time. Grid layouts are also cost-efficient ways of displaying 

products, as they provide the most space to display products. However, there are also 

notable disadvantages: using a grid layout is less likely to stimulate impulse purchases, 

as the height of the shelves will normally limit the customer to observing only products 

that are placed in that aisle. Therefore, they are most likely to only browse products in that 

aisle and after they have found what they need, quickly leave the store without making 

unplanned purchases (Nishanov & Ahunjonov, 2016, 25).  

Freeform, as the name suggests, is in stark contrast to the rigidity of grid layouts. Most 

commonly used in clothing stores, this layout form uses an unstructured arrangement of 

aisles, shelves and displays. This form emphasises the ease with which customers can 

find products throughout the store, backtrack and browse. Characteristically, shoppers 

therefore tend to spend more time shopping in these stores.  

Finally, stores may approach their layout like a ‘racetrack’. This type of layout contains 

one central aisle which guides customers through the entire store. Commonly, the store 

is divided into several departments which have different product categories. Examples of 

stores that use the ‘racetrack’ layout include the Danish companies ‘Flying Tiger 

Copenhagen’ and ‘Normal’, and Ikea.  

Once again, it is clear this atmospheric variable changes the shopper’s experience. Most 

basically, it determines how the shopper proceeds through the store. Just like the other 
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elements discussed, it has minimally a causal influence on the consumer’s behavioural 

responses, namely, their purchases, and therefore will contribute to or detract from the 

business’ profit, depending on how it is managed by staff. Moreover, it is again possible 

4E approaches to cognition may be relevant to discussions here and provide novel insight 

into the shopper’s relationship with the layout of produce. From an enactive perspective, 

an individual will participate in the self-creation of their own experience through their 

actions (Hutchins, 1995), which are in part, reactions to the environmental layout. This 

distributed approach therefore again emphasises the intimate relationship between 

shopper and shop, such that both parts are implicated in the cocreation of meaning, i.e., 

how the individual intuits the products and assigns meaning and value, which will naturally 

determine the types of behavioural response.   

6.5 Summary of store atmospherics 
When investigating store atmospherics, it is appropriate to take a holistic approach. For 

Hu and Jasper (2006, 31), this is to take the store image as “the total impression a store 

makes on the minds of its customers”. In the past, a retail store was used primarily for 

promotional purposes. However, as the interactions between consumers and the 

institution became more sophisticated, retailers have discovered new methods for creating 

affect-laden experiences for their customers. Now, more than ever, the store atmospherics 

must communicate the product information and develop a consistent store image. They 

should assist consumers in making purchase decisions and create an exciting shopping 

environment (Bell & Ternus, 2017). From the studies discussed in this chapter, it is 

apparent that retailers must pay close attention to their consumers’ in-store emotional 

state (namely their pleasure and arousal) as this will translate into approach/avoidance 

behaviour that directly impacts the success of the business mental institution (Sherman 

et al., 1997, 373).  

The utilitarian shopper who goes into the store only to buy a specific product may purchase 

additional items if her attention is scaffolded by atmospherics that elicit positive emotional 

or cognitive responses. Examples may include creative displays, alluring smells, or 

product demonstrations. Moreover, the casual shopper who enters the store because she 

likes the environment may “unexpectedly spend more money as a result of a positive-

mood-inducing atmosphere in the store” (Sherman et al., 1997, 374). Finally, if 

atmospherics are carefully moulded by marketers, even a customer who is in a negative 
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mood may become more emotionally uplifted upon entering the store and therefore is less 

likely to manifest avoidance behaviour in their response.  

Sherman et al. (1997, 374) also note however that, in just the same way as a positive in-

store experience may induce positive emotional states and subsequent positive 

affirmative behaviour, negative experiences in-store are likely to nullify the influence of 

pre-existing good emotions, directly enhance a negative state, or even “create a mood 

state”. Retailers must therefore not only focus on creating a positive affect-inducing niche 

but also actively seek to remove detrimental atmospheric artefacts. Steps must always be 

taken to help improve negative feelings. This may include retraining discourteous 

salespeople, removing unpleasant odours or changing a store’s temperature, for example.  

From this discussion, it is unclear whether these atmospheric elements extend the 

consumers’ emotional or cognitive states or rather causally impact the consumer. 

Regardless of one’s philosophical stance on this issue, optimising these features of a store 

will undoubtedly lead to positive results with customers. Making positive atmospheric 

changes will enhance emotions, stimulate positive purchasing behaviour and at times, 

even encourage a shopper to build a more lasting relationship with the store and seek to 

return (Sherman et al., 1997, 374). The following now pushes this analysis further, 

questioning if there are any further instances in which a store (or store elements) can 

feature in explanatorily complex ways in a consumer’s cognitive and emotional elicitation, 

namely in terms which cannot be characterised by the internalist in non-straightforward, 

SOR terms.   

6.6 Store as a brand 
The store-as-a-brand strategy is a recent development within the apparel sector and has 

been adopted by multiple apparel retailers who sell only their own private brands. These 

retailers are called single-brand-apparel (SBA) retailers and are the focus of this chapter’s 

final section. Retailers who have adopted the store-as-a-brand strategy include for 

example, Abercrombie and Fitch, American Eagle, TopShop (pre-pandemic) (Kumar & 

Kim, 2014, 685) and Jack Wills22.  

 
22 Whilst I focus purely on clothing, other sectors can equally employ the ‘store-as-a-brand’ strategy. Apple Inc. 
arguably falls into this category for example, as the look and feel of their stores mirrors their sleek, modern 
technological solutions. 
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SBA retailers can develop a cohesive image of their store through their merchandise and 

in-store marketing efforts whereby they manipulate the store atmospherics to create a 

distinctive shopping experience for customers. As already stated, a cohesive image must 

be maintained across atmospheric variables, merchandise, and sales staff. SBA retailers 

try to prevent confusion in the customer’s mind that may result from the lack of fit between 

the store image and the product image. There is a crucial difference between retailers 

who sell multiple brands and SBA retailers, and that is control. For retailers who sell 

multiple brands, they have limited control over the branding activities of the merchandise 

that they sell; however, “SBA retailers have complete control on their merchandise brand” 

(Kumar & Kim, 2014, 685). Moreover, one of their core branding components is that they 

carry merchandise that cannot be purchased elsewhere (Koo & Kim, 2013).  

As SBA retailers commonly have only one brand of merchandise to draw in customers, 

merchandisers must pay close attention to the ways they market their overall image. This 

will include things like their stores’ atmospherics, advertisements and pricing strategies. If 

there is a mismatch between the brand they sell, and the overall look of the store (and 

company), consumers will avoid that business. Kumar and Kim (2014, 693) cite 

Abercrombie and Fitch as an example of this, after the business refused to offer discounts 

on their apparel because discounts and sales were perceived to tarnish the prestigious 

reputation the mental institution had built.  

Here, the key idea is consistency: once a consumer has bought apparel, they expect it to 

have the same worth over time. When one invests in known apparel, temporal stability is 

important: if an SBA retailer was suddenly created, priced themselves high, and then later 

completely changed its image and pricing strategy, people who had already bought 

garments would feel cheated. This is because people not only invest in the physical 

garment itself, but also in what it represents. Consumers therefore expect diachronic 

identity in their SBA retailers. When considering this, one may therefore be reminded of 

extended approaches. Whilst this chapter has noted the possible critiques of musical 

extension, it is nevertheless true that the emotional processes in question emerge and 

take shape in the listener’s environment over an extended period (Krueger, 2014a). An 

individual who extends their emotions via an object or scaffold needs to allow time for 

reciprocal interactions to take place. And whilst it may only take seconds for a listener’s 

body and mind to be entrained with music, arguably, any kind of affective scaffolding via 

brands is built more slowly. Relationships between consumers and SBA retailers are built 

over a long period, in which the store image and apparel complement one another, such 
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that the apparel itself can be considered by customers to be an extension of that 

overarching image when taken out of the stores and worn. The value of the products, the 

brand’s image, and the resultant affective evaluations consumers have, are therefore 

upheld by, and simultaneously uphold the store’s image.    

Here, the focus is not on the apparel itself, but rather on the atmospheric niche of SBA 

retailers. In nature, examples of niche construction may include animals that build nests, 

burrows or otherwise manipulate the environment to transform natural selection pressures 

they face. This then generates feedback in evolution. In the case of SBA retailers, the 

business institution operates like a nest-building animal: the atmospheric niche an SBA 

retailer creates in its store transforms the market’s ‘natural selection’ by making it easier 

for consumers to differentiate the SBA retailer from others. Here, ‘natural selection in the 

market’ simply refers to where consumers spend their money: if the brand doesn’t make 

a profit, it ‘dies’, so to speak. By investing in store atmospherics and constantly monitoring 

its image, an institution can create a ‘fashion niche’ in which consumers want to partake, 

commonly over long periods in the form of brand loyalty.  

A fitting example of this is Kumar and Kim’s (2014, 694) example of American Eagle. This 

SBA retailer launched a campaign in its flagship store in New York that called for shoppers 

to pose for a picture after they purchased clothing. The photo was then displayed on 

screens outside the store in Times Square. This marketing strategy led to a significant 

increase in sales and it converted customers’ positive emotions regarding their in-store 

experience into increased purchases. In this example, the SBA retailer created a 

distinctive niche, engaged the customer, and ultimately forged a connection between the 

customer and the store itself.  

In conclusion, SBA retailers can use their stores’ atmospherics to affect the approach-

avoidance behaviour of their customers by modifying the cognitive and affective 

evaluations that the shop will create. Just like any store, this is achieved through 

manipulating the various features of the store’s atmospherics. However, unlike other 

storers, when consumers purchase products in SBA stores, they are buying into the brand 

itself. Therefore, there is a greater need for merchandisers to maintain a consistent image 

and create a store environment that is distinct to that brand. This is the store-as-a-brand 

strategy and is perhaps the closest this analysis can come to reciprocal interactive 

couplings that are found in 4E approaches to cognition.  
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6.7 Summary – store atmospherics, the store-as-
a-brand concept, and a shopper’s affective niche 
This chapter has argued that the decisions that the consumer makes are not only caused 

by internal feelings, but also by the fact that the consumer is placed within an environment 

where there are cues and prompts that influence the way that he or she thinks and feels 

(Abratt & Goodey, 1990). These prompts include tangible elements such as store colour 

and lighting and intangible elements such as odours and attitudes of sales staff. All of 

these individual features can be placed under the umbrella term: store atmospherics. The 

store atmosphere can then be considered as an artefact of the mental institution in the 

same way as the institution’s logo and products.  

In Chapter 2, I concluded my analysis of Gallagher’s mental institution by arguing that 

institutions do not extend minds, but institutional features within them can. One feature of 

the business mental institution is naturally the shopping environment. The question 

therefore is, to what extent do store atmospherics extend the consumers’ minds? Arguably 

atmospherics do not automatically classify as subvenient bases of consumers’ cognitive 

and affective states following first-wave approaches. Often, as in the case of smells for 

example, the consumer has little intention or awareness of the external artefact (Bradford 

& Desrochers, 2009) and consequently, consumers may struggle to intentionally engage 

with the artefact in mind-extending ways. However, this does not mean that the 

relationship between store atmospherics and consumer mentality is purely causal and 

linear. At times, a customer’s enactive engagement with a shopping environment’s 

scaffolds and atmospheric features cannot be reduced to internal vs. external processes. 

During the shopping experience, “disparate inner and outer components may co-operate 

so as to yield integrated larger systems” (Clark, 1997b) which are capable of eliciting and 

supporting a shopper’s cognitive and affective states. Nevertheless, in the case of store 

atmospherics, the general argument for consumers’ extended cognition or affect via 

physical store environments remains questionable and the SOR model borrowed from 

environmental psychology does provide a conservative picture of consumer relationships 

with retail features. There is also always the danger that analysing store atmospherics 

through the lens of extension is likely to lead to overly liberal claims of extension and lead 

to cognitive and emotional bloats. Nevertheless, the shop should be understood as a 

product of the institution. Thus, the shopping experience offers an array of sensemaking 

opportunities for customers to develop emotional attachments to the brands, decide what 
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they like, and make cognitive and affective judgements about the quality of the institution; 

for example, assessing whether it is a good brand in terms of service or product quality.  

Arguably, the most explanatorily lucrative application of 4E cognition to store 

atmospherics is in cases of single-brand apparel. This is because consumers evaluate the 

store and the merchandise in its totality, meaning that cognitive and affective evaluations 

of the store and its merchandise are not distinctly different (Kumar & Kim, 2014). 

Moreover, when people buy merchandise in these shops, they consider themselves 

investing in the brand itself and therefore expect the prestigious image of the store to 

remain constant. There is an underlying similarity between this and my prior analysis of 

the Nazi Swastika: individuals’ evaluations of the brand in its various forms (i.e., the 

product, the store, the logo, or the political symbol) help to elevate the mental institution 

and give it social status, which then furthers consumers’ positive evaluations of it. 

Therefore, it is likely SBA retailers are those who will benefit the most from this additional 

distributed analysis as it will help to conceptualise store atmospherics within this wider 

integrated web of cognitive and affective affordances that include the institution, the 

customer, the products and the shopping environment.  
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7 Open plan offices and employee 
working environments 
7.1 Introduction 
The institutional artefacts that have been discussed in previous chapters are arguably 

‘external facing’ in nature. The analyses within these chapters have therefore primarily 

concerned how stakeholders outside of the business relate to the mental institution. 

However, for a business to function, it is of course essential that within the mental 

institution there are certain artefacts and social structures in place that support employees’ 

work. Gallagher’s (2013) example of Alexis demonstrated that the mental institution of law 

provided certain artefacts and structures (i.e., books, precedents, rules) that supported 

her in making her cognitive judgement. In exactly the same way, mental business 

institutions provide appropriate internal-facing objects and social scaffolding that, at times, 

can constitute a part of an employee’s business decisions and affective evaluations of the 

institution by which they are employed.  

This chapter concerns offices. They are fundamental to many businesses and often act 

as the ‘hub’ of the institution, locating it in a particular time and space. Office spaces 

should be characterised as an internal facing artefact as they are primarily frequented by 

employees of the institution and are often where business decisions are made. Moreover, 

they are material and occupy physical space, thus affording physical manipulation. An 

office space affords many different designs and layouts, and it is in a company’s interest 

to find the optimal office layout for their employees to work in. 

Research has consistently shown that characteristics of an office environment can 

significantly affect the behaviour, perceptions, and productivity of workers (Kamarulzaman 

et al., 2011). Creating an office space that caters to employees’ needs is therefore 

important to improve the business’ performance. In a healthy work environment, 

employees feel better about their work: they are more satisfied and capable of working 

hard in their respective roles. Moreover, they are happier and evaluate the company more 

positively, leading to greater employee retention which can contribute to the company’s 

financial success. It is therefore important that a mental institution creates a work 

environment (i.e., niche) tailored to its employees’ needs. 
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Of particular interest is the modern concept of open plan offices, which are now widely 

adopted in North America and Western Europe, and have become increasingly common 

elsewhere (Morrison & Smollan, 2020). In pursuit of increased workplace collaboration, 

many managers have looked for ways to transform the traditional office space into more 

open, “transparency-enhancing architectures with fewer walls, doors, and other spatial 

boundaries” (Bernstein & Turban, 2018, 1). Companies such as Google, Facebook, 

Amazon, and Microsoft have all made architectural changes to incorporate open plan 

spaces into their work environments (Johnson et al., 2019, 1). However, empirical 

research is yet to fully determine the extent to which human interaction patterns change 

because of these architectural changes, and it is perhaps not surprising that employees 

who have been affected by these changes do not necessarily agree on the benefits of 

these changes.  

Some studies have shown that employees who are satisfied with their open-plan office 

spaces report elevated job-satisfaction, improved organisational commitment, positive co-

worker relations and collaboration, along with better rapport with supervisors (Węziak-

Białowolska et al., 2018, 2). Numerous advantages of open plan working are touted by 

proponents of this type of office space. It is suggested that open plan offices enable more 

flexibility; namely, they can be reconfigured with ease, and are more cost effective for 

companies due to the improved occupant density (Kim & de Dear, 2013, 18). Moreover, it 

is suggested open plan working facilitates employee communication and opportunities for 

collaboration and innovation. 

However, others have also reported numerous negative side effects of an open plan office 

and many studies (Hedge, 1982; Morrison & Macky, 2017; Toftum et al., 2012) reveal how 

widely disliked open plan offices can be (Morrison & Smollan, 2020, 1). Employees 

frequently complain about the lack of privacy (Ding, 2008; Kaarlela-Tuomaala et al., 2009; 

Kim & de Dear, 2013, 18) and increased disturbance from other workers. Open offices 

can also increase the sense of depersonalisation and low status. Literature regarding 

office spaces suggests that increased feeling of control over the environment is associated 

with improved environmental satisfaction (Hongisto et al., 2016). Therefore, large open-

plan working environments that cannot be adequately controlled or personalised by users 

will negatively affect employee affectivity. Additionally, employees can feel more exposed 

and scrutinised by management (Hirst & Schwabenland, 2018). Combined, these negative 

effects of open plan offices can lead to the deterioration of employees’ mental health and 

wellbeing (Morrison & Smollan, 2020, 1).  
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This chapter assesses whether open plan offices live up to the promises they tout. 

Essentially, it asks, does the current research demonstrate it is advantageous for a mental 

business institution to have employees perform business-orientated cognition in an open 

plan office? In this analysis ‘business-orientated cognition’ refers to both employees’ 

individually distributed cognition within the workplace, and the collective cognition that can 

ultimately emerge from the team.  

To answer this question, this chapter firstly explores the theoretical underpinnings of open 

plan offices: the ‘social relations approach’. It notes the benefits of open plan offices and 

explores the expectation of increased collaboration and group intelligence. Concepts like 

‘collective cognition’ and ‘collective intelligence’ are introduced and preliminary examples 

are noted. Secondly, it explains the ‘sociotechnical approach’ which criticises open plan 

offices for exposing employees to a sensory overload which is detrimental to their 

cognitive capacities. Thirdly, these theories are mapped on to empirical studies 

surrounding open plan offices. The lack of personalisation becomes a central topic and 

extended mind theory offers insight into why this is harmful to employee cognition. Two 

studies by Bernstein and Turban (2018) also provide significant insight into the effects 

open plan offices have on face-to-face communication and what this means for collective 

intelligence. Finally, recommendations are made. It is concluded open plan offices are not 

an easy solution for businesses that want to quickly increase productivity. The physical 

environment of an office offers a multitude of cognitive scaffolds that, if removed or 

significantly changed, may diminish employees’ business-orientated cognition. Even 

though transitioning to open plan offices may increase collaboration and collective 

intelligence, it is unclear whether this benefit outweighs the possible cognitive handicaps 

it imposes at the individual level.  

7.2 The social relations approach 
Naturally, substantial change to a work environment will impact the work itself. The social 

relations approach, proposed by Oldham and Brass (1979), focuses on the positive effect 

that the lack of walls has on employees’ social relations and interactions, even across 

hierarchies such as the relationships between managers/supervisors and employees. The 

open plan office space is considered to be a contributing factor to increased motivation, 

performance, and job satisfaction (Węziak-Białowolska et al., 2018, 3). Sociological theory 

presents a strong argument that by removing the physical boundaries that divide 

employees, collaboration and collective intelligence should ensue. Propinquity can be a 
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good predictor of increased social interaction: without physical separators, employees can 

develop heightened social ties to one another because they feel more physically 

proximate, which should lead to more interaction, according to the social relations 

approach. This enhanced interaction then leads to increased information exchange and 

collaboration (Bernstein & Turban, 2018, 1). “Much like the swarm intelligence observed 

among simpler cognitive agents such as bees or ants, collective intelligence for human 

groups [such as a workforce] requires interaction. If greater propinquity can drive greater 

interaction, it should therefore generate greater collaboration and collective intelligence” 

(Bernstein & Turban, 2018, 2). 

In this regard, the type of cognition specifically referred to here is ‘cold cognition’. It is 

problem solving and task orientated. A simple example may be when a company has to 

market a new product. Collectively, the workforce may come together to develop a new 

marketing strategy. As an institution, the company therefore learns more about the market, 

the approach that is taken, and specific techniques and strategies that can be 

implemented. The cognitive process that takes place within the office may therefore be a 

collective process. This is called collective cognition23.  

7.2.1 Collective cognition and teamwork 

As this thesis has argued, cognition is often widely realised. It extends beyond the head 

of the cognitive agent and runs in part, on objects and structures in the environment. 

Within the mental institution of business, employees’ cognition may rely on employee 

handbooks, computers, business reports and other cognitive tools they have at their 

disposal. At times, each individual’s distributed cognitive process can become an essential 

part of that institution’s collective cognition. Clark and Chalmers (1998) state that not only 

can an agent’s cognition be extended by an object, but moreover, social extension is 

possible, whereby people can act as external cognitive realisers for one another’s mental 

states. Within a business, employees may support one another in mind-extending ways 

and in doing so, work as a team. Collective cognition can arise through such teamwork. 

Hung (2013, 370) describes collective cognition as the “transcendent and emergent 

product of interindividual distributed cognitive processing”. Importantly, the collective 

cognition that emerges through teamwork is not simply the sum of individually distributed 

 
23 If collective intelligence is what is known as a group, then collective cognition is the process of thinking as a 
group.  
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cognitive processes. Rather, it is emergent, higher-level cognitive processing that cannot 

be reduced to the sum of its respective parts. 

Collective cognition can emerge from teamwork because team processes are dynamic: 

Kozlowski and Ilgen (2006, 81) note that within teams, repeated interactions amongst 

individuals begin to constitute processes that often regularise, such that shared structures 

and emergent states are formed. To explain this point, let’s take the example of organising 

the search engine optimisation (SEO) for a website24: an SEO specialist may complete a 

keyword analysis and hand this data over to a copywriter, informing them of what 

keywords the article must target. The copywriter may then write a new blog article for the 

company’s website. A third colleague may proofread the content and offer suggestions. 

From this trio’s collaboration, an SEO strategy emerges for that article. The SEO strategy 

is not reducible to a key word analysis, writing and proofreading alone, but rather 

supervenes upon the collaboration of these teammates.  

The social structures that underly this collaboration may be known as norms, or 

colloquially referred to as ‘how things are done’. In line with reciprocal coupling, Kozlowski 

and Ilgen (2006, 81) suggest that these individual processes generate more long-term 

structures (for example, an agreed upon method the company uses for SEO), which in 

turn, guide future processes. Their summation of previous psychological research 

regarding small groups and team performance is in line with extended mind theory: the 

dynamic interactions between individuals’ distributed cognitive processing, gives way to 

higher level cognitive processes, as well as regulating the group’s behavioural patterns 

(Kozlowski & Ilgen, 2006).  

The underlying thought is that each team member’s cognitive processes and actions are 

“interindividually integrated into the team’s collective processing and behaviors”, such that 

the team appears to function as one cognitive entity or system (Hung, 2013, 370). This 

concept is not new. Hutchins’ (1995) investigation of a navy ship’s navigation and his 

analysis of how airplane pilots’ cognition is distributed when in a cockpit epitomise 

collective cognition. When navigating the ship, he suggests that the crew’s cognition is 

 
24 An SEO strategy is the process of planning, outlining and implementing steps designed to improve search engine 
rankings. It is what a marketing team does when it wants to drive more organic traffic to its website. It is a marketing 
strategy.  
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divided by the respective tasks (e.g., plotting the route, keeping lookout, steering the boat 

etc.) and these functions are performed by respective crew members. It is then the 

collectively integrated performance of the different team members that results in emergent 

behaviour: the successful navigation of the ship (Hung, 2013, 370). Just like the SEO 

example above, this is a form of collective cognition. The group is collectively intelligent, 

and carries out the task, “as if the group, itself, were a coherent, intelligent organism 

working with one mind, rather than a collection of independent agents” (Smith, 1994, 1).  

As already stated, the emergent intelligence of the group is not reducible to the individual 

intelligence of the group members; it is something new. Within a mental institution of 

business, this means that cognitive tasks can be performed by employees when they 

collaborate that alone, cannot be achieved. Designing an office space that promotes this 

type of collaboration is therefore important for an institution as it can ultimately lead to 

more successful business results.  

7.2.2 Case example 1 

Morrison and Smollan (2020) investigated the experiences of employees of an unnamed 

legal firm who had recently moved into an open plan office. Specifically, they investigated 

the impact the office space had on performance, well-being and collegial relationships. 

They reported employees using terms like “fresher”, “friendly”, “sociable”, “inviting”, and 

“open” to describe the new space. The office became a source of pride to many 

employees, some of whom had brought family and friends to see their new offices 

(Morrison & Smollan 2020, 4). Of particular importance in their study was how the open 

plan office affected the employees’ relationships and interactions with their colleagues. 

Employees reported annoyance over hearing other colleagues’ voices which was a source 

of distraction, but importantly, many found it useful to overhear conversations that 

“informed them about a client, a case, an aspect of the law, or other work-related matters” 

(Morrison & Smollan, 2020, 6).  

This was particularly the case for junior lawyers, who found that “the open-plan desk 

arrangements exposed them to the useful conversations of more senior lawyers. It also 

provided opportunities to contribute their own knowledge to a conversation and signalled 

to some that their views were important” (Morrison & Smollan, 2020, 5). Previously, junior 

staff had expressed concern about the closed doors of senior lawyers and managers; this 

was viewed as constraining and intimidating. The transition to an open plan office made it 
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easier for newcomers to access important information. Those in the know were more 

accessible and could be approached in person: 

“I like it ‘cos you can just turn around and ask people questions if you need them, rather 

than having to feel like you need to email them if they're in an office and their door is 

closed” (Morrison & Smollan, 2020, 6).  

The productivity of the overall office also benefited in some respects. The same 

respondent commented:  

“I love that I can hear what's going on ... people have been having conversations and I've 

actually known what they're talking about and solve it for them. I've been able to stand up 

and go, Oh, that's taken care of.” (Morrison & Smollan, 2020, 6). 

This comment is a simple example of socially distributed cognition and collective 

intelligence within the workplace. Firstly, it demonstrates that if there was a problem, 

employees could collaborate and “solve it for [each other]”, thereby acting as one 

another’s cognitive vehicles, either deliberately or unintentionally. Secondly, saying “Oh, 

that’s taken care of” implies that the employees are project orientated and concerned 

about completing company tasks. There was a collective intent to complete the work and 

thus drive the institution’s business as a whole.25  

In Morrison and Smollan’s (2020) study, there were three overarching themes for the 

lawyers who felt the open plan environment increased their productivity. Firstly, some 

lawyers felt that their productivity increased due to the increased ease with which they 

could access necessary information and collaborate with colleagues. Secondly, some felt 

their improved surroundings, for example, improved information and communication 

technology, and better desks, made them more productive. Finally, some suggested their 

productivity increased as they felt more monitored or accountable26. Combined, this study 

 
25 Benefitting from increased collaboration and communication within teams is often reported throughout the 
empirical research. For example Johnson et al. (2019) investigated work environments at Microsoft. A software 
engineer new to the company suggested open environments could be especially useful for newcomers: “Being 
new, I was able to turn around and quickly ask questions. There’s a lot of communications and even when people 
are talking about the devices or the new hardware, it was easy for me to pick it up quickly because you just pick it 
up. You listen, you turn around, and you engage in that conversation.” (Johnson et al., 2019, 9) 

26 However, it must be noted that when employees experience their office environment affords little privacy and 
they are increasingly monitored, it may not increase productivity. Rather, it can enhance “the pressure on them to 
divide their mental attention between pursuing work assignments and handling the distractions, interferences, and 
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highlights some of the benefits suggested by proponents of open plan offices: increased 

performance, collaboration, motivation, along with improved ease of access to 

information, ultimately leading to better business performance. However, despite these 

apparent benefits, open architecture is equally associated with a number of pressing 

difficulties.  

7.3 The sociotechnical approach 
The sociotechnical approach to interpreting open plan offices associates the diminished 

experiential privacy with the high level of interference and distractions employees have to 

deal with on a daily basis. The sensory overload leads to a sense of decreased autonomy, 

reduced job satisfaction, lower motivation, and ultimately, poorer job performance 

(Węziak-Białowolska et al., 2018, 3). Some organisational scholars, particularly social 

psychologists and environmental psychologists, have suggested that “removing spatial 

boundaries can decrease collaboration and collective intelligence within groups” 

(Bernstein & Turban, 2018, 2). This is because physical borders and boundaries organise 

an environment in a way that enables cognitive agents to make sense of it by modularizing 

it (Baldwin & Clark, 2000), “clarifying who is watching and who is not, who has information 

and who does not, who belongs and who does not, who controls what and who does not, 

to whom one answers and to whom one does not” (Bernstein & Turban, 2018, 2).  

The underlying idea of the sociotechnical approach is that the spatial boundaries that are 

built into workplace architecture actually support collective intelligence and group 

collaboration by helping to mitigate the negative cognitive constraints associated with 

group work. Within nature, common examples of collective intelligence, such as ant nests, 

beehives, and other social insects, operate within partitioned environments. For 

honeybees for example, bees of different worker castes within the same hive, sleep in 

different areas of the nest. By sleeping closer to the perimeter of the nest, bees may 

increase their sleep. Studies show that forager bees sleep more commonly on the 

periphery of the comb (Kaiser, 1988). This behaviour may result either from learned or 

instinctual avoidance of that area, or simply from displacements due to repeated 

disturbance within the centralised brood comb (Klein et al., 2014, 8). In a similar way to 

honeybees, spatial partitioning may be necessary within the workplace so as to contain 

 
feelings of being monitored that are associated with low experience of privacy”. (Laurence, Fried, & Slowik, 2013, 
145) 
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social interactions and reduce employees’ sensory overload. Just as a forager removes 

itself from the brood comb when sleeping, partitioned offices reduce “the potential for 

overload, distraction, bias, myopia and other symptoms of bounded rationality” (Bernstein 

& Turban, 2018, 2). Essentially, a workforce requires an environmental niche that affords 

some degree of separation and privacy so that it can function optimally.  

7.3.1 Case example 2 

Weziak-Bialowolska et al. (2018) conducted a study to assess the relationship between 

perceptions of three characteristics of the open-plan office; acoustical privacy, visual 

privacy, and office density. Using data collected from 456 employees located in 20 

regional office locations within the same architectural firm, they concluded an open plan 

office layout can limit the experience of privacy and intensify the perception of intrusion 

among employees.  

Within the architectural firm, 86.7% of employees declared their job required creativity, yet 

there was little evidence that suggested the open-plan office layout provided additional 

advantages to architects and designers in terms of the knowledge-creation process. 

Rather, the study implied that the lack of visual and acoustic privacy resulting from 

crowding negatively impacted work-related behaviours. Moreover, Weziak-Bialowolska et 

al. (2018) suggest the work of architects to be complex, and therefore that their findings 

support Block and Stokes’ findings that people working on a complex task would declare 

more satisfaction in a private office than in a non-private environment (Block & Stokes, 

1989, 293). 

7.3.2 Personalisation – case example 3 

Another study by Johnson et al. (2019) investigated the different work environments at 

Microsoft, as physical work environments can have various effects on software engineers’ 

satisfaction at work and ability to get work done. Using mixed methods (two surveys and 

19 in-depth interviews), Johnson et al. (2019) discovered several factors that were 

important for work environments. These were personalisation, social norms and signals, 

room composition and atmosphere, work-related environment affordances, work area and 

furniture, and productivity strategies. 

When discussing the constraining boundaries of workers, it is important to consider how 

employees personalise their workspace and use the office around them. Personalisation 
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is the deliberate modification or decoration of an environment by its occupants to reflect 

their identities (Wells, 2000, 239). Approximately 70% to 90% of American workers 

personalise their workspace in some form or another (Wells et al., 2007, 616). It can be 

understood as a form of territorial behaviour: people use their personal belongings to mark 

and defend their territories, as well as regulate their social interactions. Through acts of 

personalisation, employees can better cope with stress, express emotions, and even 

intentionally elicit certain affect (Scheiberg, 1990). 

The idea of intentionally manipulating the environment so as to regulate cognitive states 

plays into the concept of niche construction; namely, altering the environment within which 

one is embedded for personal benefit. It has been suggested for example that 

personalisation is associated with psychological wellbeing, as the personalisation of one’s 

private space helps to guard against the negative physical, physiological, and 

psychological consequences of inadequate privacy regulation (Wells, 2000, 240). 

Essentially, when an individual personalises their workspace, the objects they use “take 

on significance beyond their immediate ready-to-hand functionality they begin to acquire 

other connotations and thereby fulfil mnemonic functions, becoming externalized loci of 

memories which act as ‘prompts’ for and records of the social relationships in which those 

objects are entangled” (Coward, 2016, 80). Through manipulation of the material culture 

of the workspace, employees can essentially offload27 the cognitively demanding task of 

monitoring the workplace’s social relationships.  

For example, it has been suggested that people value personalisation as it is connected 

to feelings of control. Personalisation of a space may lead to enhanced feelings of 

personal control (Edney & Buda, 1976), which has been found to enhance work 

performance, wellbeing, and mental health. Consequently, many studies of office 

environments have found a positive correlation between personalisation of one’s work 

environment and job-satisfaction (Wells, 2000, 240), psychological well-being and 

physical health (Sundstrom, 1986). Brown (2009) notes previous research that has 

established 75% of people working in an office marked company products, such as office 

stationery, with their own names, and 29% of office employees always used the same 

 
27 Here, ‘offload’ is not a passive action, but rather a case of distributed cognition, whereby the employee’s 
awareness of social situations and relations to them extend beyond their biological body and involve other media, 
for example, labelled office stationery. Coward (2016, 80) summarises this process by saying, “The incorporation 
of physical alongside the purely neurological manipulation of objects and concepts thus opens up a range of new 
cognitive possibilities as well as potential new constraints”.  
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mug. These personal preferences even extended to bathroom behaviours, which saw 

49% of people had a preferred stall, and they would wait if necessary, for that one to 

become available. These territorial behaviours are thought to help individuals retain a level 

of control over their working life, and over half of employees thought that abandoning 

these habits would cause depression and their productivity would suffer as a consequence 

(Nathan, 2002).  

In line with this body of research, 67.4% of Johnson et al.’s (2019) software engineers 

reported to somehow personalising their workspaces. Specifically, 65.5% of employees 

personalised their work environment with personal or family photos, 62% displayed 

awards, 59.7% had personalised coffee mugs, 35.5% displayed posters, 16.2% kept 

plants, 18% had games, and 12% kept stuffed animals. However, in in-depth interviews, 

several respondents discussed the negative consequence open plan office spaces had 

on their ability to personalise. One interviewee said, “It’s a shared space, so maybe you 

feel like oh anything I bring in I’ll kind of have to ask if they’re okay with it and everything” 

(Johnson et al., 2019, 8). Overall, it was discovered that employees in shared 

environments were significantly less likely to personalise than those in private offices 

(53.6%, compared to 78.5%)28.  

Following the concept of wide realisation and counterfactual reasoning, it is possible that 

a lack of personalisation within the open plan offices will negatively impact employee 

productivity (Wells, 2000). Ultimately, this may endanger the overall functionality of the 

mental business institution. Johnson et al.’s (2019) study concludes that productivity in 

open environments can be improved by striking the right balance of people, and by 

considering the work relationships between those within that environment. For the 

software engineers interviewed, there was a distinct preference for private office spaces 

(88.3% satisfaction), although engineers sharing open plan environments with their teams 

were generally still satisfied (60.6%). Ultimately, the ability to work privately without 

interruption, which was highly correlated with how much the engineers could personalise 

 
28 However, at times, personalisation can take place at a team level, with one interviewee offering, “We 
personalize in certain ways, with our beer fridge and the [nerf] guns. We voted for things like the bookshelf here.” 
(Johnson et al., 2019, 8). Some workers did not personalise their work area as their team already personalised 
their work environment. In working areas with six or more employees, it was more likely that the team 
personalised the work environment for the workers.  
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their workspace and control the sonic soundscape within their model, was shown to be an 

important factor for employees’ self-assessed productivity. Therefore, following the 

sociotechnical approach, offering more private office spaces would improve employee 

cognition, and was demonstrated to be linked to higher perceived productivity within this 

study.  

7.4 Open plan offices and communication 
Another fundamental issue with open plan offices is the affect they have on the forms of 

communication employees use. Research illustrates that face-to-face communication is 

commonly replaced by email correspondence. Singh (2019) suggests this results from the 

increased distracting noise levels in open plan spaces. Employees resort to ‘tuning out 

tactics’ such as using headphones, and prefer to use less obvious communication 

methods, such as sending emails or using Slack, instead of standing in front of their 

colleagues and broadcasting their communication to others who may be nearby. 

Consistent with humans’ fundamental desire for privacy, as well as evidence that suggests 

privacy increases productivity (Bernstein, 2012), when an office is remodelled and 

becomes more open-plan, individuals naturally find other strategies to preserve their 

privacy. The increased sense of observation and ‘transparency’ therefore dampens face 

to face interaction and employees find different channels through which to communicate 

(Singh, 2019). 

Bernstein and Turban (2018) conducted two studies to measure the effect the removal of 

spatial boundaries to create an open office environment has on actual employee 

interaction. Both studies were conducted at the respective global headquarters of Fortune 

500 multinationals. Bernstein and Turban (2018) refer to these companies as ‘OpenCo1’ 

and ‘OpenCo2’.  

7.4.1 Case examples 4 and 5 

OpenCo1 had decided to transform an entire floor of wall-bounded workspace in its 

headquarters into an open plan “transparent and boundaryless” (Bernstein & Turban, 

2018, 2) office. Employees were asked to move from their assigned seating on their 

original floor to similarly assigned seating on the redesigned floor. This affected over 100 

employees within multiple departments, including technology, sales and pricing, HR, 

finance, and top leadership.  



 184 

52 employees agreed to participate in Bernstein and Turban’s study which required them 

to wear a sensor (a sociometric badge) that recorded their face-to-face interactions. An 

infrared sensor recorded when they were facing another employee (as their infrared 

sensors connected), a microphone recorded whether they were talking or listening to 

another, an accelerometer recorded body movements and postures, and a Bluetooth 

sensory captured their spatial location. Data was collected over 15 workdays before the 

redesign, and then recorded again three months after for another 15 workdays. Despite 

OpenCo1’s primary purpose of the redesign being to increase face to face communication, 

the results illustrated that participants actually spent 72% less time interacting at a face-

to-face level in the open office. In the revamped boundaryless space, those involved in 

the study were found to send 56% more emails to other participants than before, receive 

20% more emails from other participants, and were CC’d on 41% more emails from other 

participants. It was therefore concluded that “in boundaryless space, electronic interaction 

replaced F2F interaction” (Bernstein & Turban, 2018, 3).  

OpenCo1 executives also reported that their own metrics used by their internal 

performance management system had noted a decline in productivity after the redesign. 

By instigating the substitution of face-to-face communication with email correspondence 

through the removal of spatial boundaries, the company had in fact negatively impacted 

employees’ cognitive capacities.  

Similarly to OpenCo1, OpenCo2 had also hoped that transparent architecture would 

increase face to face interactions. However, once again, the results were not promising. 

Bernstein and Turban’s (2018) investigation found that in the 100 employees they tracked, 

the amount of time they spent engaged in face to face communication dropped by 

between 67 and 71%. To compensate for this decrease, there was once again a significant 

increase in email correspondence.  

7.4.2 Key findings 

From these studies, it is apparent that transitioning to an open office does not 

automatically promote open communication. Several key findings can be drawn; privacy 

suffers, communication methods change, and collective intelligence may not increase.  

Humans have a fundamental desire for privacy (Bernstein, 2017) and privacy is known to 

increase productivity. Therefore, if an office’s architecture makes everybody more 
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observable and transparent, this limits face to face interaction as employees attempt other 

strategies to preserve their privacy. For example, rather than just simply going over to 

someone’s desk and speaking to their colleague, they may look to see if they are at their 

computer and simply send an email. The lack of physical boundaries and demarcations 

between social groups ultimately force employees to rely more heavily on technology, 

rather than face-to-face conversations. For workers at OpenCo1 and OpenCo2, 

technology affords increasing attention by mitigating distractions (for example through 

noise cancelling headphones) and preserving their privacy. The studies above 

demonstrate an increased use of messaging technology, which then also forces workers 

to devote more time to screening messages from colleagues. This is in direct conflict with 

the stated purpose of the open plan office as purported by the social relations approach 

as workers have to once again create their own etiquette for technological interaction and 

communication which ends up hindering collaboration. In open plan spaces, workers may 

be less likely to engage in face-to-face interaction as they do not wish to become another 

distraction for a co-worker. They therefore go through an escalating process of reaching 

out via technology; starting with something relaxed such as a Slack message, then 

sending an email, and then only if necessary, committing to face-to-face interaction 

(Florentine, 2019).  

The desire to interact face to face or rather engage in email correspondence is driven by 

different mechanisms. The enforced physical propinquity open architecture seeks to 

achieve only has a direct effect on face-to-face communication and not email. As said, 

employees are less willing to converse publicly in an open office. Therefore, the open 

architectural surroundings drive interaction out of the social world and into technological 

alternatives. Thus, adopting open plan offices actually “appears to have the perverse 

outcome of reducing rather than increasing productive interaction” (Bernstein & Turban, 

2018, 6). 

Bernstein and Turban (2018) also caution against the assumption that transitioning to an 

open office will automatically enhance the collective intelligence of a company’s 

employees. Whilst early work on collective intelligence would assume fluid and open 

architecture would promote collaboration and emergent group cognition, their findings 

support recent work that suggests otherwise. Too much information from social data can 

prove problematic; it makes it more challenging for employees to focus their attention. 

Research suggests that collective human intelligence performs best when the learning 

opportunities of each group participant are constrained (Toyokawa et al., 2014). ‘Learning 
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opportunities’ in this context just refers to social surroundings or ‘data’ and it essentially 

means that even though a group may benefit from participants learning more, if every 

participant is disproportionately absorbing external information, it will undermine the 

individual thinking that can support collective intelligence. Architecture should allow 

individuals to intermittently isolate themselves from one another so as to independently 

explore novel solutions to company problems (Bernstein et al., 2018). Through alternating 

between collaboration and independent work, colleagues can learn from one another, 

whilst maintain a higher level of exploration as they are not continuously interrupted. When 

collectively engaged in complex problem solving, both collaboration and independence 

play a role. Therefore, it is wrong to assume that open architectural designs will enhance 

company performance; in fact, it may be detrimental to company cognition.  

7.5 Recommendations – learning from distributed 
cognition 
 Any consideration of employee productivity must account for where this productivity is 

located. Extended mind theory, along with the other ‘E approaches’ to cognition clearly 

state that cognition is not purely intercranial processing, but rather intimately bound up 

with a wider network. Location and environmental surroundings are therefore important. 

This is because the environment plays a fundamental role in information processing, either 

by affording or constraining mental activity through ongoing interactions between body 

and environment, or by extending cognition beyond individuals’ biological boundaries.  

As seen in this chapter, companies are frequently opting to transform partitioned office 

spaces into open-plan transparent landscapes, with the expectation that this will enhance 

collaboration and collective intelligence. However, responses to open plan layouts can 

vary widely. Unsurprisingly, millennials and Generation Z are far more tolerant to 

distractions that occur in open plan environments than their Generation X and Baby 

Boomer counterparts (Florentine, 2019). Redesigns must therefore be carefully 

considered and accommodate different individuals’ needs. One of the main problems 

throughout this chapter has been the negative consequences of distraction. Companies 

considering a redesign should therefore ensure their designs for transparent offices still 

allow for private meeting rooms and other quiet spaces for their employees when 

necessary (Morrison & Smollan, 2020). The office environment should be considered as 

a cognitive scaffold that elevates employee thought, rather than as an obstacle that must 

be overcome by employees by using other external regulatory measures, such as listening 
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to music to cancel out distractions. When designed appropriately, open plan office spaces 

can lead to greater inclusivity within an organisation’s culture and improve employee 

satisfaction and communication (Morrison & Smollan, 2020). This can subsequently lead 

to an increase in the mental institution’s ‘collective intelligence’ and collaborative mindset, 

in which business processes and planning are distributed across the team.  

However, when considering the collective intelligence of an organisation, one must 

recognise that it is individuals who make this a reality. Following on from the increasing 

preference for open plan offices from management, there is a growing trend of ‘hot 

desking’ or ‘hoteling’, where “…staff have no fixed personal workspace and use any 

available desk as needed” (Felstead et al., 2003, 16). This is more controversial than 

simply redesigns that favour transparent architecture, as companies reduce their workers 

to interchangeable commodities that can be plugged into the mental institution as needed. 

Whilst extended mind theory endorses the multiple realisability of cognition, this concept 

should not be brought to bear on a workforce. Not only is it detrimental to the sense of 

belonging, purpose, community, and engagement (Florentine, 2019), but the fact that desk 

allocation uses a ‘first-come first served’ approach, also means employees are unable to 

personalise their desks and thus create individualised cognitive niches within the wider 

transparent office-scape. Johnson et al.’s (2019) study catalogued the extent to which 

employees within a software company personalised their surroundings, and extended 

approaches to cognition and affectivity will recognise these personalisations as vital 

scaffolds to foster optimal mental states. Without the security of a long-term, static, and 

personalised niche within a wider office environment (even an open plan space), some 

employees will be unable to perform at their best, nor contribute optimally to the collective 

intelligence of the mental institution. Companies therefore need to firstly ensure 

employees are individually comfortable in their work environment, before they can 

contribute meaningfully to higher level, company ‘intelligence’.  

7.6 Summary – office spaces and architecture 
This chapter has demonstrated that employees’ cognition within a mental business 

institution is affected by their social niche and the workplace’s architectural composition. 

Often, an office space is the centralised hub of business thought, and it can be 

manipulated by the institution to scaffold and support employee cognition. For many 

institutions, this has led to a rise in open office spaces, with the assumption that 
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transparent architecture will enhance collaboration and collective intelligence. However, 

studies have demonstrated this is not necessarily the case.  

Unlike previous chapters that have successfully isolated specific features of the 

institutional artefact in question as supporting cognition, this chapter cannot do so. Studies 

vary considerably, and employees’ responses to office architecture differ according to their 

age, role within the organisation, and profession. However, more general techniques for 

eliciting optimal employee cognition can be suggested if an institution chooses to adopt 

an open plan office: 

• The architecture should provide employees the opportunity to work privately and 

away from distraction.  

• Open plan offices should still afford personalisation: employees should still be able 

to personalise their workspace, so they can develop their individual cognitive niche 

within the wider office. 

• Companies must continually assess the impact transparent architecture has on 

employee communication channels to ensure it does not negatively impact face-

to-face communication.  

 

In conclusion, a mental institution must recognise the intimate relationship between the 

physical environment and the cognitive abilities of its employees. Whilst it may remain 

challenging to make extended claims regarding this institutional artefact, embedded 

approaches that recognise the importance of the cognitive niche are sufficient to illustrate 

the relationship between office architecture and employee cognition and emotional affect. 

Therefore, a mental business institution must understand that an optimised office space 

will afford optimised cognitive performance for employees and enhance the institution’s 

collective thought processes. 
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8 Hierarchies and organisational 
structure 
8.1 Introduction 
This chapter examines the role of hierarchies within mental business institutions. It 

considers the various ways they support and constrain the cognition of employees who 

find themselves entangled within them. Simply put, a hierarchy is a system in which 

members of a social group or institution are ranked according to their status and authority. 

Hierarchical differences between individuals generate unequal relationships for those 

within the system. Generally speaking, any relationship in which one party has authority 

over a subordinate is in essence, hierarchical (Child, 2019, 1).  

The argument presented here is that hierarchy is a social structure that complements 

individual and collective cognition within mental business institutions. Hierarchy assists 

information processing: it is an internal-facing, abstract artefact that acts as an internal 

scaffold, both extending and constraining the cognitive efforts of the institution. As 

discussed at length already, cognition is inherently situated, and so if thinking and 

interpreting depend on the actor’s position within the hierarchy, then different 

organisational arrangements may affect the cognitive capacities of employees, and 

ultimately, the collective intelligence of the institution (Gavetti, 2005, 600).  

8.2 Organisational structure 
A company’s organisational structure is its framework of relational jobs, systems, 

operating processes, people and groups, that work towards achieving specific goals 

(Ahmady et al., 2016, 455). It is essentially the method by which tasks are divided up, 

organised, and coordinated. The organisational structure determines the duties of 

different individuals and acts as a scaffold to control members’ actions (Rezayian, 2005). 

Importantly, an organisational structure is internal facing, namely it concerns the modes 

of internal relations within the mental institution. There are three key features of 

organisational structure (Ahmady et al., 2016, 456). Firstly, it coordinates the formal 

relations and reporting within the organisation. It therefore determines the number of 

hierarchical levels within the company and defines the span of each manager’s control. 

Secondly, it therefore partitions the organisation into different units and categorises people 
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with similar roles as belonging to the same group. Thirdly, organisational structure 

coordinates these units so they relate to one another appropriately and can function as 

part of a collective system, namely, the mental institution.  

Organisation theorists commonly consider two types of organisational structure: physical 

structures and social structures (Ahmady et al., 2016, 457). Physical structures refer to 

the way physical elements of an organisation are set up. For example, this may refer to 

office layouts as previously discussed, or where entire buildings are located. Some mental 

institutions may have headquarters geographically distant from other subsidiaries, and 

this physical distance may determine certain organisational functions. At the other end of 

the spectrum, social structures refer to the relations between social elements of the 

institution. Social structures refer to employees’ sociality, positions, and their team. A 

physical office may house a team or specific department, but this department itself has a 

different ontological status to the office. It is instantiated through employee behaviours 

when they act as a department. The ‘department’ would not exist if twenty strangers simply 

occupied the office. Social structures within organisation theory cannot be experienced 

through senses alone, but rather intuited and understood with reason. Organisational 

structure therefore has both physical and abstract (social) domains.  

8.3 What is a hierarchy? 
Hierarchy is a social structure. For a mental institution, it is an internal-facing, abstract 

artefact that scaffolds and guides the interactions contained within it. Within all complex 

and organised societies, hierarchy is manifest in social stratification. This is the vertical 

differentiation of social groups (Bendix & Lipset, 1953). There is a range of criteria by 

which individuals are deemed to occupy higher or lower hierarchical positions. Some of 

these are readily observable, whilst others may be hidden; their significance will depend 

upon the social setting. Observable features that may impact one’s hierarchical position 

could include income, wealth, educational attainment, or title. More ambiguous bases for 

hierarchical ranking often include more subjective features, such as social prestige and 

social status.  

An important stratifying factor that determines hierarchical position is also the amount of 

power an individual possesses. Whilst being a very real phenomenon, there is little 

agreement over basic definitions of power. Sociological theorists commonly restrict power 

to referring to the specific relation between objects, persons and groups (Martin, 1971, 
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241). Weber’s (1947, 152) definition remains perhaps the most influential: “power is the 

probability that one actor within a social relationship will be in a position to carry out his 

own will despite resistance, regardless of the basis on which this probability rests”. 

Hierarchical structures commonly have power concentrated at the top and those in higher 

ranks have power over those below.  

Hierarchies are perhaps most clearly delineated within formal organisations. This is 

because hierarchies are intentionally used within an organisation to harness the collective 

effort of employees and direct them towards achieving a specific goal. Many different 

types of mental institutions may employ hierarchies as an abstract scaffold to organise the 

collective group: business companies, government departments, schools, hospitals, and 

religious institutions are prime examples. The right of those in higher positions to exercise 

their authority, namely legitimated power, over subordinates is an important feature of 

organisational structures that are hierarchical in nature. 

Within mental business institutions, the abstract hierarchy is commonly a distinctive form 

of vertical differentiation in which the different hierarchical levels contain numerous 

differences. These can include decision-making authority (power) and financial rewards. 

It is normal for those at higher levels to have authority over those directly below them. This 

relational inequality has been touted throughout the history of organisations as an 

appropriate (and successful) way to coordinate and control individuals’ activities that are 

distinct, yet interdependent and necessary for the institution’s continued functionality. This 

can be seen in some institutions where the prerogative of managers is to ‘think’, whilst for 

subordinates it is to ‘do’ (Child, 2019, 6).  

A team’s status hierarchy is often conceptualised in terms of hierarchical steepness. 

‘Steepness’ therefore just refers to the overall level of asymmetry in members’ social 

status within that hierarchy. It represents the magnitude of the absolute or aggregate 

differences between adjacently ranked team members’ status levels. So, if all members 

of a hierarchical structure have the same level of prominence, respect and influence 

(namely, there is no ‘thinking’ vs. ‘doing’), hierarchal steepness is theoretically minimised. 

Conversely, it is theoretically maximised if half of the members score the minimum 

possible, and half score the maximum. Standardly, hierarchies within a mental institution 

will fall somewhere between these two extremes. In an egalitarian institution with relatively 

flat hierarchies, the status differences of members will be negligible (or minimal), and in 
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teams with a steep hierarchy, there will be recognisable differences in power and authority 

(Cantimur et al., 2016, 659).  

In a ‘flat’ organisational structure, some companies prefer to employ forms of ‘networking’ 

instead of hierarchy. This is an organisational mode that can occur within mental 

institutions, and across their boundaries. It recognises that collective projects and 

operations can require expertise that is distributed between different individuals and units, 

thus it is functionally advantageous (and necessary) to encourage direct liaison between 

them and allow them the autonomy to initiate independent communication. However, 

without some level of hierarchical steepness in place, an organisation risks losing focus 

on how tasks directly relate to a firm’s overall objectives (Child, 2019, 75).  

Formal organisational hierarchy embodies two principles of classical management theory: 

the ‘scalar chain’ and ‘unity of command’. The former is “synonymous with the ladder of 

hierarchically-ordered positions” (Child, 2019, 70), namely that authority should be 

allocated according to one’s position within the hierarchy, with those above receiving more 

authority, and those below being given less. The latter then also suggests individuals 

within a hierarchically structured institution should only report to one manager, and their 

subordinates should only report to them (Child, 2019, 70).  

8.3.1 Hierarchy as an institutional ‘artefact’ 
As suggested already, hierarchy is an abstract concept that organises the internal, 

collective efforts of a mental business institution. It allows different levels of responsibility 

to be given to personnel occupying distinct levels within the reporting system. In doing so, 

it therefore limits their “decision-making discretion” (Child, 2019, 70-71) and a unity of 

command is established, such that the need for higher-level approval is established. 

Hierarchy therefore scaffolds cognition: it directs it in a specific way in just the same way 

other social structures, e.g., mathematics and language, direct our thinking down certain 

pathways.   

Child (2019, 71) explains how decision-making processes speed up when hierarchies are 

implemented within organisations. This is because managers can require their 

subordinates to assume responsibility for their tasks’ completion and meet their managers’ 

deadlines. Within a steep hierarchy, recipients of instructions do not have formal options 

for rejecting the timelines given, although negotiation is usually a part of the process. 
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Essentially, hierarchy reduces uncertainty within mental business institutions and tasks 

are passed from top to bottom. When streamlined, this structure (artefact) creates clarity 

and consistency across levels. In large hierarchical structures, organisational charts may 

be needed to map out who reports to whom and thus coordinate the behaviour of each 

recipient of instructions. Child’s (2019) description of hierarchy has clear affinities to other 

social structures discussed in distributed cognition literature, specifically those referring to 

enhanced information processing capabilities. Just like how an individual may instinctively 

reach for a calculator when doing maths, thus speeding up their mental calculations, 

hierarchy can speed up information processing at a collective level. Employees’ 

integration within this optimised social structure enables tasks to be completed with speed 

and precision, due to the clear parameters the hierarchy imposes on the task. In an ideal 

world, a hierarchy coordinates behaviour and leads a collective effort to a singular output. 

Hierarchy is therefore the abstract equivalent of physical, organisational structures like 

office spaces, which I have already argued can be physical enablers and scaffolds of 

business-orientated cognition.  

8.3.2 Hierarchy and instantiation 
In business professions, formal hierarchy is exemplified primarily in the principle of 

seniority: more senior professionals inhabit higher positions and ranking on the 

hierarchical ladder. They supervise and advise their more junior colleagues and have the 

final say. Vertical differentiation is achieved through a variety of means, depending on the 

profession (Diefenbach & Sillince, 2011, 1522). For example, in a consultancy institution, 

there may be official codes of conduct and standards, along with attitudes and behaviours 

that are typical only of senior consultants. There may also be physical reminders of 

hierarchal superiority and inferiority, such as labelled offices with specific job titles defined. 

Superiority may also be exemplified through office placement; typically, better offices are 

reserved for those ‘at the top’, and within large multi-floor offices, top-floor offices are 

commonly held by senior managers and the CEO. As discussed in Chapter 3, it is these 

repeated instantiations of this abstract scaffold in similar self-affirming ways that anchor it 

within the mental institution and enable it to be cognised as existent in the workplace. 

Essentially, acting in accordance with hierarchy in social situations, and creating physical 

reminders of this abstract scaffold help to solidify its experiential materiality within the 

institution. These various instantiations of the hierarchy act as individual grounding points 

that anchor the abstract artefact and help it to persist over time. Through affirming 
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artefacts and actions, employees within the institution experience hierarchy as an abstract 

institutional artefact that guides and directs their thinking, both individually and collectively.  

Promotion up the hierarchy furthermore blurs the boundary between the individual and the 

group. By taking on new decision-making responsibilities, individuals increasingly identify 

with the institution and recognise the part-whole relationship of which they are an active 

participant. Blaug (2007, 35) suggests once an employee identifies with a particular 

hierarchy, they internalise it, melding its interests with their own. Any rejection of or 

contempt for the organisation therefore becomes a personal attack against that individual. 

In turn, this means that progression up the hierarchy naturally leads to an enhanced sense 

of ownership and unity. Blaug (2007, 35) describes this identification as “a bleeding 

between self and organisation” and it means ranking individuals are more prone to 

confuse their own cognition with information processing of the mental institution itself. This 

description demonstrates once again that these discussions of artefact-individual and 

artefact- institution relationships accord with key principles of complementarity and 

integration: individuals become receptive to the cognitive scaffold, lean on it, and slowly 

assimilate. This integration within the institutional scaffold can at times lead to what is 

commonly called ‘learned helplessness’. Essentially, individuals (most commonly 

subordinates) are “limited in their affirmational identification” with the institution through 

various scaffolding processes, such as being denied responsibility or autonomy, or being 

railroaded by those above (Blaug, 2007, 38). By relinquishing some of their autonomy and 

cognitive independence to the hierarchical structure, they “achieve a psychological 

dependency that is self-confirming” (Blaug, 2007, 38). Consequently, the boundaries 

between the individual and the external institution are blurred, both constituent parts 

uphold one another, and in the case of mental institutions, collective cognition is 

engendered through the assimilation of individual cognition into a wider hierarchical 

cognitive scaffold.  

8.3.3 Mental representations of hierarchy 
As a hierarchy is not a physical artefact but rather an abstract concept, it has to be intuited 

by those who perceive it via the way it is instantiated in the material world. Depending on 

the physical set up and behavioural output of the organisation, there are two specific 

shapes individuals may use to mentally represent their institution’s hierarchy. These are 

‘the ladder’ and ‘the pyramid’. These shapes come to mind for two reasons. Firstly, they 

capture the common ways individuals mentally represent a hierarchy. In a study of the 
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Fortune 500 companies, approximately 25% of these institutions used linear forced 

ranking systems of pay grade. These ranking systems would naturally suggest a ladder 

formation where individuals would ‘climb the rungs of the pay-ladder’. In other institutions, 

such as universities, the Catholic Church, or governments, for example, hierarchies are 

shaped like a pyramid: there are fewer positions the closer one is to the top. When 

considering this type of organisation, people may commonly associate the hierarchy with 

a family tree-like structure, where there is one top position, for example, the Pope, 

university chancellor, or party leader. Secondly, the media and press articles commonly 

reinforce people’s tendencies to mentally represent hierarchies in either ladder or pyramid 

formation (Yu et al., 2019, 2).  

These differing mental representations identify different features of hierarchies. “Ladders 

capture the lay representation of the abstract construct of hierarchical stratification” (Yu et 

al., 2019, 2). Within this structure, maximum value is achieved when each member of the 

hierarchical group occupies a distinct rank or ‘rung of the ladder’. In contrast, the pyramid 

shape achieves its maximum value when one member has the highest authority, and all 

other members share the lowest power score (Yu et al., 2019). In this scenario, authority 

is centralised at the pyramid’s apex, thus, there is a ‘winner’, and ‘losers’. How a hierarchy 

is instantiated in the mental institution will determine which hierarchical features, namely 

stratification and centralisation, are governing organisational structures, and thus, will 

determine the mental representation employees will hold about this abstract artefact. 

8.4 Cognitive support from hierarchy 
The justification for implementing hierarchy within mental institutions rests on its 

contribution to organisational performance. Simply put, hierarchy can support individuals’ 

cognition, and structure the overall functioning of a collective team.  

By now, it should be apparent how hierarchy steepness will support employee cognition 

at an individual level: hierarchy organises an institutional goal, e.g. – ‘shorten the payback 

period by 50% by the end of QR2’, into bitesize chunks. It breaks the problem domain 

down into the various tasks and places constraints around each subproblem. Suppose 

that this scenario applies to a business that sells accounting software. The company has 

multiple markets, including UK, French, and German customer bases. Each market has 

an individual manager; thus, each manager will be responsible for shortening the payback 

period in their market and will report to the overall manager or CEO. Within each country’s 
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market, there may be several different teams, e.g., online marketing, paid marketing, 

customer support and back-end development. Each of these groups may then be set 

narrower tasks than the original problem or manage their own teams that handle specific 

elements which impact some aspect of the payback period. With a hierarchal steepness, 

parameters can be set around each team which minimise inter-team conflict and structure 

the workflow of the entire country’s market. The team therefore has straightforward 

outcome expectations and performs well by adopting standardised routines.  

Gallagher’s (2013, 6) example of Alexis conceivably follows this same scaffolding 

structure. In the second scenario he paints when describing the distributed nature of legal 

judgements, he says, “experts specify the kind of questions or considerations she can 

address”, thus providing “straightforward outcome expectations” (Cantimur et al., 2016, 

660) that “are part of a system… previously established in cognitive processes, and 

maintained in textual, technological, institutional procedures or cultural practices” 

(Gallagher, 2013, 6). The experts tell Alexis what to do and organise her thinking, just as 

managers may do in a business hierarchy. Moreover, the experts’ authority over her is 

maintained through the cultural practices of the institution of law. 

When discussing the top-down imposition of rules within a hierarchy, one should not only 

consider cold, cognitive processing at the lower levels, but also how this affects a 

subordinate’s psyche. Arguably, hierarchical steepness creates a psychologically 

rewarding environment by satisfying people’s natural desire for power and achievement 

and provides steppingstones for upward advancement. This is particularly important for 

those who believe in social mobility, as individuals see opportunities to progress and are 

therefore motivated in their tasks. Whilst for some, social mobility is an incentive in itself, 

steeped hierarchy normally includes pay differentiation, perks, and appealing status 

symbols which motivate subordinates to work hard in their respective positions in the hope 

of future reward (Child, 2019, 80). Motivation is intimately intertwined with affectivity, 

awareness, and emotional intelligence (Burleson & Picard, 2004): being motivated has a 

distinct qualitative feel; therefore, when a hierarchy compartmentalises a ‘cold’ cognitive 

task for employees, this task is already bound up with affective ‘hot’ cognitive states, such 

as a desire to excel in the task in the hope of moving up the metaphorical ladder29.   

 
29 Here, I have noted positive affect that may arise from a hierarchical structure. However, it is also important to 
recognise negative affect may be engendered when individuals engage with an institutional hierarchy. For 
example, feelings of inferiority and concomitant shame, anxiety, and stress may be experienced by those who 
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As already noted, hierarchy not only scaffolds individual cognition by setting task 

parameters, but it also structures institutional teamwork and collective thinking. It is not 

necessary for all team members to actively participate in debates about who should be 

doing what. Such debates, at times, can lead to time-consuming disagreements and 

unnecessary deviations from common operating procedures (Cantimur et al., 2016, 660). 

Some studies have suggested that conflict is associated with reduced effectiveness and 

satisfaction in groups (Gladstein, 1984), and therefore top-down task directives can 

reduce ambiguities about the scheduling of task activities (Cantimur et al., 2016, 660). In 

the previously discussed case of Hutchins’ navy ship, collective cognition is achieved 

when individual tasks complement one another. In fact, “All division of labour, whether the 

labour is physical or cognitive in nature, require distributed cognition in order to coordinate 

the activities of participants” (Hutchins, 1995, 176). Hutchins suggests when labour is 

distributed in this sense, it involves two distinct kinds of cognition: cognition that is the 

task, and cognition that governs the coordination of the task’s elements (Hutchins, 1995, 

176). Specifically, it is the coordination that is extended by the external artefact, i.e., the 

abstract hierarchy.  

Hierarchy steepness will affect the coordination and governance of team efforts in different 

ways: in a steep hierarchy, low ranking members know what to expect and can work with 

little task information, without issue. In a steeper hierarchy with only one or a few members 

responsible for managing the coordination of efforts and developing important task 

strategies, institutions can avoid costly conflicts over the attainment of task goals 

(Cantimur et al., 2016, 660). This is because the hierarchical structure enables members 

who have greater knowledge and power to see the big picture (i.e., the collective cognitive 

goal), take initiative and lead the team, while those with less knowledge or power conform 

to the directives given and attend to the details (i.e., the individual cognitive tasks) (Child, 

2019, 80).  

Once again, a hierarchical structure not only supports ‘cold’ cognition at the collective 

level, but by creating a pattern of deference, it reduces intragroup conflict. Tension and 

conflict within relationships are known to cause couples to feel less satisfied (Surra & 

Longstreth, 1990), and similarly, interpersonal conflict in the workplace leads co-workers 

 
occupy lower ranks (van Kleef & Lange, 2020). Therefore, a mental institution must recognise that a hierarchical 
structure is not necessarily conducive to positive affect, but at times, may also be detrimental to employees’ 
mental wellbeing. This is reiterated in some of the qualitative research in Chapter 10.  
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to feel less satisfied with their team. This is because conflict generates negative affective 

states such as anxiety and fear, and ultimately degrades one’s satisfaction with the group 

experience (Jehn, 1995, 258). Hierarchy therefore not only provides an external structure 

for how information is individually and collectively processed within a mental institution, 

but can also organise the cognitive acts in ways that elicit positive affect.  

There is a widespread assumption that hierarchy is an obstacle to innovation and that 

team-orientated collaboration is a way to reduce the power of hierarchy within an 

institution. However, Child (2019, 78-79) notes that the right sort of hierarchy can actually 

assist teams to contribute innovation and learning. Specifically, whilst generating ideas for 

a project, management can set parameters and goals. Whilst this may immediately imply 

hierarchy stifles innovation, parameters may remain loose, such as specifying financial or 

time-related constraints. Equally, goals may simply be set by authority figures who, as 

stated earlier, can see the larger picture. A non-limiting goal in this context may be, 

‘develop a solution that will increase our market share by 20%’. In this way, hierarchy can 

supplement teamwork and innovation by guiding the team to innovative solutions that align 

with organisational objectives that are commercially viable. In its early phase, innovation 

can be messy and disorganised. The transition from idea generation to refinement and 

implementation therefore requires teams to develop mechanisms that help to determine 

which ideas are suitable and should be pursued. A hierarchy therefore helps teams 

converge on specific directions and minimises non-structured exploration. Finally, an 

optimal hierarchy will encourage learning and have norms and processes in place that 

minimise the risk of ridicule. Offering ideas during innovation is inherently interpersonally 

risky, as it opens one up to mistakes, especially if one is lower ranked. Hierarchies can 

help minimise this risk, by creating ground rules that enable and encourage members to 

speak up and share their knowledge and views (Sander & Bunderson, 2018). However, 

as explored in the next section, these benefits of hierarchy remain distinctly optimistic, 

and institutional innovation is often deemed to suffer under hierarchical management.  

From this discussion, it is apparent why hierarchy remains “psychologically appealing” for 

a mental business institution: it can clarify roles at the individual level and facilitate 

coordination at the collective level. Moreover, it can enhance team performance by 

mitigating two task-related types of conflict: conflicts about logistical process issues and 

conflicts about task content or objectives (Cantimur et al., 2016, 667). Finally, Sander and 

Bunderson (2018) suggest that cognition is supported by hierarchy even when teams are 

in the idea-generation phase as this abstract scaffold bounds solutions, converges ideas, 
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and structures processes. Ultimately, this benefits the mental institution’s cognition and 

improves performance accordingly.  

8.5 Hierarchy’s cognitive shortcomings 
Despite the apparent benefits of hierarchy to business-orientated cognition, there are still 

significant issues when mental business institutions employ hierarchy to optimise their 

internal cognition. Specifically, I address two related concerns: hierarchy impedes 

innovation, and hierarchy disrupts the natural flow of information.  

8.5.1 Innovation suppression  
Naím insists “Power is decaying” (2013, 12), and traditional large business institutions are 

becoming increasingly challenged by smaller, more flexible and adaptive firms. Child 

(2019, 64) notes that this change is particularly apparent in newer high-technology sectors 

such as biotechnology and IT. The overarching reason for this is due to the speed at which 

these sectors are progressing. When new technology is developed and the sector the 

mental institution is within normalises its use, the institution must be able to implement it 

with speed to remain competitive and relevant. Critics of hierarchically structured 

organisations argue that this ability to adapt to environmental change requires the mental 

institution to possess the capacity for “spontaneous self-organization” (Child, 2019, 91). 

The danger is therefore that if the hierarchy introduces too much rigidity into the 

organisation, scaffolding cognition such that rules are followed without question, the 

institution will be unable to respond appropriately to unforeseen circumstances.  

Perhaps one of the most striking examples of blindly following hierarchical order was in 

the behaviour exhibited in the cockpit of the Korean Air Cargo Flight 8509, which fatally 

crashed when, 55 seconds after take-off, the left-wing dragged along the ground after the 

first officer failed to question the captain’s actions, despite warnings from instruments and 

the flight engineer that they were banking dangerously to the left. The first officer did not 

participate in crew resource management techniques which is a set of training procedures 

surrounding interpersonal communication, leadership, and decision making in the cockpit 

of an airliner. Rather, he adhered strictly to Korean Confucian cultural norms of 

hierarchical obedience, which were reinforced by Korean military training (Child 2019, 91). 

Among the various safety procedures the UK Air Accidents Investigation Branch 

subsequently suggested was, “Korean Air continue to update their training and Flight 
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Quality Assurance programmes, to accommodate Crew Resource Management evolution 

and industry developments, to address issues specific to their operational environment 

and ensure adaptation of imported training material to accommodate the Korean culture.” 

(Department for Transport. Air Accidents Investigation Branch, 2003, 85). What this 

example crudely demonstrates is that within any hierarchical structures, rigid top-down 

communication can lead to failures to adapt to unfamiliar conditions.  

Innovation within an institution commonly requires highly trained employees with specific 

expert knowledge to collaborate with one another, sharing ideas and information across 

the organisation. Whilst this knowledge may be specific to certain teams, the boundaries 

must be flexible to enable collaboration. A hierarchy steepness that structures an 

organisation by department inhibits this organic flow of information up and down the 

hierarchical ladder. Particularly in organisations where there are top-down directives, if 

the specialised knowledge exists primarily in the lower levels, this cannot be 

communicated upwards to those making final decisions. As a consequence, the mental 

institution’s ability to support, innovate and adapt is severely impaired.   

8.5.2 Information distortion 
There is a significant body of evidence that information is distorted when the distortion can 

facilitate some form of advancement (Pepitone, 1950). Within a hierarchical organisation, 

information distortion stifles the flow and accuracy of information, especially regarding 

upward communication (Athanassiades, 1973). Whilst hierarchy can support managers in 

structuring and clarifying tasks for subordinates, it must be asked, what happens if lower-

level employees know things the top tier decision-makers do not? This question is 

necessary, as it is commonly negative information that is not reported or otherwise warped 

in upward communication. Generally, superiors also dislike receiving negative information 

from subordinates (Grant et al., 2009; Morrison & Milliken, 2000). Information about 

potential problems is therefore lost to senior managers, distorting their perceptions which 

influence business decisions.  

Read (1962) suggests that the distortion of upward communication theory is directly linked 

to motivation theory. Already, this chapter has discussed the relationship between 

hierarchy and social mobility. Read discovered that the stronger the mobility aspirations 

of the subordinate were, the less accurately they would communicate problem-related 

information to their direct superior, demonstrating that an abstract hierarchy within an 
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institution can damage collective intelligence. Individuals communicate with self-interest 

in mind, and therefore personal motivations can derail accurate upward communication.  

Achievement motivation can then be further dissected into two distinct affective thoughts. 

This is an approach motive, namely a desire to achieve within the company (which 

motivates subordinates to communicate information that benefits their advancement), and 

an avoidance motive, namely a fear of failure (which motivates ‘self-preservation’ 

behaviours, actualized when negative information is not communicated upwards). 

(Athanassiades, 1973). Both behavioural responses demonstrate the instrumentality of 

upward communication: when higher-level managers’ status is defined by power or 

“control over need satisfaction”, it causes lower-ranking individuals who are capable of 

social mobility to communicate in ways that guarantee their advancement and protection 

(Cohen, 1958, 52). 

Trust is therefore an important factor in determining the extent, and type, of upward 

communication within a mental institution. Read’s research demonstrated that the 

tendency toward inaccurate communication by a subordinate is increased when he 

recognises high vertical mobility, but has limited trust in his superior’s motives and 

intentions (Read, 1962, 11). Mellinger also reported trust to be a key determinate in how 

accurately information is shared; demonstrating that a subordinate will restrict or distort 

information to the extent that he thinks the recipient of his information will misuse it. 

Information and attitudes may be masked via evasive, compliant or even aggressive 

communication, and therefore feelings of insecurity perpetuated by the abstract hierarchy 

can ultimately lead to superiors overestimating the agreement or success of the institution 

(Mellinger, 1956, 309). Child (2019, 89) notes, this problem can be exacerbated by the 

way hierarchies encourage ‘microaggressions’ towards subordinates.  

The case of Polaroid exemplifies how top-down communication can be detrimental to a 

mental business institution. Within the institution, there was a stark contrast between “top 

manager’s cognitive inertia and digital-imaging manager’s rejection of a software-centred 

view for their emerging business” (Gavetti, 2005, 603). Due to their previous success in 

the industry, senior managers developed strong beliefs about how to do business, firmly 

believing that all profits in the industry were within consumables. This was a Razor-

Razorblade business model: cameras were sold at cost prices, and profits were made on 

consumable films. Previous years of exceptional performance meant management never 

questioned this model before moving into digital imaging, ignoring cognition at lower levels 
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of the institution and deciding which beliefs should guide Polaroid’s digital imaging 

development within divisional domains. It remains unclear whether upward 

communication was distorted, or rather discouraged. Either way, the rigid hierarchy 

prevented innovation and was not conducive for subordinates to voice their concerns. 

Consequently, as the relevant information was either not shared or ignored, top 

management did not identity critical oversights which would have kept the institution 

competitive in a developing industry.  

8.6 When to use hierarchy as a cognitive scaffold 
This discussion demonstrates that hierarchies need to be recognised as a cognitive 

scaffold, at times advancing and supporting cognition, whilst at other times, hindering 

forward-thinking solutions for industry. Depending on circumstances, such as the market, 

industry advancement, organisational objectives, it may therefore be more or less 

appropriate for a mental institution to rely on hierarchy to support internal cognition.  

By identifying and separating levels of responsibility, hierarchy remains an abstract 

artefact that is suited to managing large mental institutions that carry out complex tasks 

involving decisions of varying levels of importance and requiring extensive coordination. 

It can therefore enhance team performance as it mitigates two types of conflict: logistical 

process issues, and conflict about task content. Hierarchies can be considered more fine 

or coarse-grained, depending on the level of analysis given to this abstract artefact. A 

global institution, for example McKinsey & Company, can be organised by a global 

hierarchy, where the CEO sits at the top and is headquartered in New York, NY. In this 

coarse-grained hierarchy, the 148 office locations then sit in a tier below. However, each 

different office may equally have its own unique hierarchy, which then constitutes their 

own finely organised structures. The hierarchy is simply a governing principle that clearly 

allocates responsibilities to roles, administers appropriate authority to them, thereby 

providing a framework against which employee performance can be assessed. (Child, 

2019, 83). For large mental institutions, this abstract artefact is commonly implemented 

within the organisation’s structure as an efficient and effective mode of coordinating 

employees. Providing that the company is engaged in realising long-term objectives that 

can accommodate slow, considered changes, and is itself amenable to standardisation, it 

is appropriate for a mental institution to use this abstract artefact. As Child (2019, 106) 

notes, this artefact can be leveraged as a tool to offer clarity and discipline when 

formulated institutional plans are to be realised.   
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However, mental business institutions within certain industries, for example, technology 

or pharmaceuticals, should approach hierarchy with caution. It is not suited to rapidly 

changing conditions as the rigidity that results from hierarchy and its associated 

bureaucratic rules is likely to inhibit the idea-generation phase of innovation (Child, 2019, 

83) which is necessary if an institution wishes to remain competitive. Nevertheless, as 

already discussed, hierarchical leadership and structuring is also a positive force for 

innovation and can assist in the process of turning a creative solution into a productive 

and commercially viable initiative.   

8.6.1 Implementing hierarchy intermittently as a 
cognitive scaffold 
There is no one answer to ‘when should a mental institution use hierarchy to support 

cognition?’ Essentially, it depends on what the company is trying to achieve. Child (2019, 

83) notes the work of Keum and See (2017) when analysing the positive effects of 

hierarchy: they argued that the effect hierarchy has on innovation should be considered 

at different stages of the innovation process. Specifically, hierarchies of authority are 

detrimental to performance in the idea-generation phase but support the selection phase 

of innovation. This artefact supported selection as it reduces the tendency for individuals 

to pioneer their own ideas and favour their own over other suggestions (Keum & See, 

2017, 665).  

The key feature of hierarchy is that it needs to be intermittently applied to an organisation, 

depending on external pressures. Unlike other institutional artefacts which are perhaps 

more uniform, hierarchy’s impact is heavily context-dependent, and therefore needs to be 

‘turned on’ when appropriate. Just as a light switch is turned on at night to support seeing 

and turned off during the day, hierarchies should be implemented for decision making, but 

reigned back during idea-generation. The need for innovation and thus hierarchy (or lack 

thereof) comes from external market pressures, similarly as the need for artificial lighting 

depends upon the time of day.  

The Danish hearing aid manufacturer, Oticon exemplifies this intermittent, context-

dependent use of hierarchy. The organisation became world-famous in the early 90s for 

its radical delegation experiment, in which it dismantled much of its hierarchy to stimulate 

innovation. It became known as the “spaghetti organisation” (Foss, 2003, 332) and its 

organisational form was explicitly “knowledge based, [namely consisting of knowledge 
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centres... connected by a multitude of links in a non-hierarchical structure” (Kolind, 1990, 

28-29). This organisational form was primarily implemented in the Oticon headquarters, 

which included administration, research and development, and marketing. To complete 

the transition, its headquarters moved to a new location north of Copenhagen. Its new 

offices consisted of large open plan spaces, and employees did not have permanent 

desks, but would rather move around, depending on the project they were working on. As 

discussed in the previous chapter, office structures encode specific expectations, and 

here, it visually represented the breakdown of a functional department-based organisation 

into a near-flat, project-based organisation. Commonly, it is suggested that the 

introduction of “structural ambiguity”, i.e., the intentional engineering of freedom and 

ambiguity within roles and authority, was the direct instigator of Oticon’s innovativeness 

(Foss, 2003, 332). However, in 1996, Oticon once again partially abandoned the spaghetti 

organisation and reintroduced three business teams in its headquarters (essentially 

administrative layers) that helped to improve the coordination between projects and 

reduce managerial control loss (Child, 2019, 93).  

Whilst elements of hierarchy have again been introduced into Oticon to combat certain 

issues30, this example demonstrates how a mental institution can in fact isolate this 

abstract artefact permeating the institution and alter it to manipulate internal business-

orientated cognition. Applying counterfactual reasoning here shows how without the 

artefact, cognitive innovation was enhanced, thus implying this artefact was a ‘cognitive 

suppressor’, yet its later reintroduction subsequently boosted implementation thinking. 

This point not to demonstrate hierarchy complements collective cognition or is simply 

detrimental to institutional thought, rather that its integration into a collectively intelligent 

mental institution alters the institution’s cognitive output, either for better, or for worse. 

Institutional thought is therefore intimately bound up with this artefact and a full 

understanding of cognitive processes is incomplete without reference to it. Essentially, 

when employees partook in business-orientated cognition within this mental institution, 

such as idea generation and project planning, they interacted with the institutional 

 
30 The issues that faced Oticon whilst developing their novel spaghetti structure can be summarised thematically. 
Issues related to inefficient allocation of knowledge to certain tasks, a lack of hierarchical steepness as an incentive, 
a lessening of specialisation for key workers (leading to increasing costs), general coordination issues, a 
withholding of certain knowledge about projects (caused by the flattened competition for corporate resources), an 
increase in influence activities (as workers now had direct access to the management), and finally, the lack of 
personal ownership and responsibility for projects diluted the effort and attention paid when managers made 
business decisions (Foss, 2003, 338-341). 
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hierarchy (or lack thereof), forming coupled systems with the organisational structure in 

ways that allowed new kinds of cognition and behaviour to emerge (Gallagher & Crisafi, 

2009, 48). Ultimately, this analysis agrees with Sanner and Bunderson’s (2018) claim that 

the best hierarchies are those that remain invisible: they operate in the background of the 

organisation, they are not consciously experienced by the mental agents they scaffold, 

and only come “out of the shadows when power differences are needed to keep things 

moving along”. 

8.7 Optimising hierarchy as a vehicle for cognition 
Mental business institutions need to build their organisational structures with cognition in 

mind: they must consider their organisational strategies, along with their internal and 

external working environment conditions. Organic, or otherwise flat organisations are 

commonly highly flexible, agile, and adaptable to industry changes. Internal cognition is 

therefore characterised and structured by more informal networks of communication and 

opportunities for participating in the decision processes. Mechanistic institutions however 

may employ steep hierarchies to coordinate, standardise, and centralise functions. 

Internal cognition thus becomes highly structured, and individuals within the mental 

institution have clear understandings of their job responsibilities and are expected to follow 

specified policies, practices, and procedures (Kanten et al., 2015, 1359). As previously 

discussed (Sander & Bunderson, 2018), a “light touch” (Child, 2019, 79) is the optimal 

application of this abstract artefact to a mental business institution’s internal cognition. To 

further support this artefact’s ability to act as a cognitive realiser for employees, there are 

several elements the institution must consider. 

8.7.1 Expertise  
Hierarchies are not just power structures, but also knowledge structures. Therefore, 

hierarchies should be based on individuals’ expertise. In Tarakci et al.’s (2016) study, 

these researchers investigated how people spontaneously structure their teams when 

faced with a task. Participants were asked to rank 12 items in order of importance when 

left to survive in a desert. After being informed of their individual scores, it was tested 

whether when working as a team, the group would select the individual with the highest 

competence (i.e., highest score) to be the power holder. Only 55% of the teams selected 

the most competent team member as their leader (Tarakci et al., 2016, 422). Teams that 

chose leaders based on factors other than expertise did not survive well in the imaginary 
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desert. This result supports the hypothesis that hierarchy itself is not the problem, but 

rather the selection criteria for promotion: objective criteria must be in place within a 

hierarchical mental institution to ensure those that hold power positions have the 

necessary competencies to be there. Institutional performance is therefore contingent on 

whether the power holders have high task competence (Tarakci et al., 2016, 425). 

This does not mean those at the hierarchy’s apex have detailed knowledge of everything, 

but rather, they must have the best overview of what the institution is doing and 

understand the institution in its entirety. Hutchins’ example of the navy ship is fitting in this 

case. Tarakci et al.’s (2016) experiment therefore exemplifies the vital importance of data-

driven hiring and promotion practices that use objective assessments of task competence, 

rather than political skill or impression management. Within a hierarchy, performance 

reviews and quantitative indicators of task performance should therefore be employed to 

ensure that power remains aligned with task competencies (Tarakci et al., 2016, 425).  

8.7.2 Power distance 
Effective hierarchies have fewer managerial levels. This increases the agility of the 

company and allows new ideas to be evaluated and implemented quickly. Reducing the 

distance between the top and bottom of a hierarchy remains one of the common solutions 

institutions adopt when attempting to cut the costs of bloated management structures. 

When Rolls-Royce faced financial losses in 2018 for example, the CEO announced his 

intention to reduce the 11 layers of management between himself and shopfloor workers 

by almost 50%. Chief executive, Warren East justified this decision by saying “We have 

made progress in improving our day-to-day operations and strengthening our leadership, 

and are now turning to reduce the complexity that often slows us down and leads to 

duplication of effort.” (“Press releases - Rolls-Royce confirms fundamental restructuring –

Rolls-Royce,” 2018). In this case, it was specifically the hierarchical steepness that slowed 

institutional development. By reducing the power distance, Rolls Royce could recover 

some of its agility, and use hierarchy productively as a tool to realise “long-term aspiration 

to be the world’s leading industrial technology company” (“Press releases - Rolls-Royce 

confirms fundamental restructuring –Rolls-Royce,” 2018).  

8.7.3 Ownership 
The tasks of subordinates within a hierarchical structure are constrained by their superiors’ 

directives. These structuring parameters are part of what justify distributed interpretations 



 207 

of this cognitive activity. However, this cognitive confinement can naturally instigate 

negative affect within the team. To therefore combat feelings of resentment and inferiority 

within the institution, the hierarchy should ensure it does not instigate micromanagement. 

Employees should retain power within their own domains. For example, within an online 

invoicing company, whilst the chief UX designer reports to the product manager, they 

should still feel empowered to make specific decisions regarding necessary adjustments 

to the user interface. The final decision though about what should next be added to the 

product would remain within the domain of the product manager. 

8.7.4 Shape 
A hierarchy is an abstract artefact and is represented within the minds of employees as 

either a ladder or a pyramid. Yu et al. (2019) explored the relationship between the 

perceived shape of the hierarchy and group performance. Consistently, they found 

hierarchies perceived to be like ladders were conducive of social comparisons within 

institutions, thereby undermining the relationship quality and group performance. Both 

information processing and affectivity thus suffer. In one study, they found that the more 

the group’s dynamic was shaped like a ladder, the worse interpersonal relationships 

became as individuals lacked trust in one another and compared one another more 

frequently. In related studies, they also determined ladder-shaped hierarchies caused an 

increase in social comparisons and employees’ propensity to engage in intragroup social 

comparisons, thus harming interpersonal relationships and ultimately, group performance. 

Essentially, “ladder-shaped hierarchies diminished team performance indirectly, via 

heightened intragroup social comparisons” (Yu et al., 2019, 9). In contrast, triangle-

shaped hierarchies offer individuals social support. There is less focus on status and 

position when others occupy the same level, and power is apexed at the top. If mental 

business institutions copy Rolls-Royce’s example of reducing their internal hierarchies, 

they can essentially streamline the hierarchical structure and ensure there is not a 1:1 

ratio in employee numbers at each level which elicits counterproductive mental images of 

this artefact and is ultimately detrimental to the institution’s performance.  

8.7.5 Instantiation  
Finally, a mental business institution must recognise how hierarchy is realised within its 

walls. This chapter has discussed how hierarchy is instantiated via other perceptible 

institutional artefacts and behaviours. Visible symbols of power and physical reminders, 
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such as specific office layouts, titles, managerial behaviours, and actions towards 

subordinates, as well as financial bonuses and privileges, can all influence employee 

affectivity, and ultimately, the institution’s cognitive output. Distributed cognition asserts 

environmental changes change cognitive responses. Thus, by reflecting on how the 

hierarchy is instantiated in the institution’s environment will provide an immediate list of 

artefacts and customs that can either be dampened, hidden, or otherwise removed so that 

this abstract artefact is not consciously experienced by the mental agents it scaffolds. 

8.8 Summary – hierarchy as an internal cognitive 
resource 
Hierarchy is an abstract, internal-facing artefact that structures business-orientated 

cognition within the mental business institution. Hutchins (1995) splits this into cognition 

that concerned task elements, and cognition that structured the coordination of different 

task elements. Hierarchy works as a scaffold, supporting task elements. It provides 

parameters for cognition and further offers a network that employees can utilise to support 

them in their thinking. Moreover, this chapter has shown that Hutchins’ later form of 

cognition can be offloaded onto this institutional artefact: uncertainty regarding task 

allocation is minimised, and the expectation of top-down directives provide a standardised 

system for how decisions are made. Crudely put, if a person within the organisation has 

the question, ‘who should do this task?’, through reciprocal engagement with this artefact, 

they can arrive at an informed conclusion. Criticism that this is not reciprocal can be 

rebutted by suggestions that employees internalise the hierarchy over time, and thus 

experience themselves as belonging to the organisation (Blaug, 2007). Moreover, 

evidence points towards individuals recognising their active participatory engagement with 

the hierarchy by acting in self-interest (e.g., selectively reporting information to managers).  

This chapter has also highlighted the impact hierarchy has on employee affectivity. Not 

only does hierarchy support information processing individually and collectively, but it also 

instigates specific qualitative feelings. Depending on the type of hierarchy that is 

instantiated, this can either be positively motivating, for example, if there is evidence of 

social mobility, or debilitating, as is the case when hierarchy generates fear and anxiety 

among employees. 

It is not possible to conclude whether hierarchy is ultimately a positive or negative 

cognitive resource within mental institutions. The answer is always context dependent. 
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However, evidence suggests it is best suited to supporting mental business institutions 

when they engage in implementation, rather than innovation. Even then, it is important the 

institution moulds this abstract artefact correctly and bases hierarchical distinctions on 

employee expertise, limits the hierarchical levels where possible by creating a triangular 

form, ensures employees are not micromanaged, and reflects upon how this artefact is 

instantiated throughout the organisation.  
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9 Narratives 
9.1 Introduction 
A ‘narrative’ is simply a description of events in a real or fictional world and is 

communicated through language or another sign system (Akimoto, 2018, 2). These 

narrative descriptions, or ‘stories’, have been identified as one of the ways in which 

knowledge can be transferred, shared, or exchanged within an organisational setting 

(Connell et al., 2004, 184). This chapter argues that organisational narratives provide 

cognitive support for employees and are an integral part of the cognition that exists within 

mental business institutions. At its heart, a narrative is a social construction, and persists 

through other social constructions such as language, shared meanings, and values. It is 

therefore something that emerges when cognitive agents come together to make sense 

of their history. Often, the narrative artefact is strategically employed by managers to 

better the internal operations of the institution.  

Similarly to a hierarchy, this chapter suggests a narrative does not have physical 

properties in the same way as other material institutional artefacts. Rather, it can be 

represented textually, orally, or visually, existing as a scaffold in a similar way to a known 

language. This abstract artefact can impinge upon the cognitive and affective mental 

states of both internal and external stakeholders. This chapter focuses primarily on how it 

can be leveraged to support the cognition and affect of institutional employees, although 

a discussion of how it is perceived by external audiences is also included. Therefore, all 

three research questions set out in Chapter 3 are addressed in detail. The focus of this 

chapter is on the oral telling and retelling of organisational narratives. Within psychology, 

narrative cognition is thought to underpin our cognitive and emotional life (Rappaport, 

2000, 4), and in philosophy, narrative stories can be considered a cognitive tool to make 

sense of human temporality (Ricoeur, 1990). As cognitive agents, employees are 

embedded within the organisational environment and thus, as narratives form a part of the 

mental institution’s cognitive landscape, they are an important artefact to consider when 

a company wants to enhance the cognition and affect of its stakeholders.  
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9.2 Narratives within organisations 
In its most basic form, a narrative is “the representation of an event or series of events” 

(Abbott, 2014, 13). Therefore, a discussion about an organisation’s developmental 

trajectory over any given time will naturally consider events that have occurred in relation 

to it. ‘Event’ is the key term here, although some scholars would prefer to use the word 

‘action’. Without an event or action, one can provide a description, exposition, argument 

or fact for example, but cannot tell a narrative. Take ‘the computer is broken’; this is a 

simple description of the computer’s current state, or a fact, but it is not a narrative as 

nothing happens. However, ‘the computer fell off the table and broke’ is a narrative as it 

tells a sequence of events, linking things together over time, namely a computer that was 

on the table, fell off, and broke (Abbott, 2014, 13). So, for a narrative to be identified as 

such, at least one event must be included, although some scholars demand the inclusion 

of far more events, and others require these events to also be causally linked.  

In an organisational context, narratives are commonly defined as the socially constructed 

accounts of past events that are considered significant to members of an organisation 

(Feldman, 1990). As the narrative is a social construct, the story is not necessarily factually 

accurate, but rather reflects the personal beliefs and opinions of those who are involved 

in the storytelling process (Connell et al., 2004, 185). These subjective representations of 

reality can be split into two distinctive components; firstly, the linked series of events, and 

secondly, the narration in the form of storytelling (Czarniawska, 2004). The terms ‘story’ 

and ‘discourse’ (otherwise known as ‘storytelling’) can therefore be used to distinguish 

between the content of the narrative, and the various expression planes upon which it is 

told. Specifically, ‘discourse’ refers to the narrative text itself: it is the process of elicitation, 

it is what is creating the story. The ‘story’ on the other hand corresponds to the content, 

namely the linked series of events. Ward & Sbarcea (2001), for example, consider the 

story as like ‘the container’ of aspects such as plots and characters. For them, the 

narrative is then the overarching individual perspectives of employees within the 

organisation. It is the organisation’s voice that needs to be heard. (Connell et al., 2004, 

185).  

Mental business institutions are subjected to continuous change and fluctuations. 

Narratives mirror this by creating meaning for employees by continuously defining and 

ordering events. Commonly, there are three different types of narratives. Firstly discussed 

by McAdams (1988), these can be broadly understood as a positive narrative, i.e., an 
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ascent, a negative narrative, i.e., a decline, and a narrative of stability in which the 

organisation’s development has plateaued.  

The ascent is the simplest narrative within mental business institutions: the content of the 

discourse is rapid success. It contains a progressive story that links successful events 

together and has energy. Browning (1991, 60) summarises this by saying “The incline 

narrative demonstrates the thing done right”. Often, the ascent narrative has a central 

storyteller who is pushing this narrative within the organisation. Within start-up culture, this 

is commonly the founder, and within larger organisations, the ascent narrative may be 

communicated through top-down communication from managers higher up in the 

organisational hierarchy. Whenever lower ranking employees have doubts, the ascent 

narrative can be pushed forward to inspire and rejuvenate the subjective opinions of 

subordinates. This is because the ascent narrative “has energy; it has vertical lift” 

(Browning, 1991, 60). This uplifting narrative organises experiences and events together 

in a way that promotes ‘positive’ affective evaluations. At times, the ascent is not only the 

telling of things done right, but moreover is progressive in nature: a progressive narrative 

(Gergen & Gergen, 1997) is akin to strategic change narratives in organisational studies; 

in these narratives, managers construct stories about how an organisation will improve 

(and thus ascend) by adopting a new direction (Sonenshein, 2010, 499).  

Decline narratives work in the opposite way to ascents. They are “marked by a break, the 

sudden loss, the fatal flaw, the downward movement that cannot be checked” (Browning, 

1991, 61). Whereas the ascent narrative may be internally pushed by managers as it will 

lead to financial and reputational power, decline narratives are commonly a source of 

reputational damage and therefore detrimental to a company. Often, managers seek to 

minimise the spread of these regressive narratives throughout a mental institution or try 

to find ways to convert the story into something more positive. This is why Browning (1991, 

61) states the most dramatic decline narratives are those that lead to subsequent 

transformation. For example, this may be a transformation of marketing strategy, namely 

changes to the external facing institutional artefacts, or a revision of internal structures, 

such as abolishing hierarchies.  

Gergen and Gergen’s (1997) explanation of a regressive narrative mirrors this structure, 

although the decline is perhaps less explicit; their ‘negative’ narrative links experiences 

together in a way that moves towards affectively ‘bad’ evaluations of the organisation. 

Within organisational studies, regressive narratives may be characterised as ‘resistance 
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to change’. Employees essentially construct the story as a series of events that lead to a 

significantly worse institution.  

Both these positive (ascent and progressive) and negative (decline and regressive) 

narratives weave a story that leads to change within the mental institution. However, it is 

the direction of narrative that determines whether this is good or bad (Sonenshein, 2010, 

499), namely, whether this abstract artefact supports the organisation or is detrimental to 

its success,  

The final type of narrative is the plateau. In this scenario, the organisation is in a state of 

stability and the collective affectivity of the organisation remains unchanged. This is 

because the organisation has achieved a stable routine and is not the site of dramatic 

ascent or decline. Browning notes that the plateau is ‘safe’ for organisations: “The plateau 

is like a salt flat where you can increase your speed without disaster” (Browning, 1991, 

63). When applied to change communication, managers attempt to craft this type of 

narrative artefact in a way that reassures employees that the organisation is not 

undergoing major change and how the status quo is to be preserved. To promote plateau 

narratives within organisations, mental institutions must construct meaning that is familiar 

to employees. The consequence of this will be reduced uncertainty and healthy employee 

affectivity. The plateau narrative therefore enables organisation leaders to tweak the 

emotional level of the firm without dramatic consequences. Commonly, this type of 

narrative is therefore characterised by significantly less distinctive storylines; if you asked 

an employee how they are, and they were engaged with the retelling of this narrative, the 

answer could be summarised as “same ol’, same ol’”. The content of the narrative may be 

more trivial than a story of ascent or decline, but nevertheless, these narratives are 

collected, cherished, retold and presented by internal employees. However, due to the 

lack of dominant events within the storyline of the stability narrative, it is often devoid of 

sequence and has no clear beginnings or end (Browning, 1991, 64). In this sense, the 

plateau may be the most pervasive narrative artefact within an organisation, yet also the 

most elusive.  

9.2.1 Narratives as objects vs. processes 
Narratives are essential to understanding the processual nature of an organisation over 

time: they provide those within the organisation with a richer and more detailed 

understanding of events. This is why, for example, they are so important for realising 
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strategic organisational change: they both tell employees about the changes that have 

occurred (or are to occur), and moreover, through their retelling, constitute the sequence 

of change events that they report (Buchanan & Dawson, 2007, 669). A narrative can 

therefore be understood as either an object, namely, a factual retelling of a sequence of 

events, or as a process, i.e., something that emerges during a sequence of events and 

generates collective meaning.  

When describing a mental institution’s events or history, some people consider this to be 

an object; to them, an organisation’s past is merely another object (or abstract artefact) of 

that institution that can be collected and stored (Foster et al., 2017, 1178). In this regard, 

the narrative is static, has a clear beginning and end, and is objectively true.  

Others consider narrative descriptions of events to be processes: rather than being 

objective fact, a mental institution’s history can be understood as knowledge about past 

events that is collected and then meaningfully interpreted (Carr, 1961). How the 

institution’s historical knowledge is then reconciled and presented to employees and wider 

stakeholders becomes more important for managers than the content of the narrative 

itself. Foster et al. (2017) note that emphasis is therefore placed on “the ‘packaging’ of the 

organisational past and its significance for a specific set of stakeholders” (Foster et al., 

2017, 1178). This perspective therefore considers the content of the narrative, but 

additionally emphasises how the historical narrative is constructed and conveyed to those 

within and outside the organisation. The implication of this view is that a mental business 

institution’s history is not something that the organisation passively accumulated, but 

rather is an active process that the managers shape and control. It is therefore an abstract 

tool that can be levied to enhance the cognitive and affective thoughts of the institution’s 

stakeholders.  

‘Abstract’ remains the key term here, and this chapter conceptualises this institutional 

resource in non-physical terms, similarly to Clark’s characterisation of language. It is true 

of course that narratives (and language) have a “perceptible material structure” (Clark, 

2006, 371) themselves, and thus the content of narratives is “partly anchored in our 

embodied interactions with an ecology of artifacts in our environment” (Heersmink, 2018, 

1829). For example, Heersmink (2018) lists lifelogs, photos and videos, texts, souvenirs, 

works of art, and many other meaningful objects, as possible material triggers that can 

uphold a narrative. And whilst this is true, this analysis is levelled at the narrative story 

itself, and is less concerned about the objects that instantiate or uphold it. Therefore, I 
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reiterate, when discussing the narrative as an object vs. the narrative as a process, both 

still conceptualise it, namely the story (content) in abstract terms; what this section has 

discussed is whether the story is an objective chronological recount of the intuition’s past, 

devoid of managerial influence, or rather something that has been constructed as part of 

a process, with the intent to elicit certain cognitive and affective mental states.  

9.2.2 Sensemaking and realism vs. constructivism 
When approaching an organisation’s history, managers can choose between taking a 

more realist or more constructivist stance. The realist stance will seek to ensure the 

narrative accurately reflects the past as well as possible, whereas the constructivist 

approach will interpret the past from the perspective of the present. The “ideal-type, realist 

account of corporate history” on the one hand will emphasise that it is an objective and 

true reflection of the institution’s past (Foster et al., 2017, 1180). On the other hand, the 

constructivist approach is inherently more subjective, as the institution’s history is 

considered through a different lens. Under the constructivist approach to developing 

narratives, the story is more or less open to multiple interpretations, and in extreme cases, 

can even be a matter of invention; this would mean that the constructivist narrative would 

exhibit little difference from other kinds of stories organisations tell (Foster et al., 2017, 

1180). Most narratives fall somewhere between these two extremes: the organisational 

narrative is constructed from a fixed set of sources and events that remain from the past, 

however, the importance and meanings that can be acquired from these historical sources 

are malleable and can adjust over time. Each historical narrative is therefore only one 

version of the past, and the story that is promoted is only one part of the totality of what 

has occurred (Foster et al., 2017, 1180). 

Sonenshein’s (2010) analysis of constructionist narratives within the context of 

organisational change uses the terms ‘narrative’ and ‘sensemaking’ interrelatedly. This 

sensemaking perspective is the dominant perspective within the narrative literature. The 

narrative artefact enables both the storyteller and the listener to locate themselves within 

the organisation; it is discursive construction that cognitive agents use as a tool to shape 

their own understanding, namely sensemaking, as a tool to influence others’ 

understandings, namely sensegiving, and is the vehicle through which the collective 

construction of meaning becomes possible (Sonenshein, 2010, 480). Employees 

therefore tell “stories about the past, present and future to make sense of and manage 

their struggles with their environment” (Boje, 2001, 124). These stories should be 
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considered as multifaceted means of sensemaking and sensegiving: they are rarely 

complete stories with a clear beginning and end, rather they are communicated in 

fragments as part of an organisation’s wider narrative discourse.  

Furthermore, even when storytellers take a realist stance regarding narrative construction, 

subjectivity always plays a part. A storyteller writes or tells a discourse which is based on 

events which are either historicised or remembered inside the narrator’s mind. The listener 

then mentally constructs their own narrative by interpreting or comprehending what is told. 

Stories between the sender and the receiver do not have token identity (Akimoto, 2018, 

2). Over time, through intersubjective couplings, the narrator and the listener’s individual 

perspectives and interpretations may align, yet still, these may be understood and 

encountered within the organisation in different ways.  

Narratives come to fruition within a mental institution through the dynamic interplay of 

cognitive agents who tell, listen to, respond to, and share the narrative. It should therefore 

be considered procedurally as something that emerges over time. Akimoto suggests the 

emergentist interpretation of narratives is necessary from two perspectives.  

Firstly, from a cognitive perspective, a cognitive agent’s mental world is assumed to be a 

type of self-organisation phenomenon. Humans’ “ability to build up diverse mental spaces 

with new intellectual functions is a key aspect of a dynamic mental world” (Akimoto, 2018, 

5). These functions are not causally forced upon the cognitive agent by external forces, 

but rather emerge through the agent’s adaptive interactions with their surroundings.  

Secondly, the emergentist approach to narratives is required to comprehend these 

abstract artefacts as the stories themselves are structurally complex. A story as a 

representation of a mental institution can be thought of as a complex structural artefact in 

which events, e.g., a change in the organisation’s hierarchical structure, and entities e.g., 

participants in the story (employees, managers, stakeholders) are organically organised. 

Although a simplified version of the narrative may be able to describe events sequentially, 

each event will be accompanied by various informational elements that colour the 

storyline. Relationships, abstract concepts, emotions, goals and objectives, and other 

non-verbal information colour the discourse and complicate the communication. Because 

of this property, it is widely assumed that the cognitive processes required for narrative 

generation span a multitude of cognitive modules within the brain. Due to this fact, 

alongside the intersubjective nature of storytelling, the narrative object that is perceptible 
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within the organisation cannot be reduced to merely a sum of its parts. There are too many 

interdependencies; the narratives are thus both products of institutional, intersubjective 

happenings and a tool through which managers and employees can participate in 

sensemaking and sensegiving behaviours.  

9.3 Narratives as an organisational resource or 
tool 
The past can be leveraged to elicit specific cognition and affect within an institution. This 

approach to narratives can be termed ‘uses of the past’ and examines how the past can 

be used as an organisational resource when it is historicised. Investigations of narratives 

can therefore explore how managers and organisations interpret, appropriate, and 

mobilise the past through the development of historical narratives. From this perspective, 

history is not something that happens to a mental institution, rather, it is a narrative 

constructed around the past which frames the way the institution is perceived, thus 

providing guidelines about how its operations should be approached.  

A mental business institution’s culture and identity is continually constructed through 

memory and history, and the retelling of these narratives. Using the past as an institutional 

resource happens all of the time within organisations to varying degrees. Sometimes this 

usage of narratives is very deliberate and mirrors the intention Otto exhibits when pulling 

out his notebook to support his memory. There is an understanding that aspects of a 

mental institution’s past can be leveraged and used so that managers can meet (and 

exceed) their strategic and organisational goals. At other times, the narrative artefact may 

be unknowingly leaned upon during business-orientated cognitive activity. This habitual 

use of narrative illustrates the tight integration of narratives within the organisation to 

support institutional activity. A simple example of the influence of narrative may be in 

marketing, where heritage often constitutes a component of corporate brands and thus 

informs the types of marketing initiatives that are developed (Rowlinson et al., 2014, 441-

442).  

A commonly cited reason for humans’ propensity to create narratives is sensemaking. 

Narrative discourse “is the preferred sense-making currency of human relationships 

among internal and external institutional stakeholders” (Boje, 1991, 106). And, this 

abstract artefact acts as reinforcement for the “institutional memory system of the 

organization” (Boje, 1991, 106), both internally and externally.  
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Throughout, this thesis has discussed how different institutional artefacts relate to different 

audiences and it has argued particular artefacts are strategically designed and positioned 

for engagement with either internal organisational employees or external stakeholders. In 

this regard, the narrative artefact is different. Whilst an office space or a shop is designed 

with a singular intended audience in mind (i.e., employees or customers), the narrative 

artefact can relate to both types of stakeholders. Of course, some narratives, such as 

narratives about internal restructuring and change management, may be directed purely 

towards internal employees, but other narratives, in particular large historical narratives 

about the organisation’s past, may engage those both internal and external to the 

company. However, due to their different positions relative to the company, “Internal and 

external stakeholders may embrace different understandings of history and might have 

distinct vested interests in a particular version of the corporate past” (Foster et al., 2017, 

1183).  

As already explained, managers promote certain institutional narratives to target specific 

organisational outcomes. Foster et al. (2017) note four specific outcomes of narrative 

engagement. These are to develop the organisational culture, strengthen institutional 

identity, promote authenticity, and legitimatise the company (Foster et al., 2017, 1184). 

The first two outcomes refer primarily to internal sensemaking, whilst the latter two 

outcomes refer to how the narrative resonates with those looking into the organisation 

from an external perspective. Therefore, the value of a historical narrative as an 

institutional resource is dependent on the ability of the manager to develop an appealing 

historical narrative that can achieve the organisational objectives while addressing the 

intended audience in ways that resonate with them and enable coupled, sensemaking 

behaviours.  

9.4 Constructing historical narratives for internal 
audiences 
Historical narratives are abstract artefacts that can be used to support the cognitive and 

affective mental states of employees within the organisation. Specifically, they can 

increase how individuals identify as a part of the organisation and how they interpret the 

institution’s culture. A shared history is ultimately a large part of what binds individuals into 

a community and imbues a group with a distinct identity and culture (Seaman & Smith, 

2012).  
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9.4.1 Identity generation 
Managers may promote specific historical stories within the organisation so that 

employees identify with their employer. This is strategically advantageous as strong 

identification with the organisation will support the employee affectivity and enhance work 

output. Drawing on historical narratives provides a way for managers to build a common 

interpretation of events and connect individuals to a shared collective past. Therefore, 

sharing historical narratives means that the collective memory of a group is not merely all 

of the individual representations of the past that have been internalised and then retold, 

but is also the common way of interpreting them. As explained already, narrative 

construction is comprised of two parts: the discourse and the story. This abstract artefact 

therefore provides a way for employees to select specific events to remember, and 

subsequently, influence their interpretations.  

Adorisio (2014, 467) goes so far as to suggest that “without the possibility of placing events 

within certain determined forms even the individual reconstruction of the past would not 

be possible”. She compares the identification of one with an organisation to those coming 

back from war: upon returning home, it was not that those who had fought forgot about 

their experience, but that their experience could not be activated in the communicative 

practices of the present. Upon returning after World War I, men became “poorer of 

communicable experience” (Benjamin, 1969) as there was no historical narrative through 

which remembering and sensegiving (i.e., explaining their experience to others who did 

not fight) could be made possible: “What ten years later was poured out in the flood of war 

books was anything but experience that goes from mouth to mouth” (Benjamin, 1969). In 

the same way, a company’s documented history, e.g., the written history on their website, 

and the abstract historical narrative can be distinctive artefacts. Therefore, by engaging in 

collective sensemaking narratives, managers can enhance their employees’ connection 

to the organisation by emphasising the associations they have with it. For example, the 

historical narrative may aim to highlight specific CSR or green initiatives that have 

emerged over time or other significant events with the organisation. By narrating the 

developmental trajectory of the organisation, this abstract artefact provides a temporal 

scaffold with which individuals and groups can identify and to which they can tie their own 

personal and collective histories (Foster et al., 2017, 1179). 

Constructing historical narratives is therefore a process of creating shared, collective 

pasts. As the construction of narratives is inherently intersubjective, the historical story is 
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built up over time. Different social situations can help managers to generate the historical 

narrative. For example, initial onboarding of new employees can include historical 

summaries of the institution. Specific meetings or conferences can provide insight into 

how current affairs have been affected by previous events. Physical artefacts, such as 

internal marketing and communications, can further stimulate conversation and connect 

the present to the corporate history. These interlocking events and strategies help to 

connect the past, present and future of a mental institution into a historical narrative, and 

thus enable employees to see themselves as a part of a still-unfolding story and as a part 

of something larger than themselves (Seaman & Smith, 2012).  

9.4.2 Cultural maintenance 
Historical narratives can also help to uphold an organisation’s culture or act as a vehicle 

to enable cultural change. “Historical narratives resonate within organisations precisely 

because they are developed to further enhance or to change the espoused values of the 

organisation” (Foster et al., 2017, 1190). The way that an organisation’s history is 

presented to its employees will influence what the organisation is capable of doing and 

how it can be achieved.  

For example, suppose an organisation hopes to generate a more open culture through 

monthly meetings where concerns can be aired. A narrative may be presented by 

management which tells how previously, when concerns had been aired, it led to dramatic 

change (i.e., an ascent). Equally, a narrative may imply that if, had previous concerns 

been aired, the company would not have fallen into a decline. In both of these scenarios, 

the espoused historical narrative contextualises the present and allows for sensemaking 

in which employees would positively evaluate the changes. However, suppose previous 

employees had been fired for speaking out, this history would prevent the new initiative 

from being successful. It would likely be poorly received by employees as the narrative 

would colour their attitudes: the initiative would not align with the historical narrative and 

lead to the impression that the culture is ‘two-faced’ and not to be trusted. Essentially, the 

historical narratives that are informally shared between employees will help individuals to 

plan the types of behaviour they may adopt in certain positions. Within some 

organisational cultures, this can lead to employees ‘watching their back’ or ‘covering their 

tracks’. Narrative discourse can therefore reinforce or undermine employee perceptions 

about the company. Managers can, and must, therefore identify different ways to build 

new historical narratives and to enhance current, effective organisational history-telling 
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practices” (Foster et al., 2017, 1191). And importantly, present actions will provide 

illustrations and perhaps proof “for the listener about the prevailing culture of the 

organisation” (Connell et al., 2004, 186).  

9.5 Constructing historical narratives for external 
audiences 
Whilst organisational culture has been characterised as an internal facing artefact for this 

chapter, it can also be strategically implemented to support external stakeholder cognition. 

The possible uses of narrativity for external purposes are commonly to generate feelings 

of authenticity and provide legitimacy for an organisation. These are related concepts and 

focus on the affective evaluations that consumers make about the mental business 

institution.  

9.5.1 Authenticity 
Narratives can help to generate a sense of authenticity around a brand or company. 

Understood simply, a mental institution is authentic when it is true to what it is, what it 

does, and who it serves. However, it is not something that can be objectively defined, for 

example, even when two institutions are identical across all observable dimensions, they 

may still differ substantially in terms of their perceived authenticity by external 

stakeholders. Moreover, when individuals evaluate the authenticity of a mental business 

institution, those evaluations are relational, and consist of comparisons to other institutions 

or standards. This falls within the idea of psychological essentialism, which is the tendency 

to assume that certain kinds of things possess a deep, underlying essence that is 

responsible for the phenomenal property and category membership. So, the cognitive 

process in question here is one where a stakeholder evaluates the extent to which the 

institution embodies or reflects some valued ‘essence’ which therefore makes it positively 

evaluated as ‘authentic’ (Newman, 2016).  

Foster et al. (2017) provides two examples of how narratives promoted by businesses can 

affect the external evaluation of authenticity by stakeholders. The business institution, 

Jack Daniels, is a striking example of how historical narratives can be strategically crafted 

to emphasise “the idiosyncratic authenticity” of the brand (Foster et al., 2017, 1187). Early 

marketing efforts of the institution were based on existing liquor conventions and 

attempted to advertise their product as a luxury whiskey for upper-middle-class men. 
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However, the company soon shifted its marketing focus after seeing a positive public 

response from a media campaign that emphasised the connection between the origins of 

the company and its product. It therefore began to generate unique narratives that 

distinguished itself from other distilleries by specifically crafting a narrative that tied its 

brand to the military, masculinity, and the frontier. This narrative was then supported by 

additional institutional artefacts, such as Jack Daniel’s iconic, black and white ad 

campaign. According to one 1964 reporter, the institution’s motif and logo used “reverse 

sophistication, the ads [draws] the eye like an old photograph of Abraham Lincoln” (“Our 

Story | Jack Daniel’s,” n.d.). This historical narrative was promoted via national and 

international marketing campaigns and solidified it as an authentic organisation with a 

distinguishable and essential narrative. As it was able to weave a narrative that connected 

its history and its product together, the mental institution was evaluated as ‘unique’, 

authentic producers of American whiskey by both national and international customers. 

And this narrative is something that continues to be upheld to this day, on its website, the 

institution succinctly tells the 150+ year story of its distillery and through its products and 

artefacts (logos, advertisements, online marketing) it has weaved a cohesive narrative 

that makes the institution an “iconic, authentic symbol of the cowboy and rural America 

(Foster et al., 2017, 1187).  

Importantly, following psychological essentialism, a product or institution is only evaluated 

as authentic if it is seen as being true to that essential characteristic. The types of 

questions asked by external customers are therefore naturally, ‘does the product reflect 

the essence of the brand?’, or ‘does this institution’s behaviour match its essential values?’ 

Therefore, if these questions are answered in the negative, an institution’s perceived 

authenticity is disrupted. Within business, this can naturally lead to poor financial 

performance. Foster et al.’s (2017) discussion of Arla, a Danish/Swedish dairy 

cooperative, shows how an institution’s perceived authenticity can become subjected to 

scrutiny in the face of negative or ‘regressive’ narratives. In the twentieth century, the co-

operative movement in Denmark was constructed as a national movement, founded on 

the specific national trait of ensuring social equality. Working towards a common goal was 

(and still is) upheld as a distinctive virtue and fits well with the Danish sense of 

togetherness and democratic mindset (Mordhorst, 2014). As a co-operative, Arla 

embodied this narrative and presented itself as an authentic co-operative. However, 

between 1960 and 1999, Arla increased its market share within co-operative dairies, 

ultimately having over 90% market share. From a business perspective, this merger 
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process was successful, and necessary in order to position itself as an internationally 

dominant dairy company. However, from a position of narrativity, this development was 

diametrically opposed to the central features of the national co-operative narrative 

(Mordhorst, 2014, 122). Consequently, within Denmark, the co-operative institution was 

criticised for being inauthentic as it had betrayed its own historical origins and the Danish 

ideals it supposedly upheld. The historical narrative that once promoted authenticity has 

thus become a source of liability to Arla’s image (Foster et al., 2017, 1188). The 

organisational narrative is no longer recognised as promoting Danish ideals, rather Arla 

is cast as “the large global industrial monopoly and thereby the evil empire, while the small 

dairy plants are cast as the local democratic alternatives, anchored in Danish culture and 

history” (Mordhorst, 2014, 122). Arla has thus been the victim of its own narrative and has 

shifted its role from being a hero to becoming a villain (“Arla miniput eller monopol?,” n.d.) 

9.5.2 Legitimisation 
Organisations can build legitimacy externally by creating an appealing narrative of the 

past. An organisation’s historical narrative can refer to important signifiers appropriated 

from the community’s past within which it operates. The ‘community’ for a mental business 

institution will differ, depending on its location, along with the various important events and 

cultural symbols at play within the environment. A simple example may be creating a 

historical narrative that appeals to the country’s history, the organisational narrative will 

then appropriate specific cultural symbols, images, or ideals to provide legitimacy to the 

organisation and justify its actions. In the most extreme cases of appropriation, the 

historical narrative that is espoused by the organisation lacks any direct connection to the 

organisation itself. A possible example of this is Superdry, which has cultivated an external 

narrative of Japanese culture, whilst actually being established in Cheltenham in 1985. 

Nevertheless, this somewhat historical narrative is still successful, as it resonates with the 

consumers of the organisation, who in this case, are not primarily Japanese. And this 

therefore shows that, even though historical narratives are unlikely to completely rely on 

appropriated objects, it is not impossible to conceive of such a scenario (Foster et al., 

2017). 

Finally, mental business institutions can construct historical narratives to create and 

maintain legitimacy when their previous activities are placed under scrutiny or seen to be 

illegitimate. In the case of Arla for example, monopolisation of the market has tarnished 

its image, and it is now necessary if Arla is to survive long term in the global competitive 
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market, there must be more coherence between its national and global strategy. 

Specifically, it must be honest about its global ambitions (“Da Arla blev forvandlet fra skurk 

til offer,” n.d.). On its website, Arla states: “Our cooperative roots go all the way back to 

the 1880s and our structure means that we work collaboratively to create a sustainable 

long term future for the dairy industry” (“Farmer owned FAQ | Arla,” n.d.). By emphasising 

its structure and long history as a co-operative, it is still possible for this institution to 

legitimise its business in the eyes of the Danish population and reconcile its actions with 

Danish ideals.  

9.6 Summary – the use of narratives within mental 
institutions 
Narratives are one of the most pervasive yet illusive artefacts a mental business institution 

has at its disposal. To comprehend the narrative artefact, one must consider both the story 

itself, and the way it is presented. In this way, managers create narratives that will support 

the realisation of the company’s organisational objectives. They may choose to take a 

realist stance in their narrative construction, seeking to reflect the organisation’s history 

as accurately as possibly, or they may take a constructivist approach, interpreting the 

history from their current perspective and therefore selectively using the organisation’s 

history as a tool to influence cognition and affect. By doing this, managers can therefore 

perform internal cultural maintenance on the organisation and support employees in 

identifying with the company. Depending on the specific organisational outcome they wish 

to address, managers are likely to develop different historical narratives (Foster et al., 

2017), thus demonstrating the use of this abstract artefact to be similar to that of a 

physical, material tool that can be manipulated and called upon to support specific tasks.  

This chapter has primarily characterised narratives as internal facing artefacts and 

explored this artefact in regard to employee cognition and affect31. Moreover, it has also 

characterised this as something that is under the control of the organisation itself. 

However, the later discussion has shown this is not always the case. Firstly, narratives 

can be used to improve the public image of an organisation by creating narratives that 

 
31 This is because the following chapter details empirical research into company X, exploring how abstract 
hierarchies and narratives can impact collaboration across the mental institution. It was therefore necessary to 
discuss these internal sensemaking processes in detail in this chapter and set up this discussion for the following, 
final investigation. 
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generate evaluations of authenticity and legitimacy amongst consumers. Secondly, the 

discussion showed how narratives are not always constructed by the organisation itself, 

rather they can emerge through joint sensemaking processes when consumers 

collectively evaluate the mental business institution in a certain way. These narratives can 

be uplifting stories of ‘ascent’, or detrimental tales in which the company is scrutinised for 

inconsistencies between its purported values and behaviours. In these cases, it is then 

necessary for the organisation to develop new strategies to engage consumers and 

engage in public relations. Some of these strategies may include new marketing 

techniques or products, (i.e., using the external facing artefacts discussed in previous 

chapters) that better align with the corporate narrative and embody the positive historical 

story the company wishes to portray.   
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10 Empirical research into the 
collaboration profile of a large UK-
based utility company 
10.1 Overview 
This chapter demonstrates how extended mind theory and 4E cognition can be practically 

applied to issues within management consultancy to facilitate transformation and 

performance improvement for organisations. An opportunity arose to conduct primary 

research in one of the UK’s largest utility companies, investigating how employees’ 

collaborative efforts were supported and impaired by the mental institution’s environment. 

For confidentiality, this utility company remains anonymous, and is referred to as 

‘Company X’. Via data analysis and in-depth interviews conducted with graduate 

employees and senior managers at this company, this chapter explores how a mental 

business institution’s work environment influences how employees collaborate on 

cognitive tasks and reflect upon their collective efforts. This study therefore grounds the 

theoretical discussions of previous chapters and demonstrates the real-life applicability of 

this research to management and leadership studies.  

It explores how the physical work environment – an internal facing, material artefact – and 

narratives and hierarchies – internal facing, abstract artefacts – influence employee 

collaboration in Company X. In this context, collaboration is understood simply as a group 

of employees sharing their ideas and skills to achieve a common goal. This investigation 

therefore concerns primarily ‘cold’ cognition, i.e., information processing and problem 

solving. However, ‘hot’ or affective cognition is invariably tied up with these cognitive tasks 

within the workplace, and therefore considerations around employees’ emotional 

wellbeing are also discussed.  

This chapter is structured as follows. It firstly summarises the nature of ‘collaboration’ and 

the work of Extended Mind. This is a UK-based consultancy company through which my 

connection with Company X was made possible. Extended Mind marries together 

business psychology, the Arts, leadership practice and neuroscience to strengthen 

leadership skills that deliver lasting organisational change to its clients. A summary of the 
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three distinctive types of collaboration preferences Extended Mind distinguish within 

organisational teams is provided. These are bridging, bonding, and brokering.  

Secondly, this chapter details the initial proposals for this research and the primary 

investigations that were carried out. This concerned quantitative data that was provided 

by Extended Mind, concerning the collaboration preferences of three different employee 

populations within Company X. From this data, initial hypotheses were developed. These 

can be summarised as two overarching hypotheses: (1) abstract internal facing artefacts 

impact collaborative behaviour at Company X, and (2) physical work environments impact 

collaborative behaviour at Company X. From these, six sub-hypotheses were drawn. An 

explanation of their relation to the appropriate literature is given.  

Thirdly, the research methods are explained. This study conducted semi-structured 

interviews of both graduate employees and senior managers at Company X. This section 

explains how the interviews were designed, the types of questions that were asked, and 

how the conversations were transcribed. This study conducted a content analysis of the 

transcripts. 

Fourthly, the results of the content analysis are discussed. Two sets of tables are provided 

in this section for simplicity. The first table provides a thematic summary of the themes 

and subthemes emerging from the interviews. The second set of tables provides 

paraphrased statements from respondents that relate to each theme. These statements 

are not direct quotations to preserve the anonymity of participants. Key findings and 

important clarifications are noted. 

Finally, an overall discussion of the results is mapped onto the theoretical debates of 

previous chapters. Suggestions are given as to how Company X’s abstract hierarchy is 

shown to influence employee problem solving techniques and collaborative opportunities. 

Company X’s internal narrative of time constraints is explained to be intimately bound up 

with the company’s hierarchy. The overall importance of office space and what a physical 

office affords in terms of collaboration is also reiterated.  

Based on this research, I maintain that employees are integrated within the mental 

institution, such that both internal facing abstract artefacts and the internal facing physical 

environment can become integral parts of their cognition. The results of this study imply 

that the theoretical discussions of Chapters 7-9 are sound and these artefacts 
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(hierarchies, narratives, office spaces) can impact an employee’s business-orientated 

cognition when working within a mental business institution. Management consultancies 

that therefore acknowledge the embeddedness of employees within the wider cognitive 

scaffold of the company when trying to improve a client’s collaboration will have greater 

success than those that consider employee cognition in isolation. This is because 

employees’ cognition and collaborative abilities within mental institutions is situated within 

the wider environment. Arguably, this means that a conservative reading of this study will 

still acknowledge that the business’ environment is implicated in employee collaboration. 

However, those more sympathetic to Gallagher’s theory of mental institutions will agree 

that there are times when employees can be integrated into institutional frameworks and 

with artefacts in such a way that their collaborative abilities (or lack therefore) are not 

solely in the employee, but rather extended and constrained by the mental business 

institution.  

10.2 Extended Mind and collaboration 
Extended Mind’s consultancy framework draws upon the philosophical work of Clark and 

Chalmers (1998). Its interest is less about physical extension and environmental devices 

that augment cognition, and more about extending the human mind through processes of 

cognitive offloading. Within the context of businesses, Extended Mind’s unique 

perspective is that collaboration can be seen as a form of cognitive extension: the principle 

of cognitive offloading becomes an important concept for consulting on collaboration 

within organisations as it exemplifies how separate artefacts, minds, or teams can come 

together in complementary ways to achieve results, which, if they remained ‘siloed’, would 

not occur. The company name Extended Mind further reiterates to clients that within a 

business, their mind is located within the wider institutional environment and thus 

recognition and engagement with this environment is key to successful collaboration.  

Clark and Chalmers’ (1998, 17) suggestion that in “an unusually interdependent couple, it 

is entirely possible that one partner’s belief will play the same sort of role for the other as 

the notebook plays for Otto” already paved the way for social extension, and thus 

inadvertently, extended collaboration. As discussed in Chapter 2, their exploration of 

extended dispositional beliefs was grounded in first wave discussions, thus they 

emphasised that what was central to these claims was “a high degree of trust, reliance, 

and accessibility” (1998, 17). As defined by Extended Mind, however, “Collaboration 

means working across silos and tribal groups – within and between organisations – to 
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produce outcomes not yet imagined” (“Our Thinking - Extended Mind,” n.d.). And so, whilst 

this summary of collaboration implies second and third wave analyses of cognitive 

extension will be most apt for exploring this social phenomenon as these later approaches 

emphasise social cohesion rather than the functional parity of human-artefact coupling, 

the foundations set by Clark and Chalmers may still be applicable. Successful 

collaboration does require a high level of trust between collaborators, the active, reliable 

participation of workers, and a certain degree of accessibility. Moreover, improving 

collaboration requires participants to recognise their embeddedness and engagement 

with internal facing (and arguably external facing) institutional artefacts. As discussed in 

the previous chapters, these artefacts can at times both supplement employee thought, 

and hinder cognitive efforts. Through consultancy, these themes can be explored, 

reimagined, and enhanced to better a mental institution’s internal collaboration and 

collective cognition.  

10.2.1 Collaboration 

For the purposes of this research, collaboration and distributed collective cognition are 

understood as somewhat interchangeable terms. Discussions surrounding distributed 

cognition emerged from a need to understand how information processing and problem 

solving could be conceptualised as being performed across units of analysis larger than 

any single individual: these cognitive acts incorporated environmental features and the 

involvement of other people (Perry, 2003, 194). The involvement of other people in this 

regard is collaboration: collaborative behaviour is thus a process that distributes the 

cognitive task across a group of people, therefore expanding the unit of analysis beyond 

biological boundaries.  

Extended Mind distinguishes three types of collaborative behaviour, these are: bridging, 

bonding, and brokering. Each is associated with different outcomes and therefore 

influences the forms of distributed cognition that emerge.  

Bridging  

Bridging behaviour involves connecting with individuals outside of one’s normal network. 

Within a mental institution, an employee may develop a new relationship with a fellow 

worker in another department, or one who performs a different function within the 
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organisation, for example. Bridging behaviour therefore involves reaching out to others 

who, at least at the outset, seem different to oneself.  

Extended Mind therefore suggests that these connections are distant and require a lot of 

effort and energy to foster. Developing these relationships can be challenging for 

employees as they must essentially reach out to those they do not know, thus there is low 

trust between the individuals. However, bridging behaviour can see numerous benefits 

including company growth, innovation, and change. This is because individuals who 

bridge connect with others outside of their immediate team within which they are 

embedded. They can therefore access new ideas and perspectives which can ultimately 

lead to processing information and solving problems in different ways. Bridging behaviour 

can extend a cognitive process outside of a siloed or isolated thinktank.  

Bonding  

When employees engage in bonding behaviours, they nurture and maintain close 

relationships with those with whom they share similarities. Bonding is common within 

one’s immediate teams, where there are “high levels of trust, longevity and shared values 

and goals”. Bonding behaviour therefore typically increases the positive affectivity of 

employees32. It increases the personal support within a mental institution and helps to 

orient a team towards a collective goal. Teams that are highly skilled at bonding are 

efficient when collaborating. They can solve problems fast as they know one another’s 

skillsets and are therefore able to implement solutions with high levels of precision.  

Brokering  

Brokering behaviour requires employees to act as a broker, namely, bring others within 

their network together who do not know one another but who will benefit from having a 

direct relationship. An example may be if an employee has a teammate who is struggling 

with a marketing campaign and knows of another employee who previously overcame a 

similar problem. Effective brokering requires the broker to possess the emotional and 

 
32 Discussions about affectivity are included in this chapter. However, as the quantitative data that was used as a 
foundation for this research concerned only behavioural traits of employees (i.e., their propensity to bridge, bond, 
and broker), the overall focus was placed more on ‘cold’ cognition; namely, how did employees share information 
and solve problems collaboratively with Company X? Nevertheless, it should again be noted that the divide 
between ‘hot’ and ‘cold’ cognition is not absolute, with many theorists suggesting ‘cold’ information processing is 
already intimately bound up with qualitative feelings (Colombetti & Thompson, 2009).  
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social intelligence to accurately evaluate issues of compatibility and trust within their own 

network.  

Mental institutions that have employees who broker will benefit in numerous ways. The 

‘broker’s’ own cold cognition is unlikely to directly benefit from initiating the 

correspondence between the others, but collectively, the cognition of the overall institution 

will benefit. Moreover, the individual who first brokered may experience satisfaction from 

helping others, and long term further their own goals by solidifying themselves as a ‘team 

player’. The outcomes of brokering can therefore be summarised as reputational 

advantage, knowledge sharing, and increased change and innovation within the mental 

institution. 

10.3 Initial data analysis and hypothesis 
development 
The study methodology for this research had several stages. The first stage was a 

quantitative analysis of data collected by Extended Mind. This data had been collected 

from three different employee populations within Company X: (1) graduates who joined in 

2019, (2) graduates who joined in 2020, and (3) senior managers. The data was collected 

via a multiple-choice survey which asked participants to rank sets of three statements 

about their collaborative behaviour at work. In each set of three statements, the participant 

could rank one statement, ‘most like me’, one statement ‘least like me’ and leave one 

statement blank. Here is an example of one set of statements: 

- I am quick to understand how someone feels 

- I can see opportunities that others cannot 

- I respect confidentiality   

For each set of statements, Extended Mind considered one to be indicative of bridging 

behaviour, one of bonding behaviour, and one of brokering behaviour. The questionnaire 

asked participants to rank sets of statements, and from this their tendency to bridge, bond 

and broker would be drawn. A participant who was equally versed in each type of 

collaborative behaviour would therefore score 33.3% respectively across all three 

behavioural categories.  

Extended Mind provided four sets of data:  
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- 2019 graduate joiners who completed this questionnaire in March 2020 

- The same 2019 graduate cohort who completed this questionnaire for the second 

time in October 2020 (i.e., after the first lockdown due to COVID-19) 

- 2020 graduate joiners who completed this questionnaire for the first time in March 

2021 

- Senior staff who completed this questionnaire in March 2020 

21 graduates from the 2019 intake answered the questionnaire in March 2020, and all 21 

participated in the follow-up questionnaire in October 2020. From the 2020 graduate joiner 

population, there were 25 respondents. There were 60 respondents in the staff population 

when surveyed. The individual scores of each respondent within each surveyed 

population were combined, and an overall averaged percentage score for each type of 

collaborative behaviour was generated. The results of the surveys indicated several social 

phenomena present within company X. These were categorised into two investigations 

with two overarching hypotheses. 

• Hypothesis 1 – Abstract internal facing artefacts (i.e., hierarchies, narratives) 

impacts employees’ collaborative behaviours  

From this overarching hypothesis, four separate hypotheses were drawn. Firstly, it was 

expected that Company X’s hierarchy would affect the types collaboration employees 

were engaged in. By comparing the overall percentage scores of graduates surveyed in 

March 2020 and March 2021 against the average scores for senior managers, there were 

apparent differences. In March 2020, brokering scored 29.9%33, and in March 2021, it 

scored 28.7%. This made brokering behaviour the lowest scorer in both categories. In 

contrast, brokering scored 33.8% for the senior manager population. This implied the 

brokering behaviour of senior managers was more pronounced than in graduates, and 

arguably, the distinguishing factor was the employees’ seniority. This, coupled with the 

analysis of hierarchies in Chapter 8 led to the hypothesis:  

• H1a – The position of an employee within the company impacts their collaborative 

behaviours. 

Hierarchy can of course be instantiated in many forms, and therefore it’s important not 

only to think about structural hierarchies, but also socially assumed hierarchies: often 

 
33 All results are rounded to the nearest 0.1%. 
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employees consider those who have worked within a company for longer to occupy a 

higher level. When comparing the brokering behaviour of the 2019 graduates in March 

2020 (i.e., when they are still very new to Company X) to October 2020, this behaviour 

has increased by 3.5%, (29.9% in March, 33.4% in October)34. This increase, coupled with 

the higher brokering score for senior managers (who occupy a higher level on the 

hierarchy) led to the hypothesis: 

• H1b – Brokering behaviour is more expected from employees who occupy higher 

levels on the organisational hierarchy. 

When comparing the data for these different populations, it was also apparent that 

bridging behaviour was least common in the senior managers. For 2019 graduates in 

March 2020, bridging behaviour scored 33.3%, in October 2020 – 31.7%, for 2020 

graduates in March 2021 – 31.5%, whilst only 30.6% for senior managers in March 2020. 

These results support H1a that collaborative behaviour is different depending on one’s 

seniority. However, it is also interesting to know why it is different. As already explained, 

bridging behaviour requires the collaborator to reach out to those they do not know, 

possibly for support on some new task or project. As they do not know these individuals, 

this type of collaboration is low in trust. It was possible that more senior employees were 

less willing to reach out for support as to do so would signify they cannot manage the 

responsibility for a particular area alone. Therefore,  

• H1c – Bridging behaviour is less common at the top of the hierarchy as increased 

responsibility limits managers’ willingness to reach out to others for support.  

Based on the results of the Extended Mind’s surveys, it is apparent that collaborative 

behaviours vary within Company X and may be linked to one’s position within the 

organisational hierarchy. If the behaviours do indeed differ, it is therefore also possible 

 
34 It should of course be recognised that this increase is quite small and therefore strong conclusions should not 
be drawn from this data alone. Further quantitative studies of Company X’s employees’ propensity to bridge, bond, 
and broker would provide further weight to these initial results. As already stated, the primary purpose of this data 
analysis was only to provoke critical thought about bridging, bonding, and brokering behaviour within the 
organisation and support the hypothesis generation. Therefore, whilst interesting, I would caution against drawing 
any substantial conclusions from the results of the questionnaire. This caution applies to all the quantitative data 
discussed in this section.  
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that the narratives of collaboration these employees are confronted with are also different. 

Hence,  

• H1d – Employee perceptions of collaboration differ, depending on their position 

within the company.  

The purpose of this first cluster of hypotheses is to investigate how the abstract hierarchies 

and narratives employees encounter influence their collaborative behaviour within 

Company X. Through better understanding of how individuals relate to these artefacts, the 

institution can take steps to ensure these abstract features do not hinder collaboration and 

are supportive of socially extended cognition within the organisation. The second cluster 

of hypotheses concern the working environment within Company X. This group of 

hypotheses can be summarised as follows:  

• Hypothesis 2 – The physical, internal facing work environment of Company X 

impacts employees’ collaborative behaviours  

As explained, 2019 graduate-joiners were asked to complete the questionnaire twice, 

once in March 2020, and again in October 2020. Between these dates, the COVID-19 

pandemic led to most office staff within Company X working virtually, meaning that the 

office environment no longer scaffolded their daily work life. In Chapter 7, one of the key 

takeaways was how an office space can unite colleagues in serendipitous moments of 

collaboration by allowing colleagues to overhear one another’s conversations and offer 

insight and support (Morrison & Smollan, 2020). Therefore, Extended Mind’s data from 

these two time periods provides insight into collaborative behaviour trends at Company X 

when employees were embedded within this physical cognitive scaffold, and when they 

were not. In March 2020, the collaborative behaviour of graduate employees was scored 

as follows: 33.3% of their behaviour favoured bridging, 36.7% exemplified bonding, and 

29.9% of their collaboration involved brokering. However, by October of the same year, 

bridging behaviour had dropped to 31.7% and bonding behaviour had dropped to 34.8%, 

whilst brokering behaviour had increased to 33.4%. When generating a collaboration 

profile, Extended Mind also analyse the respondents’ propensity to focus on social or non-

social information in collaborative settings. For the 2019 graduate population, their 

tendency to favour social over numerical data decreased during lockdown: in March 2020 

there was a 55.4% preference for social information (vs. 44.4%), but this gap closed to 

53% social vs. 47% non-social data preference by October, implying fewer close 
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relationships were formed in non-office environments. Unfortunately, only 2019 graduate-

joiners answered the questionnaire twice, and it was not possible to quantitatively assess 

whether the same results were true for senior managers. However, as both populations 

were directed to work from home, and thus lost the environmental scaffolding of the office, 

an overall hypothesis for Company X was:  

• H2a – The lack of a physical work environment made employees feel less 

connected to their peers and it was harder to bridge within the organisation. It 

became more challenging to engage in bonding as virtual work made it hard to 

maintain meaningful relationships and collaborate spontaneously. 

Finally, as discussed above, the results of the 2019 graduate population implied brokering 

behaviours increased (29.9% to 33.4%) in comparison to bridging and bonding 

behaviours. From the quantitative data alone, it was not possible to determine whether 

bridging behaviour itself increased, or whether the higher score was due to a decrease in 

bonding and bridging. Nevertheless, the hypothesis that was tested was: 

• H2b – Brokering behaviour increased or was otherwise unimpaired by virtual work 

as this collaborative behaviour does not require in-person meetings 

10.4 Methods 
The quantitative data analysis could only illustrate general collaborative behaviours in 

Company X. It could not explain why these trends exist or how employees experienced 

and interpreted their collaboration within the mental institution. To further unpack the 

experience of employees and their relationships with various institutional artefacts, 

qualitative interviews were needed. The following section details how the qualitative data 

was collected, the types of questions that were asked, and how the interviews were 

transcribed.  

10.4.1 Interviews 

Qualitative studies, especially in the social sciences, often use in-depth interviews as a 

way to uncover the meaning of certain phenomena or facts that are reported by informants 

(Farías & Montero, 2005). This study conducted semi-structured interviews to get first-

hand accounts from employees about how they considered artefacts within Company X 

to impinge upon their collaborative behaviour. These interviews provided more details 
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about employees’ relationships with aspects of their work environment than the 

quantitative data and allowed for precise inquiry into their experiences of encountering 

certain institutional elements. These interviews were structured strategically, firstly asking 

employees more generally about how Company X encouraged employee collaboration, 

and once rapport was built, asking more personal questions that concerned their 

relationship with the organisational hierarchy, or espoused narratives, for example.  

To help facilitate an honest conversation about how artefacts within the mental institution 

affected employees’ collaboration, before starting each interview, it was emphasised that 

the conversations were completely anonymous and sensitive material would not be 

reported back to Company X or included in the subsequent analysis. Moreover, questions 

were formulated in a way that encouraged interviewees to personally reflect on their own 

experience, rather than intellectualise their responses. For example, some questions were 

asked using the formulation ‘how do you feel’ rather than ‘how do you think’; using the 

word ‘feel’ helped to elicit personal reflections on their experience, rather than 

respondents objectively thinking about what should be the case.  

Some of the questions in the interviews were the following:  

1. How does Company X explicitly encourage collaboration within the organisation?  

2. What are the enablers and barriers you experience when trying to collaborate at 

Company X? 

3. How do you experience your position at Company X impacting your collaborative 

abilities? 

4. Who do you feel has the most responsibility for brokering within the organisation? 

5. In your experience, what do you think Company X could do to improve 

collaboration? Or, what specific improvements do you think Company X could 

make to improve collaboration throughout the organisation? 

6. What happens when collaboration is not successful? 

7. To what extent do you feel it is easy to share information with others within 

Company X? 

8. How do you feel the lockdown periods have affected your collaboration with your 

colleagues?  

A total of 12 interviews were conducted for this research. This consisted of 5 interviews 

with senior managers, and 7 interviews with graduate joiners from both the 2019 and 2020 
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cohort. The longest interview was 57:27, the shortest 35:57, with a mean time of 46:48. 

Participants from the 2019 graduate cohort were ranked according to how much their 

answers differed between March and October by calculating the absolute value of each. 

They were then contacted in their order of ranking. 2020 graduates and senior managers 

were contacted at random, and invites were continually sent out to all three populations 

until an even spread of interviews had been conducted.   

10.4.2 Transcriptions 

When conducting qualitative interviews as part of a research study, it is often expected 

that transcripts are created. There are two basic types of transcription that can be 

implemented. These are naturalised and denaturalised approaches (Nascimento & 

Steinbruch, 2019, 418).  

Oliver et al. (2005) distinguish these two approaches as follows: naturalised transcriptions 

record participants’ statements with as many details as possible, thus providing a true-to-

life representation of the interview. In naturalised transcriptions, speech is expressed as 

it is, without being overly filtered by the transcriber. This means that non-verbal 

communication, such as sniffs, intakes of breath, or coughs are also recorded. However, 

this can be challenging, as this non-verbal communication can easily be misinterpreted, 

e.g., a sniff may indicate the interviewee is crying, but they could equally just have a cold 

(Oliver et al., 2005, 1277). Particularly for conversation analysists, this has therefore led 

to demand for greater attention to naturalised transcriptions and focus on conversation 

details which can limit confusion (Billig, 1999); for others, it has meant a move towards 

denaturalised transcription (Oliver et al., 2005, 1277). Denaturalised transcription also 

attempts a verbatim depiction of speech, yet also “preaches the constant grammar 

correction, the removal of existing noises in the interviews and the standardisation of non-

standard speech and accents” (Nascimento & Steinbruch, 2019, 419). The result is 

therefore ‘clean’ data that is free of sociocultural characteristics and accents of involuntary 

vocalisations, for example.  

This study used denaturalised transcriptions for its content analysis. Whilst a naturalistic 

approach would have left the interview in its purest and least altered form, and thus further 

increased the transparency of the results, this was not necessary for this study. 

Naturalised transcriptions’ inclusion of verbal and non-verbal cues can alter the tone of 

the conversation and consequently, its meaning. However, as I both conducted the 
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interviews over Microsoft Teams and subsequently transcribed the conversations, I was 

aware of the context and how interviewees intended to express themselves. I therefore 

completed denaturalised transcriptions and was responsible for interpreting what was 

said, the way it was said, the noises and interferences in speech and making necessary 

adjustments (Nascimento & Steinbruch, 2019, 421). This was a suitable transcription 

method as it enabled a better flow of conversation with Tony Hall, Extended Mind, and 

made the transcriptions more easily accessible.  

10.5 Results 
A thematic summary of the qualitative data is presented in Table 1. In this table, four a 

priori themes have been identified. Emerging sub themes have then been noted, along 

with the significant features of each. A short explanation of each is included. The first three 

a priori themes were anticipated: hierarchy, narratives, and working environment. The 

fourth theme, organisational design, was not anticipated, but rather emerged during the 

investigation due to repeated discussions about the relationship between office staff and 

operations, the various business processes that inhibited collaboration within the utility 

industry, and the frequent changes in culture and organisational structure Company X has 

undergone in recent years.  

Table 1: Thematic summary of interview content 

A priori theme Subtheme Features Explanation 

Hierarchy Communication - Top-down 
communication 

Top-down directives and 
expectations of collaboration 

  
 

- Message 
dilution 

Messages could be diluted as they 
were passed down the hierarchy 

  
 

- Bottom-up 
communication 

Upward communication should be 
open but could cause anxiety for 
those 'below' 

  Power 
relationships - Confidence 

Some employees felt less confident 
when working with those more 
senior to themselves. 

  
 

- Workloads 
Employees were conscious not to 
burden managers with additional 
work unless necessary 

  
 

- Top leader 
opinions 
dominate 

Some employees considered top 
managers' opinions to dominate 
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- Graduate 
positions 

Graduates lacked formal job titles 
making it challenging to manage 
others and it led to some self-
perceptions of being 'undervalued' 

  Problem solving - Problem 
solving 
behaviours 

General tendency to solve problem 
as low down on the hierarchy as 
possible 

  
 

- Escalations 
When things could not be solved, 
employees sought support from 
higher up 

  Brokering 
behaviour 

- Management’s 
responsibility 

Some perceived managers to be 
responsible for brokering 

  
 

- Responsibility 
of everyone 

Some perceived everybody to be 
responsible for brokering  

  
 

- Network 
Some felt brokering behaviour 
required the broker to have a 
network 

Narratives Promoting 
collaboration - Top-down 

communication 

Collaboration was encouraged by 
the CEO and communicated 
downwards 

  
 

- Workshops 
and meetings 

Workshops and meetings 
encouraged collaboration 

  
 

- Bridging 
behaviours 
encouraged 

Graduates reported being 
encouraged to reach out across the 
organisation 

  
 

- Not unified 
Some reported a difference 
between the narrative presented 
and the behaviours exhibited 

  Team 
development  - Networking 

events 

E.g., coffee roulettes, networking 
events gave employees a chance 
to meet new colleagues 

  
 

- Charity events 
Graduates were encouraged to 
collaborate by organising and 
engaging in charity events 

  
 

- ‘We're here to 
do good' 

The company presented their work 
as being necessary and for the 
betterment of society 

  The narrative of 
time - Senior 

managers 

Some graduates assumed 
managers did not have time, some 
managers presented this narrative 

  
 

- Information 
sharing 

Some assumed others did not have 
time to always read / understand 
nonessential information 



 240 

Working 
environment 

Virtual work 
- Technology 

Microsoft Teams, SharePoint and 
virtual whiteboards mentioned 
repeatedly 

  
 

- Bridging Perceived as easy to do when 
working virtually 

  
 

- Transactional 
relationships 

Bridging was perceived as being 
more transactional when working 
remotely 

  
 

- Bonding Perceived as more challenging 
whilst working virtually 

  
 

- Spontaneous 
collaboration 

Informal collaboration was difficult 
as moments of spontaneous 
discussion were missing 

  Office work - Information 
sharing 

Working in the office meant 
employees could share/ overhear 
information easily  

  
 

- Face-to-face 
communication 

Some noticed they missed body 
language when on virtual calls 

Organisational 
design 

Office staff vs. 
operations - Culture 

differences (+ 
narratives) 

Some reported misconceptions/ 
negative perceptions and lack of 
understanding between office staff 
and operations 

  Business 
processes 

- Processes 
could neglect 
collaboration 

Some reported official processes 
within the company were inhibiting 
collaboration 

  
 

- Siloed 
business 
functions 

Some reported feeling departments 
and/or business functions were 
siloed/ working in isolation  

  Culture 
- Frequent 

change 

Reports of multiple previous 
changes in management, and thus 
repeated changes in business 
focus 

  
 

- Collaborative 
culture 

Company X is currently focused on 
achieving win-win solutions 

    - Incentivisation/ 
bonus 
packages 

Changes to bonus packages 
(based on company (not individual) 
results) 

Tables 2-5 contain paraphrased examples of responses that illustrate the opinions and 

experiences of graduate newcomers and senior managers in regard to each theme and 

subtheme. After each table, the theme is explored in more detail, picking out specific 

differences between graduate and managerial perspectives and noting how frequently this 

theme was referenced by the interviewees.   
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Table 2: Paraphrased quotes regarding hierarchy from graduates (2019 and 2020 joiners) and senior managers.  

Hierarchy Paraphrased quotes - graduates Paraphrased quotes - senior managers 

Communication "The whole emphasis about 
collaboration, it starts off at the 
corporate level and filters down" 

"We have strong messaging from the 
chief executive and leadership team 
about why collaboration is important" 

 "I can be quite nervous when I've got 
to work with those above me, I don't 
want to say anything I shouldn't say, 
and I try to impress them a little more" 

"I think the top-down messaging about 
collaboration helps to solidify it as an 
expectation" 

  "In our daily work, we'd benefit from 
more direct communication, cutting out 
the middleman" 

Power 
relationships 

"The work problems I have as a grad 
are probably very small compared to 
my managers'" 

"Historically, it's been a very 
hierarchical organisation" 

 "Going up the chain, I guess you can 
feel less confident" 

 

 "A lot of people automatically don't 
want to work with grads as there's a 
stigma that we're inexperienced" 

 

 "The title 'graduate' gives no indication 
about what you actually do, it's very 
ambiguous" 

 

 "There can be reluctance to work with 
graduates” 

 

 “…executives' opinions can dominate 
and even though they're often right, 
this isn't a particularly collaborative 
approach to problem solving" 

 

 "I feel some pressure and nervousness 
around management” 

 

Problem 
solving 

"I guess it's a way to filter problems out 
and see if there are other solutions 
before escalating it to the next level" 

 

Brokering 
behaviour 

"As a grad, I don't really feel my role 
demands that I broker" 

"I think everyone should be engaged in 
brokering" 

 "It's about having the right connections 
and being a good middleman… it 

"I think the more senior you get in the 
organisation, the more likely you'll be 
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becomes more important as you 
become more senior" 

to have connections that you can 
broker" 

 "I think brokering becomes more 
common when you go higher up in the 
business" 

"I'd assume there's a strong correlation 
between seniority and brokering" 

 “We're all responsible for brokering but 
I'd put more weight on management" 

"Everyone's responsible for brokering, 
but in senior roles, that responsibility 
grows" 

Communication surrounding the collaborative expectations was generally characterised 

as top-down. The collaborative mindset was promoted by the chief executive and this 

message was shared downwards through the organisation. This top-down communication 

structured the institutional mindset and reduced ambiguities, solidifying expectations. 

Nevertheless, one senior manager suggested that in other areas of communication (i.e., 

business issues), Company X would benefit from increased direct communication 

between those occupying hierarchical levels. Cutting out the middleman in 

communications would increase collaborative agility.  

Throughout the interviews, there was little indication that employees were uncomfortable 

sharing information with their superiors or distorted information for social advancement 

(Grant et al., 2009; Morrison & Milliken, 2000). When pressed, several graduates 

suggested that they were comfortable sharing information upwards, implying there were 

high levels of trust within the organisation (Mellinger, 1956); however, they remained 

cautious of burdening managers with additional work. This suggests the hierarchy acted 

like a problem-solving filter: if issues could be solved at low levels, they would be, and 

would only be passed upwards when necessary. This means that information was not 

distorted, but rather, was assessed by subordinates as to whether it was deserving of 

attention from those above. This supports H1a; the abstract hierarchy did influence the 

collaborative behaviours of employees: the hierarchy scaffolded the assessment of the 

problem and subsequently who was involved.  

Moreover, several graduates acknowledged that whilst upward communication was open 

and honest, they were still naturally aware of the hierarchy, one graduate for example 

explicitly stated that they felt more nervous when collaborating with senior managers than 

with peers. This admission supports the claim that the hierarchy had a causal impact, or 

even played a constitutive role in the emotional affect of certain employees, thus impacting 

their collaboration. Moreover, some graduates reported feeling undervalued or 
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misunderstood by others within the company, owing to their ambiguous job title as 

‘graduate’. This, coupled with suggestions from graduates that other employees will 

consider them to be less experienced gives further support to H1a.     

The interviews also demonstrated the validity of H1b. Brokering behaviour was most 

expected from those who occupied higher positions in the organisational hierarchy. Out 

of the 5 senior managers interviewed, three specifically used the word ‘seniority’ when 

answering who they considered to be most responsible for brokering. Two managers 

explicitly stated they considered brokering behaviour to be the responsibility of everyone. 

In contrast, whilst 4 graduate employees expressed the opinion that everyone should 

broker, every graduate interviewed mentioned the role of those senior to themselves, 

commonly citing ‘seniority’ and the need to have a network in place. One graduate’s 

response further illustrated this by stating that brokering behaviour became more common 

in graduates towards the end of their placements. 

Unlike the first two hypotheses, interview responses did not support H1c. Bridging 

behaviour within the senior manager population was not inhibited by their hierarchical 

position. It is possible brokering behaviour was simply more common and therefore scored 

more highly, but further investigation would be needed to offer a definitive explanation.  

Table 3: Paraphrased quotes regarding narratives from graduates (2019 and 2020 joiners) and senior managers 

Narratives Paraphrased quotes - graduates Paraphrased quotes - senior managers 

Promoting 
collaboration 

"I think collaboration is encouraged a 
lot on the graduate scheme" 

"I'm aware that my team should be role 
models for collaboration" 

   "They present a 'One Company X' 
attitude well" 

 "I think people have very different 
perspectives about what collaboration 
is" 

Team 
development 

"We know we're all working towards 
the common goal of a clean 
environment so we should work 
together to achieve this"  

 "We're all here for the same reason: 
protecting the environment and 
providing [safe utilities] - this makes us 
good at collaborating in emergencies" 

  "Our motto is ‘Team Company X’ and 
'One Company X'" 

 "People in the organisation want to 
hear the good things the company is 
doing" 

 "During a coffee roulette, I met 
someone new, and that's great as if I 
need to reach out to her, it'll now be 
easier" 
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  "There's a lot of collaboration between 
us graduates and we're encouraged to 
work on projects together, for example 
on charity events..." 

 

Narratives of 
time 

 "I know that as you go up the chain, 
managers' calendars get busier" 

"Time is something we have little of" 

  "My manager spends a lot of time in 
meetings, so I don't want to bother her 
unless it's really important" 

"A pretty big barrier to building effective 
relationships is simply how busy 
everyone is" 

  "People haven't got the time 
throughout the organisation" 

  "I think we are pressured by how much 
we have to do in the time we have" 

As already noted, the narrative of collaboration was communicated within Company X in 

top-down fashion. This perspective was mirrored by one senior manager who explained 

that they perceived their team to be role models for collaboration. All interviewees were 

well versed in the topic of collaboration. Graduates particularly described how much 

collaboration was encouraged and a narrative of collaboration was therefore deemed to 

be strong in Company X. In line with Chapter 9, Company X’s narrative may therefore be 

described as an ‘ascent’ as management constructed new stories surrounding a 

collaborative mindset and therefore sought to push the company in a new collaborative 

direction. However, there were multiple respondents who explicitly stated they felt this 

narrative was not unified, or that colleagues’ perceptions of collaboration differed. These 

reports support H1d.  

Company X also employed multiple techniques to enhance collaboration. Without 

prompting, three interviewees discussed the corporate narrative of togetherness and 

working collectively, expressed as either ‘One Company X’ or ‘Team Company X’. These 

responses exemplify how narratives can be strategically built within organisations to 

generate a collective, corporate identity35. There were multiple references to working in a 

company that protected the environment and provided safe utilities. Equally, the 

organisation inspired graduate collaboration by engaging the cohort in charity events. 

Three graduates referenced these events in interviews. Coffee roulette was also well 

received by employees, whereby they would have virtual coffee meetups and the chance 

 
35 See Chapter 9, 9.4.1 Identity generation for details.  
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to meet someone new within the organisation. This was mentioned without prompting in 

four separate interviews.  

The narrative of time was prominent throughout the interviews. As discussed already, 

some graduates assumed that managers were busy, and therefore tried not to create 

additional work. Some managers also reported that they were pressed for time. Only one 

manager provided an alternative account, explicitly suggesting that they would invest 

additional time in collaborating with others as it would solidify them as a ‘team player’ and 

support the objectives of the institution long-term.  

Table 4: Paraphrased quotes regarding Company X's working environments from graduates (2019 and 2020 
joiners) and senior managers 

Working 
environment 

Paraphrased quotes - graduates Paraphrased quotes - senior managers 

Virtual work "Those moments of unplanned 
collaboration are lost when working 
virtually" 

"It's now only two clicks to close a 
meeting and start another, so I think 
productivity has actually increased" 

 "The main challenge was the lack of 
unplanned collaboration" 

"I think the learning curve for 
newcomers has been negatively 
impacted by virtual work" 

 "It was easy to bridge with people 
whilst at home as everything was 
virtual" 

"Bridging is easier as you're literally the 
touch of a button away from someone 
new" 

 "You'd do basic bridging but there 
wasn't so much bonding with the team" 

"I would have assumed bonding would 
suffer, but I've actually noticed the 
team to be more open and honest 
about their feelings" 

 "You can send a Teams message if 
there is a problem, but you won't really 
learn how they solved the problem, it's 
more just question and answer" 

"Being virtually thrust into someone's 
home means you've got to know them 
better and it's actually tightened some 
relationships" 

 "There were less opportunities to learn 
from others" 

 

 "SharePoint is great as lots of people 
can all work on the same document 
together" 

 

 "Bridging has got a bit easier with MS 
Teams, you can send emails and have 
team chats” 
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Office work "Of course, it's easier to get support 
and ask a quick question when you're 
all sat together" 

"It's faster to collaborate with a 
whiteboard and markers than using 
virtual alternatives" 

 "I feel that I've missed out on building 
close relationships during the lockdown 
periods" 

 

 "It can be harder to form proper 
relationships over Teams" 

 

 

The interview responses indicate that the lockdown periods affected collaboration within 

Company X during this time. Put simply, individuals reported forming fewer personal 

relationships with their colleagues (i.e., bonding), but the increased use of Microsoft 

Teams made it easier to reach out across the organisation. Therefore, H2a was not fully 

supported: initial quantitative data analysis indicated that both bridging and bonding 

behaviours suffered during virtual work, whilst brokering behaviour increased or was 

otherwise unimpaired. However, interviewee responses indicate that the experientially 

saliant difference in collaboration was between bridging and bonding. Seven interviewees 

reported experiencing a decrease in their felt connections with their team. Nurturing and 

maintaining close relationships with their close colleagues was difficult and not being able 

to spontaneously request support or provide others with answers made some tasks more 

challenging. This result was not surprising, and mirrored other studies (see Chapter 7) 

that showed offices to be the natural hubs of collective cognition and collaboration. 

Interestingly however, one employee reported experiencing colleagues becoming more 

open regarding their mental health. The implication was that by conducting meetings 

virtually in a more intimate home setting and thus experiencing a snapshot into a 

colleague’s homelife, participants were able to bond and develop relationships that were 

not constrained by a corporate environment.  

Interview findings equally did not conclusively support H2b: there was no discernible 

connection between brokering behaviour and virtual work. However, the overall 

implication was that bridging behaviour was easier as employees could connect with new 

colleagues via Microsoft Teams. As both bridging and bonding behaviours require the 

collaborator to engage with colleagues outside of their immediate circle, it is possible 

brokering behaviour was also experientially easier, although further investigation is 

needed.  
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So, why can different conclusions be drawn from the quantitative and qualitative data? 

Arguably it is because individuals commonly lack self-awareness in regard to 

collaboration: the questionnaires therefore force participants to self-reflect on their 

personality without explicit awareness of the implications, i.e., the implied collaborative 

behaviours. Results are therefore authentic. However, interviewing individuals explicitly 

about their relationships with colleagues asks them to consciously reflect on their 

experience and associations with words such as ‘bonding’ and ‘bridging’ may bias 

responses. However, it must be noted that the interviews and questionnaires arguably 

assess different things: the questionnaires identify behavioural traits, but the interviews 

isolate experiential phenomena. Therefore, this discrepancy in the results can be rectified 

by distinguishing between an employee’s behavioural output as implied by the 

questionnaire, and their qualitative experience of collaboration within Company X. 

Therefore, it can be concluded that bridging (and bonding) was experientially easier during 

lockdown due to increased reliance on technology, but the lack of a centralised office 

diminished experiential bonds between colleagues.  

Table 5: Paraphrased quotes regarding Company X's organisational design from graduates (2019 and 2020 
joiners) and senior managers 

Organisational 
design 

Paraphrased quotes - graduates Paraphrased quotes - senior managers 

Office staff vs. 
operations 

"Operations can see us as sitting there 
telling them what to do and that they're 
not compliant" 

 

 "I think we need to bridge the gap 
between operations and office staff" 

 

 "Operations think that the office staff 
contribute less and work slowly, and 
therefore struggle to collaborate with 
them" 

 

 "I don't think operations' opinions of 
office staff are good" 

 

Business 
processes 

"Company X tends to be a bit siloed" 
 

 "Our processes don't always 
accommodate collaboration" 

 "It can be hard to know who to reach 
out to in the organisation" 

“In the past, Company X has been a 
siloed organisation” 

  "Some elements of the business are 
more siloed" 
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Culture "I think we have an open culture of 
communication, and cultivating that 
culture and being more open 
regardless of your position in the 
company will help collaboration in the 
future" 

"The business model is constantly 
changing, and this lack of clarity can 
prevent collaboration" 

  "Sometimes there's a bit of blame 
culture, not on individuals, but rather 
on business functions" 

  "Over the years, we've learned that 
win-win collaboration achieves more 
value than win-lose scenarios" 

  "Incentivisation packages are based 
predominantly on how the business 
performs overall, and this inspires 
greater collaboration”  

  "People's natural cynicism to repeated 
change can be a barrier to 
collaboration" 

  "Having bonus schemes based on 
company performance has had a 
positive knock-on effect for how 
managers collaborate" 

‘Organisational design’ was the final a priori category to emerge from the content analysis. 

Whilst the findings in this category do not directly support the hypotheses presented 

earlier, they illustrate how other institutional artefacts and structures (business design, 

processes, and culture) influence collaborative behaviour within a mental institution. In 

multiple interviews, there were discussions about office staff and operational staff. At 

times, it was reported that there was little common ground between these two business 

functions, leading to difficulty collaborating and generating collective cognitive output. 

Moreover, there were multiple reports that certain business functions operated 

independently and in a siloed fashion with 5 interviewees explicitly referring to siloed 

activities. Some interviewees also noted the role the utility industry played in scaffolding 

collaboration: the business processes that are necessary and demanded by external 

regulators can act as barriers to collaboration, increasing siloed working within the mental 

institution. Varying perspectives on company culture were also expressed.  

10.6 Discussion 
One notable finding from this research was that the institutional hierarchy within Company 

X acted as a filter for solving problems: problems were only escalated to managers when 
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they could not be solved within the team itself. In Chapter 8, emphasis was often placed 

on top-down directives: within hierarchical institutions, tasks are divided up by managers 

and given to subordinates. In a streamlined organisation, this creates clarity of task and a 

distributed cognitive output. Whilst this was true of Company X, several graduates 

reported avoiding escalating issues to managers when possible. Grenny (2017) notes that 

an effective manager within an organisation is one who accepts escalations of team 

problems rarely and thoughtfully. Moreover, the manager should engage in the problem 

solving at “lowest level of initiative” while requiring team members “to act at the highest 

level they are capable of” (Grenny, 2017). Even though the communicative top-down 

direction is reversed to bottom-up escalations in these instances, the hierarchy still 

coordinates behaviour and leads to a collective, singular output. It does this by generating 

a high level of accountability within teams, whereby individuals are encouraged to think 

independently. Take Gallagher’s explanation of Alexis again, whilst her decision-making 

follows the guiding rules that have already been established and is therefore limited, she 

does not require additional support from ‘the legal experts’. The problem domain can be 

solved at her level and does not require escalating the judgement to the experts. In high 

performing teams, peers manage the vast majority of performance problems with one 

another (Grenny, 2014) and escalations happen as “aberrations” rather than the norm 

(Grenny, 2017). Within mental business institutions such as Company X, an abstract 

hierarchy therefore scaffolds collective problem solving not only through top-down 

directives, but also by supporting managers to create a team culture where peers address 

problem-solving in an independent and autonomous fashion.  

Unlike previous chapters which have isolated artefacts of mental business institutions and 

provided independent analyses, this is not entirely possible when conducting an empirical 

investigation into an organisation. Internal artefacts are often invariably bound together, 

and therefore it is challenging to disentangle the coupled relationships employees have 

with one artefact from another. In this study, this was the case for hierarchies and 

narratives. Specifically, narratives surrounding time (or lack thereof) fed into perceptions 

about the abstract hierarchy. Multiple mentions of time constraints implied that team 

members participated in discourse that generated a story about managerial time 

pressures. This narrative construction therefore was a contributing factor as to why teams 

used the abstract hierarchy as an external filter for determining whether to escalate a 

problem. Future researchers exploring social cognition within institutions must therefore 

be prepared to take a coarse-grained approach to the analysis and consider institutional 
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artefacts not just in isolation, but rather as upholding widespread cognitive phenomena 

within the company.     

This research also illustrated how hierarchical job titles can affect the collaborative 

opportunities employees encounter within mental institutions. Simply put, a job title acts 

as a symbol and signals specific qualities or attributes to others. Within businesses, job 

titles are used to set expectations about working roles, and to make attributions about the 

individuals who occupy these roles (Martinez et al., 2008, 19). When an employee must 

collaborate with another they do not know, the job title of their collaborator can signify their 

level of knowledge, skills and abilities, status and power, and responsibilities (Martinez et 

al., 2008, 20). Collaboration demands respect from all participating parties, but it can exist 

in two forms: horizontal respect and vertical respect. If there is horizontal respect within 

an organisation, it is unconditionally given to every individual. Vertical respect however is 

conditionally given based on differences between individuals. Essentially, it honours 

people based on their merits and worth. This type of respect is “paid to people for reasons 

such as their expertise, excellence, or status” (Decker & Van Quaquebeke, 2015). Within 

Company X, some graduates reported there being a reluctance to work with graduates 

due to their ‘newness’, thus implying that whilst Company X has made steps to dismantle 

the organisational hierarchy, vertical respect was still present and thus the abstract 

hierarchy continued to scaffold collaborative efforts.  

One interviewee suggested the ‘graduate’ title gave no indication of what they actually did 

in the organisation. Following signalling theory, this is a missed opportunity on behalf of 

Company X. Signalling theory consists of a communication loop with a signaller (someone 

or something that possesses an underlying quality), a signal (e.g., a job title), a receiver 

(one who observes and interprets the signal), and feedback that is sent back to the 

signaller (e.g., a behavioural response) (Connelly et al., 2011). In the case of Company 

X, the ambiguous signal ‘graduate’, at times, did not generate positive feedback from the 

receiver as they were unable to place this job within the organisational hierarchy. As 

humans, we are natural meaning seekers, and thus if graduates had been associated with 

a particular role or title, this may have lessened the uncertainty others felt when they were 

to collaborate with them (Weick, 1995). Allocating descriptive job titles would essentially 

help to align expectations. Weick explains “in a very real sense, the basic questions, ‘who 

am I,’ ‘who are they,’ and ‘who are we’ dominate attempts at sensemaking” (Weick, 1995, 

77). Job titles are commonly instantiations of a hierarchy, and it is always possible 

organisations may wish to dampen internal hierarchical thought. However, a job title is 
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nonetheless a symbol with signalling capabilities and can therefore support collaboration 

and thus collective cognition. It is therefore an important internal facing artefact that must 

be considered when a mental institution wishes to optimise employees’ collective cognitive 

efforts.  

It should be considered whether arguments for cognitive ‘scaffolding’ or ‘extension’ should 

be made in these instances of employee-abstract artefact couplings. Arguably, Sterelny’s 

(2010) more moderate approach is sufficient: these discussions show employee 

collaboration (and thus social cognition) to be “environmentally supported” by internal 

facing institutional artefacts. At times, these artefacts can be engineered to sustain as well 

as amplify their collaborative abilities. Therefore, once the mental institution acknowledges 

the widespread presence of these “environmental fuels for cognition” (Sterelny, 2010), it 

can intentionally mould them with optimised employee collaboration as the end goal. From 

a philosophical perspective, a ‘scaffolded’ approach in this instance will circumvent the 

ever-present dispute between supporters and detractors of extended mind theory 

revolving around the ‘causal-constitution fallacy’, yet, from a managerial perspective, will 

still recognise the situated nature of collaboration that is essential for business success.  

A final notable finding of this research was the role technology played in collaboration. 

Already, Chapter 7 has argued for the embedded nature of cognition within an office 

environment: it affords collaboration and the formation of close affective bonds with one’s 

peers. Naturally, this changed when employees at Company X had to work remotely. 

Bonding behaviour decreased, and employees reported feeling less connected with their 

teams. However, it became easier for individuals to reach out to others across company 

via Microsoft Teams. This thesis has not explored internal facing technological artefacts 

within its analysis, yet of course, almost all mental business institutions will run some 

cognitive processes through technological apparatus, for example, Google Drive, 

Microsoft Office, Skype, Zoom or other software. In these instances, these technologies 

may become vehicles of cognition. For employees at Company X, Microsoft Teams 

became the medium through which collaboration could be achieved whilst employees 

were at home. Interestingly, Microsoft Teams, at times, enabled other employees to fulfil 

the trust and glue conditions set out by Clark and Chalmers. Clark and Chalmers 

suggested that for something to count as a constitute part of an individual’s extended 

mind, that resource had to contain information that was:  

1. Constant, namely almost always readily available 
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2. Accessible, namely requiring only trivial effort or time for the cognizer to recover 

the information  

3. Trustworthy, namely automatically endorsed without worry the information is false 

Whilst Microsoft Teams itself does not contain information that fulfils these criteria, it 

enabled an employee’s peers, at times, to fulfil this criterion during working hours and thus 

become extended cognitive reserves for one another. In many interviews, employees 

described how easily accessible everyone became due to Microsoft Teams: colleagues 

were only a button click away, which, had they all been in the office, would not have been 

the case. Moreover, if a colleague required assistance and reached out to a peer that they 

knew could help them, the answers they received would be automatically endorsed. The 

evidential fulfilment of these criteria, coupled with employee perceptions that bridging 

behaviours became easier during lockdown gives weight to the idea that at times, the 

mental institution can create conditions that would enable socially extended cognition as 

first conceived by Clark and Chalmers (1998). Importantly here, the argument is not that 

the technology itself becomes a constituent part of cognition: only the cognitive agents are 

collectively engaged in extended information processing. However, the technological 

resource once again acts as a scaffold and an enabling condition without which, extended 

thought would not be possible. Through this technological medium, collaborative 

behaviour becomes possible: employees are integrated within the wider cognitive niche, 

and collective cognition can manifest. It is therefore important that mental institutions 

continue to invest in technological infrastructure that enables direct communication 

between employees. By doing this, mental institutions’ cognitive processes may at times 

surpass ‘embeddedness’ and give rise to social cognition in which information processing 

is no longer contained within an individual’s biological boundary but rather extended by 

interpersonal discourse.  

10.7 Conclusion 
A key limitation of this study is the lack of generalisability the research design affords. 

However, it should be noted that even though the case study design lacks generalisability, 

the type of mental business institution studied (a large utility company) is almost 

ubiquitous globally. Therefore, there is reason to assume the findings from this study could 

be applied to other parts of the world with similar results. Moreover, the topic of this 

research concerns internal facing artefacts that are arguably present in most mental 

business institutions. Therefore, it is likely this study would have merit when applied to not 
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only to other utility companies but also to other business sectors. Future qualitative studies 

investigating how internal collaboration is scaffolded, affected, and at times enabled by 

institutional artefacts would likely generate similar results. Still, from this research, it is 

justified to claim that the internal narratives, hierarchies, and office environments, along 

with the technologies of mental business institutions, should be understood as essential 

contributing factors to employee cognition and collaboration and the types of behaviours 

that are engendered.  
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11 Conclusion  
11.1 The mental business institution 
This thesis has considered the ways in which a business can impinge upon the cognition 

and affectivity of individuals. It has argued that a business can be considered a mental 

institution. A mental institution is a cognition-enhancing structure, located in a specific time 

and place, and activated in ways that extend the cognitive processes of those that engage 

with it (Crisafi & Gallagher, 2010, 125). A mental business institution should be recognised 

as supporting the cognitive and affective processes of both employees within the 

company, and external consumers. Essentially, when stakeholders engage with this ‘hub’ 

of cognitive resources, it can extend their cognitive reach. Importantly, for both employees 

and consumers, the mental business institution has been shown to support problem 

solving, and control and constrain behaviour (Crisafi & Gallagher, 2010, 125). Moreover, 

it has supported the elicitation of affective states. The overarching goal of this thesis has 

therefore been to shed light on how different elements of a mental business institution can 

impinge upon cognition, both elevating and constraining thought and affectivity. A full 

explanation of this cognitive activity must therefore acknowledge the emergent nature of 

these cognitive/ affective processes within the context of the business institution.  

This thesis has defended a moderate approach to the mental institution. It has argued that 

a mental business institution cannot extend a consumer’s or employee’s mind; however, 

at times, specific artefacts and structures within the mental institution can. Therefore, this 

thesis systematically deconstructed the mental business institution, investigating the 

different elements of the institution in isolation. These were firstly characterised as 

external facing artefacts, namely business artefacts that primarily supported the cognition 

and affectivity of consumers outside the business, and internal facing artefacts, namely 

elements of the business that afforded cognitive engagement for employees inside the 

business. Some business elements have a very physical materiality, such as a business 

logo or a product. Places where ‘hubs’ of the mental business institution are located also 

exist in physical space and time, for example, office spaces, or shops and showrooms, 

and therefore afford certain intentional interaction on the part of the cognitive agent. Other 

business elements do not possess this same materiality, rather existing as abstract 

structures or concepts. Within this category of artefacts are things like market share, 

institutional hierarchies, or narratives. By analysing these different artefacts in turn, this 
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thesis has presented localised analyses of how consumers can become cognitively (and 

at times, affectively) integrated with these external business elements. These analyses 

have been conducted always with an awareness of the greater mental business institution 

in mind: the mental business institution invariably acts as a backdrop to these locally 

distributed cognitive activities, which at times, can be considered extended processes. 

Therefore, a full understanding of consumers’ and employees’ cognitive and affective 

activity that is produced within business must recognise the situated nature of this 

information processing. 

Essentially, the idea of the mental business institution motivates a new perspective on 

business cognition. It is well known that environmental objects and structures “carry our 

cognitive processes in specific directions” (Gallagher, 2013, 11) and can have a profound 

effect on our thoughts and emotions. Gallagher (2013, 11) is therefore right to say we 

must inquire into what these mechanisms, objects, structures, and institutions in general 

do to us as agents and subjects of cognition.  

11.2 Implications 
This research furthers debate, systematically accounting for how aspects of business 

institutions may be understood through the lens of distributed cognition. It therefore has 

several implications for the philosophical field. Firstly, it demonstrates another type of 

mental institution: business. Previous discussions around the mental institution have 

focused especially on examples of law, with further considerations including museums, 

educational facilities, or religious institutions for example. It therefore demonstrates a new 

area of research possibility. Secondly, this thesis has modified the mental institution 

concept, such that one can distinguish between local extended cognitive systems and 

institution-wide background conditions, whilst still retaining the idea that a mental 

institution allows us to engage in cognitive activities that we are unable to do purely in the 

head. Thirdly, this thesis has shed light on how arguments can be made for non-material 

artefacts within a mental institution becoming constitutive parts of a cognitive agent’s 

information processing.  

Moreover, this research has significance for businesses. By investigating the coupled 

relationships employees have with certain institutional objects and structures, 

management can uncover the specific mechanisms that will improve, impede, or distort 

cognitive processes and decision making within the company. By recognising the intimate 
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relationships between employees and business environments, management will not only 

be able to optimise existing structures, but also critically assess the institutional niche to 

see what the inclusion of additional artefacts and structures would afford employees, 

emotionally and cognitively (Gallagher, 2013, 12). For example, investigation of Company 

X showed that if specific job titles were given to graduates, this could improve 

interpersonal understanding. These titles would convey additional information that could 

support employees’ assessments of one another’s skillsets and help them make sense of 

the diverse workforce within the institutional niche. The same can be said for external 

facing artefacts: recognising logos, products, shops and showrooms, and company 

narratives as possible parts of consumers’ cognitive and affective states elevates their 

importance. From an extended mind perspective, these artefacts can even be considered 

a non-reducible part of stakeholder cognition, and thus can be seen as cognitive tools that 

can be manipulated to elicit the desired affect and thought patterns within existing and 

potential customers.  

Importantly, from the perspective of a business, debates regarding causal or constitutive 

relationships are perhaps unnecessary, despite being philosophically interesting. 

Businesses will be interested in the pragmatic implications of these discussions. When 

dealing with philosophical concepts, pragmatism demands that we plunge “forward into 

the river of experience” (James, 2000, 58). Essentially, it is a methodological principle that 

“everything must be experienceable somewhere” (James, 1976, 81), namely, all 

meaningful talk must be grounded in concrete experience. Therefore, one must ask, what 

is the experiential difference for a subject whose cognition/affect is embedded within an 

institution, and one whose cognition/affect is constituted in part by the institutional 

artefacts? Strong extended mind theorists may point to the coupled nature of the 

interaction, arguing that there is an experiential accessibility and fluidity within coupled 

cognitive systems that is missing in cases of causal influence. However, as both causal 

and constitutive interpretations of this cognitive activity could still describe the same 

phenomena, this is not where the debate should lie and therefore not of pragmatic use in 

the business world. 

What will matter is the outcome of this debate. Different outcomes will implicate the 

business in different ways. If a constitution claim is made, this implicates the institution in 

the ongoing creation of the mental state. Effectively, it means that the business may be 

more accountable for the elicitation of certain mental phenomena, than if a causal 

relationship had been endorsed. This is because the notion of control and manipulation is 
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a contested topic within marketing. Arrington (1982, 10) suggests for example that a 

person, or a business institution (C) for that matter, controls a person (P) if and only if:  

1. C intends P to act in a certain way 

2. C’s intention is causally effective in bringing about P’s action  

3. C intends to ensure that all the necessary conditions to bring about P’s actions are 

satisfied.  

The point is simple: for a mental business institution to be ‘guilty’ of controlling the 

affectivity or cognitive thought of a consumer, it is not enough that its artefact or structure 

produces certain behaviour from the consumer; additionally, this had to be the intended 

response. Moreover, it is not enough for the institution to have the intention; rather this 

intention must give rise to the conditions that bring about the desired affect. And finally, 

the controlling institution must intend to establish further conditions to ensure all the 

necessary conditions are met to guarantee the intended cognitive or affective outcome in 

the consumer (Arrington, 1982, 10). Following these criteria for control, one can see the 

importance of determining causal or constitutive relationships between artefacts of mental 

institution and their stakeholders. It appears that only constitutive claims may satisfy the 

third condition: constitution demands reciprocal interaction and therefore places the 

institutional artefact, and thus the institution, within the boundaries of the stakeholder’s 

ongoing cognitive act. Only from this position, bound up in the co-creation of the mental 

state, could a mental institution possibly begin to ensure all the necessary conditions are 

in place to elicit a specific cognitive response. A causal characterisation of cognition/affect 

arising from the stakeholder-environmental artefact/structure relationship would likely 

imply the institution has mere influence. Perhaps however, if it was conclusively 

demonstrated the “relevant parts of the [mental business institution] are in the loop, not 

dangling at the other end of a long causal chain” (Clark & Chalmers, 1998, 9) (Clark and 

Chalmers, 1998, 9), this would implicate the mental business institution in controlling and 

manipulative behaviours, which ultimately, may raise moral and ethical concerns. I cannot 

provide concrete answers to this potential debate, but merely nod to the implications this 

work has within the wider field. After all, the mental institution of business introduces new 

cognitive scaffolding and influence for employees and consumers, and this is ultimately 

“something which can be liberating or enslaving” (Crisafi & Gallagher, 2010, 128). From a 

business perspective, the overall influence the institution can exert over stakeholders and 

exactly how it responds to stakeholder affect and cognition in the moment will be more 
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important morally and legally, than the characterisation of this influence as causal or 

constitutive.  

This is the ultimate point of this thesis. Chapter 1 characterised the various developments 

of extended mind theory, and whilst a scaffolded, embedded approach to cognition was 

once a moderate position in contrast to extended mind theory that argued for the extension 

of the material underpinnings of the mind, these boundaries have blurred in recent years. 

Now, the more interesting questions concern the complementarity and integration of 

minds and environments. Hopefully, this thesis has pushed debate further in this direction 

and demonstrated the non-reducible influence the external world, including artefacts 

within a mental business institution, has over human cognition and affectivity.  

11.3 Limitations and further research 
This thesis has limited its analysis to six distinctive features of mental business institutions. 

These were: business logos, products, shops, office spaces, hierarchies, and narratives. 

This list is not exhaustive, and many other artefacts and structures could be selected for 

analysis, for example, advertisements and marketing, external reputation, internal values 

and organisational culture. Further investigation into these additional artefacts will provide 

more understanding of the relationship between mental business institutions and cognition 

and affect. Moreover, as described above, exploring business within the context of 

distributed cognition may raise ethical and moral considerations regarding the ‘power’ the 

mental institution has over stakeholders. Whilst Gallagher’s (2013) discussion of law 

concerned the cognition of those within the boundaries of the institution per se, business 

unavoidably involves stakeholders’ cognition and affect in the wider environment. It 

concerns both internal and external facing artefacts and structures. Therefore, further 

investigations into the influence of institutional artefacts upon stakeholder thought through 

these arguably coupled relationships may have significance to how traditional marketing 

and public relations are handled.  

However, for now, this research has expanded the boundaries of the applicability of 

mental institutions and distributed cognition. Mental business institution have been 

demonstrated to be “powerful mechanisms for extending and preserving cognition” (Crisafi 

& Gallagher, 2010, 128) and affectivity. Taken seriously, this new perspective on business 

will impact how people conceptualise their relationships to the brands and companies they 

encounter as they move through their environment. Exactly how remains undetermined, 
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yet what is clear is that the body, brain, and mind are intimately interconnected, and 

therefore all feature in business-orientated cognitive processing and affectivity we 

experience every day.  
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