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Abstract

Onshore buried pipelines are potentially at risk of soil erosion by heavy rainfall
events that may decrease pipeline cover and increase the risk of pipeline failure.
The National Grid gas pipeline that runs throughout Scotland was studied in rela-
tion to the number and change in heavy (≥4 mm/h) rainfall events per annum at
three locations (Dyce, Leuchars and Eskdalemuir) along the pipeline route. Es-
kdalemuir experienced more than double the number of heavy rainfall events per
year with a mean value of 30, compared to Dyce at 11 and Leuchars at 9. The
number of rainfall events was highly variable, with the 2015 winter period alone
at Eskdalemuir experiencing 21 heavy rainfall events. The G.I.S. analysis of the
pipeline showed that 740 km of the 1611 km length of the pipeline was classified
as arable land cover. Crop records attributed to 531 km of the pipeline length to
spring and winter cereals, oilseed rape and potatoes sown in light-textured loamy
soils. These arable soils are relatively vulnerable to soil erosion and are located
mainly in the (drier) North of the pipeline route. The much wetter Eskdalemuir
region, in the south west, is much less agriculturally active but also has steeper
slopes.

Eskdalemuir was selected to evaluate ground displacement using Sentinel-1
radar imagery as this area experiences intense rainfall events and is in elevated
terrain and erosion of even a few metres of pipeline is a potentially serious haz-
ard. Fifty-four image pairs were processed for the winter periods of 2015 to 2018:
the top 10% of ground displacement points along the pipeline route ranged from
-43mm to -11 mm and indicated locations where significant erosion may have oc-
curred. Ground displacements immediately above the pipeline appeared similar
to those on either side of the pipeline corridor. Risk factors (slope, soil grouping
and land use) were mapped to compare with a published European soil erosion
risk map and the ground displacements map. The G.I.S-based risk mapping and
monitoring of ground displacement all indicated areas of potential concern, but
showed few areas of complete agreement. Whilst all methods highlight areas at
risk they mainly indicate sites that require field visits for local assessment of soil
conditions.
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Chapter 1

Introduction

1.1 Onshore oil and gas pipelines

Oil and gas production happens at a global scale where products require trans-
portation to refineries onshore using pipelines which can often be located in chal-
lenging environments (Sweeney 2016). The research in this thesis is concerned
with the risk onshore pipelines may have from soil erosion by water by evaluating
the change in rainfall patterns and how satellite data can be utilised to detect areas
vulnerable to erosion. These pipelines are major economic infrastructures which
are vulnerable to numerous geohazards including flooding (Girgin & Krausmann
2016), landslides (Ferris & Porter 2016, Marinos et al. 2016) and earthquakes
(Chakraborty & Kumar 2014, Sahoo et al. 2014). Whilst pipeline transport is con-
sidered safe, pipeline failures do occur with exposure through third party activity
being the major mechanism of failure (Papadakis 1999, Ramírez-Camacho et al.
2017). The consequence of failure can cause economic damage, impact human
lives and contaminate the environment (Cunha 2016, Dai et al. 2017, Otegui 2014,
Ramírez-Camacho et al. 2017).

To protect the infrastructure pipelines are buried and protected with soil to pre-
vent exposure and provide enough overbearing weight to mitigate uplift forces
acting within the pipeline (Chakraborty & Kumar 2014, Cheuk et al. 2008, Wang
et al. 2010). Soil erosion by water poses a threat to the this cover protecting hydro-
carbon pipelines. Monitoring pipeline cover requires physical, costly techniques
and may not be predictable where there are challenging environments. Pipelines
buried in areas vulnerable to rainfall induced soil erosion and surface run-off may
be vulnerable to loss of soil cover that potentially exposes pipelines to third party
damage (Edwards et al. 2017). Therefore, research evaluating how rainfall has
changed over time and how satellite data could be utilised is needed, especially
in the context of our changing climate which has the potential for more frequent
intense rainfall events linked to climate change (Trenberth 2011).
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1.2 The challenges facing buried Onshore infras-
tructure

There are three main points for consideration when looking at the future safety of
onshore pipelines.

1. Population growth and demand for energy

Technological advancement and world population growth has increased
energy demand for hydrocarbons throughout the 21st century (British
Petroleum 2018). World energy demand is in transition where renewable
resources are rising but not at a pace to overtake traditional energy sources
such as oil, gas and coal; therefore oil and gas resources are predicted to
supply energy demand and dominate total energy supply at least until 2040
(British Petroleum 2018).

2. Environmental capacity, conflict and consequence

Continual hydrocarbon exploration to meet global energy demand increases
the requirement for pipeline installation in more challenging environments
such as mountainous regions, degraded landscapes (Sweeney 2016) and
arable land cover (Batey 2015). Changes in population growth and the need
for food security from expanded arable economic activity (Foley et al. 2005)
has increased conflict between land owners and pipeline operators (Batey
2015). A major consequence of this is the unknown implication this has on
soil erosion rates (Borrelli et al. 2017, Poesen 2018) for the pipeline network.

3. Climate change uncertainty

The rate at which soil erodes is a complex dynamic between slope, climate
and land use (García-Ruiz et al. 2015). The IPCC (IPCC 2014) contend
that increases in extreme rainfall events are likely linked to human influence
(from the increase in greenhouse gas emissions) in a number of regions.
There is uncertainty of how rainfall regimes change with each region (Tren-
berth 2011) and the consequences of a changing climate on built infrastruc-
ture (Stewart & Deng 2015).

1.3 Problem identification

The soil cover protects the buried pipeline structure from soil erosion by water and
there may be areas along the pipeline route that will be at more risk to soil erosion
because of the influence of rainfall, land cover, slope and crop cover (Sweeney
2004). Monitoring the pipeline soil cover involves physical methods which can
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be expensive, infrequent and often in targetted areas (Finley et al. 2018b). The
East Scotland region is an ideal location to evaluate soil erosion risk as onshore
buried pipelines are routed through areas where arable economic activity is strong
(Watson & Evans 2007). Defining and evaluating the number of heavy rainfall
events in this region can establish risk of soil erosion along the pipeline route. In
addition, the recent release of crop spatial data (Centre for Ecology and Hydrology
2016, 2017b, 2018, 2019) and the advancements in satellite technology with the
launch of Sentinel-1 (Malenovsky et al. 2012) can be used to create a soil erosion
risk map and potentially identify areas aremore accurate ground basedmonitoring
work. In addition, the UK Climate Projection 18 simulation data will be considered
that can give an idea of future rainfall conditions.

1.4 Aims and objectives

The aim of this research is to evaluate the extent of heavy rainfall events in the
area of East Scotland along the onshore pipeline route and use remotely sensed
data to perform ground displacement analysis along the pipeline route. The pur-
pose is to evaluate the trend in observed heavy rainfall over a continuos period of
time and its likely change in the future using UKCP18 simulations. A recreation
of the a soil erosion risk map along the pipeline route, using slope, soils and crop
locations, will be created to identify the locations based on risk to soil erosion.
Finally, the results from remote sensing to identify areas where soil erosion could
be a concern for pipeline failure.

To achieve this aim the objectives are:

1. Define a heavy rainfall event and evaluate the frequency of these events
for selected weather stations along the pipeline route. The major criteria for
weather station selection is that it must observe hourly records and produce
a continuos record for at least 30 years. In addition, UKCP18 data will be
used to assess the number of heavy rainfall events predicted in the future
(Chapter 3).

2. Create a soil erosion risk map for the pipeline route using environmental data
such as soil type, land cover, slope and the new released crop cover plus
dataset for years 2016 to 2019. The environmental data will be evaluated
along the pipeline length to assess the environmental conditions the buried
pipeline is routed in. Based on literature, the environmental variables eval-
uated along the pipeline corridor will be ranked based on the likelihood of
erosion under bare soil conditions (low, medium and high). A raster dataset
based on erosion risk along the pipeline route will be produced and com-
pared to a recent released peer reviewed soil erosion dataset (Chapter 4).
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3. Use remotely sensed radar interferometry data to quantitatively measure the
ground surface displacement along the pipeline route to identify possible soil
erosion risk areas. This data will cover the autumn and winter period for the
available years of 2015, 2016, 2017 and 2018 in the area of Eskdalemuir
which has the highest rainfall along the pipeline route. Sample points will be
created along the pipeline corridor route in the G.I.S. environment where two
zones will be created that will evaluate the ground displacement immediately
close to the pipeline and on the outer edges of the pipeline corridor. A map
which averages the ground displacement over all the years is then produced
to identify areas which may be vulnerable to soil erosion and can be used to
prepare more accurate G.I.S soil erosion maps. In addition the identification
of areas where ground displacement was detected have the potential for
ground monitoring to target those areas (Chapter 5).
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Chapter 2

Literature review

This literature review considers pipeline integrity, installation and threats to
changes in depth of soil cover with rainfall induced soil erosion. The first part
of the literature review defines how failure is recorded and the picture globally
of oil and gas pipelines. The second part of the review considers how pipeline
operation may potentially affect vegetation growth which is often the main factor
protecting the soil cover above pipelines. The conclusion considers priorities for
future research.

2.1 Geohazards contributing to pipeline failure

Natural hazards have the potential to adversely affect the environment and hu-
man population in the relation to the safety of hydrocarbon transmission. Pipeline
failures caused by natural hazards (landslip, earthquake and flooding) are a type
of incident known as natechs, natural hazards triggering technological disasters
(Girgin & Krausmann 2015). There is considerable interest in analysing onshore
frequencies of pipeline failure with regards to incidents involving geohazards (Gir-
gin & Krausmann 2016, Leir et al. n.d.) including landslides (Ferris & Porter 2016)
and earthquakes (Psarropoulos et al. 2012). At present there is no current global
framework for defining hazards when recording pipeline failures. However, there
has been little attention given to soil erosion as a potential contributor to nate-
chs. Soil erosion and degradation worldwide involve the removal of the fertile top
soil and decreases nutrient availability (Lal 2001). This has the potential to affect
vegetation cover leaving the soil cover above pipelines more vulnerable to rain-
fall induced soil erosion and at risk of third-party damage; the leading cause of
pipeline failure.
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2.1.1 Liquid pipeline failure

In the USA pipeline incidents are recorded by the Pipeline and Hazardous Mate-
rials Safety Administration (P.H.M.S.A.). In the USA Girgin & Krausmann (2016)
reviewed liquid pipeline incidents from 1986 to 2012 and found that 5.5% of all
failures were initiated by natechs which include flooding hazards (36%), landslips
(26%), climatic (24%) and hydrological (15%). However, geohazards are complex
and triggering is often induced by weather events in the case of landslips. Leir
et al. (n.d.) reviewed liquid pipeline failure from 2005 to 2014 and agreed with
Girgin & Krausmann (2016) that incidents were caused by both hydrological and
geologic actions. In Europe the Concawe database is used to record incidences
for gas, water and oil products for pipelines. In Europe the recorded failure for nat-
echs accounted for 4% of all recorded failures in this database representing 20
failure incidences (Girgin & Krausmann 2015). Landslips were the main trigger at
65% with hydrological at 20% and climatic at 10% (Girgin & Krausmann 2015).
Whilst natechs account for a small number of incidents, they are also likely to con-
tribute to inadequate soil cover leading to third party damage, though this is not
considered specifically in the literature.

2.1.2 Gas pipeline failures

Gas pipeline failure both in the USA and in Europe has been evaluated in recent
years. Lam & Zhou (2016) examined pipe incident data between 2002 and 2013
from the PHMSA database and established that there were four leading causes of
pipeline failure (1) third party excavation (e.g. by contractors excavating and acci-
dentally damaging the pipeline), (2) external corrosion to the pipeline material, (3)
material failure and (4) internal corrosion. Dai et al. (2017) analysed the European
Gas Pipeline Incident Data Group (EGIG), United Kingdom Onshore Pipeline Op-
erators’ Association (UKOPA) and PetroChina Natural Gas and Pipeline Company
(PNGPC) and found that external interference was a leading cause of gas pipeline
failure. Golub et al. (1996) highlighted incidences where outside forces acting on
the pipeline were due to inadequate depths of soil cover above the pipeline. The
importance of maintaining cover depth has been highlighted by the European Gas
Pipeline Incident Group (2018) report. Figure 2.1 shows the frequency of pipeline
failure with varying depths of soil cover. This figure shows that the higher failure
frequency caused by soil cover ≤ 0.8 m has been an issue since the 1970s, but is
on a downwards trend. Recognition that reduced soil cover leads to pipeline fail-
ure has meant that most pipelines are buried initially with sufficient cover to protect
them. However, since 2016 there has been a rise in the frequency of incidence
for pipelines with soil cover between 0.8 m to 1 m.
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Figure 2.1: The frequency of pipeline failure in relation to depth of cover. (Euro-
pean Gas Pipeline Incident Group 2018)

Historic pipeline failure for liquid pipelines in particular has focussed on primarily
sudden impact geohazards (landslip, rainfall and flooding). However, gas pipeline
incident data includes soil cover information which shows that reduction in soil
cover depth is associated with third party damage. Soil erosion per se is not con-
sidered empirically in the database, but may contribute under third party damage
as a reason for failure. Furthermore, the recording of pipeline failure across liquid
and gas pipelines requires more robust reporting which is consistent. The evi-
dence shown for pipeline failure due to inadequate soil cover for gas pipelines re-
quires further exploration, in particular to gradual soil erosion as Figure 2.1 shows
that pipeline cover depth from 0.80m to 1m are generally more vulnerable to failure
in more recent years.

2.2 Pipeline integrity

Onshore hydrocarbon pipelines are installed globally, delivering products from oil
and gas fields to processing plants and end users for energy consumption. The
majority of pipelines are installed in the USA with 2,225,032 km buried pipelines,
followed by Russia with 251,800 km, China with 118,400 km and Canada with
110,000 km (Central Intelligence Agency 2018). There are different types of
pipelines in the oil and gas industry, varying in diameter and length (Papavinasam
2014).

• Gathering, flow pipelines or production pipelines - Used for delivering
the hydrocarbon compounds from the production facility to the main trans-
mission pipelines. For example, from production wells to pumping station.
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• Transmission pipelines - The main arteries of the oil and gas industry
transporting to refineries. These pipelines range between 0.9 m to 1 m (36
to 42 inches) in diameter and are laid often over long distances. These
pipelines are the most vulnerable to damage and in the case of oil pipelines
the location is kept private for national security.

• Distribution pipelines - Often smaller in diameter than transmission
pipelines they are tasked with bringing the refined product to the end con-
sumer.

Figure 2.2 shows the typical location of these pipelines for a gas transmission
network. Compressor stations are situated throughout the network to maintain
high pressure for gas delivery. In an oil pipeline network, pumping stations heat
the oil and pump at higher pressure for economical delivery.

Figure 2.2: Diagram showing the types of pipelines in the gas industry (U.S. En-
ergy Information Administration 2020).

2.2.1 Fluid category and API gravity

The type of fluid conveyed in pipelines varies from non-flammable and stable to
flammable and unstable which is displayed in Table 2.1. The categories shown
range from non-flammable and stable, which poses less of a threat to onshore
pipeline failure than unstable and flammable material which is an environmen-
tal risk if failure was to occur. Whilst this report has focussed on hydrocarbon
pipelines, water, electricity and telecommunications cables are all underground
utilities subjected to soil cover removal through soil erosion.
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Table 2.1: Fluid and hazard categories defined by Bahadori (2016).

Category Hazard Example
A Non-flammable, stable Water
B Flammable, unstable (liquid form) Crude oil
C Non-flammable, stable Nitrogen
D Flammable, unstable Natural gas, LPG and ammonia

Liquids are classified into specific gravity, which is the ratio of density of the liquid
to the density of water at 4◦C. Crude oil is further separated into specific grades
known as American Petroleum Institute (API) gravity, defined in the equation 2.1.

API Gravity = (141.5 / specific gravity− 131.5) (2.1)

This measure is an inverse to the liquid density relative to water and is a useful
measurement to compare the densities of petroleum liquids. The API of water is
10 where liquids with a great value float on water and liquids with a value of less
than 10 sink. Figure 2.3 shows the different grades of oil and the associated API
and density. Conventional crude oil, also term medium to light oil, generally fall
into the 30-40 API values and flow through pipelines with slight heating.

Figure 2.3: The relationship between API gravity and density published by Ba-
hadori (2016).

2.2.2 Thermal and pressure regimes

In gas pipelines the temperature of the gas in the pipelines is typically around 5◦C
Halmová et al. (2017) and up to 85 bar (8.5 MPa) in pressure (Health & safety
executive 2008). In crude oil pipelines, temperature can vary based on the API
gravity which influences viscosity. Table 2.2 identifies the properties of established
crude oils where viscosity is given in centistoke which is a kinematic viscosity
measurement unit where 1 centistoke is equal to 1 centimetre per second (cm2/s).
Their APIs show that these liquids range from light to medium crude oils.
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Table 2.2: Viscosities and API values of popular crude oil blends.

Name Viscosity cSt API Reference
Brent 3.45 at 40◦C 38 (Chevron 2009)
Forties 3.73 at 30◦C 38.9 (Ineos 2019)
West Texas immediate 5 at 16◦C 39.6 (Environment Canada Date Unknownb)
Arabian light 12 at 26◦C 33.4 (Environment Canada Date Unknowna)

Heavy and extra heavy oil

Heavy oils display dynamic viscosities ranging from a few hundred to tens of mil-
lions of centipoises (1 cP = 1 millipoise second, 1m Pos equivalent to dividing the
centistoke unit by the fluid density) under reservoir conditions (Speight 2006). The
maximum viscosity of 500 cP can limit its economic value at which many heavy
crude oils can be economically pumped through pipelines (Nuñez et al. n.d., Rim-
mer et al. 1992). Yaghi & Al-Bemani (2002) used a heavy crude with a viscosity
of 15,000 cP at 20◦C where their experimental work was to bring the viscosity to
under 500 cP and at a temperature below 50◦C. They found that heating alone
was not sufficient, but a combination of 70%-75% oil content (25% - 30% water
emulsion) together with heating (30◦C-50◦C) was sufficient. Such thermal regime
for heavy oils challenge pipeline operators and potentially cause environmental
heat disturbance (Greenslade et al. 2004).

Key global pipelines

Key onshore transmission pipelines deliver products over long distances within
countries for domestic consumption and also crossing international borders for
international delivery. To keep the product moving along the pipeline, compres-
sor (for gas) or pump stations (for crude oil) are placed along the pipeline route.
The materials composed for individual oil and gas pipelines are not publicised for
commercial reasons, but materials are often high grade carbon steel with varying
yield strengths to cope with the particular pressure requirements for the pipeline
(Witek 2015). Table 2.3 gives details of major global pipelines including diameter
and length:
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Table 2.3: Key global pipelines including details of countries along the route,
length and diameter.

Pipeline Footprint Length
(km)

Diameter
(mm)

Reference

Druzhba

- Russia
- Ukraine
- Belarus
- Poland
- Hungary
- Czech republic
- Germany

4000 420 - 1020 (Transneft 2016)

Keystone - Canada
- USA

3461 762-914 (TC Energy 2021)

Forties - UK 169 914 (Ineos 2018)

2.2.3 Pipeline installation and typical burial depths

Pipeline installation typically takes place during the drier months of the year (April
to October) in the UK and is a multistep process detailed in Batey (2015) and
outlined below.

1. A strip of land along the pipeline route is fenced off (known as the pipeline
right-of-way). It is typically 100m width (50m either side of the pipeline) and
is designed to allow initial installation and future maintenance.

2. Top soil is removed and placed alongside the pipeline route for replacement
after the laying of the pipeline.

3. A trench is dug for the required depth that accommodates the width of the
pipeline and the required depth of soil cover. The subsoil is carefully checked
but often soft sand is used as backfill immediately around the pipeline to
protect the pipeline surface.

4. The top soil is replaced and re-vegetation of the pipeline route is encouraged
to prevent soil erosion (Batey 2015).

Literature which has assessed the impact pipeline installation has on soil proper-
ties has found that pH is altered (Soon et al. 2000), soil compaction is prominent
(Batey 2015, Landsburg et al. 1996), biodiversity is decreased and alteration of
the soil hydrological properties are changed. Typical pipeline burial depths glob-
ally are displayed below in the Table 2.4 and show baseline variability with each
country. In addition, an embedment depth H/D is given (H being burial depth and
Dmeaning pipeline diameter) during pipeline design. Onshore pipelines generally
have a lower H/D ratio below 1.2.
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Table 2.4: Typical pipeline burial depths for the UK and USA.

Country Land use Depth of cover (m) Reference
United Kingdom
onshore pipeline
association

Rural and
suburban

0.9 for areas of limited or
no human activity and 1.1
for agricultural activity.

(UKOPA 2016)

American Society
of Mechanical Engineers

Various locations 0.6 to 0.9 (Landsburg et al. 1996)

2.3 Monitoring and estimating depth of cover

The vulnerability of a pipeline depends on land use and depth of cover. These
land use types include: farmland, road crossings, roadways, construction sites
and residential property (UKOPA 2016).The monitoring of soil cover depth along
a pipeline route takes place by visual inspection, either aerial or by conducting
overline surveys in specific areas (UKOPA 2016). Overline surveys target the
pipeline route and highlight specific points and areas of concern, which may cause
pipeline failure. The limitation for surveying is often cost, time, weather conditions,
as well as expertise of the operator to qualitatively assess soil cover. Furthermore,
only specific sections of the pipeline can be examined. Remote sensing has been
identified as a potential method for monitoring vegetation cover along the route,
however research by Bayramov et al. (2016) established that lack of resolution in
satellite data and cloud cover hindered a clear assessment of vegetation along
the pipeline route.

In recent years pipeline vulnerability and susceptibility mapping of pipeline
routes has been used utilising geographical information systems and the Revised
Universal Soil Loss Equation (R.U.S.L.E). The revised universal soil loss equa-
tion is an updated empirical method for estimating annual rates of soil loss at a
given location when considering various factor that contribute to soil erosion. The
original equation (2.2) was derived by Wischmeier & Smith (1978):

A = R×K × L× S × C × P (2.2)

Where A is annual soil loss (t/ha/year-1), R is rainfall erosivity (mm ha-1 h-1 yr-1),
K is soil erodibility (t ha h ha-1 MJ-1 mm-1), L is the length of the slope and S is
the steepness (-), C is the coverage (-) and P is practise management (-). Whilst
originally derived for farming practises in the USA, the use of the equation has
been adopted in pipeline risk monitoring research as a way to estimate empirically
soil loss above the pipeline at an annual time scale (Demirci & Karaburun 2011,
Panagos et al. 2014, Renard et al. 1997).
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2.3.1 Identifying soil erosion risk

One case study byWinning &Hann (2014) used geographical information systems
and public domain data where they performed a soil erosion risk analysis for an
onshore pipeline corridor where they compared the G.I.S. erosion risk evaluated
with a detailed ground truth field examination including soil type, vegetation, slope
and local conditions. Figure 2.4 shows the calculated risk classification along the
pipeline where areas of high erosion risk were identified. The field evaluation
of erosion risk in 69% of cases agreed with the G.I.S examination: ninety five
percent of all cases were within +1 unit of the erosion classification. The authors
noted that a limitation to this method was the lack of detail in soil data sets for
G.I.S., although they stated that the technique may be useful for the early stages
of pipeline route design.

2.3.2 Lidar as a technique estimating depth of cover

Lidar has been used recently, with the aim of monitoring depth of cover was trialled
by the ROSEN group and National Grid. This method reported in Finley et al.
(2018a) used a Digital Terrain Model (DTM) of the ground surface based on Lidar
imaging, which is updated quarterly by the Ordnance Survey at a spatial resolution
of 5m. Above ground markers using global positioning system and an inspection
tool defined the pipe centreline. When combined with the Lidar elevation data, the
depth of cover was reportedly estimated to ±0.15 m root mean square error. The
depth of cover report main image (shown in Figure 2.4) identifies the locations
vulnerable to third party damage along the pipeline route, which is indicated in
red. Limitations to the overall accuracy of this technique are in the placement of
the above ground markers (for depth of cover), the digital terrain model (for the
ground surface) and the mapping and processing tools. This method detects only
major soil loss after the erosion event has occurred. In addition, historic pipeline
accidents reporting by European Gas Pipeline Incident Group (2018) highlighted
that failure also occurs at medium risk levels (0.8m to 1.1m), whereas the colour
coding along the pipeline route assumes cover above 1m is safe despite a small
number of failures occurring from the EGIG report. Further risk assessment of
how vegetation, soil and rainfall thresholds over a different temporal resolutions
can alter the soil cover depth is therefore still required.
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Figure 2.4: Aerial image and example of the results from the depth of cover report.
Colours along the pipeline indicate cover depth Published in Finley et al. (2018a).

2.4 Threats to changes in depth of cover

2.4.1 Increase in precipitation

Increased global population during the 21st century and the demand for oil and gas
(International Energy Agency 2017) mean that pipelines are installed in challeng-
ing terrains and environments, in addition to pipelines crossing agricultural land
vulnerable to soil degradation (Sweeney 2004). Another major threat to changes
in soil cover for pipeline corridor comes from possible increases in rainfall induced
soil erosion. Increased emissions of gases from industrialisation has the effect of
creating a warmer climate that holds more moisture in the atmosphere. IPCC
(2014) reported that precipitation, magnitude, and intensity is likely to increase in
higher latitudes and specific regions.

Change in rainfall patterns has been noted as a factor affecting oil and gas in-
frastructure, and operation in low lying coastal regions due to higher peak stream
flows during storm events (Burkett 2011). The process of soil erosion is com-
plex involving climate, soil type, hydrology, land use and human practise where,
by the actions of wind and water, the soil particle detaches from the surface and
is transported away (Zachar 1982). Soil erosion by water remains the most de-
structive and leading cause of soil degradation worldwide. The erosivity power of
rainfall varies globally, as shown in Figure 2.5. The greatest rainfall erosivity is in
South America, the Caribbean countries, Central East Africa and South East Asia
(Panagos et al. 2017). Soil erosion rates are expected to change in response to
changes in this erosive power (Nearing et al. 2004) and it is argued that future
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impact of climate change may increase rainfall erosivity (Shiono et al. 2013).

Figure 2.5: Global rainfall erosivity. Published by Panagos et al. (2017)

2.4.2 Changes in the oil and gas industry

Global energy demand is expected to increase by 1.3% per year from 2016 to
2040 with oil remaining the leading global fuel. Oil production will become more
concentrated towards the Middle East, USA and Russia (British Petroleum 2018).
World conventional oil reserves (where oil can be extracted at an economic cost)
are displayed in Figure 2.6 and show that 1697 billion barrels (1 barrel is approxi-
mately 159 litres) is in reserve, meeting demand for the next 50 years for produc-
tion (British Petroleum 2018). Estimates from the International Energy Agency
note that at least half of these oil reserves are in the form of heavy oil where
Canada and Venezuela are dominant in the heavy oil field (Meyer et al. 2007).
Extraction of heavy crude oils has started to become economically viable and re-
search has focussed on how to safely transport heavy crude oils through pipelines
(Ashrafizadeh & Kamran 2010, Martínez-Palou et al. 2011). In addition, there is
interest in retrofitting existing pipelines by considering different ways to heat the
pipeline to decreased viscosity and varying the location of pumping facilities to
make them suitable for heavy oil transportation (Diaz-Bejarano et al. 2016).
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Figure 2.6: Estimation of proven crude oil reserves globally. (British Petroleum
2018)

2.4.3 Vegetation and climate

Vegetation is used to prevent soil erosion along pipeline corridors (Bayramov
2012, Bayramov et al. 2012, Hann & Morgan 2006, Morgan & Hann 2006, Xiao
et al. 2016). Change in temperature, rainfall regime and land use management
can alter vegetation cover. The increase in atmospheric carbon dioxide may posi-
tively increase plant productivity and thus increase vegetation cover (Rosenzweig
& Hillel 1998). In contrast, Lobell & Field (2007) examined crop yields at a global
scale and found that wheat, maize and barely had a negative response in yields
argued to be due to increased global temperatures. Considering precipitation,
Jiao et al. (2009) noted that soil erosion by water hinders vegetation development
and, in particular, Xiao et al. (2016) noted that vegetation re-establishment within
10 metres of the pipeline route was hindered by heavy rainfall and concluded
that environmental factors (sunshine duration and precipitation) were key to veg-
etation establishment and recovery patterns. Whilst there has been significant
research concerning vegetation recovery along newly installed buried pipelines
(Bayramov et al. 2016, Bayramov 2012, Olson & Doherty 2012, Xiao et al. 2016)
there is a lack of research considering pipeline corridor erosion past the initial
installation stage of vegetation establishment. This longer-term consideration is
important for pipelines buried in agricultural (especially arable) land as vegetation
cover changes throughout the year and the soil be left fallow for extended periods
during the winter months.
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2.5 Pipeline thermal regime and vegetation growth

Whilst atmospheric temperature effects vegetation cover, there is also a strong
possibility that the thermal regime of the pipeline can influence vegetation and
plant roots systems directly above the pipeline as well (Yu et al. 2016). Such
pipeline temperature effects may have consequences for depth of soil cover.
Deaton & Frost (1946) suggested that heated pipelines may create a localised
increase in soil temperature if the fluid conveyed in the pipeline is warmer than
the surrounding soil. Whilst compaction during pipeline installation could hinder
and retard root growth (Soon et al. 2000) there is a lack of research to how roots
are affected by the thermal regimes during pipeline operation.

Literature concerning the relationship between thermal regimes and crop
yields above oil and gas pipelines is conflicting and is likely to depend on local
weather, soil conditions and whether liquid or gas flows through the pipeline.
There is a current lack of recent research which considers the relationship be-
tween heated oil pipelines and crop yields. In relation to oil pipelines, an earlier
study by Culley (1988) found that crop yields were overall lower than in undis-
turbed fields even up to 10 years post installation for an oil pipeline. Previous
to this study, Stewart (1979) evaluated top soil, bulk density on corn growth in a
Canadian field for autumn and winter construction. Their results found that corn
yields varied based on soil type, time of construction and crop season character-
istics, but had no clear indication that thermal regimes from the installed pipeline
had an influence on this.Wraith & Hanks (1992) used a buried heated pipeline
to stimulate soil temperature and concluded that temperature had little on effect
plant growth in the long term. In the short term they contended that early plant
growth responded to increased soil temperatures agreeing with other studies.

There are more recent studies of the relationship between the temperature in-
fluence on gas pipelines and the surrounding environment. Naeth et al. (1993)
found that the soil temperature around the pipeline was affected by pipeline tem-
perature. When considering plant growth they concluded that surface summer
temperatures were the main limitation for vegetation growth. Halmová & Feher
(2014) and Halmová et al. (2017) contend that soil temperature was also affected
by the presence of the gas pipeline which in turn influenced crop yields. They
found that soil temperature ranged between 1.1◦C to 3.4◦C immediately around the
pipeline relative to the pipeline corridor, which led to a reduction in soil moisture
and an increase in crop yields by up to 14% (Halmová & Feher 2014, Halmová
et al. 2017). A limitation for comparing these studies was the lack of informa-
tion given in the operating pipeline temperature therefore, further investigation
on pipeline operating temperatures on crop productivity should be considered as
vegetation is recognised as a key method for preventing erosion of the soil cover
above the pipeline.
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2.6 Soil erosion along pipeline right of way

Assessing soil erosion along a pipeline right-of-way has received little attention
in the literature despite knowledge, in particular of gas pipelines, in which a re-
duction in soil cover depth can lead to failure. Zellmer et al. (1991) looked at a
combined erosion control cost method for steep pipeline corridors and found that
straw mulch applied at 3.35 t ha-1 was economical compared with other erosion
methods. Edwards et al. (2014) published a comparison study for sediment loads
for two newly installed pipelines in North Central West Virginia where erosion was
measured by monitoring the sediment output from waterbars (channels crossing
the pipeline right of way to connect run-off). The characteristics of the first site is
a skidroad that was constructed over 25 years ago for the purpose of transferring
logs with using rubber tyre skidder. The road was not a traffick road, and had an
uneven vegetation distribution. Waterbars were installed after logging was com-
pleted to control runoff. The second site is also a non traffick road, and is located
in an experimental forest area with a recently installed pipeline at 0.8m depth.
Once installed, the pipeline was seeded and straw mulch was applied to prevent
erosion (Edwards et al. 2014). Table 2.5 compares the physical aspects of each
pipeline area (chosen based on similar slope percentages) including slope, length
and vegetation cover. On the Skid road pipeline section, the slope is of a lower
percentage than the cross-country pipeline section and also in segment 3 and 4
the vegetation cover is greater.
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Table 2.5: Comparison of sediment loads from two pipeline sections located within different environmental conditions (Skid road suburban
pipeline and a rural cross-country pipeline in West Virginia, USA). From (Edwards et al. 2014)

Section Slope Length Area Aspect Vegetation
cover

Sediment load per
sample period

(%) (m) (m2) (%) Mean Standard
error

Mean load
across
all segments

Total load for
each segment

Skid road pipeline —- kg/ha —- (kg/ha/yr) (kg/ha/yr)
Segment 1 13.5 32.5 121.6 NE 16.5 72.9 29 2696.4
Segment 2 12.4 26.0 84.0 E 20.2 49.4 13.7 1775
Segment 3 13.3 32.4 125.2 NE 82.1 23.3 6.3 859.4
Segment 4 12.7 28.6 129.3 NE 77.1 21.5 4.7 795.8

40.7
Cross-country pipeline (kg/ha/yr) (kg/ha/yr)
Segment 1 26.8 18.9 119.7 NW 26.5 10.4 3.2 396.9
Segment 2 20.7 25.6 143.3 NW 47.5 3.08 1.1 110.8
Segment 3 18.6 19.4 110.6 NW 29.3 3.4 1.0 116.2

5.7

19



Table 2.5 displays the results of the sediment load from two pipeline sections 
in different environmental locations. Edwards et al. (2014) noted that greater soil 
compaction and poor vegetation resulted in excess runoff and higher rates of 
soil loss compared to the cross-country pipeline. When considering the reduc-
tion in soil cover, using bulk density between 1.3 g/cm3 to 1.5 g/cm3, it is clear 
from these results that the Skidroad pipeline would undergo a reduction in soil 
cover (27.1mm to 31.3mm over 8 months) compared to the cross country pipeline 
(3.8mm – 4.3mm over a year) based on the information given in Table 2.5. Over 
time it would take If the depth of cover after installation was designed to 1100 
mm, then on the Skidroad pipeline section the rate of soil cover reduction 
would be 2.85% per year. Over time pipelines with soil erosion issues may 
become vulner-able to pipeline failure as highlighted in section 2.1 once soil cover 
reduces below 1 metre. In the case of Skidroad it would take between 6.3 
years (200/31.3) to 7.4 years (200/27.1) for soil cover depth to reach 0.8 m 
which is assumed to be at risk for pipeline failure (from Figure 2.1).

2.7 Pipeline uplift

Pipelines which transmit high pressure and high temperature fluids create an inter-
nal expansion force within the pipeline causing movement vertically (Chakraborty 
& Kumar 2013) or horizontally (Jung et al. 2013, Robert et al. 2016). The em-
bedment ratio, defined by the pipeline burial depth to pipeline diameter (H/D), has 
an influence on the protection offered by soil cover. A major role of soil cover is to 
provide resistance against pipeline uplift. Onshore pipelines may be vulnerable 
to changes in cover depth as their H/D ratios are typically below 2 and the current 
design code DNV-RP-F110 does not offer guidance on how to predict uplift resis-
tance for this H/D ratio (Veritas 2007). Literature involving pipeline uplift has fo-
cussed on offshore infrastructure where pipelines are buried at greater depths and 
in clay (Bransby & Newson 2002, Schaminee 1990, Wang et al. 2009). Pipelines 
buried onshore are often installed in unsaturated soils conditions where soil mois-
ture varies, but existing design guidelines assumes either dry or fully saturated 
conditions. The unsaturated soil condition means that there is an additional force 
between the soil particles which create an additional reinforcement due to suc-
tion. Whilst this can add stability for structures, removal of soil cover and potential 
pipeline uplift forces may be greater than the strength of the soil cover, especially 
when the soil becomes temporarily saturated.

In the literature, analytical models have been developed to address upheaval 
resistance from the backfill soil (Schaminee 1990), but these assume peak resis-
tance is developed when the pipeline is displaced by pre-determined mobilization. 
Peak uplift resistance is given by Det Norske Veritas (DNV) RP F110 for offshore
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applications provides peak mobilisation as 0.005H to 0.008H where H is given 
as the soil cover (Veritas 2007). Table 2.6 shows the recommended values from 
DNV (Veritas 2007).

Table 2.6: Recommended values from DVN-RP-F110. The embedment ratio is 
defined by the pipeline burial depth to pipeline diameter (H/D).

Backfill
soil type

Mobilistation
distance

Pedersen
uplift factor

DVN
limitation

Loose sand 0.5-0.8%H 0.1-0.3 3.5 <H/D <7.5
Medium or
dense sand

0.5-0.8%H 0.4-0.6 2 <H/D <8

Rock 20-30mm 0.5-0.8
2 <H/D <8
particle size
(25-72mm)

As noted from the above table, when H/D ratios are less than 2 (typical of 
onshore buried pipelines), there is a lack of understanding as to how the pipeline 
mobilises when soil cover is reduced. Wang et al. (2010) assessed low cover 
diameter ratios for pipeline uplift using a series of full scale and centrifuge 
testing. Their data found that the vertical slip model and shear contribution 
remains valid for low H/D ratios when considering compacted sand. This 
research argues that the vertical slip model still produces a sound enough 
estimate for maximum uplift resistance. Robert et al. (n.d.) agreed that current 
analytical models could realistically predict peak uplift for dry and unsaturated soil 
conditions when H/D ratios were above 2, but there has been a lack of work 
looking at uplift resistance for H/D ratios below 1.

2.7.1 Vertical displacement

The cover above pipelines is dynamic and changes over time with each erosional 
event, which has the potential to lessen the resistance offered by the weight of the 
soil. Such scenarios are slow processes where the pipeline may be displaced min-
imally vertically or laterally. Research by Thusyanthan et al. (2008) modelled fast 
and slow pipeline pull-out tests using different cover heights (1.05m and 1.30m) 
together with a rock dump up to 1m to assess cover depth effects on resistance. 
Their results are displayed in Table 2.7 and suggest slow vertical pipeline dis-
placement offers substantially less (e.g. one third less) uplift resistance than a 
fast pull out scenarios, however, further investigation is required on the rate ef-
fects of pipeline displacement and soil cover height.
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Table 2.7: Results of resistance from the pull out tests (Thusyanthan et al. 2008)

Test 1 Test 2 Test 3 Test 4
Slow pull out (0.0002 mm/s) 3.13 kN/m 3.25 kN/m 5 kN/m 9 kN/m
Fast pull out (0.2 m/s) 4.63 kN/m 4.75 kN/m 6.88 kN/m 13 kN/m

2.7.2 Lateral displacement

In addition to vertical displacement pipelines buried in soft soil are also subject to
lateral displacement through soil erosion. Jung et al. (2013) used finite element
modelling to assess the lateral force vs displacement relationship in dry and par-
tially saturated sand. Figure 2.7 shows that displacement force increases with
increasing H/D ratios, however it is not well understood for H/D ratios of less than
3 and in the context of soil erosion and removal. Later work by Robert et al. (2016)
suggested that in unsaturated soils there may be an underestimation of load from
external ground movements. Their finite element modelling showed that an in-
crease in soil suction and stiffness may increase lateral load on pipelines. In
addition, there are few studies considering how erosion of soil along the pipeline
corridor may affect the potential for lateral displacement.

Figure 2.7: Lateral displacement for dimensionless depth H/D Jung et al. (2013)
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2.8 Conclusion

There is at present no set standard for recording pipeline failures at a global scale. 
In the literature third party damage has been cited as the lead cause for failure. 
The inclusion of cover depth in gas pipeline failure statistics highlights that soil 
erosion may be is an issue. The reduction in cover depth is has been linked 
to pipeline failures for 0.8m and 1m cover depth design. The main mechanism 
for soil loss is intense rainfall events which are predicted to become greater in 
frequency and magnitude and has the possibility to induce erosion events along 
pipeline routes which are situated in areas of reduced vegetation cover. Pipeline 
installation design is commonly based on UK and American guidelines, but 
ero-sion of the soil surface leaves pipeline areas vulnerable to exposure and 
third party damage. Monitoring pipelines is expensive and techniques such as 
LIDAR are a promising method of recording changes in the soil surface and 
topography, though may lack sufficient resolution. Attempts to estimate soil 
erosion risk along pipelines using Geographical Information System tools are 
promising but relatively preliminary. Ideally we need to develop predictive 
methods for estimating the ef-fect of erosion on soil cover depth (with different 
soil types and vegetation cover percentages) so that soil cover can be 
maintained and remediated in areas where erosion and geohazards remains an 
issue. Understanding how soil erosion and depth of cover changes over time 
could inform pipeline uplift studies to decrease the risk of pipeline buckling and 
failure during thermal expansion within a pipeline.
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Chapter 3

Evaluating the change in patterns of
heavy rainfall events in Eastern
Scotland

3.1 Introduction

The frequency rainfall events has been increasing in the UK (Osborn & Hulme
2002) with variability across the country (Brown 2018) and seasonal differences
(Champion et al. 2015, Fowler & Ekström 2009). A positive trend in global mean
precipitation and temperature was noted by Hulme et al. (1998), who suggested
the reason for changing rainfall patterns was attributed to the rise in greenhouse
emissions caused by anthropogenic activity, with high latitude regions in the north-
ern hemisphere showing change (Groisman et al. 2005, Scoccimarro et al. 2015)
and in particular the UK (Fowler & Kilsby 2003b, Osborn & Hulme 2002). Rainfall
intensity is expected to increase as more moisture is held in the atmosphere by
a warming climate as predicted by the Clausius-Clapeyron equation (Pall et al.
2006). However, regional studies have suggested that rainfall intensity has in-
creased beyond what is expected (Hanel & Buishand 2010, Lenderink & van Mei-
jgaard 2008). Analysing rainfall at an hourly resolution is important as intensity
at this temporal scale can provide information on extreme events such as flash
flooding (Archer & Fowler 2018) and aid in climate modelling by establishing the
diurnal cycles of precipitation (Blenkinsop et al. 2017, Svensson & Jakob 2002). In
Scotland there is asymmetry in rainfall events between theWest and East regions,
with the West typically wetter than the East (Afzal et al. 2011). Less understood
is the increase in single heavy rainfall events using peak over threshold (P.O.T.)
analysis, and how this changes over time as such information can be used as a
basis for predicting soil erosion by water. These events over time may affect in-
frastructure such as buried pipelines (Girgin & Krausmann 2016). In addition, the
UK Climate Projection hourly dataset was evaluated to give an indication of the
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likelihood of heavy rainfall events during the mid and late 21st century.

3.1.1 Peak over threshold selection

Peak over threshold is a type of extreme value analysis which models peak values
of independent events (Leadbetter 1991). A method for selecting a threshold for
P.O.T analysis is not clearly defined in the literature (Solari et al. 2017). At present
there is no clear definition for rainfall intensity categorisation globally and defini-
tion varies from meteorological agencies (Met Office 2012) to literature (Osborn
& Hulme 2002, Svensson & Jakob 2002). Two types of precipitation have been
considered: rainfall and showers. In the UK heavy rainfall, defined by the Meteo-
rological Office, hereafter Met Office, is classed as events meeting or exceeding
4mm/hour intensity Met Office (2012).

3.1.2 Aims and objectives

The aim of the analysis in this chapter is to evaluate the change in heavy rainfall
events using observed weather station data that is situated along a pipeline route
in East Scotland. Assessment will be made at an annual and seasonal scale to
assess if there are any inter-annual changes. This approach is novel and ap-
proaching the evaluation of rainfall events differently than just considering rainfall
depth totals. The hourly UKCP18 data has been used to comment on the pre-
dicted frequency of future heavy rainfall events.
The objectives are to:

1. Acquire and quality check long-term historic hourly precipitation values for
three weather stations (Eskdalemuir, Dyce and Leuchars) situated close to a
buried gas pipeline network in Scotland. The key criteria for weather station
selection was based on hourly resolution of data and the long term availabil-
ity (more than 30 years).

2. Extract independent rainfall events using thresholds of ≥4mm/hour and
analyse the number of rainfall events at an annual and seasonal scale for
the period 1980-2018. An annual scale is defined by a hydrological water
year which runs from the 1st October to 30th September the following year.

3. Statistically analyse the trend over time and the variability of heavy rainfall
events and depth totals (mm) to conclude if rainfall is likely to impact areas
susceptible to soil erosion along the pipeline route.
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3.2 Materials and methods

3.2.1 Study location

The study area is along the National Grid Gas pipeline network (National Grid
2018) that spans across Eastern Scotland and is an area which contains various
hydrocarbon networks that transmit oil and gas from the North Sea to distribution
centres in the UK. Onshore oil and gas pipeline routes are often not available
publicly online. It is acknowledged that oil and gas pipelines are situated through-
out this region of east Scotland due to the location of the North Sea oil and gas
fields where the products require processing onshore. The only available public
network route is provided by the National Grid and is a gas pipeline which runs
throughout the East of Scotland. The Forties pipeline operates in this region and
suffered a leak which took weeks to fix and cost the British economy £20 million
a day (BBC 2017). Therefore keeping the pipelines buried safely underground
is crucial to the environment, safety and the economy. To evaluate historic rain-
fall patterns weather station data must be used. The main decision for deciding
which weather stations to include in this report was based on (1) the availabil-
ity of long-term hourly precipitation records and (2) proximity to the gas pipeline.
Two different sources of hourly precipitation data sets were utilised to 1. eval-
uate the pattern and change for historic precipitation events and 2. provide an
overview of how future climate may change in the context of exceedance events.
The data analysis evaluated rainfall amounts against the number of exceedance
events within different temporal periods. A combination of Microsoft Excel and the
R programming language were used for the processing and analysing each data
set.
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Figure 3.1: The location of the study area, gas pipeline (National Grid 2018) and
weather stations based on OSGB1936 British National Grid coordinate system
(m).

3.2.2 Data sources and methods

Long term weather station data are free and available to registered users of the
Centre for Environmental Data Analysis website (CEDA) where precipitation data
is archived as part of the Met Office Data integration Archive System (Met Office
2006). Future climate probabilistic projections have been simulated with collabo-
ration of the Met Office Hadley Centre Climate Programme with UK Government
support from the Department of Business, Energy and Industrial Strategy (BEIS)
and the Department for Environment, Food and Rural Affairs (Defra). The pro-
jections, known as the UK Climate Projection 18 (UKCP18), simulate a range of
projections (known as ensembles) based on the current knowledge or how cli-
mate reacts to the presence of greenhouse gas emissions. Hourly precipitation
models are based on ’business as normal’ status, meaning that greenhouse gas
emissions are expected to continue to rise through-out the 21st century and these
data are referred to as UKCP18 for this report (Met Office Hadley Centre 2019).
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Data acquisition

The MIDAS and UKCP18 datasets required different methods of extracting and
quality checking the accuracy of data shown in Figure 3.1. Both datasets can
be downloaded via the ftp service through the Centre for Environmental Data
Analysis (https://catalogue.ceda.ac.uk/). The historic observed MIDAS data is a
long-term record (Blenkinsop et al. 2017) where advances in equipment used and
the way data are presented changed over time which required manual extraction
and collation of weather message type across. Furthermore, errors in the raw
data records, despite previous quality checking, still returned erroneous informa-
tion which required further filtering (Blenkinsop et al. 2017). In contrast UKCP18
data is a projected model that is based on uncertainty and under the notion that
greenhouse gas emissions will continue as ”business as usual” (RCP8.5) and will
continue to rise throughout the 21st century (Met Office Hadley Centre 2019).

3.2.3 Method

To utilise and analyseMIDAS andUKCP18 information each dataset required sep-
arate processing as MIDAS data required quality checking for erroneous recorded
information. These processes are described in the following subsections starting
with the MIDAS data.

Figure 3.2: Flow chart outlining the different data formats sourced and the steps
with justification taken to ensure the data (for MIDAS) is sufficient for data analysis.
Microsoft Excel and R Studio (RStudio Team 2021) were used throughout the data
mining process.
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MIDAS data processing and quality checking

UK hourly rainfall data was downloaded from 1980 to 2018 for Eskdalemuir, Dyce
and Leuchars. Manual processing was required to evaluate if the extreme values
recorded were true. Microsoft Excel was the choice tool for this as quickly filtering
and amending raw data was a more efficient process. Raw data was separated
into decade files for quality checking to establish data accuracy. The process
required a combination of filtering and IF statements to highlight the extreme val-
ues which required validation. Depending on the number of weather stations and
years required for analysis, this process can be cumbersome. Table 3.1 identifies
the issues, remedies and limitations when processing the data. Appendix A gives
a brief example of how data is recorded and why it requires filtering out. Once the
quality checking was complete the data for each decade was complied into one
file and saved for each weather station for analysis in R.

Table 3.1: Manual quality checking issues, remedy and limitations to the dataset

Issue Remedy Limitation

Various weather messages
in the record

Filter specific type of
weather messages

Potential overlap of information.
Required user judgement where
conflicts of data exist

Different weather messages
causing splits in continuos data

Separated data for each weather
type and amalgamated information
into one dataset

Rainfall may have occurred

Missing rainfall data None
Loss of data for the time period
where heavy rainfall events may
have occurred unrecorded.

Erroneous information recorded
(possibly due to snow fall)

Cross check with Met office records
and news reports.

Required the user to objectively
identify what rainfall is typical and
atypical for the region.

Missing data

Rainfall accumulation recorded
as excessively large hourly rainfall

Omitted from the dataset Missing hourly rainfall data

UKCP18 data processing

In contrast to the MIDAS data the UKCP18 data did not require quality checking, 
but the procedure for extracting and processing UKCP18 data is inten-sive 
requiring numerous steps to collate the data into a useable format for R. Like 
MIDAS, the rainfall depth and event exceedance values were extracted from the 
data. The complete processing chain was performed solely in the R environment 
and involved two major steps for each ensemble:

1. The extraction of hourly precipitation data at a monthly scale.

29



2. Writing a function in R which has the ability to extract a run of values that
are counted as one event, find the maximum hour recorded and return a
value which counts the number of exceedance events occurring within such
a period.

Each UKCP18 monthly NETCdf file holds precipitation in an XY gridded format
and for each grid element (given in Table 3.2) 720 values represent hourly precip-
itation values in a simulated month (24 hours by 30 days). The 5 km dataset was
used in this report based on the trade off between processing time and spatial
resolution. Within the published R code, indexing was required to ensure the cor-
rect spatial information was recorded based on the physical location of the MIDAS
weather stations (Table 3.2).

Table 3.2: The location details for each weather station including MIDAS station
ID, British National Grid coordinates and the UKCP18 NetCdf grid elements based
on 5km OSGB1936 resolution.

Location MIDAS station ID British National Grid
OSGB1936

UKCP18 NetCDF
Grid element

X Y X Y
Eskdalemuir 1023 322500 602500 105 128
Dyce 161 387500 812500 118 170
Leuchars 235 347500 722500 110 152

The process of assessing the number of rainfall events and how many equalled
or exceeded a certain threshold required the use of a written function in R which
tells the software to run a process along a line of code and determine how may
precipitation exceedance events are simulated within a certain run of values. The
function used in the R environment (R Core Team 2018) utilised Run Length En-
coding (RLE) to pick out a run of positive values (> 0.0mm) between periods of
at least one hour of zero precipitation. The function is displayed below and was
tested on a sample month to make sure it evaluated the number of rainfall events
correctly.

events <- function(i){
precip <- as.numeric(i)
if(sum(precip > 0.0)){

cons_precip = rle(precip > 0.0)
rain_id = rep(0.0, length(precip))
rain_id[precip > 0.0] =
rep(1:sum(consec_precip$values),
cons_precip$lengths[cons_precip$values])

rain_event<-tapply(precip ,rain_id,max)
event_count<-sum(rain_event >= 4.0)
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return(event_count)
} else {

return(0)
}

3.3 Results

3.3.1 Annual rainfall (MIDAS)

A boxplot displaying the total rainfall for the period from 1981 until 2018 by each
weather station is shown in Figure 3.3. Eskdalemuir experiences more than dou-
ble the total rainfall amount than Dyce and Leuchars. The mean total rainfall for
Eskdalemuir is 1681 mm where there was a maximum of 2394 mm in one year.
The mean rainfall total for Dyce is 794 mm and for Leuchars is 673 mm.

Figure 3.3: Boxplot showing the total rainfall depths (mm) for a given water year
across all three weather stations.

Figure 3.4 displays the box plot of heavy rainfall events for each weather station
for 1981 until and including 2018. This figure shows that Eskdalemuir experiences
about three times as many heavy rainfall events on average compared to Dyce
and Leuchars. The mean number of heavy rainfall events occurring in one year
at Eskdalemuir is 30 whilst at Dyce it is 11 and at Leuchars it is 9 events.
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Figure 3.4: Boxplot showing the total rainfall amount for a given water year for all
three weather stations.

Total annual rainfall and exceedance over time (MIDAS)

Figure 3.5 and 3.6 display the total rainfall and number of heavy rainfall events
over time. Regression analyse of all six datasets indicate positive slope coef-
ficients although the p-values are only approaching significance in the case of
Eskdalemuir.

Figure 3.5: Line graph showing total annual rainfall over time
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Figure 3.6: Line graph showing the total number of heavy rainfall events over time

3.3.2 Historical seasonal rainfall patterns (MIDAS)

Table 3.3 the shows seasonal exceedance counts during 1981-2018. This table
shows that there is a seasonal split between the rankings of heavy rainfall events
where 58 percent to 75 percent occurred during autumn and summer.

Table 3.3: Total counts of exceedance events for each season for 1981-2018
water years

Eskdalemuir Dyce Leuchars
count rank count rank count rank

Autumn 348 1 124 2 126 2
Winter 302 3 52 4 51 3
Spring 178 4 59 3 37 4
Summer 327 2 172 1 149 1
Total 1155 407 363

Autumn and summer exceedance events(MIDAS)

Figure 3.7 displays the count of summer event exceedance throughout the obser-
vation period and results show that the increase in exceedance count with time
is significant at Leuchars and Eskdalemuir with a positive regression coefficient
also at Dyce. It is worth noting that at Eskdalemuir there are two clear peaks of
summer exceedance within the second half of the dataset. In contrast, there was
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no significant correlation of exceedance frequency with time at Autumn as shown
in Figure 3.8.

Figure 3.7: Summer exceedance

Figure 3.8: Autumn exceedance

Winter and spring exceedance events (MIDAS)

Figure 3.9 illustrates that winter events for Eskdalemuir show greater variability
of heavy rainfall events compared to Leuchars and Dyce. The slope of the trend
line for Eskdalemuir is positive, but not significant, which is influenced by the 2015
where over 20 heavy rainfall events occurred over the winter period. Figure 3.10
shows the Spring exceedance events trend. Eskdalemuir shows a positive trend
due to peaks in 2001 and 2014 whilst Leuchars and Dyce show a fall in trend
however, none of the six winter and spring regressions were significant.
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Figure 3.9: Winter exceedance events for Eskdalemuir, Leuchars and Dyce

Figure 3.10: Spring exceedance events for Eskdalemuir, Leuchars and Dyce

Eskdalemuir changes by 20 year period

Figure 3.7 demonstrated how summer seasonal rainfall and exceedance events
change over time giving a significant positive slope coefficient. Figure 3.11 and
Figure 3.12 are box plots of seasonal winter rainfall and exceedance events for
Eskdalemuir. Each figure displays a box plot of winter rainfall and exceedance
values for each time slice. Winter is considered a vulnerable period for soil ero-
sion as fields have a high possibility of being bare and exposed to rainfall that
can induce soil erosion. The data shows that the maximum rainfall depth at Es-
kdalemuir for the winter period was 709.4 mm during 1981 - 1999 to 1049.4 mm in
the later time slice, with the median values being 483.1 mm and 414 mm rainfall
depth respectively. The same pattern can be noted for excedance where in the
1981-1999 there was one winter season with a maximum 16, and this increased
to 21 in the later time slice. The variability of rainfall parameters was much greater
in the later time period, as shown by the greater inter-quartile spread of values in
the box plots.
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Figure 3.11: A boxplot showing the greater variability of winter rainfall depths
recorded at Eskdalemuir for the time periods 1981-199 and 2000-2018.

Figure 3.12: A boxplot showing the greater variability of winter exceedance events
recorded at Eskdalemuir for the time periods 1981-199 and 2000-2018.

3.3.3 Future annual rainfall projections (UKCP18)

The UKCP18 data are simulated for three time slices that relate to the present day,
middle of the century and late century. The data are simulated using 12 different
ensembles which account for uncertainty. Table 3.4 shows that for the 1981-1999
period the UKCP18model rainfall appears to overestimate the historic rainfall total
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and exceedance count. Increase in both rainfall parameters with time is predicted
into the future.

Table 3.4: Mean values between MIDAS and UKCP18

Weather
station

Parameter MIDAS MIDAS UKCP18 UKCP18 UKCP18

1981-1999 2000-1018 1981-1999 2021-2040 2061-2080
Eskdalemuir Mean

Rainfall
(mm)

1631.5 1731.5 1777.7 1833.5 1940.7
Dyce 786.0 801.3 904.9 920.6 905
Leuchars 636.3 710.1 703.8 728.8 734.8

Eskdalemuir
Exceedance

28.7 32.1 38.9 41.0 42.7
Dyce 10.2 11.2 14.4 16.3 17.6
Leuchars 8.9 10.2 12.7 14.2 15.3

3.4 Discussion

3.4.1 Annual trend

Rainfall is heterogeneous across the pipeline route, which was seen in the weather
station data where Eskdalemuir was observed as having greater rainfall depths
and exceedance events than Leuchars and Dyce. Afzal et al. (2011) and Kendon
et al. (2014) identified the regional differences in precipitation for Scotland with
there being a East and West geographic divide. Eskdalemuir is identified as a
western weather station in Scotland, agreeing with the higher rainfall depths and
events observed at this location (Svensson & Jakob 2002, Afzal et al. 2011). An-
nually, the results across all stations showed that over a period of 38 years, rainfall
depths were increasing with Eskdalemuir increasing at a faster rate than at Dyce
and Leuchars. Storms events, such as storm Desmond in 2015 (van Oldenborgh
et al. 2015), have been increasing in frequency which has contributed to an in-
crease trend in precipitation events. An increase in rainfall has been observed in
other countries and has been attributed to anthropogenic activity and atmospheric
circulation (Groisman et al. 2005).

Hourly precipitation observations gave the opportunity to model the number
of heavy rainfall events that have occurred over the 38 year period. Heavy rain-
fall events where at least one hour recorded ≥ 4mm/h showed an increase in
trend annually, with Eskdalemuir showing a peak of 47 events in 2015. Kendon
et al. (2014) predicted from modelling rainfall in East Scotland that there was an
increase in the duration of rainfall events which may be more of a threat to soil
erosion events than high intensity rainfall events alone. This chapter focussed on
the number of events rather than duration, but the findings in this research does
show an increase in the number of summer events. However, during the summer
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season vegetation cover is at its highest and would pose less of a soil erosion risk
to pipelines.

3.4.2 Seasonal change in heavy rainfall events and possible
drivers

This chapter evaluated the change in seasonal rainfall events. Over the 38 year 
period, Autumn and Summer were ranked the top 1 or 2 in number of events 
across all weather stations, which is consistent with the findings of Blenkinsop 
et al. (2017). However, this study finds there is no significant trend in Autumn 
events whilst there is a significant increase in the number of Summer heavy pre-
cipitation events. For pipeline operators, the threat of heavy Summer seasonal 
events to soil cover erosion is reduced as this is the time when vegetation cover is 
at its greatest in this region. A notable finding which agrees with other studies is 
the increase in the variability of winter rainfall events. At Eskdalemuir there were 
15 events in 2006 and 21 in 2015; which was the period of storm Desmond. For 
bare fields in this region the number of heavy precipitation events occurring over 
a short space of time can erode the surface. The explanation in the variability of 
winter patterns may be correlated with the North Atlantic Oscillation (NAO) index. 
The NAO is represented by sea-level fluctuations between Iceland and the Azores 
and is measured in quantitative negative and positive values (Hurrell et al. 
2003). Figure 3.13 shows the implications for the UK as a positive NAO value 
results in wetter winters and a negative value equates to drier winters (Horswell et 
al. 2019, Hurrell et al. 2003). Being aware of the change in NAO can be useful 
for pipeline operators in the Eskdalemuir region in relation to soil erosion risk 
and pipeline cover.
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Figure 3.13: Summarised regional difference in rainfall pattern for the UK. Figure
reproduced from Horswell et al. (2019). Note: NAO + and NAO– describe the
negative or positive phase of the NAO index.

3.4.3 Future simulations and pipeline risk mapping

The UKCP18 CPM (convection permitting model) hourly precipitation dataset for
each weather station was evaluated. The idea of these simulations is to give an
idea of the rainfall conditions at the present, mid and late 21st century (Met Office
Hadley Centre 2019). The UKCP18 data was evaluated with uncertainties and
averaged to provide a value to compare to the observed data. In all UKCP18
situations the mean value was greater than the mean of the MIDAS values. Met
Office Hadley Centre (2019) argues that this data can provide an estimate for un-
certainty in future changes in the climate, although at our three weather stations
the UKCP18 data over-estimated historical values. The findings in this chapter
show an increasing trend in rainfall events, but this trend is driven by variability
more than a consistent increase in values which agrees with other published lit-
erature (Fowler & Kilsby 2003b, Fowler & Ekström 2009, Fowler & Kilsby 2003a)
. It appears that rainfall depths and exceedance events are increasing and likely
to continue increasing, but with large variation between years and seasons.

3.5 Conclusion

The results show that rainfall is very variable across the National Grid pipeline
route and between years and seasons. There is an increase trend in summer
rainfall depth and exceedance events over the 38 year period, greater at Eskdale-

39



muir than at Dyce and Leuchars. There is increased variability in winter rainfall.
When considering the risk of soil erosion for buried pipelines vulnerable areas
around Eskdalemuir are at higher risk by rain water action if the ground surface
has reduced vegetation cover. The future simulation UKCP18 events did provide
average values for rainfall depth and exceedance for mid and late century, how-
ever these over-estimated historical datasets (1981-1999) and caution should be
used in using these when planning for the long-term.
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Chapter 4

Evaluating the soil erosion risk to a
hydrocarbon pipeline using G.I.S

4.1 Introduction

Buried onshore hydrocarbon pipelines are subjected to the threat of soil erosion in
a changing climate (Sweeney 2004). Transmission pipelines are at the greatest
risk to soil erosion as they are often routed in arable land which is sensitive to
soil erosion (Qi et al. 2012, Bayramov 2012). Whilst there are new techniques
which may mitigate the potential hazards for new pipeline selection (Abudu &
Williams 2015), older pipeline installations require ongoingmonitoring as theymay
be routed in areas with soil erosion risk. Modelling soil erosion is complex as in-
fluences from rainfall, soil, land cover and anthropogenic activity can impact soil
erosion rates. Themost established system for predicting soil erosion at an annual
rate is the Revised Universal Soil Loss Equation and was devised by Wischmeier
& Smith (1978) to estimate soil loss in arable land use in the USA. This equation
considers rainfall intensity, soil erodibility, slope characteristics, vegetation cover
and land use practises to empirically estimate soil loss. Since the digitalisation of
mapping data this model has influenced over 90 soil erosion models (Alewell et al.
2019). In this chapter, the main risk factors for erosion along the National Grid gas
pipeline are considered, together with recent information on the crops grown in the
area from the Centre of Hydrology and Ecology. The risk factors are considered
alongside a recent European map of soil erosion risk (Alewell et al. 2019), iden-
tifying the area along the pipeline route. The RUSLE model has been used for
assessing soil erosion along a pipeline route (Bayramov et al. 2013, Winning &
Hann 2014), but with little detail given about the environment characteristics of
the route and risk mapping for a specific season where arable land is at its most
vulnerable.
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4.1.1 Aims and objectives

The aim of this chapter is consider soil erosion risk factors along the pipeline route.
The objectives are to:

1. Acquire data for the project including slope, soil texture, land cover and crop
data.

2. Evaluate the attributes of land cover, soil texture, crop type and slope in
length (km) along the pipeline route.

3. Identify the most important erosion risk factors and where they are located
along the pipeline.

4. Identify where these risks coincide, thereby maximising the chance of ero-
sion events.

5. Compare the areas identified with the highest risk of erosion with risk data
from a published EU erosion risk map.

6. Consider the implications of arable crop dataset information from the Centre
for Ecology and Hydrology, in relation to seasonal erosion risk.

4.2 Study area

The study area is based on the National Grid gas pipeline network (National Grid
2018). The pipelines that run through the area deliver hydrocarbon products from
the North Sea oil and gas fields. Figure 4.1 shows the location of the National Grid
pipeline in relation to the North Sea oil and gas fields, through to the route of the
pipeline located onshore in Scotland. This region is also productive in agriculture
activity where there are areas which coincide with the pipeline route (Watson &
Evans 2007). Therefore, this study area provides an opportunity to evaluate the
how much of this particular pipeline is in areas of different land types and crop
cover. Assessing this information as well as the likelihood of erosion can give an
idea about the potential soil erosion risk that may be a threat to the pipeline soil
cover.
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Figure 4.1: The study area for evaluating erosion risk factors along gas pipeline
routes. Spatial map created with ESRI (2018) using England and Scotland country
boundary by Ordnance Survey (GB) (2017), with oil and gas field data from Oil
and Gas Authroity (2018). Pipeline data by National Grid (2018).

4.3 Data sources and methods

Table 4.1 provides an overview of the data sources used for creating the soil ero-
sion risk map. This created map will be compared with the EU Soil Data Centre
soil erosion by water RUSLE2015 dataset, which is an assessment of soil erosion
by over the EU at 100 m scale using a modified version of the Revised Universal
Soil Loss Equation. This dataset, published in 2015, has peer reviewed input lay-
ers of rainfall, soil, land cover and soil to provide a model for estimating soil loss
rates per t/ha per year.
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Table 4.1: Data source reference table for chapter 4
Dataset Date Format Description Resoluton Reference
National Grid
Gas pipeline

2020 Polyline Spatial datasetof the gas pipeline that is freely
available.

N/A (National Grid 2018)

Slope DTM 2018 Raster A digital terrain model of the slope which covers
the UK.

50 m (Ordnance Survey 2018)

Land cover 2015 Vecor A spatial land cover dataset which used machine learning
to classify land cover that covers the UK.

50 m (Centre for Ecology and Hydrology 2017a)

Crop data 2016 to 2019 Vector
A spatial dataset which details different crop locations across
the UK using machine learning. This data is cross checked with
farmer surveys to ensure accuracy.

2 ha (Centre for Ecology and Hydrology 2016)

Soil Parent
Material Model

2011 Vector A dataset which covers rock and sediment characteristics which can
provide information on soil texture.

1:50 000 (Lawley 2011b)

Soil erosion
by water
(RUSLE2015)

2015 Raster An EU wide spatial erosion dataset which considers rainfall, soil
erodibility, crop cover and slope that is based on the RUSLE model.

100 m (Panagos et al. 2015)

The Crop Cover Plus dataset is provided by the UKCentre for Hydrology and Ecol-
ogy where vector data of crop classification is provided for Great Britain (Centre
for Ecology and Hydrology 2016). The method uses a combination of supervised
mapping and assessment of accuracy which takes into account records submitted
by farmers. It is updated yearly with crop maps available in the Autumn for that
particular year.

4.3.1 Methods

The first objective is to evaluate the different risk factor variables within each en-
vironmental layer given in Table 4.1. This can be done in the ArcGIS environment
(ESRI 2021) where each vector layer is cross tabulated with the pipeline route.
As slope data is in raster format the zonal statistics tool was used to evaluate the
minimum, mean, maximum and standard deviation of the slope along the pipeline
route. The results from this will show how many variables are within each envi-
ronmental class and a rank can be made for soil erosion risk based on the risk of
a variable exposed to bare soil conditions. In the case of slope degrees the soil
erosion risk is based on how steep a slope is. The soil erosion risk is based on
the ranking system of 1 =low, 2 = medium and 3 = high in relation to slope, land
cover and soil texture.

RF = LC ∗ S ∗ SG ∗ C (4.1)

Equation 4.1 gives a simple qualitative combined Risk Factor(RF) based on Land
cover (LC), Slope degree (S), Soil group based on soil parent material (SG) and
Crop type (C). This equation is loosely based on the RUSLE equation 2.2 given in
the literature review to give a simple indicator of where risk factors are co-located.

4.3.2 G.I.S analysis

The GIS analysis was processed in two parts which is shown in Figure 4.2. The
first step was to evaluate the environment along the pipeline route using the cross
tabulation tool for vector data (Land cover, soil texture and crop type). The zonal
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tool was used to evaluate raster for the pipeline route. The second step of the
analysis required all layers to be converted into raster format. The attributes in
each layer were then assigned a rank value based on the likelihood of erosion
assuming the area is bare. In the case of crop cover, rationale was based on
reduced vegetation cover according to season. Rankings are based on low = 1,
medium = 2 and high = 3 values and a raster calculation was made using these
risk values.

Figure 4.2: GIS analysis methodology for assessing the characteristics of the
pipeline route and calculating the soil erosion risk map

4.4 Results

4.4.1 Environment along the pipeline route

Slope is classified based on the classification from Lilly (2018) that is based on
soil erosion risk for Scotland. The total length of the pipeline that transects the
East of Scotland totals 1611 km. Table 4.2 illustrates that 1330 km of the pipeline
is routed in flat terrain. The results from the pipeline route were evaluated as a
range from 0 degrees to 22 degrees. The mean value is 3 degrees across this
pipeline route with a standard deviation of 3 degrees. Therefore the majority of
the pipeline corridor is situated in gentle terrain and is classified as low risk.
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Table 4.2: The length of the pipeline route under different slope classes and soil
erosion rank.

Slope class Degrees Pipeline length (km) Rank
Almost flat 0 - 2 669 1
Gentle 3 - 5 661 1
Moderate 6 - 10 238 2
Moderately steep 11 - 18 42 3
Steep 18 1 3

Table 4.3 shows the evaluated land cover lengths. The data, based on 2015
surveying, shows that the majority of pipeline consists of arable, horticulture and
improved grassland. When evaluating soil erosion risk, the more vulnerable ar-
eas are arable and horticulture, bog, freshwater, littoral and saltwater landscapes
which total 758 km of the route. Highest soil erosion risk for land cover is based
on published literature that recognises water erosion risk for arable land cover
(Watson & Evans 2007, Batey 2015), bog and peat cover (Grieve et al. 1995) and
pipeline exposure to water (Sawatsky et al. 1998). Improved grassland may have
erosion risks (Rickson et al. 2019) as well as woodland areas which have been
cleared for pipeline installation, therefore these areas have been given a mod-
erate risk category. Low risk environments were given to urban and suburban
areas.

Table 4.3: Land cover results for the pipeline route and soil erosion rank.

Land cover type Length along pipeline (km) Rank
Arable and horticulture 739.9 3
Improved grassland 508.3 2
Coniferous woodland 109.1 2
Acid grassland 96.7 2
Broadleaf woodland 57.6 2
Heather grassland 44.4 1
Heather 29.8 1
Bog 15.2 3
Suburban 3.6 1
Supralittoral sediment 2.3 3
Urban 1.5 1
Freshwater 1.4 3
Inland rock 0.8 1
Saltmarsh 0.3 2
Littoral sediment 0.2 3
Saltwater 0.1 3
Fen, marsh and swamp 0.0 1

Soil texture is influential in soil risk erosion as the ratio between sand, silt and clay,
can change how likely a soil is to erode along with organic matter content. The soil
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texture triangle, shown in Figure 4.3, gives an approximation of the combination of
sand, silt and clay in a soil shown in Table 4.4. The British Geological Survey Soil
Parent Material Dataset associates soil group is based on a classification system
given by the Department for Environment, Food and Rural Affairs (DEFRA). Table
4.4 shows that the majority of the soils in this region are light to medium in soil
texture. Soils erosion risk depends onmany factors including vegetation coverage
and compaction that can risk soil erosion. Therefore the lightest soils have been
classified as high risk for soil erosion whilst medium silty to heavy soils are at
medium to low risk (DEFRA 2010).

Figure 4.3: A simplified Soil texture triangle which give associated names of soil
according to the percentage of sand, silt and clay. (DEFRA 2010)
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Table 4.4: Soil group results for the pipeline route. Soil triangle imagery defined
by Lawley (2011a).

Soil group (DEFRA classification) Length along
pipeline (km)

Texture
triangle

Rank

Light (sandy) to medium (sandy) 869.0 3

Light 272.3 3

All 258.3 2

Heavy to medium (sandy) to light (sandy) 198.6 3

Light (sandy) 171.2 3

Medium to heavy 56.4 2

Light to medium 31.2 3

Medium (silty) to heavy 18.8 2

Heavy to medium 7.4 2

Medium 7.1 2

Medium to light (silty) 6.8 2

Light (silty) to medium (silty) to heavy 2.8 2

Light (silty) to medium (silty) 0.9 2
Not classified 0.3 N/A 1

4.4.2 Changes in crops grown during 2015 to 2019

Fallow (bare) soil is at greatest risk of erosion, as are newly drilled seed beds 
that give rise to seasonal risks that differ between crops. The total length of 
crops identified along the pipeline route ranges from 1120 km to 1131 km (70%) 
of the pipeline route. Table 4.5 shows the change in crops along the pipeline 
route which is given as length (km). Grass constitutes the majority of the crop 
data, which does not normally pose a large soil erosion risk. The most notable 
change in crop cover comes from a shift for spring wheat to spring barley, where 
the latter become the second highest share of crop cover by 2019. Winter Wheat 
remains consistent as well as oilseed rape, and potatoes. Risk is categorised 
by the seasonal likelihood of bare soil cover being vulnerable to intense rainfall 
conditions. Winter cereals, field beans and oilseed rape drilled in October pose a 
high risk for soil erosion during the crop establishment in autumn and early 
winter (Boardman 2013). These crops have been given a high risk value of 3, 
whilst all other crop types are given a low value of 1. Soil left fallow during 
rotations is not
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specifically identified in the crop classification, but would be vulnerable to erosion.

Table 4.5: Crop cover type change along the length of the pipeline route. Winter
oats were included in Winter wheat statistics prior to 2019.

Length along pipeline (km)

Crop type Year Planting month Harvest month
2016 2017 2018 2019

Grass 528.8 473.1 502.1 460.3
Spring wheat 250.1 171.5 42.1 31.5 February to March July to September
Winter wheat 100.7 107.2 115.9 130.7 October to December June to August
Other crops 77.0 64.7 56.7 60.7
Spring barley 57.1 145.2 251.3 252.6 February to March July to September
Winter barley 46.2 50.7 56.5 72.0 October to December June to August
Oilseed rape 37.0 49.9 41.6 44.3 August to September June
Potatoes 25.2 45.8 33.4 42.2 April August to October
Field beans 7.4 6.3 2.7 7.4 September to October
Maize 1.4 6.6 18.3 February to May September to December
Peas 10.8
Winter oats* 8.2

4.4.3 Identifying points of high risk

Figure 4.4 is themap which displays the points along the pipeline route which were
classified as high risk based. It can be seen that themajority of the points identified
as high risk are located in the north of the pipeline route between Leuchars and
Dyce. The EU soil data centre erosion RUSLE risk dataset was evaluated along
the pipeline route and the values ranged from 0 t/ha/yr to 29 t/ha/yr. The data
were separated into 4 equal categories and points were mapped according to the
highest risk category which had values between 23 t/ha/yr to 29 t/ha/yr. On Figure
4.4a these show at 3 points near the Eskdalemuir region. In contrast, there were
4 points which were identified as high risk in this region which has typical high
rainfall rates.
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(a) Slope soil erosion risk factor, (b) Land cover soil erosion risk factor.

(c) Soil texture risk factor. (d) Crops at risk during winter.

(e) Combined soil erosion risk map based on
equation 4.1 also showing rates identified as
high risk by Panagos et al. (2015)

Figure 4.4: Constructed soil erosion risk maps of (a) A slope risk map which illus-
trates spatially the moderate and steeply moderate slope class along the pipeline
route. (b) A spatial map which illustrates the highest risk category based on land
cover classification. (c) A spatial map which illustrates the highest risk category
based on soil texture. (d) A spatial map which illustrates the highest risk category
based on winter susceptibility to soil erosion. (e) Soil erosion risk map showing
both combined risk (excluding rainfall) and the EU erosion risk including rainfall
(Panagos et al. 2015). Created in ArcPro (ESRI 2021) using base map imagery
from (National Geographic World Map 2011).
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The length of the pipeline evaluated to be at risk from Figure 4.4 (e) and given
in Table 4.3 shows that 169 km of the pipeline corridor is mainly situated in the
North of where the majority of the crop and land cover is sown. However, the
Eskdalemuir region is not represented in this spatial data.

Table 4.6: The length of pipeline evaluated to be at risk.

Risk category Length of pipeline (km)
Low - 1 459
Moderate - 2 496
High - 3 169

4.5 Discussion

4.5.1 Land cover and crop change

The benefit of using GIS to analyse quantities of soil erosion risk is that it is simple,
efficient and cost effective for identifying large areas of spatial information. The
GIS environment has been used to identify risk along pipeline routes including
geotechnical hazards (Augusto et al. 2010), ground cover restoration (Bayramov
et al. 2016), earthquake mapping (Borfecchia et al. 2015) and soil erosion (Bayra-
mov et al. 2019, Winning & Hann 2014). In this chapter, the GIS environment was
used to evaluate the characteristic of the pipeline and for using detailed crop data
to identify seasonal areas of erosion. The majority of the pipeline route is situated
in land cover that is dominated by arable, horticulture and improved grassland.
Whilst most of the pipeline route is situated in flat or gently sloping terrain that is
of relatively low risk of soil erosion by water, there is debate in the literature as
to the extent of how vulnerable arable areas are to soil erosion by water. The
longer term study by Watson & Evans (2007) suggests cereal and oilseed rape
were commonly eroded due to winter rainfall storms, whilst Frost & Speirs (1996)
argue that there is doubt to the extent of erosion in land cover that is classified as
arable. The findings in Table 4.7 evaluated that a substantial portion of the route
is arable and traditionally classified as vulnerable, however the recent addition
of crop data means spatial data identifying specific crop types can improve the
accuracy of seasonal risk mapping.
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Table 4.7: Literature concerning soil erosion risk in the region of East Scotland

Year Location Detail Cause Reference

1993 Strathearn
Erosion was observed on fields
with ploughed land and sown
autumn cereals

Severe weather
conditions during
January 1993

(Davidson & Harrison 1995)

1994 Forfar

Erosion was identified in 58%
of surveyed fields. Bare soil
worked downslope was most
effected.

Rainfall in excess
of 50 mm/day

(Kirkbride & Reeves 1993)

1995 Southern
Uplands

Sampled areas identified peat
erosion

Land management:
draining, grazing and
moorland burning.

(Grieve et al. 1995)

1996 East Lothian

Examined soil erosion after an
intense rainfall event in an area
with varying topography and
arable land cover. Authors found
10 fields out of 265 which were
recorded as eroded. Authors
doubt risk between arable land and
soil erosion.

N/A (Frost & Speirs 1996)

2006 East Scotland
Authors argue that soil erosion is
limited to small areas, but overall
no widespread soil erosion issue.

Authors suggest that
climate change and
an increase in storm
events may accelerate
soil erosion

(Towers et al. 2006)

1985-2007 East Scotland

A combination of quantitative and
qualitative surveys over a 22 year
period showed in some years with
oilseed rape and cereals being
frequently eroded.

Winter precipitation
and heavy rainfall

(Watson & Evans 2007)

4.5.2 Identification of vulnerable areas

Between 1113 km and 1120 km of the pipeline route was evaluated in the crop
dataset. This study showed that over a four year period (2016 to 2019) there
was a change in crop types grown along the length of the pipeline. Winter barley
steadily increased over the period, it was seen in Table 4.5 that spring wheat and
barley shifted in the share of the pipeline route. In contrast to land cover, the crop
dataset requires constant updating as fields are often rotated (Gabriels 2003) and
the decision of what to sow is driven primarily by economic decisions (Agriculture
and Horticulture Development Board 2019). Therefore, this shows potential for
conflict between land owners economic decisions and pipeline operators neces-
sity to protect soil cover. Larger areas of arable crops vulnerable to erosion risk
during the winter are situated in the north where the frequency of intense rain-
fall events is often only a small fraction of that in the Southern Uplands (Chapter
3). The data presented in Chapter 3 established that during the winter period
there were few heavy rainfall events for Dyce and Leuchars, however Kirkbride
& Reeves (1993) observed fields eroded by low intensity rainfall events in For-
far and Angus. In contrast, the points for the RUSLE erosion risk map (Panagos
et al. 2015) identified the region near Eskdalemuir as potential for high erosion
rates associated with the more intense rainfall and steeper slopes in this area.
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The more detailed information on seasonal crop data from CEH provides an op-
portunity to improve the accuracy of seasonal risk mapping for erosion along the
pipeline route.

4.5.3 Improving soil erosion mapping for pipelines

To improve the accuracy of soil erosion risk maps specialising in the pipeline en-
vironment there needs to be accurate ground-truth spatial information which de-
tails where erosion has taken place historically. The inclusion of crop data is a
welcome step for improving soil erosion risk mapping, however ground-truth data
needs to be used for verifying where the erosion has previously occurred (Winning
& Hann 2014, Xiao et al. 2016). Modelling using the RUSLE equation comes with
challenges regarding the accuracy of predicting where erosion risk are present
(Alewell et al. 2019), together with issues regarding its use at a large scale (Evans
& Boardman 2016). The analysis in this chapter identified crop patterns shifting
over a four year period, which means that there needs to be regular erosion risk
mapping based on the location of cropped fields, together with an appreciation
that heavy rainfall events vary greatly from year to year with increasing frequency
in some areas and seasons. An alternative would be to identify known areas of
soil erosion along pipeline routes and construct statistical risk models based on
historical and spatial datasets, though the lack of ground-truth data currently lim-
its this approach. It must be remembered that, in the case of soil erosion above
pipelines, even a fewmetres length of substantial erosion along a pipeline corridor
could trigger a very expensive failure.

4.6 Conclusion

In north-east Scotland, the pipeline route is situated in land cover that is mainly
grass, which has a low erosion rate, and in arable and horticulture land cover.
This has the potential to be vulnerable to soil erosion by water for areas where
vegetation cover is reduced. The addition of the crop cover plus data offers the
opportunity for more detailed seasonal assessment and mapping of soil erosion
risks. Maps of slope, soil type and vegetation cover show the main erosion risk
factors along the pipeline route in relation to the occurrence of intense rainfall
events. In the north of the region, the areas identified as highest risk are subjected
to few intense winter precipitation events in contrast to the southern section of the
pipeline. However, even if a small area of an individual field is subjected tomultiple
erosion events which can reduce the soil cover then the pipeline may be at risk
of failure. Satellite-based (InSar) ground displacement data offers the potential to
map areas where the ground has been eroded along a pipeline route and this is
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considered in Chapter 5.
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Chapter 5

Estimating ground surface
displacement along a hydrocarbon
pipeline in Scotland

5.1 Introduction

Satellite missions were originally launched as military applications during the mid-
twentieth century (Xue. et al. 2008). Technological advances and the ability of
satellites to monitor the Earth means that civilian applications are the main satel-
lite missions of today (Kramer & Cracknell 2008). The launch of NASA LandSat
and MODIS (Aqua and Terra) gave the opportunity to monitor the Earth frequently
but at low spatial resolution (300m-500m) (Li & Roy 2017). The most recent Sen-
tinel missions launched in 2014 by the European Space Agency (ESA) improved
on the temporal and spatial resolution with revisit time of 6-12 days and tempo-
ral resolution is of 10m (Malenovsky et al. 2012). Key applications for remotely
sensed data include land based management systems and the monitoring of geo-
hazards including earthquakes (Malinowska et al. 2018, Tralli et al. 2005, Polcari
et al. 2016) and landslides (Cigna & Tapete 2021) using both optical and InSar
(Interferometric Synthetic Aperture radar) radar imagery.

The possibility of utilising ground surface displacement technology for monitor-
ing pipeline routes is attractive as satellite data can cover a large area at modest
cost (Sims & Riedmann n.d., Hole et al. 2011). The main limitations for remote
sensing technology is the presence of vegetation and cloud cover (Massonnet
et al. 1993) which is widespread in Northern Europe, but not for bare fields where
soils are particularity vulnerable to erosion. Ground surface displacement is the
change in the ground surface height, and is often caused by external influences
including soil erosion. This chapter uses InSar ground surface monitoring technol-
ogy along a pipeline corridor that experiences high rates of rainfall and is generally
well vegetated.
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5.1.1 Interferometric synthetic-aperture radar

Interferometric synthetic-aperture radar (InSar) is a technique based on radar
technology used in geodesy and remote sensing. One of the main applications
for this technique is to measure ground displacement on the earth’s surface to
within mm (Malenovsky et al. 2012). Ground surface displacement is measured
as either a positive value (towards the satellite) or a negative value (away from
the satellite) and has the potential to identify areas of instability using Differential
Interferometry of images from two separate acquisition dates (European Space
Agency 2020b). To measure ground displacement over a continuous period there
needs to be suitable remote sensing imagery with a constant revisit period with the
radar technology being used. The launch of Sentinel-1a in 2014 and Sentinel-1b
in 2016 has given the ability to download remotely sensed imagery with accept-
able spatial resolution and temporal resolution (from 6 to 12 days revisit time).
This opened the possibility of Differential Interferometry in the UK for the Earth
observation community (Malenovsky et al. 2012).

5.1.2 Aims and objectives

The aim of this chapter is to present a case study for analysing ground displace-
ment along the national gas pipeline in Scotland, an area where optical imagery is
often unavailable due to cloud cover. If successful then InSar would allow changes
in the ground surface to be identified and their association with potentially erosive
rainfall events to be assessed at a more accurate temporal and spatial scale.

The objectives are to:

1. Ensure that the image processing was carried out correctly by completing
the Interferometry tutorial published by Braun & Veci (2021).

2. Process the data at a test site where ground displacement is not expected
to change (Eskdalemuir Weather Observatory).

3. Process interferogram images for the winter period between 2015 to 2018
along the pipeline route and evaluate ground displacement.

4. Split the ground displacement data into two zones; the immediate pipeline
zone (5m either side of the pipeline), and outer zone (from 5m to 50m either
side of the immediate pipeline zone). Compare the ground displacement
data in relation to soil texture, land cover and slope.

5.1.3 Study area and reference site

The study area is the National Grid gas pipeline route near Eskdalemuir in Scot-
land (Figure 5.1) where intense rainfall events have been observed (Chapter 3)

56



and risk of erosion noted (Chapter 4). Shown in Figure 5.1b, the two National Gas
pipelines run adjacent throughout the area, each having a length approximately
35km for this study area. The reference site used to assess this technique for this
chapter is the Eskdalemuir Weather Observatory (55’18’44’N, 3’12’22’W) as neg-
ligible ground displacement is expected at this location. This region is known for
higher than average rainfall rates (Svensson & Jakob 2002) which has the poten-
tial for soil erosion by water where pipelines buried in the area could be vulnerable
to such risk (Batey 2015). The majority land cover of this study area is improved
grassland, with light sandy soil texture and relatively little arable agriculture. The
number of heavy rainfall events is shown in Table 5.1, where storm Desmond and
unusual conditions over a period of one month, increased the number of heavy
rainfall events in December 2015 (van Oldenborgh et al. 2015).

(a) The study area along the pipeline route.

(b) The Eskdalemuir weather observatory in
relation to the pipeline route.

Figure 5.1: The study area for evaluating ground displacement. Maps create with
ESRI (2018)

Table 5.1: The number of heavy (≥ 4mm/hr) rainfall events recorded at Eskdale-
muir weather station. Data obtained via MIDAS (see Chapter 3)

Winter period Number of heavy
rainfall events (≥ 4mm/hr)

2015-2016 29
2016-2017 7
2017-2018 10
2018-2019 16

5.1.4 Pipeline slope profile

The slope map is presented in Figure 5.2 together with the slope profiles. Whilst
pipelines are required to be buried in ground which is relatively flat, this can be
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a challenge when planning routes in upland terrain. It can be seen in Figure 5.2
that each pipeline runs in undulating terrain, as is shown in the slope profiles.

Figure 5.2: The slope map of the route (in metres), and the elevation profiles of
the Gas transmission pipelines that transect the region near Eskdalemuir.

5.2 Data sources, software and methods

5.2.1 Database sources and software

Table 5.2 shows the data sources and software used. Each period studied re-
quired around 14-17 remotely sensed images for processing. Prior to the pro-
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cessing of the ground displacement data, the digital elevation model (DEM), soil
parent and land cover datasets were prepared in the ArcPro GIS environment.
The pipeline data were buffered (50m either side) along the pipeline corridor and
a fishnet sampling technique was used to sample the corridor every 20m totalling
15189 sampling points locations. The DEM, soil parent and land cover datasets
were resampled to 10m x 10m to collocate with the sentinel-1 data. Further details
of the Sentinel-1 data used for this project can be found in Appendix E.

Table 5.2: Data, software and references which were used in relation to the ground
displacement analysis.

Data Type Reference
Sentinel-1 imagery InSar C-Band imagery (European Space Agency 2020a)
National grid gas pipeline Vector file (National Grid 2018)
Land cover Environmental data (Centre for Ecology and Hydrology 2017a)
DEM Digital elevation model (Ordnance Survey 2018)
BGS Soil parent Soil texture (Lawley 2011b)

Software
SNAP Software for image processing (European Space Agency 2020b)
SNAPHU Software to unwrap images (Chen 2020)
ArcPro G.I.S. software for spatial analysis (ESRI 2021)

Processing each image pair

Figure 5.3 shows the work flow of processing each image pair using the SNAP
software. The process works by stacking a pair of images on top of each other
where the earlier (by date) is known as the reference image and the later is known
as a secondary. This creates one stacked image from which the software pro-
duces an interferogram (with a separate coherence layer). The most important
step in this processing is the unwrapping of the image which converts the pixels
into radians that can then be evaluated to displacement velocities. Unwrapping
is a process that may result in errors therefore each image is quality checked
for errors. The image then undergoes terrain correction and the final check is to
mitigate any offset that occurred during image processing.
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Figure 5.3: The workflow of processing two Sentinel-1 image pairs into one single
stacked image

GIS analysis

To represent the pipeline corridor, the area was divided into sample points 20
metres apart totalling 15189 sample points along the pipeline route. These points
were then separated into zones representing locations close to the physical
pipeline and location in the outer pipeline zone (Figure 5.4). The images were
then imported into the ArcGIS environment where soil texture, land cover and
slope environmental layers were imported into the environment and the sample
tool was used to evaluate the value of each coherence, displacement and envi-
ronment layer to a pipeline sample point. Each image pair had corresponding
coherence layer and only pixels with a coherence ≥ 0.6 were accepted. Rstudio
and R code were used to analyse the data for each sample point location across
the ground displacement images to evaluate if any spatial patterns occurred.
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Figure 5.4: A diagram defining the pipeline zone and the outer zone. Not to scale.

The pipeline goes over various soils which are classed in the following table. The
Department for Environment, Food and Rural Affairs (DEFRA) soil classes were
used for simplicity. Table 5.3 gives information on the equivalent soil textures.

Table 5.3: DEFRA and soil texture equivalent. Further information on how soils
are classified can be found in Lawley (2011b)

Defra class Soil texture equivalent Texture
triangle

Light (sandy) Sandy soils

Light (sandy) to medium (sandy) Sandy loam to
sandy clay loam

Light Sandy and loamy
soils (minimal clay)

Light to Medium Sandy to clayey silty
loams (minimum 20% sand)

Medium Clay loam

Medium (silty) to light (silty) Clayey to silty loams

All Mixture of Sand, Silt and Clay

61



5.3 Results

5.3.1 Data processing

Table 5.4 shows a total of 54 images across four years that were processed for this
project. After quality checking each image for errors, there were 13 images which
could not be used further due to error in images after the unwrapping phase. From
the remaining 41 images, 27 required offsetting where 14 images did not require
altering. The break down of post processing offsetting is given in Table 5.4.

Table 5.4: The number of images processed for each year’s autumn and winter
period. Defect image is defined by the image not being suitable for further pro-
cessing due to unusual raster imagery. If an image was found not to be defect
then it was checked for offsetting errors.

Year Defect image Offset required No offset required Total images
2015 3 6 4 13
2016 5 6 3 14
2017 5 6 3 14
2018 0 9 4 13
Total 13 27 14 54

The offset of the image were determined by rational user judgement according to
criteria in Braun & Veci (2021). Table 5.5 gives the range of values which were
used for offsetting. The SNAP software evaluates ground displacement in metres
and the offset values are given in the same unit. When converted the range is
between 10 mm to 50 mm and a total of 18 images from 41 required offsetting.

Table 5.5: The offsetting range is determined by rational user judgement and is
adjusted based on the following tutorial by Braun & Veci (2021).

Year Offset range (m)
2015 0.01 - 0.02
2016 0.01 - 0.04
2017 0.025
2018 0.01 - 0.05

5.3.2 Weather station - reference point fro all image for all im-
age pairs

The Eskdalemuir weather observatory provided a reference point for the data. The
site has a small area and each sample location was mapped to either a building,
a field or a vegetated area. Figure 5.5 shows a box plot giving the distribution
of ground displacement to each mapped category and shows little difference in
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the data with the median close to 0mm. The minimum and maximum values are
-20mm and 20mm respectively.

Figure 5.5: The ground displacement values for each land category at the Es-
kdalemuir weather station.

5.3.3 Pipeline corridor

The total length of the pipeline route totals 63 km. Table 5.6 displays that 36 km of
the pipeline route is in moderate to steep elevated conditions. In addition to Table
4.2 this area represented the steeper slope classes across the pipeline corridor
in Scotland.

Table 5.6: The length of the pipeline route under different slope classes in the
study area (Eskdalemuir)

Slope class Degrees Pipeline length (km)
Almost flat 0 - 2 15
Gentle 3 - 5 12
Moderate 6 - 10 26
Moderately steep 11 - 18 9
Steep >18 1

There was a total number of 15189 sample points representing the pipeline
corridor. After G.I.S processing there was a total of 13968 sample points that
registered ground displacement values. From these 13968 points 1401 locations
were in the immediate pipeline zone and 12567 were the outer zone. Table 5.8
shows that the majority pipeline is situated in improved grassland which is a com-
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mon habitat that contains common perennial grasses that lack winter senescence
(Centre for Ecology and Hydrology 2017a).

Table 5.7: The number of pipeline sample locations that were evaluated into each
soil class.

Soil class Pipeline corridor Pipeline zone Outer zone
Light (sandy) 348 36 312
Light (sandy) to medium (sandy) 1897 186 1711
Light 7905 800 7105
Light to medium 942 100 842
Medium 17 17
Medium (silty) to light (silty) 12
All 2847 279 2580

Table 5.8: The number of sample points for each land cover classification and
within each zone of the pipeline corridor. The area around Eskdalemuir is mainly
classified as grassland.

Land cover Pipeline corridor Pipeline zone Outer zone
Improved grassland 8310 858 7452
Acid grassland 2920 315 2605
Coniferous woodland 1876 164 1712
Broadleaf woodland 396 24 372
Arable and horiculture 229 19 210
Inland rock 97 10 85
Suburban 88 7 81
Heather grassland 24 2 22
Bog 22 2 20
Freshwater 5 5
Urban 3 3

The coherence dataset that are produced with the ground displacement images
give an indication as to how much vegetation may be on the ground surface to
render data suitable for displacement analysis. A high coherence reading indi-
cates bare ground whilst a low coherence suggests a vegetated surface. Figure
5.6 show the distribution of coherence for each land cover category and shows
that the majority of coherence values were just over the 0.6 threshold. The values
appear reasonably consistent with what is expected from the land cover classes
with urban areas having greater coherence..
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Figure 5.6: The box plots for each land cover classification and its coherence
distribution.

Zone comparison

The ground displacement values for Figure 5.7 indicate no difference of ground
displacement velocities across each of the pipeline zones. Figure 5.8 shows the
box plot distribution for land cover and soil class for each pipeline zone. There
was no significant difference in values amongst each class with improved and acid
grassland values showing an identical distribution for the pipeline and outer zone.
However, there are numerous outliers within each dataset that have the possibility
of representing ground displacement ±30mm .
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Figure 5.7: The comparison of sample points across both pipeline zones.
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Figure 5.8: Zone comparison of ground displacement for land cover and soil
classes

Spatial analysis

Figure 5.9a shows the top 10 percent of the most negative ground displacement
values evaluated in the pipeline zone. It illustrates that the lowering of the ground
surface is distributed throughout the corridor, which had a range from -43 mm to
a maximum of -11 mm and a mean of -14 mm. These values were placed into
categories of ground displacement values between - 30 mm to - 21 mm and -20
mm to - 10 mm to determine if there were clusters of ground displacement points.
Figure 5.9b shows that there were 3 areas which contained small clusters of points
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termed Area 1, 2 and 3. These areas were plotted alongside the soil erosion risk
data evaluated from Chapter 4. It can be seen from Figure 5.9c that there was one
location (Area 1) which co-located with a point that was evaluated in Chapter 4
however, the spatial distribution shown in Figure 5.9a gives an argument for how
to include rainfall in risk mapping is important.

(a) Top 10% of lowest ground displacement
values.

(b) The locations of areas 1, 2 and 3 which
contain small clusters of ground displace-
ment points.

(c) A soil erosion risk map showing risk iden-
tified in this chapter and Chapter 4.

Figure 5.9: Constructed soil erosion risk maps of (a) Top 10% of lowest ground
displacement values across the study area. (b) The locations of areas 1, 2 and
3 which contain small clusters of ground displacement points. (c) A soil erosion
risk map showing winter risk, areas detected in this Chapter, the Winter risk from
Chapter 4 and the RUSLE which includes rainfall by Panagos et al. (2015). Cre-
ated in ArcPro (ESRI 2021) using base map imagery from (National Geographic
World Map 2011).

Table 5.9 give detail of the points within each area cluster. Areas 1 and 2 have
ground displacement points which are situated on terrain with relatively flat terrain,
in sandy soil and improved grassland, which is typical of this region. Area 3 shows
possible lowering of the ground surface in mixed soil in coniferous woodland. If
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this land cover is accurate then these results could be affected by high vegetation
in the area.

Table 5.9: Area statistics

Area Sample
point

Displacement
(mm)

Slope
(degrees)

Soil texture Land cover

1

1 -25 6

Light (sandy)
to medium
(sandy)

Improved
grassland

2 -25 2
3 -25 0
4 -26 2
5 -25 0
6 -26 6

2

1 -21 0

Light (sandy)
to medium
(sandy)

Improved
grassland

2 -21 0
3 -22 0
4 -21 0
5 -20 0
6 -22 5

3
1 -25 6

All Coniferous
woodland

2 -26 0
3 -28 10

5.4 Discussion

5.4.1 Challenges and uncertainties in the InSar technique

This chapter used Sentinel-1 InSar image pairs to monitor ground displacement
along a selected pipeline route in Scotland. Since the launch of the European
Space Agency’s sentinel satellites there has been interest in utilising this technol-
ogy to monitor deformation along hydrocarbon pipeline routes (Bayramov et al.
2020, Sims & Riedmann n.d.). Hole et al. (2011) noted that this technology has
the potential to monitor pipelines in challenging environments and Bayramov et al.
(2020) demonstrated how this technology can be used to monitor surface defor-
mation along a pipeline route with low vegetation cover. The aim of this chapter
has been to use this technology in an area that experiences high rainfall intensi-
ties and where cloud cover makes optical imagery challenging. The success of
the image processing relies on numerous influences including the quality of the
original image, processing technique and atmospheric processes (Wasowski &
Bovenga 2014, Strozzi et al. 2018). From a total of 52 image pairs, 11 produced
unusable data which hindered continuous data analysis over time due to missing
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data. Furthermore, the majority of the images required offsetting, which alters the
data based on user judgement unless there is an automated process to handle
corrections (Intrieri et al. 2018).

Vegetation in Scotland can hinder successful measurements (Sims & Ried-
mann n.d., Massonnet et al. 1993). Further uncertainty could be attributed to the
coherence values as the majority of the coherence values were just above the
threshold of 0.6 which is typical for temperature climates (Fiaschi et al. 2019).
The Eskdalemuir weather observatory was used as a reference site where veg-
etation, buildings and grassed fields were mapped against mean displacement,
which was close to zero for all three categories giving some confidence in the
method.

5.4.2 Ground displacement along the pipeline route

The top 10% of ground displacement values along the pipeline route showed dis-
placement that ranged from -43 mm to a maximum of -11 mm, with a mean of
-14 mm. When these values were categorised it gave the opportunity to iden-
tify areas where clusters of ground displacement values could pinpoint locations
for further investigation with ground-based monitoring data. There was one area
which showed a decreased in ground surface level that was identified high risk
in the soil erosion risk map in Chapter 4 and in this Chapter (where Area 1 is).
There was no crop data in this area, but the land cover was classified as improved
grassland with a maximum slope of 6 degrees and sandy soil texture. Table 5.10
provides information on other literature that has used Sentinel-1 imagery for moni-
toring surface deformation, which is in a similar range to the velocities found in this
study. This technique and the ground displacement results from it have beenmore
widely used in Mediterranean and arid environments where vegetation is relatively
sparse. In this study there is uncertainty in applying the method in a vegetated
temperate environment, so the values should be treated with some caution.

Table 5.10: Ground displacement velocities observed in a range of previous stud-
ies.

Location Vegetation/area Velocities (mm/yr) Reference
Italy Sparse vegetation and grassland 23 (Cigna & Tapete 2021)
China Coastal -30 + 30 (Running et al. 2004)
Azerbaijan Pipeline corridor -21.3 and + 14.1 (Bayramov et al. 2020)
Vietnam Coal mine 14 (Dang et al. 2021)
Argentina Volcanic complex 20 (Derauw et al. 2020)
Italy Land subsidence 27 (Ezquerro et al. 2020)
Turkey Ground deformation 35 (Imamoglu et al. 2019)
Ireland Landslide -17 (Fiaschi et al. 2019)
China Landslide 27 (Intrieri et al. 2018)
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5.5 Conclusion and potential use

There is considerable potential for this technique to monitor ground displacement
but there needs to be comparison with ground-truth data and observations to es-
tablish accuracy of estimates (Bayramov et al. 2020, Strozzi et al. 2018, Carla
et al. 2018). The potential spatial and temporal resolutions are of the order of
millimetres (Wasowski & Bovenga 2014) which means that large displacements
should be easy to identify once the processing of image pairs is becomes error
free. However, ground-truth technology needs to be used alongside satellite mon-
itoring to verify the values once a region of interest has been identified.
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Chapter 6

Discussion and conclusion

6.1 Results in context

The research presented in this thesis evaluated how to improve soil erosion risk
mapping for the oil and gas pipeline industry. It explored changing rainfall pat-
terns and how remote sensing technology could to used to identify areas along
the pipeline at risk of soil erosion. Chapter 3 was concerned with the change
in rainfall over time. Three weather stations (Dyce, Leuchars and Eskdalemuir)
were evaluated for the period 1981 to 2018 and it was concluded that Eskdale-
muir experienced more than double the total heavy rainfall total and events than
Dyce and Leuchars. Heavy rainfall events (≥ 4mm/h) at Eskdalemuir had a mean
value of 30 per year, whilst at Dyce there was a mean value of 11 and 9 precipita-
tion events per year at Leuchars. This split in values across the weather stations
is due to the geographic split in rainfall conditions in Scotland which is found in
other research work by Afzal et al. (2011) where the results from Chapter 3 can
contribute to there being a geographical east/west split in rainfall observations.

Regression analysis showed that Eskdalemuir approached a significant posi-
tive trend in total and heavy rainfall events over time at an annual and seasonal
scale during the winter and summer. These findings update and support the work
by Svensson & Jakob (2002) and Fowler & Kilsby (2003a) that ongoing regional
analysis is important to record any significant changes in rainfall patterns for en-
vironmental management, in particular to the Eskdalemuir area. The results from
chapter 3 illustrate that Eskdalemuir in recent years experienced not only wetter
conditions over time, but there is a greater variability in the number of heavy pre-
cipitation events at a seasonal resolution for the winter and summer periods. One
example of this was during the winter of 2015, where unusual synoptic factors,
contributed to 21 heavy rainfall events during this period that led to flooding events
in southern Scotland (van Oldenborgh et al. 2015). Such events may be attributed
to an increase in seasonal rainfall events to large atmospheric circulation anoma-
lies such as the North Atlantic Oscillation (Horswell et al. 2019). When comparing
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historic MIDAS observations with the UKCP18 simulated dataset, there was an 
over-estimation of annual and seasonal values. It is therefore more reliable for 
agencies tasked with protecting vulnerable infrastructure, such as pipeline opera-
tors, to assess flood risk based on historic observations than simulated data which 
cannot account for the variability in rainfall.

When constructing a soil erosion risk map, it is efficient to achieve this in a 
G.I.S. database. The most common method for composing such spatial data in 
recent time is to combine multiple digital information in the G.I.S. environment 
using The Revised Universal Soil Loss Equation (RUSLE). Chapter 4 utilised up-
dated land cover, elevation, updated crop and soil texture datasets to outline the 
environmental constraints along the pipeline corridor and construct a basic soil 
erosion risk map for a National Grid gas pipeline that traverses through Scotland. 
The results showed that for the 1611 km length of the corridor, 1330 km was routed 
in relatively flat terrain and 740 km was classified as arable and horticulture land 
cover based on 2015 data. The majority of the soil was sandy loam texture and the 
inclusion of the Crop Cover Plus data evaluated at least 531 km of route to crops 
such as Spring Cereals, Winter Cereals, Oilseed rape and potatoes. It is noted 
by Batey (2015) that soil erosion can occur along pipeline routes during installa-
tion process where compensation has been paid for damage to crops. However, 
there is little known about soil erosion events through the lifespan of the pipeline 
corridor which cross arable land cover. There is debate in the literature with those 
who argue that single rainfall events can induce soil erosion events in vulnera-
ble land cover (Davidson & Harrison 1995, Kirkbride & Reeves 1993, Watson & 
Evans 2007) versus those who argue that there is little evidence of widespread 
soil erosion (Frost & Speirs 1996, Towers et al. 2006). Therefore, the evaluation 
of environmental characteristics along the pipeline corridor from this study can 
support future research which investigates the risk of soil erosion to the soil cover 
protecting buried pipelines for specific crop types and precipitation conditions.

The soil risk erosion map was constructed using soil texture, land cover, crop 
data and elevation, where the results indicated that soil susceptibility to erosion 
risk for the pipeline route was greatest in the north, nearer to Dyce and 
Leuchars. This suggested 169 km length of pipeline corridor was at risk of soil 
erosion if subjected to intense rainfall. The inclusion of crop cover in Chapter 4 
addresses concerns where critique was drawn to crop spatial data not being 
accurate enough to produce a robust soil erosion dataset (Evans & Boardman 
2016, Panagos et al. 2015). The continued release of spatial data annually, 
specifically crop data, gives the opportunity to continually update soil erosion 
risk more frequently. Another way to monitor risk would be to use Satellite data 
as this can cover a large area and recent advancements in spatial and temporal 
resolution, as this technology can be used to identify potential areas of concern.
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Chapter 5 used Satellite technology from the Sentinel-1a and 1b constellations
that capture radar imagery to evaluate ground displacement. The Eskdalemuir re-
gion was chosen as Chapter 3 evaluated a high number of rainfall events. Whilst
there was relatively little crop activity in this region, 33km of the pipeline is routed in
moderately to steep elevation conditions. Using InSar technology in generally well
vegetated areas is difficult as the radar is unable to penetrate through the vege-
tated surface. One study in Ireland (Fiaschi et al. 2019) managed to detect ground
motion of a landslip with vegetation present successfully, and this study was able
to detect potential ares of soil erosion which need further investigation. In Chapter
5, 54 images were processed during the Winter periods of 2015 – 2018 where 13
were defect images and from the remaining 41 images 27 required manual adjust-
ments. Wasowski & Bovenga (2014) argue that a combination of influences such
as original data quality and processing technique can influence the success of es-
timates of ground displacement. The top 10% of ground displacement points were
mapped and this resulted in an evenly distribution of ground surface lowering that
ranged from -43 mm to -11 mm, with a mean of 14 mm. There were three areas
where clusters of ground displacement was detected with one location coinciding
with the risk of erosion identified from Chapter 4.

6.2 Implications for the oil and gas pipeline sector

The oil and gas sector in the UK remains crucial to the economy in the short
and medium term. The buried onshore pipelines that run throughout Scotland
are situated in a region with changing rainfall conditions which can threaten the
soil cover protecting such infrastructure. Whilst the UK Climate Projection 18 data
has simulated future precipitation conditions, the results historically did not always
match observed values. There was a clear trend of increasing rainfall amount
and intensity in the Eskdalemuir region, therefore being aware of areas along the
pipeline route where rainfall intensities are the greatest can give an indication as
to which areas along the pipeline corridor can be affected by soil erosion.

Chapter 4 highlighted that each year crop changes along the route can alter
the soil erosion risk depending on what type of crop is sown in a particular year.
Such anthropogenic influence can result in erosion risk, but in areas where veg-
etation is sparse satellite technology can be used to identify problematic areas.
However, without ground-truth data to verify data evaluated from Satellite data
caution should be used when wholly relying on such a technique to monitor soil
erosion risk along pipeline routes.

Whilst renewable energy is becoming increasingly prevalent, the world is still
reliant on the oil and gas sector for energy security. A shift to extracting heavy oil,
as conventional light oil becomes depleted, means that pipelines require under-
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ground heating to ensure safe delivery of an oil to a refinery. At present, there is a
lack of research which considers how crops can affect the protection soil offers for
buried pipelines, including how heated pipelines affect the integrity of soil cover in
regions where crop activity takes place. Such an investigation could be beneficial
to the industry as a whole to ensure pipeline failure is reduced as such results have
an effect on the environment and economy. The burial of high-tension electricity
cables is also increasing with the advent of more wind turbines to generate re-
newable electricity. This study is also highly relevant to soil erosion issues above
cable installations.

6.3 Limits of this study

This study was would have benefited from a greater access to the locations of
oil and gas pipeline data. Understandably, such data is restricted for safety and
security reasons and granted access would have limited the publishing of this the-
sis. The publicly available National Grid gas pipeline network provided sufficient
opportunity to evaluate and perform satellite analysis. It would have been ideal to
have used ground-truth data alongside the remotely sensed data in Chapter 5 to
verify the results, however much of the land along the pipeline corridor is private
and access would be heavily restricted. Areas identified with possible ground dis-
placement issues in Chapter 5 could be used as a starting point of research; in
particular the co-located area which was evaluated from both Chapter 4 and 5.

The data used throughout this thesis was sourced from reputable agencies
such as the British Geological Survey, The Centre for Ecology and Hydrology and
the European Space Agency however, representing data digitally at different spa-
tial scales can create inaccuracies. Whilst working in the G.I.S environment care
was taken in converting between vector and raster datasets in order to maintain
as much detail as possible. The release of Sentinel-1 data is relatively new and
the technique for evaluating ground displacement from radar images is not al-
ways successful. Spatial and temporal resolution is improving and important, as
for monitoring soil erosion, high resolutions are required. In addition, the rainfall
trends evaluated fromChapter 3 were based on long-term (≥ 30 years) hourly data
where only three weather stations had long term observations as hourly measure-
ments required manual recordings. Since the mid-1990s there are more weather
stations situated along the pipeline route due to the advancement of automatic
weather stations that do not requirement manual recordings. In future, these au-
tomatic weather stations can be used to build a more comprehensive evaluation
of rainfall along the pipeline route although the data will still require screening for
false readings.
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6.4 Conclusion

Soil erosion risk mapping is complex because of the numerous influences from
soil texture, land cover, crop type and rainfall events that can affect the rate of
erosion that can threaten the depth of soil cover protecting infrastructure which
transports potentially high risk substances. This study showed that some regions
along a long distance pipeline route were exposed to ≥ 40 heavy rainfall events
per year in comparison. Areas such as Eskdalemuir also show a great rate of
change and variability in the number of heavy rainfall events over a particular
season, with a trend for more frequent events with passing decades. This study
also showed that pipelines are in conflict with land that is used for other economic
activity, such as food security, that can also be classified as vulnerable to soil
erosion by water. Satellite analysis that evaluated ground displacement was able
to identify areas along the pipeline route where there may be significant risk of
soil erosion, but such data would need verifying with ground-truth data. In conclu-
sion, creating soil erosion risk maps is potentially valuable, but at present requires
further comparison against ground-truth data.
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Appendix A

Autumn results
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Table A.1: The autumn results for the change in rainfall patterns at a seasonal scale for observed (MIDAS) and future simulated (UKCP18)
precipitation data. Min = minimum, Max = maximum, M = mean, Ra = range, SD = standard deviation, and SE = standard error.

Autumn
Rainfall depth (mm) 4mm exceedance events

Min Max M Ra SD SE Min Max M Ra SD SE
Location Time series Dataset

Eskdalemuir

1981-1999 MIDAS 222.1 746.9 477.2 524.8 142.8 32.8 3 15 9.2 12 3.9 0.9
2000-2018 282.6 727.8 504.5 445.2 107.6 24.7 3 15 9.2 12 3.1 0.7

1981-1999
UKCP18

94.6 925.2 464.6 830.6 136.4 8.8 2 23 11 21 4.3 0.3
2021-2039 149.6 883.6 476 734 138.5 8.9 3 23 11.7 22 4.4 0.3
2061-2079 153 1055.4 516.8 902.4 145.7 9.4 2 25 12.9 23 4.4 0.3

Dyce

1981-1999 MIDAS 110.7 446.9 247.6 336.2 88.8 20.4 1 9 3.2 8 2.2 0.5
2000-2018 145.8 441.6 236.5 295.8 77.3 17.7 1 8 3.3 7 2.3 0.5

1981-1999
UKCP18

98.9 558.3 231.3 459.4 75.9 4.9 0 12 3.9 12 2.4 0.2
2021-2039 86.2 517.7 231.8 431.5 71.9 4.6 0 12 4.2 12 2.4 0.2
2061-2079 80.0 461.6 220.3 381.5 65.3 4.2 0 12 5.1 12 2.4 0.2

Leuchars

1981-1999 MIDAS 87.2 373.8 194.8 286.6 67.9 15.6 1 7 3.4 6 1.9 0.4
2021-2039 117.2 317.4 193.2 200.2 61.2 14.0 0 7 3.3 7 2.2 0.5

1981-1999
UKCP18

50 404.1 183.2 353.1 59.5 3.8 0 10 3.6 10 2.2 0.1
2021-2039 65.2 380.8 189.2 315.7 60.9 3.9 0 11 3.9 11 2.0 0.1
2061-2079 66.4 396.3 190.4 329.9 59.8 3.9 0 14 4.8 14 2.5 0.2
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Winter results
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Table B.1: The winter results for the change in rainfall patterns at a seasonal scale for observed (MIDAS) and future simulated (UKCP18)
precipitation data. Min = minimum, Max = maximum, M = mean, Ra = range, SD = standard deviation, and SE = standard error.

Winter
Rainfall depth (mm) 4mm exceedance events

Min Max M Ra SD SE Min Max M Ra SD SE
Location Time series Dataset

Eskdalemuir

1981-1999 MIDAS 219.8 709.4 482 489.6 126.1 28.9 1 16 8.2 15 3.5 0.8
2000-2018 182.8 1049.4 481.3 866.6 231.3 53.1 1 21 7.7 20 5.5 1.3

1981-1999
UKCP18

237.4 1035.4 549.2 798 141.8 9.2 0 67 22 22 4.1 0.3
2021-2039 186.1 1189.5 602.9 1003.5 181.4 11.7 1 70 26 25 5.1 0.3
2061-2079 234.5 1188.3 721.5 953.8 186.2 12 3 69 27 24 4.8 0.3

Dyce

1981-1999 MIDAS 70 353.5 171.3 283.5 68.8 15.8 0 4 1.4 4 1.3 0.3
2000-2018 104.8 357.2 189.6 252.4 72.9 16.7 0 5 1.4 5 1.8 0.4

1981-1999
UKCP18

88.2 538.1 245.1 449.9 80.1 5.2 0 8 2.1 8 1.7 0.1
2021-2039 69.5 587.7 255.5 518.1 81.9 5.3 0 10 2.9 10 2 0.1
2061-2079 93.3 654 273.3 560.7 86.3 5.6 0 11 3.5 11 2.2 0.1

Leuchars

1981-1999 MIDAS 87.6 216.9 154.3 130.2 34.7 8 0 5 1.6 5 1.5 0.3
2021-2039 96.2 308.4 159 212.2 59.8 13.7 0 3 1.1 3 1 0.2

1981-1999
UKCP18

55.3 385.7 178.1 330.4 53.7 3.5 0 7 1.7 7 1.5 0.1
2021-2039 64.7 416.2 194.5 351.4 60.1 3.9 0 9 2.4 9 1.8 0.1
2061-2079 61.7 484.7 221 423 67.7 4.4 0 13 3.0 13 2.2 0.1
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Spring results
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Table C.1: The spring results for the change in rainfall patterns at a seasonal scale for observed (MIDAS) and future simulated (UKCP18)
precipitation data. Min = minimum, Max = maximum, M = mean, Ra = range, SD = standard deviation, and SE = standard error.

Spring
Rainfall depth (mm) 4mm exceedance events

Min Max M Ra SD SE Min Max M Ra SD SE
Location Time series Dataset

Eskdalemuir

1981-1999 MIDAS 128.5 537 340.9 408.5 92.5 21.2 0 8 4.2 8 2.3 0.5
2000-2018 188.6 432.6 336 244 69.6 16 1 10 5.2 9 2.7 0.6

1981-1999
UKCP18

73 744.6 549.2 701.6 108.2 7 0 18 6.9 18 0.2 0.2
2021-2039 140 992.6 602.9 852.5 116.6 7.5 0 22 7.4 22 3.5 0.2
2061-2079 428.8 693.4 721.5 586 113.2 7.3 1 17 8 16 3.4 0.2

Dyce

1981-1999 MIDAS 97.5 293.1 186.6 195.6 51 11.7 0 5 1.8 5 1.4 0.3
2000-2018 110.4 189.8 154 79.4 22 5.1 0 4 1.3 4 1.2 0.3

1981-1999
UKCP18

80.8 474.8 212.5 394.8 64.5 4.2 0 8 2.3 8 1.6 0.1
2021-2039 60.2 529.9 219.1 469.6 76.2 4.9 0 11 2.8 11 2.0 0.1
2061-2079 74.8 442.2 224.5 369.4 75.5 4.9 0 9 3.1 9 1.9 0.1

Leuchars

1981-1999 MIDAS 62.1 215.4 146.6 153.3 44 10.1 0 3 1.2 3 1 0.2
2021-2039 87.0 195.8 136.8 108.8 29.2 6.7 0 2 0.8 2 0.7 0.2

1981-1999
UKCP18

34.9 347.9 159.6 313 49.6 3.2 0 8 1.9 8 1.6 0.1
2021-2039 38.2 357.4 166 319.2 55.8 3.6 0 8 2.2 8 1.6 0.1
2061-2079 40.3 381.9 171.8 341.6 44 3.8 0 8 2.5 8 1.8 0.1

103



Appendix D

Summer results
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Table D.1: The summer results for the change in rainfall patterns at a seasonal scale for observed (MIDAS) and future simulated (UKCP18)
precipitation data. Min = minimum, Max = maximum, M = mean, Ra = range, SD = standard deviation, and SE = standard error.

Summer
Rainfall depth (mm) 4mm exceedance events

Min Max M Ra SD SE Min Max M Ra SD SE
Location Time series Dataset

Eskdalemuir

1981-1999 MIDAS 120 626.6 331.4 506.6 125.3 28.7 1 15 7.2 14 3.7 0.9
2000-2018 217.6 666.2 409.6 448.6 123.1 28.3 3 19 10.1 16 4.3 1.0

1981-1999
UKCP18

151.6 744.8 376 593.2 102.4 6.6 2 29 11.4 27 4.7 0.3
2021-2039 101.5 818.2 352.4 716.6 113.6 7.3 2 29 11.2 27 4.8 0.3
2061-2079 65.5 668.1 273.6 602.6 111.9 7.2 2 29 8.6 24 4.1 0.3

Dyce

1981-1999 MIDAS 87.1 346.5 178.5 259.4 66.8 15.3 1 8 3.8 7 2.2 0.5
2000-2018 50.2 316.4 221.1 266.2 78.6 18 1 10 5.3 9 2.7 0.6

1981-1999
UKCP18

76.1 426.4 216 350.2 68.3 4.4 0 15 6 15 3.1 0.2
2021-2039 62 404.7 214.2 342.7 63.4 4.1 1 16 6.5 15 3 0.2
2061-2079 47.4 432 187.1 384.6 69 4.5 0 18 6.0 18 3.2 0.2

Leuchars

1981-1999 MIDAS 67.7 260.1 140.6 192.5 55 12.6 0 8 2.7 8 1.8 0.4
2021-2039 100 344.2 221.1 244.2 81.9 18.8 0 9 5.1 9 2.5 0.6

1981-1999
UKCP18

73.7 402.9 159.6 329.2 59.2 3.8 0 16 5.5 16 3.1 0.2
2021-2039 59.6 535 166 475.4 64.6 4.2 0 15 5.7 15 3 0.2
2061-2079 31.6 421.7 171.8 390.1 67.3 4.4 0 14 5.1 14 2.8 0.2
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Table E.1: Sentinel-1 data for 2015

Reference Secondary Reference image name

4th October 2015 28th October 2015 S1A_IW_SLC__1SDV_20151004T063004_20151004T063031_007999_00B319_B9B6
28th October 2015 9th November 2015 S1A_IW_SLC__1SDV_20151028T062949_20151028T063019_008349_00BC86_84F7
9th November 2015 21st November 2015 S1A_IW_SLC__1SDV_20151109T063003_20151109T063030_008524_00C116_E041
21st November 2015 3rd December 2015 S1A_IW_SLC__1SDV_20151121T062954_20151121T063021_008699_00C610_9112
3rd December 2015 15th December 2015 S1A_IW_SLC__1SDV_20151203T062954_20151203T063022_008874_00CAF3_4F96
15th December 2015 27th December 2015 S1A_IW_SLC__1SDV_20151215T062953_20151215T063021_009049_00CFCD_5E5E
27th December 2015 8th January 2016 S1A_IW_SLC__1SDV_20151227T062953_20151227T063021_009224_00D4C4_6A6D
8th January 2016 20th January 2016 S1A_IW_SLC__1SDV_20160108T062952_20160108T063020_009399_00D9C6_0402
20th January 2016 1st February 2016 S1A_IW_SLC__1SDV_20160120T062952_20160120T063020_009574_00DECB_D8EF
1st February 2016 13th February 2016 S1A_IW_SLC__1SDV_20160201T062950_20160201T063017_009749_00E3EF_0D05
13th February 2016 25th February 2016 S1A_IW_SLC__1SDV_20160213T062951_20160213T063019_009924_00E904_00C6
25th February 2016 8th March 2016 S1A_IW_SLC__1SDV_20160225T062950_20160225T063017_010099_00EE26_1B96
8th March 2016 20th March 2016 S1A_IW_SLC__1SDV_20160308T062952_20160308T063019_010274_00F310_902E

S1A_IW_SLC__1SDV_20160320T062950_20160320T063017_010449_00F80A_E8E3 (Secondary)
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Table E.2: Sentinel-1 data for 2016

Reference Secondary Reference image name
8th October 2016 20th October 2016 S1A_IW_SLC__1SDV_20161008T175834_20161008T175901_013402_015646_0266
20th October 2016 1st November 2016 S1A_IW_SLC__1SDV_20161020T175834_20161020T175901_013577_015BD4_E321
1st November 2016 13th November 2016 S1A_IW_SLC__1SDV_20161101T175834_20161101T175901_013752_016137_9C22
13th November 2016 25th November 2016 S1A_IW_SLC__1SDV_20161113T175834_20161113T175901_013927_0166BB_643C
25th November 2016 7th December 2016 S1A_IW_SLC__1SDV_20161125T175834_20161125T175901_014102_016C0B_9B85
7th December 2016 19th December 2016 S1A_IW_SLC__1SDV_20161207T175833_20161207T175901_014277_01718F_3BBC
19th December 2016 31st December 2016 S1A_IW_SLC__1SDV_20161219T175833_20161219T175900_014452_017711_4FE3
31st December 2016 12th January 2017 S1A_IW_SLC__1SDV_20161231T175833_20161231T175900_014627_017C77_FF23
12th January 2017 24th January 2017 S1A_IW_SLC__1SDV_20170112T175831_20170112T175858_014802_0181C5_8A5C
24th January 2017 5th February 2017 S1A_IW_SLC__1SDV_20170124T175831_20170124T175858_014977_018735_F6FF
5th February 2017 17th February 2017 S1A_IW_SLC__1SDV_20170205T175831_20170205T175858_015152_018C94_0FB
17th February 2017 1st March 2017 S1A_IW_SLC__1SDV_20170217T175830_20170217T175857_015327_01920D_05CC
1st March 2017 13th March 2017 S1A_IW_SLC__1SDV_20170301T175830_20170301T175857_015502_019766_9DD1
13th March 2017 25th March 2017 S1A_IW_SLC__1SDV_20170313T175830_20170313T175858_015677_019CB4_14FC

S1A_IW_SLC__1SDV_20170325T175831_20170325T175858_015852_01A1E6_F345 (Secondary)
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Table E.3: Sentinel-1 data for 2017

Reference Secondary Reference image name
3rd October 2017 15th October 2017 S1A_IW_SLC__1SDV_20171003T175837_20171003T175904_018652_01F744_1076
15th October 2017 27th October 2017 S1A_IW_SLC__1SDV_20171015T175837_20171015T175905_018827_01FC9A_21C8
27th October 2017 8th November 2017 S1A_IW_SLC__1SDV_20171027T175838_20171027T175905_019002_0201ED_0419
8th November 2017 20th November 2017 S1A_IW_SLC__1SDV_20171108T175837_20171108T175904_019177_020751_8108
20th November 2017 2nd December 2017 S1A_IW_SLC__1SDV_20171120T175837_20171120T175904_019352_020CD3_4977
2nd December 2017 14th December 2017 S1A_IW_SLC__1SDV_20171202T175837_20171202T175904_019527_02124A_D4C1
14th December 2017 26th December 2017 S1A_IW_SLC__1SDV_20171214T175836_20171214T175903_019702_0217C4_3DD5
26th December 2017 7th January 2018 S1A_IW_SLC__1SDV_20171226T175836_20171226T175903_019877_021D2D_8B97
7th January 2018 19th January 2018 S1A_IW_SLC__1SDV_20180107T175835_20180107T175902_020052_0222B0_B030
19th January 2018 31st January 2018 S1A_IW_SLC__1SDV_20180119T175835_20180119T175902_020227_02283E_10BC
31st January 2018 12th February 2018 S1A_IW_SLC__1SDV_20180131T175834_20180131T175901_020402_022DCC_0337
12th February 2018 24th February 2018 S1A_IW_SLC__1SDV_20180212T175834_20180212T175901_020577_02336D_20AF
24th February 2018 8th March 2018 S1A_IW_SLC__1SDV_20180224T175834_20180224T175901_020752_023903_45BF
8th March 2018 20th March 2018 S1A_IW_SLC__1SDV_20180308T175834_20180308T175901_020927_023E86_F878

S1A_IW_SLC__1SDV_20180320T175834_20180320T175901_021102_024413_C530 (Secondary)
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Table E.4: Sentinel-1 data for 2018

Reference Secondary Reference image name
10th October 2018 22nd October 2018 S1A_IW_SLC__1SDV_20181010T175844_20181010T175911_024077_02A1AE_99CC
22nd October 2018 3rd November 2018 S1A_IW_SLC__1SDV_20181022T175844_20181022T175911_024252_02A760_733E
3rd November 2018 15th November 2018 S1A_IW_SLC__1SDV_20181115T175844_20181115T175911_024602_02B3A3_7717
15th November 2018 27th November 2018 S1A_IW_SLC__1SDV_20181115T175844_20181115T175911_024602_02B3A3_7717
27th November 2018 9th December 2018 S1A_IW_SLC__1SDV_20181127T175843_20181127T175910_024777_02BA1D_7EF
9th December 2018 21st December 2018 S1A_IW_SLC__1SDV_20181209T175843_20181209T175910_024952_02BFF5_8BB9
21st December 2018 2nd January 2019 S1A_IW_SLC__1SDV_20181221T175843_20181221T175910_025127_02C64A_5DBA
2nd January 2019 14th January 2019 S1A_IW_SLC__1SDV_20190102T175842_20190102T175909_025302_02CC99_BE94
14th January 2019 26th January 2019 S1A_IW_SLC__1SDV_20190114T175842_20190114T175909_025477_02D2E3_CE39
26th January 2019 7th February 2019 S1A_IW_SLC__1SDV_20190126T175841_20190126T175908_025652_02D951_6D2C
7th February 2019 19th February 2019 S1A_IW_SLC__1SDV_20190207T175841_20190207T175908_025827_02DF93_8638
19th February 2019 15th March 2019 S1A_IW_SLC__1SDV_20190219T175841_20190219T175908_026002_02E5D1_1A74
15th March 2019 27th March 2019 S1A_IW_SLC__1SDV_20190315T175841_20190315T175908_026352_02F281_FE61

S1A_IW_SLC__1SDV_20190327T175841_20190327T175908_026527_02F8EE_BF91 (Secondary)
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