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Abstract  

This study set out to gain a better understanding on the viscosity and diffusion coefficients of 

hydrocarbons with dissolved CO2 and CH4, relevant to enhanced oil recovery and carbon 

storage. Measurements of the viscosities and diffusion coefficients of the mixtures have been 

done at high temperature and pressure conditions where carbon storage happens, typically at 

temperature between (298 and 473) K and pressure up to 100 MPa.  

Viscosity measurements were performed using two different types of viscometers where 

density was measured simultaneously. The viscosity of m-xylene + CO2 were measured using 

VW-VD apparatus where the wire was tensioned vertically by a sinker while the viscosity of 

DIDP + CO2 were measured using VW-VT apparatus where the wire was fixed at both ends 

horizontally. The viscosity of mixtures of m-xylene + CO2 involved were measured with mole 

fractions of carbon dioxide between 0 to 0.652 while for DIDP + CO2 mixtures, the mole 

fractions of CO2 studied were xCO2 = 0.207, 0.411, 0.610 and 0.810. The experimental viscosity 

of the mixtures was correlated using the Tait-Andrade equation and excellent fits were 

obtained with ΔAAD ≤ 1.0% for both systems. Surface fits as functions of temperature, pressure 

and compositions was also done for the m-xylene + CO2 system with a total of 18 parameters 

for viscosity and 13 parameters for density. All data points fit well with the correlation with ΔAAD 

= 1.9 % for viscosity and ΔAAD = 0.3 % for density except for density data at x = 0.464 where 

the values deviate greater than the other mole fractions and noticeably greater than their 

uncertainty. These correlations allow the interpolation of data with respect to temperature, 

pressure and composition which enables the comparison with the available experimental data 

in the literature reported at other conditions.  

A simple model for viscosity based on the residual entropy scaling was developed to predict 

the viscosity of hydrocarbons with dissolved CO2. This model applied the highly-accurate 

Helmholtz equations of state to calculate the residual entropy of pure substances and the 

multi-fluid Helmholtz-energy approximation for the residual entropy of mixtures. For pure 

substances, decane, m-xylene, CO2, dodecane and octane were chosen based on the 

availability of both reliable wide-ranging viscosity data and a wide-range Helmholtz equation 

of state. Each substance collapsed on a single curve when two scaling factors were 

introduced: (1) a horizontal factor h, which scales the residual molar entropy; and (2) a vertical 

factor Rη, which scales the reduced viscosity, which revealed the mono-variant relationship 

over an extended range of temperature and pressure. The universal curve was represented 

by the third order polynomial function and optimised in a global regression where the 

deviations of the data from the model for each substance are all within a band of ±10 %. The 

model was expanded to the octane + dodecane system where linear mixing rule was used to 

calculate the molar mass, M, and the values of h and Rη . The result shows reasonable 

agreement with absolute average relative deviation of 2%. To investigate the behaviour of the 

model to asymmetric mixtures, decane + CO2 and m-xylene + CO2 mixtures were considered. 

Results showed that the model systematically underestimates the experimental data by 

approximately 30% for both systems with m-xylene + CO2  systems showed slightly better 

results than decane + CO2 systems. This is a rather encouraging finding considering that only 

simple mixing rules were used.  

Experimental measurement on diffusion coefficient of methane at infinite dilution in 

methylbenzene and in heptane were done at temperatures ranging from (323 to 398) K and 
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at pressures from 1 MPa up to approximately 65 MPa. The apparatus used was the Taylor 

dispersion apparatus (TDA) with overall combined uncertainty of 2.3%. Over the temperature 

investigated, the diffusion coefficient was found to increase more than 90% for all pressure 

conditions. To add to that, the diffusion coefficients of methylbenzene were observed to be 

much lower by not more than 14% than the diffusion coefficient of heptane. The experimental 

data were fitted using a simple empirical model where the parameters were fitted as linear and 

quadratic functions of temperature resulting in five parameters per solvent. The Stokes-

Einstein model was also used to analyse the experimental data that resulted with just two 

parameters per solvent. Both approaches represent the data with ΔAAD of around 3.5%. The 

results from this work provide important insights for future measurements on this type of 

system.  

The experimental data on the diffusion coefficients of CH4 in methylbenzene and heptane were 

used to develop an improved model based on the well-established rough-hard sphere model. 

Numerous experimental data were retrieved from the literature involving several gaseous 

solutes in hydrocarbon solvents, together with molecular dynamics simulations (MD) for 

systems of smooth hard spheres in order to establish a general correlation for gaseous solutes 

in non-polar liquids. The gaseous solutes considered in this work consists of light 

hydrocarbons, carbon dioxide, nitrogen, and argon and the liquid solvents were all 

hydrocarbon liquids. To apply this model to a particular system, two parameters are needed: 

(1) the molar core volume of the solute and solvent; and (2) the roughness factor. Having to 

have both parameters, the model may be used to predict the tracer diffusion coefficient over 

wide ranges of temperature and density. The model was found to correlate the experimental 

data with an average absolute relative deviation of 2.7%.  

The results presented in this thesis extends the knowledge of the viscosity and diffusion 

coefficients of hydrocarbon liquids with dissolved CO2 at wide range of temperatures and 

pressures. In addition, it also provides powerful models that can predict the viscosity and 

diffusion coefficient. The insights gained from this study may be of assistance for future work.  
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General Introduction 

Project Background 

The statistic issued by the International Energy Agency (IEA) report a steady increase in the 

daily oil demand from 86.4 million barrels in 2010 to almost 100 million barrels in 2020 and, 

despite a reduction in 2020 due to the global pandemic, further growth is forecast as seen in 

Figure 1.1 The EIA also reported that China and India contribute half of the world’s growth in 

the forecast. This is not surprising considering the expansion of China’s petrochemical industry 

and the rising in India’s gasoline, jet fuel, and liquid hydrocarbon consumption. It is projected 

that the consumption growth will outpace supply growth and lead to inventory draw which than 

lead to more oil production activities to meet the demand.  

 

Figure 1 Daily Global Crude Oil Demand 2006-2026. Source: EIA Oil 2021 report1 

 

The increase in fossil fuels consumption, however, is not compatible with the climate goal. 

The Paris climate agreement, which was signed by nearly 200 nations, aims to limit the rise 

in global average temperature to well below 2°C and nations pursuing efforts to limit the 

temperature increase to 1.5°C. A report from the Intergovernmental Panel on Climate Change 

(IPCC) on the impacts of global warming of 1.5°C showed that at the current warming rate, the 

global temperatures would reach the 1.5°C threshold around 2040 (Figure 2).2 However, 

deriving from the report’s conclusion, the global emissions must fall at least 50 per cent by 

2030 to have any chance of limiting the temperature rise to 1.5°C or 2°C.   
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Figure 2 Human-induced warming compared to pre-industrial year (1850-1900). Source: 

IPCC (2018)2 

To reach the target in limiting the temperature increase, emission of greenhouse gases (GHG) 

needs to decline rapidly in all sectors. Greenhouse gases includes carbon dioxide, methane, 

nitrous oxide and fluorinated-gases (mainly fluorinated alkanes) and are released by many 

sectors such as buildings, industry, transportation, energy, electricity and heat production, 

agriculture, forestry and other land use.3 The breakdown of the global emissions according to 

sectors are shown in Figure 3. The greenhouse gases trap some of the Earth’s outgoing 

radiative energy, thus retaining heat in the atmosphere and disturb the radiative balance of 

the Earth. This has affecting various aspect of climate including surface, air and ocean 

temperatures, precipitation and sea levels.4  

Reducing global emission of CO2 will play a major part in controlling global warming due to the 

fact that it contributes about 75% of the global GHG emissions. Eleven percent of the amount 

comes from forestry and other land use and the remaining comes from burning fossil fuels and 

industrial processes. For the energy and industrial sectors, researchers have agreed that a 

significant decrement on the future of CO2 emission could be contributed by different low-

carbon technologies including carbon capture and storage (CCS).5-6 In this technology, 

combustion of fossil fuels can continue to provide the supply,  while renewable and various 

low-carbon technologies are developed.7 In relation to CCS, one of the important point to be 

addressed is in the context of industrial decarbonisation. Much of literature on CCS has 

focused on power generation. This may be relevant in some part of the world such as China. 

However, in Europe, the situation may be different because the use of renewable energy 

sources for electricity generation is expanding rapidly. In the UK for example, renewable 

energy sources have surpassed fossil fuels in generating electricity. Renewables made up 

40% of the UK electricity now compared to 24.5% in 2016. Nuclear power, on the other hand, 

provided slightly less than a fifth while the usage of coal has almost ceased. This means that 

about three-quarter of the power sectors has been decarbonised.  
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Figure 3 Global greenhouse gas emissions by economic: Source: IPCC (2014)3 

 

Nevertheless, for home heating and other industrial processes that release CO2, little has been 

done. Thus, the UK government in their effort to explores the potential of other low carbon 

technologies has supported several technologies to accelerate the development. This includes 

blue hydrogen technology (H2 production by reforming natural gas coupled with CCS). In 

principle, this technology is making use of the H2 fuel to address some of the emissions in the 

transport sector, in domestic and commercial heating (such as hot water and space heating) 

and industrial processes.  

In the CCS process, CO2 that would otherwise be emitted is captured using one of the three 

main methods: post-combustion, oxyfuel-combustion and pre-combustion including 

conversion of natural gas to H2. It is then pressurized to prepare it for transportation via 

pipeline or by ship for storage. CO2 storage involves storing CO2 deep underground in a 

geological reservoir with a variety of different options including depleted oil and gas fields, 

enhanced oil or gas recovery (EOR), deep saline formations and other opportunities.8 During 

the capture process, CO2 may be captured together with other impurities and it will be costly 

to separate the impurities. Co-injection of the impurities with CO2 for underground storage was 

also found to be more costly.9  

Injecting and storing CO2 into partially depleted oil fields to enhance oil production from 

reservoirs, while permanently trapping and storing CO2 is called CO2-enhanced oil recovery 

(CO2-EOR). Figure 4 shows a simplified diagram of EOR. This technology has been 

successfully applied to improve oil production in conventional and unconventional reservoirs.10 

In this process, CO2 is injected into the reservoir and allow to mix with the oil and make the oil 

flow easily, ultimately producing more oil. Some of the CO2 is stored in the reservoir and some 

is produced with the oil, separated, and reinjected. The mixture of CO2-oil that is brought to 

the surface will undergo a process to separate CO2 from the oil and recaptured for further 
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reinjection. This cycle ensures that CO2 stays in the reservoir. The world’s first carbon capture 

power plant was commenced in 2014 in Canada. The power plant captures 90 percent of the 

emissions from a 110-megawatt capacity resulting in a 1 million tonnes of CO2 captured 

annually from the power station’s chimney. On the other hand, Canada’s newest CCS project, 

the Quest Project in Alberta can capture 1 million tonnes per annum of CO2 to be stored in a 

deep saline aquifer. In the U.S., the Petra Nova facility in Houston, Texas began its operation 

in 2017 with a 240-megawatts post-combustion CO2 capture system. The captured CO2 was 

used in enhanced oil recovery in the nearby oil fields. However, this project ceased its 

operation in 2020 due to COVID-19 pandemic and failed to achieve its carbon sequestration 

goal by 17% over its first three years of operation. To achieve the climate target set by IPCC, 

it is important to study the carbon storage requirements. According to the historic CO2 storage 

capacity data between 1996 (the year that the first commercial geologic storage project 

began)11 and 2020, the annual growth rate calculated is 8.6%. Studies by Zahasky and 

Krevor12 has suggested that if the peak injection rates of CO2 of 40-60 Gt per year can be 

sustained, it will be sufficient to meet the demand under < 2°C climate change scenarios.  

 

 

Figure 4 CO2 for enhanced oil recovery (EOR). Source: Global CCS Institute. 
 

The Importance of Thermophysical Properties 

The underlying model may play a key role when detailed analysis of the design and 

performance of a process is needed. Due to this, an increasing number of study on the 

thermophysical properties of the reservoir fluids including mixtures containing hydrocarbons 

and light gases.7, 13-16 Accurate data on thermodynamic of single phases, transport properties 

of single phases, as well as interfacial properties and phase equilibria of these mixtures is 

vitally an important aspect in the design and optimisation of process facilities in EOR and 

carbon storage. 
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In this thesis, the topic of interest is investigating and understanding the transport properties 

relevant to EOR and carbon storage. While the thermodynamic properties determine the 

feasibility of a process, the transport properties on the other hand are important for the sizing 

of the equipment.17 They are fundamentally associated with heat, momentum and mass 

transfer.18 Because the topic itself is wide, the study is narrowed to two of the properties, 

namely viscosities and diffusion coefficients. These two properties are related to one another. 

For example, in the transportation of CO2, a laminar flow must be maintained in the pipelines 

correspond to Reynolds number Re approximately below 2100. Re is inversely proportional to 

the viscosity but also proportional to the density of the mixture which leads to mass and heat 

balance equation. This means that additional transport properties including diffusion 

coefficients will also be needed.  

Viscosity is one of the properties that controls the convective flows in the reservoir. It is also 

important in controlling the rate of injection of fluids into the porous medium as well as the flow 

of the liquid phase with dissolved gases and the flow of the gases itself. Under certain 

condition, viscosity is likely to have larger uncertainty as it is very sensitive to changes in 

temperature, density and composition.19 Diffusion, on the other hand, is important in controlling 

interfacial mass transfer rates along with viscosity and some other properties. For instance, in 

a mixture of oil or brine with dissolved CO2, the phase equilibria can give us information on 

the driving force of the dissolution.  

Previous research has reported on phase equilibrium of these mixtures, but the information 

on transport properties such as viscosities and diffusion coefficient scarce. Even when some 

data are available, the measurements often do not cover a wide range of temperature and 

pressure especially at conditions where carbon storage happens as seen in Figure 5.  

 

Figure 5 Temperatures and pressures for CCS process drawn on the phase diagram of CO2.
7 

The right side of the dashed line represent temperature and pressure range investigated in 

this work 
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General Frameworks 

To make experimental measurements on the mixture more meaningful, wide ranges of 

composition, temperature and pressure are needed. In this study, we choose to focus on 

temperature between (298 and 473) K and pressure up to 100 MPa as the transportation and 

storage are mostly occurred within this range. There are potentially many components that 

may be present in various streams formed during CCS operations, includes CO2, diluents such 

as N2, O2, CO, Ar and H2, acid gases, aqueous species such as salt, amines and water, 

hydrocarbons (as gas, condensates and oils), and other elements such as NOx and trace 

elements. In this work, we considered mixtures of ‘heavy’ hydrocarbons, including aliphatic 

and aromatic compounds with the light gases CO2 and CH4. Viscosity and diffusion coefficient 

data of such mixtures are important but previously available data are mostly limited to pressure 

p = 0.1 MPa. A thorough survey on the literature found a large gap especially for mixtures 

involving aromatic hydrocarbons at high temperature and pressure conditions. A thorough 

literature survey can be found in chapter 2 and 6 for diffusion coefficient and viscosity, 

respectively. 

The dissolution of CO2 in hydrocarbons typically causes a reduction in the viscosity of the 

mixtures. However, most of the references found in the literature investigated low-viscosity 

systems. Diisodecyl-phthalate (DIDP) in its pure state is a highly viscous hydrocarbon. 

Therefore, investigating the behaviour of DIDP with dissolved CO2 could be useful to observe 

the reduction in the viscosity and to compare its behaviour with a lower viscosity hydrocarbon- 

CO2 mixtures. This will be discussed in detail in chapter 9.  

Besides experimental work, a theoretical method is another way of obtaining viscosity and 

diffusion coefficients, especially at conditions that are difficult to access in experimental work.  

Theoretical models have been developed to successfully predict many thermophysical 

properties. However, there is presently no well-founded theoretical method for predicting the 

viscosity and diffusion coefficient of dense fluid mixtures and empirical methods are often 

unreliable, especially under high-temperature and high-pressure conditions. Several models 

for predicting viscosity and diffusion coefficient have been proposed. Some approaches offer 

acceptable results, but others are unsatisfactory especially for mixtures where their molecules 

are considerably different in size, shape, flexibility, and energetic interactions in the mixture. 

Molecular simulation is another way of obtaining viscosity from an intermolecular potential 

model. This method often required large computational efforts, however, in most of the cases, 

the results obtained are satisfactorily good. An example of a successful molecular simulation 

can be seen in the work by Zheng et al.20 where the pressure dependence of the shear 

viscosity of 2,2,4-trimethylhexane were accurately predicted.  In this work, the experimental 

data obtained were used to validate a prediction model and a universal correlation developed 

to predict the viscosity and diffusion coefficient, respectively.  

 

Questions and Objectives 

The literature data on the viscosity and diffusion-coefficients of hydrocarbons with dissolved 

gases is very limited especially at high temperature and pressure conditions due to the time-

consuming nature of experiments and complex analysis of the data. Subsequently, the 

knowledge on the effects of dissolved gases in the hydrocarbons is also limited especially for 

aromatic hydrocarbons. Therefore, this work aims to fill important gaps in the knowledge of 
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viscosity and diffusion-coefficients of the chosen hydrocarbons with dissolved CO2  and/or CH4 

over a wide range of temperature and pressure. The work focuses on both aliphatic and 

aromatic liquid hydrocarbons. The research questions can be expressed as follows:  

a) How do the viscosity and diffusion coefficients of mixtures of hydrocarbons with 

dissolved CO2 changes when composition, temperature, and pressure change? How do 

these behaviours relate to the viscosity of the pure hydrocarbon? 

b) How can the residual entropy approach be extended to predict the viscosity of mixtures, 

in particular, hydrocarbon liquids with dissolved CO2? 

c) How can the rough hard-sphere model be extended and validated to correlate the 

diffusion coefficients of non-polar mixtures? 

The research objectives of this study were formulated to answer the questions identified 

above. The following are the objectives of the study: 

a) to provide reliable experimental data on the viscosity and diffusion coefficients of 

example aliphatic and aromatic liquid hydrocarbons with dissolved CO2  and/ or CH4 

This involved experimental measurements using two different apparatus. For viscosity, 

mixtures involved aromatic hydrocarbons with dissolved CO2 measured at a temperature 

ranging from (298 to 423) and at pressures up to 65 MPa and at pressures up to 100 

MPa. While for diffusion coefficients, mixtures involved an aliphatic and an aromatic 

hydrocarbon with CH4 as the solute. The experimental temperature ranging from (323 

to 398) K and pressures up to 65 MPa. 

b) to investigate the monovariate relationship between reduced viscosity and residual 

entropy in binary mixtures of hydrocarbons and hydrocarbons with dissolved CO2   

The residual entropy model was used to calculate viscosity by incorporating the accurate 

Helmholtz-energy equations of state for pure fluids.21 For mixtures, the residual entropy 

was calculated based on the multi-fluid Helmholtz-energy approximation.22 

c) to develop an improved predictive model for the viscosity and diffusion coefficients of 

gaseous solutes in hydrocarbon liquids  

Simple empirical expressions were used to correlate the experimental data collected at 

any given state point within the temperature and pressure range investigated. A new 

universal correlation was developed to correlate the diffusion coefficients based on the 

relationship between reduced diffusion coefficients and reduced molar volume.  

 

Thesis structure 

This thesis is divided into three parts. Part 1 which consists of four chapters (chapter 1 to 4) 

discussed on diffusion coefficient. In chapter 1, theory and basic concept were explained on 

diffusion coefficient, Taylor dispersion apparatus which was the measurement apparatus in 

this work, and rough hard sphere theory which was the basis of the model developed in this 

work. Chapter 2 were mainly on literature review, discussing published work on diffusion 

coefficients that used Taylor dispersion apparatus to measure the diffusion coefficients of CO2 

and CH4 in hydrocarbons solvents as well as published modelling work on rough hard sphere 

and molecular simulations. Chapter 3 are solely on experimental details including operating 

procedure, data interpretation as well as working equation of Taylor dispersion apparatus. 

Finally, in chapter 4, experimental results were presented and further discussed. 

Part 2 are mainly on viscosity, where chapter 5 and 6 were discussing the theoretical 

background of the property as well as a thorough review on experimental techniques and 



23 

 

models available in the literature. Chapter 7 explained on the experimental methodology and 

materials used in the measurements of viscosity. Chapter 8 and chapter 9 presented the 

experimental results for two systems investigated in this project.  

In Part 3 of the thesis, a predictive model, namely the residual entropy model, is discussed. 

This includes in chapter 10, the theoretical background, concept, calculation equations and 

the relevancy to use this model in predicting the viscosity of the mixtures containing 

hydrocarbons and dissolved gases. Results obtained from the modelling work were being 

discussed in chapter 11. Finally, in chapter 12, several conclusions deduced from all the three 

parts were discussed and major contributions were listed down. Recommendations for future 

work were also include in this chapter to complete the thesis.  
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PART 1 DIFFUSION COEFFICIENTS 

CHAPTER 1 THEORY AND CONCEPTS 

1.1 Diffusion Coefficient 

Study of the diffusion of dissolved gases in liquids has gained interest among researchers due 

to its importance in mass transfer calculations and correlations.23 Diffusion, in general, can be 

defined as a measure of the rate of material transport as a result of the random movement of 

particles in the presence of a concentration gradient as shown in Figure 1.1. If we consider a 

container that was divided into two parts, where both parts have the same solute at different 

concentration, when the partition is taken out, the solute molecules will move from higher 

concentration to lower concentration. After some time, the concentration will be uniform 

throughout the container. The phenomenon can also be understood from the concentration 

profile in Figure 1.1 where it shows the concentration as a function of position before the 

partition removed, during equilibration and at equilibrium.  

 

  

 

Figure 1.1 Movement of particles of different concentration in a container and the subsequent 

concentration profile24 

 

The diffusion coefficient is a proportionality constant between the diffusion flux and the 

gradient in the concentration of the diffusing species and is dependent on both temperature 

and pressure. The most used diffusion coefficient is the Fickian diffusion coefficient, D define 

in Fick’s first law which, in one dimension, can be written as  

dc
J D

dx
= −   (1.1) 

where J is the diffusion flux (moles or mass per unit area per unit time), c is the concentration 

(moles or mass per unit volume), and x is distance. The negative sign is necessary to account 
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for the movement from the high concentration to the low concentration. The other widely used 

form of diffusion coefficient, primarily used in computational predictions of diffusivity, is the 

Maxwell Stefan diffusion coefficient, DMS. In Fickian description of diffusion, the concentration 

gradient is the driving force, while in the MS description, chemical potential is the driving force. 

In the MS approach, the chemical potential gradient of component i is balanced by a friction 

force 
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Here R and T are the gas constant and absolute temperature, µi is the chemical potential of 

component i, the numerator inside the summation denote the average velocities of component 

i and j times the mole fraction of j present. The MS diffusion coefficient then describes the 

magnitude of the friction between i and j. For binary systems, the Fickian diffusion coefficient 

can be obtain from the product of the MS diffusion coefficient and the activity coefficient, while 

for multicomponent systems the matrix of diffusion coefficients usually be interconverted by 

use of thermodynamic relations based on the components’ fugacity coefficients. The diffusion 

coefficient, also known as the diffusivity, is an important parameter indicative of the diffusion 

mobility. With the absence of concentration gradient, there is no flux. 

 

 

 

Figure 1.2 Diffusion coefficient of a typical binary system in liquid phase. Blue line: D1; red line: 

D2; green line: D12. 

 

It is important to distinguish between self-diffusion in pure fluids and mutual diffusion in binary 

mixtures. Self-diffusion in pure fluids or in mixtures at equilibrium describes the random 

movement of molecules and can be measured by, for example, using a tracer such as an 

isotopically labelled species. Mutual diffusion in binary mixtures is related to the movement of 

the two components in a concentration gradient. Mutual diffusion depends on the 
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thermodynamic behaviour of the components involved. The diffusion coefficients of a typical 

binary system in the liquid phase can be explained in the diagram shown as Figure 1.2. Here, 

component 1 is presumably the lighter component as the self-diffusion coefficients are higher 

than the other component (D11 > D22). What is measured experimentally in this work is the 

limits that appear on the left of the graph where the light component (solute) is at infinite 

dilution in the heavier component (solvent), that is D12
∞. D22 is the self-diffusion coefficient of 

the solvent, and its value can be higher or lower the D12
∞ (in this case, it is lower). D11 is the 

self-diffusion coefficient of the solute component. This diagram is hypothetical because it goes 

continuously across the mole fraction range, which would not happen for a gas-liquid system 

due to the phase transition. However, to explain this figure, consider carrying out the 

experiment at the pressure where there was no phase transition and the components 

remained liquid throughout. For a given composition, there are three different diffusion 

coefficients. The blue line is the self-diffusion coefficient of the solvent, the red line is the self-

diffusion coefficient of the solute, while the green line is the binary or mutual diffusion 

coefficient. This general behaviour of the diffusion coefficients has been studied 

experimentally and rationalised by Anthony and Arthur25 who measured the tracer diffusion 

coefficients and mutual diffusion coefficients for the liquid system of n-octane and n-dodecane 

as functions of composition. 

A wide variety of techniques has been developed in the past to measure diffusion-coefficients. 

These different techniques can be classified into two groups: direct and indirect methods. 

Direct methods work by measuring the concentration of the diffusing solute based on the depth 

of penetration and the diffusivity is estimated by using compositional analysis techniques. 

However, this method is expensive, time-consuming and most of them are system intrusive. 

Alternatively, indirect methods measure the changes of the system parameters such as the 

rate of change of solution volume or movement of the gas-liquid interface, rate of pressure 

drop in a confined cell, rate of injection from the top to a cell in which the pressure and volume 

are kept constant, magnetic field characteristics, computed tomography (CT) analysis and 

dynamic pendant drop analysis. As compared to the direct method, these methods do not 

need to determine the change in composition.  

Some of the common techniques for measuring diffusion coefficient include the pressure 

decay method, the optical techniques, the Taylor dispersion method and the NMR technique. 

The pressure decay methods measure the pressure drop in a gas-liquid system as gas 

dissolves into the liquid and diffuses away from the interface, assuming there is no convection. 

For example, as shown in Figure 1.3(a), a non-equilibrium gas is brought into contact with oil 

in a sealed container. The pressure will decrease as a result of the diffusion of gas into the oil. 

The diffusion-coefficient is calculated from the amount of gas transferred into the oil (based 

on the level of the liquid in the cell and the pressure drop) until the system reaches equilibrium.  

The optical techniques are generally recognized as one of the powerful technique because 

they enable the simultaneous, real-time analysis of large regions non-invasively.26 However, 

they are some drawbacks to this technique. One of it is that the media under investigation 

must be transparent to radiation and have small physical dimensions. The interferometry 

technique is one of the well-known optical techniques with Rayleigh and Gouy as the most 

precise methods.27 This technique involves a cell with solvent and a diffusing solute. 

Monochromatic light was made passed through a diffusion boundary within the diffusion cell 



27 

 

to produce the fringe pattern and yield the refractive index at the corresponding cell level. 

Figure 1.3 (b) shows the diffusion behaviour as a function of the distance.  

Figure 1.3 (c) shows the schematic diagram of the Taylor dispersion apparatus. The Taylor 

Dispersion method employs a steady laminar flow of a solvent pumped through a capillary 

tube into which a narrow pulse of a mixture of a different composition is injected.28 The plug 

containing an excess of solute is injected into the flow and spreads out in the tube under the 

influence of the parabolic velocity profile characteristic of laminar flow. In the absence of 

diffusion, the solute particle close to the wall will be stationary while those on the centreline of 

the flow propagates fastest.  However, in the presence of diffusion, the radial concentration 

gradient stimulated by the parabolic velocity profile is counteracted by mass transport and, 

after a certain time, the solute pulse will assume a Gaussian distribution where the temporal 

variance is dependent on both the average flow velocity and the molecular diffusivity. The 

concentration of the liquid mixture is measured as a function of time at the end of the capillary 

and the diffusion-coefficients is calculated by fitting the dispersion equation to the experimental 

data.29-30 A more detailed description on the principle and working equation for this method 

will be presented in the next section. 

Nuclear Magnetic Resonance (NMR) technique was first used to obtain diffusion coefficients 

by Stejskal and Tanner31 in 1965 where the data provide detailed information about the 

molecular organization and phase structure. Measurements of diffusion commonly employ a 

spin-echo pulse sequence introduced by Hahn32 in order to see clearly the effect of the pulse 

sequences employed. The self-diffusion in a sample is monitored by the application of the 

magnetic field gradient during the dephasing and rephasing periods. The choice of the pulse 

sequence to use in the experiment depends on several factors including the relaxation times 

T1 and T2 of the nuclei under study and the practical problems associated with the application 

of strong magnetic field gradients. The latter factor usually needs a long waiting time after 

each applied gradient pulse, thus sets a limit on the time intervals between pulses. Figure 1.3 

(d) is a schematic diagram of the NMR technique. A comparison between the common 

techniques for measuring diffusion coefficients is summarised in Table 1. 

 

Table 1.1 Comparison between the common techniques for measuring diffusion coefficients 

Technique Advantages Disadvantages 

Pressure decay 
method 

simplicity In terms of 
experimental measurement 

not suitable for complex 
hydrocarbon mixtures 

Optical technique consider the most effective 
method 33 

 Suitable only for transparent 
fluids. As heavy oil, even 
when diluted, is opaque,  

Taylor Dispersion 
method 

Can be carried out at higher flow 
rates 

experimental difficulties 
regarding peak shape 
especially at higher 
experimental condition 

NMR method Ability to measure values over a 
wide temperature and pressure 
range  

Limitation to the value 
measured due to the long 
interval time 
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Figure 1.3 Common approaches for diffusion coefficients measurement. (a) Pressure decay 
method; (b) Optical techniques; (c) Taylor dispersion method; (d) NMR technique. 

 

Having an efficient technique for experimental measurements is important, however, doing 

measurements at all range of experiment parameters has limitation especially when dealing 

with the cost of experiment and compatibility of the apparatus used. Hence, developing a 

suitable model for predicting the property is also essential. The diffusion coefficients for binary 

mixtures especially the gas-liquid mixtures have been studied widely experimentally and 

computationally using the hydrodynamic and kinetic theories. Both theories are based on the 

case in which one of the components is present at infinite dilution, in which case the process 

can be called tracer diffusion. The hydrodynamic approach is based on the understanding that 

a diffusing molecule is considered as a particle moving through a continuous solvent medium 

that creates a resistance to flow, while the kinetic approach treats both the diffusing molecule 

and the solvent as particles that collide and act to oppose diffusivity.34 

(c) 
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The Stokes-Einstein equation, which is based on the hydrodynamic theory, has been widely 

used to correlate diffusion coefficients. In this equation, the diffusion coefficient is proportional 

in terms of the thermal energy kBT and inversely proportional to the viscosity of the medium. 

Consider having a particle moving at a constant velocity v (Figure 1.4). A constant drag force 

F = ζv arises from viscous medium. According to Einstein, the diffusion coefficient of the 

particle at temperature T is related to the friction coefficient ζ by the following equation: 

 

Bk T
D


=    (1.3) 

 

This equation is called the fluctuation-dissipation theorem due to the fact that diffusion is an a 

property that is related to friction, a phenomenon of energy dissipation.24 Stokes showed that 

the friction coefficient for a spherical particle of radius a is given by  

 

SEn a =    (1.4) 

 

Where nSE is the Stokes-Einstein number, η is the solvent viscosity and a is the Stokes or 

hydrodynamic radius. Combining equation (1.3) and (1.4) gives the Stokes-Einstein equation 

as follows 

 

 

SE

Bk T
D

n a
=  .  (1.5) 

 

Based on the equation, the diffusion is faster at a higher temperature, in a less viscous solvent 

and for a smaller particle. For a non-spherical molecule, the effective hydrodynamic radius 

can be estimated from experimental data using equation (1.5) where the diffusion coefficient 

is the value obtained from the experimental measurement. The value of nSE in equations (1.4) 

and (1.5) is 6 for a no-slip boundary condition around a macroscopic spherical particle moving 

in a viscous continuum. However, when the model is applied to molecules, the value is 

changed to 4, corresponding to a slip boundary condition at the surface of a spherical 

particle.35  
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Figure 1.4 Diagram showing a particle moving at a constant velocity v in a viscous liquid pulled 

by a force F = ζv24 

 

The Stokes-Einstein equation has been used to correlate the diffusion coefficients of gaseous 

solutes in various solvents as a function of temperature at constant pressure. When varying 

the pressure, the observed behaviour is not captured well by making the hydrodynamic radius 

a function of temperature alone even when the pressure-dependence of the viscosity is 

included correctly. However, the hydrodynamic radius corresponding to the measured 

diffusion coefficient can be expressed in terms of reduced density of the solvent ρ/ρc, where 

ρc is the critical density of the solvent. Cadogan et al.36 have established that with CO2, the 

hydrodynamic radius follows a linear correlation with the solvent density except for highly 

viscous solvents such as squalane.  

On the other hand, when it comes to liquefied gases and dense fluids in general, the properties 

are dominated by repulsive interactions of the nearest neighbour because the molecule are 

packed closely together. Long range forces are not important to determine the details of the 

properties. A model that captures repulsive interactive forces is the hard-sphere model which 

offers a huge simplification of a molecule with just a hard spherical particle. The only sort of 

collision happened on the molecule is the collision between two molecules or binary collisions. 

Non-spherical molecules are treated as rough hard-sphere (RHS)37 and the model is one of 

the common models that were used in the kinetic theory. The particle in the rough hard-sphere 

fluid are described as rotating spheres that undergo inelastic collisions upon contact. The 

particle exchange linear and angular momenta, and energy during a collision. Provided that 

the structural components of the fluid are unchanged, the rough hard-sphere and the smooth 

hard-sphere (SHS) are identical. Thus, giving an advantage of studying the effect of the 

translational-rotational coupling.38  

For mutual diffusion, the basis of RHS model is taken from the kinetic theory expression for 

the mutual diffusion coefficient of a dilute binary mixture of the SHS molecules such that 

 

 12 20
1212

3

28
Bk T

nD


=    (1.6) 
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where n is the number density, σ12 is the arithmetric means of diameter σ1 of the solute and σ2 

of the solvent, and µ12 is the reduced mass.39 Based on the theory by Enskog et al.40, for dense 

fluid, the dilute-gas result should be divided by the value of the unlike pair radial distribution 

function at contact, g12(σ12) define by the expression 

 

( )
( ) ( ) ( ) ( )

2

12 12 2 3

2 1 2 1

1 3

1 1 / 1 2 / 1
g

 


      
= + +

− + − −
  (1.7) 

 

where 3

2 / 6n  =  is the solvent packing density. The term g12(σ12) measures how more 

frequent collisions are in a dense fluid that were predicted by the dilute gas because when the 

molecule is closely packed together, the collisions frequency is more rapidly than predicted. 

These values were captured by this term. An additional factor C12 should be accounted to the 

diffusion coefficients of smooth hard sphere as the results of the effect of the molecular 

collisions. This has led to the following expression for the diffusion coefficient of the smooth 

hard sphere 

 

   12
12 12 0

12 12( )SHS

C
nD nD

g 

 
=  
 

  (1.8) 

 

Because the rough hard-sphere fluid is related to the smooth hard sphere fluid by the 

roughness factor, A12, therefore, the expression for the mutual diffusion coefficient for the 

rough-hard sphere is given as 

 

   12 12
12 12 0

12 12( )RHS

A C
nD nD

g 

 
=  
 

   (1.9) 

 

The smooth-hard-sphere (SHS) theory41 has been used to correlate the dimensionless self-

diffusion coefficients of pure fluids obtained from molecular simulations as functions of 

reduced volume V* where V* is defined as V/V0, where V is molar volume and V0 is the molar 

core volume. For hard sphere of diameter σ, the molar core volume is given by 3

A / 2N  , 

where NA is Avagadro’s constant. Thus, if we consider the dimensionless self-diffusion 

coefficient 11D , it can be computed such that  

 

( )
2/3 1/2

1/311 11
11 A 1/3

11 0 0

[ ] 8
2

[ ] 3

nD DV M
D N

nD V RT V


    

= =     
    

, (1.10) 

 

where D11 is the self-diffusion coefficient, n is number density, and [nD11]0 is the kinetic-theory 

expression for the dilute-gas limit of nD11. The relation between the rough hard-sphere and 

the smooth hard-sphere was extended for real fluids by Li et. al.42-43 resulting in the following 

expression 
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* *

SHSD AD=    (1.11) 

 

For RHS theory, V0 is considered as a weak function of temperature. Therefore, if we were to 

consider the dimensionless self-diffusion coefficient for rough hard sphere theory, equation 

1.10 can be written as 

 

( )
1/2

1/3 11
11 A 1/3

11

8
2

3

DM
D N

A RT V

   
=    

   
,  (1.12) 

 

where A11 is the roughness factor and 0 ≤ A11 ≤ 1. For mutual diffusion, D*
12 can be determined 

as follows 

 

 
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nD VV
D

nD V V

   
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   
  (1.13) 

 

Here, V0,2 and V0,12 are define as follows 
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Thus, by combining the definitions with equation 1.10, the reduced mutual diffusion coefficient 

at infinite dilution can then be expressed as 
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  (1.16) 

 

where M12 is the reduced molar mass defined by M1M2/(M1 + M2)  and subscript 1 and 2 is the 

pure component 1 and 2. The roughness factor can be obtained by fitting the plot of the 

reduced viscosity against the molar volume in logarithmic scale.44  

 

Besides using models such as Stokes-Einstein and RHS, the molecular dynamic (MD) 

simulation technique is an alternative tool for calculating the diffusion coefficients. One of the 

earlier works on the MD simulation on the transport properties of the systems containing gases 

in hydrocarbons was performed by Dysthe and his collaborators to calculate the viscosity, 
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thermal conductivity and the kinetic diffusion coefficients.45-46 Several other authors also have 

performed MD simulation for mixtures containing gases and hydrocarbons.47-53 Instead of Fick 

diffusion, this technique calculates the Maxwell-Stefan (MS) diffusivity which is a purely kinetic 

coefficient. However, a correction to the MS diffusion coefficient called the thermodynamic 

factor can be estimated to obtain the Fick diffusion coefficient by the following relation 

 

12 12

MSD D Q=   (1.17) 

 

The value of Q can be obtained using different approaches, for example, by means of the 

group contribution (GC) principle coupled with the PC-SAFT equation of state52 or by using 

any thermodynamic model for the mixture. The self-diffusion coefficient of the molecule i can 

finally be calculated through the mean square displacement, according to the Einstein relation 

 

2
1

lim ( ) (0
6

i i i
t

D r t r
t

→ →

→
=  −      (1.18) 

 

where ( )ir t
→

 is the center-of-mass vector position of each molecule i at time t and (0)ir
→

 is the 

position at t = 0. Computing diffusion coefficients from MD simulations is important towards 

developing new correlation model. For example, the results from MD simulation for diffusion 

in binary hard-sphere mixtures based on the Enskog model can be used to validate and guided 

in developing a universal function to predict diffusion coefficients. 

 

1.2 Taylor Dispersion Apparatus: Principle and Practice 

As discussed in the section before, a wide selection of techniques was developed for the 

measurement of diffusion coefficients.54 However, in this section, detail explanations will be  

discussed on the principle and practise of the Taylor dispersion technique as it was used for 

all the measurements involved in this study. Figure 1.5 shows the basic diagram of the Taylor 

dispersion apparatus. The theoretical basis of this method was first given by Taylor and Aris55-

56 while the experimental design criteria were given by Alizadeh et.al.57 This technique has 

been proved to be suitable for high-pressure and temperature measurements and have been 

published for quite a number of publications. 58-61 
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Figure 1.5 Schematic diagram of Taylor dispersion apparatus.62 S is a reservoir that contain 
the solvent, D is a vacuum degasser, P is the pump, V is the injection valve, W is the waste, 
DT is the diffusion tube, B is the oil bath, RID is the refractive index detector, TR is the 
thermometer readout, and PC is the control computer. 
 

In this method, a pulse contains solute in a solvent is injected in a solvent that flows steadily 

in a laminar flow through a capillary tube. The pulse disperses after moving in the tube and a 

normal distribution is assumed due to the effect of diffusion and the laminar velocity profile.63 

Based on Taylor56, the combination between the flow and the diffusion results in a Gaussian 

distribution of the solute along the tube where the variance of this distribution can be related 

to the solute diffusion coefficients.64 In the theory described by Taylor, the dispersion is 

assumed to occur in a straight tube, however, the tube used is often coiled to increase its 

compactness.  

The theory developed by Taylor is applicable under certain conditions. These includes laminar 

flow in the tube and a negligible second flow induced by the coiling effect. To achieve that, we 

need to ensure, first, a low Reynolds number [Re] below 2100, and second, the Dean number 

[De] and the Schmidt number [Sc] such that [De]2[Sc] is less than about 20.65 Here, [Re] = 

2Rvρ/η, [Sc] = (η/ρD) and [De] =Re(R/Rcoil)1/2, where R is the column radius, v is the flow speed 

averaged over the cross-section of the tube, ρ is the solvent density, η is the solvent viscosity 

D is the diffusion coefficient and Rcoil is the coil radius. These requirements demand a limitation 

on the allowable volumetric flow rates. 

An example of the concentration profile of a solution corresponding to an injection is shown in 

Figure 1.6, given by the extended Aris equation:  

( )  ( )
22( ) / 4 exp / 4c t n R Kt L vt Kt   = − −

 
   (1.19) 

where n is the amount of solute injected, L is the length of the column, and K is the dispersion 

coefficient, which is related to the diffusion-coefficients by55 
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However, some practical considerations are needed on the Aris working equation for the 

analysis of experimental data.57 Corrections are needed to account for the connecting tubes 

as well as the method of detection. An analysis on these volumes to the diffusion tubing 

showed that the effect of tubing sections of radius Ri and length Li inserted before and after 

the column has introduce excess dispersion that is equivalent to an additional length of the 

main column. Therefore, the value of L in equation (1.19) can be given as  
 

( ) ( )
3

4

0

1

/ /c i i

i

L L D D R R L
=

= +     (1.20) 

 

where D is the diffusion-coefficients at the column temperature and D0 is the diffusion-

coefficients at the ambient temperature. Subscript c is for column while subscript i = 1, 2, and 

3 are three significant sections of the additional length of the tubing: between the injection 

valve and the column, between the column and the inlet of the detector and the internal flow 

path in the detector. To make the corrections smaller, one can consider having a smaller 

internal radius of the tubing sections or having a longer column.66  

The concentration profile can be analysed by fitting parameters in an equation to minimise the 

difference between the experimental points and the analytical solution calculated by equation 

1.19. The equation is represented as follows  

 

( ) ( )s t a bt c t= + +    (1.21) 

 

where α is the detector sensitivity.  

 

 

 

Figure 1.6 Concentration profile. y-axes represent the refractive index, s and x-axis represent 

time, t since injection. 
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1.3 Universal Correlation based on the Rough Hard Sphere Theory  

A theoretical model is important to predict properties especially at conditions where the 

experimental measurements are difficult. The hard sphere model for the transport properties 

was first proposed by Dymond,67-68 and has been improved as a predictive tool by Dymond, 

Assael and their collaborators69-73. This theory was originally from the Van der Waals model 

where the true intermolecular pair potential is replaced by a weak long-range attraction and a 

rigid-core repulsion.74 For diffusion coefficient, rough hard sphere (RHS) theory has been used 

widely to interpret the data.75 This approach considers the dynamics of the molecular collision 

between rigid, spherical molecules as a function of liquid densities. It requires the hard core 

diameter that is temperature dependent resulted from MD calculations and the translational/ 

rotational coupling factor or the roughness factor.76 Because this model assume molecule to 

be treated as spherical bodies and emphasize repulsive interaction at a small intermolecular 

distance, this model is not suitable for many polar systems due to the strong intermolecular 

attractive forces.  

The rough hard-sphere model described a molecule as a rotating spherical particle that is able 

to undergo inelastic collisions.38 The existence of only binary collisions bring about a huge 

simplification of the theory, built up from the dilute-gas limit transport properties where the 

theory is known. For hard spherical molecules, we can define a dimensionless reduced 

viscosity and that is a function only of reduced volume, V* = V/V0, where V0 is the molar core 

volume. For real molecules, we can also define a dimensionless viscosity as a function of 

V/V0, where V0 is a weak function of temperature. Also, for real molecules, there is another 

parameter that needs to be considered which is the roughness factor, Rη. The value for the 

roughness factor usually ranges between 0 and 1 due to the effect of reducing the value of 

self-diffusion of a rough hard-sphere. 

If we were to plot the experimental data for viscosity in its dimensionless form against the 

reduced volume as seen in Figure 1.7, we can observe that by choosing a correct value of V0 

and Rη, all the datapoints will lie on one curve including the computed values for hard spheres. 

If we adjust the value of Rη it will shift the viscosity in the vertical direction and if we adjust the 

value of V/V0, it shifts the data along the horizontal axis. This mean that the model has a 

universal function of V/V0 and that it is correlative and not predictive because the value of Rη 

and V0 needs to be computed before we can use it to represent the viscosity. The value of Rη 

and V0 can be found by fitting the experimental viscosity data. 

 



37 

 

 

 

Figure 1.7 Dimensionless viscosity η * as a function of V/V0:  , ethylbenzene; , SF6; , N2 

 

For self-diffusion coefficients of a pure substances, the hard sphere theories apply as well with 

dimensionless diffusion coefficients incorporates a roughness factor, RD and the reduced self- 

diffusion coefficient is as a function of only V/V0 (the V0 is the same that were used in the theory 

with viscosity). For hard sphere theory, as applied to the problem of the mutual diffusion 

coefficients at inifinite dilution, the dimensionless diffusion coefficients, D12
* can be computed 

as  
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  (1.22) 

 

where M12 is the reduced molar mass defined by M1M2/(M1 + M2)  and subscript 1 and 2 is the 

pure component 1 and 2 of solute and solvent, respectively. The equation 23 tells that if we 

have the experimental value of diffusion coefficients (D12), its dimensionless diffusion 

coefficients can be found by having its molecular constants (M12, R, T, NA), the  molar core 

volumes,V0 for the pure solute (V0,1) and solvents (V0,2) from the viscosity data, the molar 

volume (V) from the equation of state and the roughness factor for mutual diffusion coefficients 

(A12) from fitting the experimental data. The theory also tells us that D12
* is a function of V/V0,2 

and of the two ratios 
0,2 0,1/V V  and 2 1/M M  where 3

0, a / 2i iV N =  and σi is the diameter of 

molecule of type i. However, based on the molecular-dynamics results 77 for smooth hard-

sphere mixtures, D12
* depends not upon 

0,2 0,1/V V  and 2 1/M M separately, but upon the single 

ratio M1V0,2/(M2V0,1) which is called the ‘asymmetry’ ration, χ. This results in the following 

expression    
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where F12  is a universal function that needs to be determined. In a study by Cadogan et al.36  

the asymmetry ratio was found to be a fixed value for CO2 in a family of hydrocarbon solvents. 

In that case, F12(V/V0,2) was represented by a polynomial function such that  
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where ai are the universal constants. The data were able to fit very well except that this function 

is limited to systems in which χ ≈ 2.1, which is the case for CO2 in typical liquid hydrocarbons. 

In this work, this theory was extended by considering also CH4 and other species as solutes 

in various hydrocarbon liquids. This advances the model towards a universal correlation for 

the infinite-dilution diffusion coefficient. However, it has only been validated for non-polar 

solutes in non-polar solvents. 

The expressions in equation 1.24 in principle are given by the Enskog theory with corrections 

determined by the MD studies78-79 but the experimental data can also be use.44 The results  

from the corrected Enskog theory has been used by Assael, Dymond and their collaborators69-

73, 80-81 to determine the universal functions F(V/V0). In their work, the hard sphere theory has 

been used to correlate simultaneously the coefficients for viscosity, diffusion coefficients and 

thermal conductivity for a series of n-alkanes, simple molecular fluids, n-alkane mixtures, 

aromatic hydrocarbon, alcohols as well as refrigerants.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



39 

 

CHAPTER 2 LITERATURE REVIEW 

In this chapter, an extensive literature review will be reported on previous work related to 

diffusion coefficients; it is divided into three sections. First, we will review measurements of 

diffusion coefficients using Taylor dispersion apparatus specifically. In sections 2.2, we 

reviewed the literature on the diffusion coefficients of CO2 and CH4 in hydrocarbons. Finally, 

in section 2.3, we will review previous work done to predicts diffusion coefficients using 

predictions models such as rough hard-sphere and molecular dynamic simulations. 

 

2.1 Measurements using Taylor dispersion apparatus 

The Taylor dispersion method has been used widely since decades ago for the measurements 

of diffusion coefficients. An extensive literature on the method was available, however, a 

thorough discussion by Alizadeh et al.57 gives a complete discussion of the method and its 

application to liquid diffusivity measurements including the corrections from the effect of the 

finite volume of the injection pulse, the infinite volume of the concentration monitor, the coiling 

of the tube and the nonuniformity and non-circularity of the cross-section. Until today, 

measurements using this method is still relevant due to the presence of a fully developed 

working equation that allows absolute measurements to be made and provide highly accurate 

experimental data. This method is favourable as it does not need calibration and works well 

to determine diffusion coefficients either near to infinite dilution, mutual diffusion coefficients 

in mixtures of liquids as well as self- diffusion coefficients.82-83  

Since it was introduced for liquids by Pratt and Wakeham84 and Grushka and Kikta85, the 

Taylor dispersion method has been used for the measurements of diffusion coefficients in a 

wide selection of fluids under various conditions28, 60, 86-88. These include measurements in 

organic mixtures89 as well as in supercritical fluids.90-96 Levelt Sangers et al.96 reported 

experimental data on diffusion coefficients of benzene and toluene in supercritical CO2. They 

have summarized that in order to obtain the diffusion coefficients near-infinite dilution at the 

general region of the critical density, the measurement needs to be carried out at 20 K or more 

above the solvent’s critical point. Bruno95 in his work reported measurements of diffusion in 

supercritical fluid solutions but for an application that is relevant to the design of advanced 

aircraft and turbine fuels. A correlation was developed by Catchpole and King94 to estimate 

both self and binary diffusion coefficients in a range of near-critical solvents. However, it was 

reported that the correlation is not suitable for estimating binary diffusion coefficients at the 

binary mixture critical points. Silva and Macedo93 in their work had evaluated the correlation 

by Catchpole and King for diffusion coefficients of diethyl ether, diisopropyl ether, and 

tetrahydrofuran in supercritical CO2 and obtained a large deviation. They had concluded that 

one of the reasons for the large deviation is because in this correlation, the temperature (and 

density) dependence of the hard-sphere diameter has been neglected. More detailed 

explanation on the effect of small changes in the hard-sphere diameter on the diffusion 

coefficients has been discussed in their other paper.97 Other large number of studies on the 

measurements and predictions of binary diffusion coefficients in the subcritical and 

supercritical region has been done by Akgerman and his co-workers.98-101   

The Taylor dispersion method has also been used in measuring multicomponent diffusion 

coefficients of three-component liquid systems. For example, the ternary multicomponent 

diffusion coefficients involving mixtures of aqueous salt solution has been reported by 
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Callendar and Leaist.102-103 The diffusion coefficients involving aqueous salt solutions have 

also been measured by several other authors.104-106 In fact, a vast literature survey has 

revealed numerous other papers measuring diffusion coefficients of electrolytes involving 

aqueous potassium chloride (KCl) solutions.107-149 However, it was restricted to ambient 

conditions and for dilute solutions. The only data found on diffusion coefficients for KCl in KCl 

aqueous solutions at elevated pressure was done by Secuianu et al.66 where the experimental 

data obtained by Taylor dispersion method were available up to 69 MPa. The Taylor dispersion 

method has been used widely since decades ago for the measurements of diffusion 

coefficients. An extensive literature on the method was available, however, a thorough 

discussion by Alizadeh et al.57 gives a complete discussion of the method and its application 

to liquid diffusivity measurements including the corrections from the effect of the finite volume 

of the injection pulse, the infinite volume of the concentration monitor, the coiling of the tube 

and the nonuniformity and non-circularity of the cross-section. Until today, measurements 

using this method is still relevant due to the presence of a fully developed working equation 

that allows absolute measurements to be made and provides highly accurate experimental 

data. This method is favourable as it does not need calibration and works well to determine 

diffusion coefficients either near to infinite dilution, mutual diffusion coefficients in mixtures of 

liquids as well as self- diffusion coefficients.82-83  

 

Table 2.1 Literature for diffusion coefficients of CH4 and CO2 in hydrocarbon solvents that 

were measured by Taylor dispersion method 

Solute 

Gases 
Solvent T/K p/MPa 

Number 

of 

points 

Reference 

CH4 
Hexane 

304 - 435 1.72 6 150 

     

 
 

298 - 403 1 4 151 

 Decane 298 - 433 1 3 151 

 Tetradecane 298 - 430 1 4 151 

CO2 Dodecane 298 - 566 1.45-3.45 9 61 

 Hexadecane 298 - 566 1.45-3.45 10 61 

 
Toluene 

298 - 333 1 5 152 

 298 - 423 1 to 69  30 36 

 Hexane 298 - 423 1 to 69  16 36 

 Heptane 298 - 423 1 to 69  30 36 

 Octane 298 - 423 1 to 69  30 36 

 Decane 298 - 423 1 to 69  16 36 

 Dodecane 298 - 423 1 to 69  15 36 

 Hexadecane 298 - 423 1 to 69  28 36 
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In recent years, the diffusion of dissolved gases in liquids has gained growing interest among 

researchers. Some of the studies that have employed the Taylor dispersion method includes 

the diffusion coefficients of CO2 in water by Cadogan et al.62, Ferrell and Himmlebleu153, 

Snijder et al.152 and Frank et al.154 In their paper, the diffusivity of different other gases in water 

such as N2, O2 and NH3 have also been measured. In addition to that, Han and Bartels155 have 

also reported on diffusion coefficients of O2 in water. Other systems involving solute gases in 

liquids include N2O in aqueous piperazine solution by Hamborg et al.156 and CO2 and NH3 in 

methanol by Frank et al.154 The diffusion coefficients of CH4 in water have also been thoroughly 

investigated experimentally and mathematically, however none of them has used Taylor 

dispersion method. Instead, they were using methods such as the capillary cell method, the 

diaphragm method, the inverted tube method, the modified Barrer method and a simplified 

method where the capillary tube was used with in situ Raman spectroscopy 157-166. Diffusion 

coefficients of dissolved gases in hydrocarbon liquids using this method were also available 

in literature. Table 2.1 summarizes the literature for CH4 and CO2 in hydrocarbon solvents that 

were measured using the Taylor dispersion method. Diffusion coefficients using this method 

of other gases in hydrocarbons includes dissolved H2
61, C3H6

150, C2H6
150 and Argon.64 

 

2.2 Previous experimental results 

In recent years, the diffusion of dissolved gas solute in liquids have received a growing interest 

in connection with both geological carbon storage and gas injection for improved oil recovery. 

In relation to these processes, the most important solute gases are CO2 and CH4. The 

diffusion coefficients of these and other gases in liquid solvents have been studied by many 

researchers, either experimentally or through computational means.  

 

2.2.1 Diffusion coefficients of CO2 in hydrocarbons 

An extensive literature review resulted in a large number of works involving dissolved CO2 in 

liquid hydrocarbons. However, many of them have restricted temperature and pressure to 

ambient condition. This limitation does not represent the carbon storage and enhanced oil 

recovery as the process involved higher temperature and pressure. Most of the data found 

were measured at p = 0.1 MPa even though they were measured along with several 

temperatures. Himmelblau23 in his review has evaluated and reported experimental results of 

diffusivities of hydrocarbon gases in liquid hydrocarbons such as methane and ethane in 

series of alkane up to decane. Guzman and Garrido167 have determined the diffusion 

coefficients of CO2 in twelve alkanes ranging from hexane to heptadecane. However, their 

measurements were limited at T = 298 K and at pressures varying from 0.1 to 0.7 MPa. 

Takeuchi et al.168 and Luthjens et al.169 reported diffusion coefficients of CO2 in hexane at T = 

298 K and p = 0.1 MPa while Teng et al. 170 used MRI technology to study CO2  diffusion in 

decane at T = 297 K and pressures of (2.2 to 4.2) MPa.  

Some of the data found however involved a much higher pressure and temperature including 

the work by  Nikkhou et al.171 who reported the diffusion coefficient of CO2  in heptane and 

hexadecane, determined from the swelling of pendant drops at T = (313 to 393) K and 

pressures up to 8.6 MPa. Additional data for CO2  in hexadecane have been reported by Du 

et al.172 and Hao et al173 using the Dynamic Pendant Droplet Volume Analysis (DPDVA) 
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method and the NMR method, respectively. More data were reported for CO2 diffusion in 

hydrocarbons: heptane at T = 293 K174; dodecane at T = (304 to 566) K61; and hexadecane at 

T = (298 to 564) K.61, 167, 175 These studies involved pressures of less than 3.5 MPa but the 

larger range of temperature have initiated the development of predictive theories for diffusion. 

The highest pressure measured was done by Pacheco-Roman et al.176 who used the 

pressure-decay method to determine the diffusivity of CO2 in decane and hexadecane at T = 

(273 to 298) K and at p = 35 MPa. A more recent data at higher pressure up to 69 MPa were 

found done by Cadogan et al.36 who measured the diffusion coefficients of dissolved CO2 in 

eight liquid hydrocarbons including hexane, heptane, octane, decane, dodecane, 

hexadecane, squalane and toluene. In his work, the diffusion coefficients were found to be 

reduced as much as 55% over the range of pressure. The effect of temperature and pressure 

on diffusion coefficients in this work36 can be seen illustrated in Figure 2.1 and a summary of 

the literature for the diffusion coefficients of CO2 in hydrocarbons is shown in Table 2.2. The 

diffusion coefficients of CO2 in a more complicated system have also been measured by 

several authors. This includes the recent work of Rezk and Foroozesh177 who studied the 

diffusivity of CO2  in crude oil using the pressure decay method at T = 294 K. The diffusivity of 

CO2  in crude oil have also been studied by Yang et al 178 and Guo et al.179 

 

 

Figure 2.1 Diffusion coefficients D of dissolved CO2 in heptane as a function of temperature 

T36: , p = 1 MPa ; , p = 10 MPa; , p =30 MPa; , p = 50 MPa; , p = 69 MPa. 
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Table 2.2 Summary of the literature for diffusion coefficients of CO2 in hydrocarbon solvents 

Author Solvent T/K p/MPa 

Guzman and Garrido167 C6H14 to C17H36 298 0.1 

Takeuchi et al.168  C6H14 298 0.1 

Luthjens et al.169 C6H14 298 0.1 

Teng at al. 170 C10H22 297 2.2 to 4.2 

Du et al. 172 C16H34 298 to 353 7 to 19 

Nikkhou et al.171 C7H16 313 to 393 0.1 to 8.6 

 C16H34 313 to 393 0.1 to 8.6 

Matthews et al.61 C12H26 304 to 566 1.4 to 3.4 

 C16H34 323 to 564 1.4 to 3.4 

Hayduk175 C16H34 298 to 323 0.1 

Pacheco-Roman et 

al.176 
C10H22 273 to 298 35 

 C16H34 273 to 298 35 

Cadogan et al.36 C6H14 to C10H22 

C7H8 

C30H62 

298 to 423 1 to 69 

2.2.2 Diffusion coefficients of CH4 in hydrocarbons 

Diffusion coefficients of CH4 in hydrocarbon have been studied by several researchers. Table 

2.3 summarizes the results from the literature survey for methane in hydrocarbon solvents.150-

151, 180-184 Several measurement techniques have been applied including the Taylor dispersion 

technique, NMR, pressure-time measurements and also chromatographic analysis from a 

diffusion cell. Helbaek et al.180 have measured self-diffusion coefficients of CH4 in hexane, 

octane and decane at T = 303.2 K and 333.2 K and at p = (30-50) MPa. They have compared 

the experimental diffusion coefficients data with Sigmund correlation, however it was found 

not fit because the Sigmund correlation has failed to consider the reduced density maximum 

for intermediate compositions at constant pressure and temperature and in fact it has assumed 

that the diffusion coefficients is a unique function of the reduced density. Erkey and 

Ekgerman150 in their work reported the infinite diffusion coefficients of CH4 in octane at T = 

(304 – 435) K. The diffusion coefficients of CH4 in octane have also been measured by Killie 

et al.182 and Colgate et al.181 at T = (280.7 - 311.75) K together with nonane and decane at the 

same temperature and pressure conditions. The diffusivities of CH4 in octane, decane and 

tetradecane have been reported by Chen et al.151 at temperatures from (298 to 403) K. In their 

work, they have found out that the rough hard-sphere theory predicts well the experimental 

data especially at the temperature where the ratio of the molar volume to that of the close-

packed hard-sphere fluid V/V0,2 is less than or equal to 1.5. Only work by Jamialahmadi et 

al.184 has managed to measure several points for the diffusion coefficients of CH4 in dodecane 

in between T = 318 to 354 K and pressure between 4 to 34 MPa. To summarize, there is a 

lack of experimental data for CH4 diffusion in pure liquid hydrocarbons over extended ranges 

of temperature and pressure. More experimental data are needed to develop a reliable 

correlation that works well both in low and high temperature and pressure conditions. Other 

studies on the diffusion of methane in liquid hydrocarbons have focused on heavy crude oils 

and bitumen.185-188  
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It is worth to mention that the literature reviewed above involved diffusion in liquid form, which 

is the main interest in this work. However, there is also other literatures available for the 

diffusion coefficients of hydrocarbon in CH4 where the whole system is in the gas phase. 

Typical diffusion values for gas and liquid are 1 x 10-5 and 1 x 10-9 m2/s, respectively.189 These 

includes the work by Wilhelm and his coworkers190-191 where binary gaseous diffusion 

coefficients of CH4 and some other gases were measured in cyclohexane, methylcyclohexane, 

benzene and toluene as well as in cyclooctane and trans-1,2-dimethyl cyclohexane. 

 

Table 2.3 Summary of the literature for diffusion coefficients of CH4 in hydrocarbon solvents 

Solvent T/K p/MPa Method* 
Number 

of points 

Uncertainty 

(%) 
Ref 

Hexane 303.2 - 333.2 30-50 NMR 24 2 180 

Octane 304-435 1.72 TDA 6 0.8 150 

 303.2 - 333.2 30-50 NMR 30 2 180 

 280.7 - 311.75 1.72 CAR 4 0.2 181 
 

298 - 433 1 TDA 4 1 151 
 

301.4 - 373.2 1.72 MZI 4 10 182 

Nonane  280.7 - 311.75 1.72 CAR 4 0.2 181 

Decane 280.7 - 311.75 1.72 CAR 4 0.2 181 
 

303 - 423 20 - 60 MZI 9 0.6 183 
 

298 - 433 1 TDA 3 1 151 

Dodecane 318 - 354 4-34 DC 33 Not specified 184 

Tetradecane 298 - 433 1 TDA 4 1 151 

*DC = Diffusion Cell, NMR = Nuclear Magnetic Resonance, TDA = Taylor Dispersion 

Apparatus, CAR = Cylindrical Acoustic Resonance, MZI = Mach-Zehnder Interferometer. 

 

2.3 Prediction models 

Highly accurate experimental data is one of the important parameters in developing a 

correlation to predict the diffusion coefficients. According to the literature above, most data 

available were measured at temperature and pressure near the ambient condition. However, 

available correlations that were developed based on diffusion coefficients at atmospheric 

conditions cannot be used for higher temperature and pressure conditions.192 The reason for 

this is because of the lack of reliable high temperature and pressure experimental data. The 

Sigmund193 correlation however did predict better using an extension to the high pressure 

found in reservoirs a great depths.194 

 

2.3.1 Rough hard sphere theory 

The rough-hard sphere theory is a well-known theory for predicting transport properties of both 

pure and binary mixtures. For diffusion coefficient, rough hard-sphere (RHS) theory has been 

used widely to interpret the data.75 Erkey and Akgerman Erkey75 has measured the mutual 

diffusion coefficients of benzene in carbon tetrachloride and used the RHS theory for the 

interpretation of the data that they obtained. The theory was found to predicts their data 

successfully and thus, were used to develop a correlation for prediction of diffusivities in the 
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sub and supercritical CO2. The developed correlation managed to fit the data with an average 

absolute deviation of 7.68%. Akgerman et al.100 also developed a correlation based on RHS 

theory for prediction of diffusivities of heavy molecular weights organics such as naphthalene, 

phenanthrene and hexachlorobenzene in supercritical CO2. Eaton and Akgerman101 also have 

developed a prediction equation based on RHS theory for the determination of infinite dilution 

molecular diffusion coefficients in supercritical fluids. The correlation predicts the data 

successfully with an average absolute deviation within 15% over more than 1500 data point. 

One of the recent studies on the implementation of RHS model has been carried out by 

Cadogan et al.36 In this work, diffusion coefficients are correlated using RHS theory for CO2 in 

a series of hydrocarbons and good agreement with the experimental data was found, with an 

average absolute deviation within 2.5%. In contrast, using the Stokes-Einstein equation, 

prediction of diffusion coefficients of the same systems resulted in average absolute deviations 

within 5%. However, the correlation based on the Stokes-Einstein equation for the heaviest 

species considered, squalane, was unsuccessful based on the high value of average absolute 

deviation. Nevertheless, the failure has led to the development of a more sophisticated 

correlation based on an elaboration of the RHS model.36 In the correlation, the solute was CO2, 

and a series of non-polar solvents were investigated. The correlation manages to successfully 

fit the data for D12* against V* within ±10%. The successful results in Cadogan’s work played 

an important role that encourages the work in this thesis to extend a similar method to a wider 

range of solutes and solvents. However, to test the theory in a meaningful way, experimental 

results are needed over wide ranges of temperature and pressure. 

 

 

Figure 2.2 Diffusion coefficients D of CO2 in several hydrocarbons divided by T0.5 plotted 

against solvent molar volume V. Symbols represent experimental data while the solid lines 

represented the predicted data using RHS theory. 195 
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2.3.2. Molecular dynamic simulation 

Molecular dynamic simulation (MD) techniques is an alternative tool for calculating diffusion 

coefficients, especially at conditions that are difficult and unsafe for experimental work. The 

diffusion coefficients calculated from molecular dynamics are Maxwell-Stefan diffusivities. 196 

Several studies by Krishna and his co-workers have used the molecular simulation techniques 

to calculate self and mutual diffusion coefficients in homogeneous phases197 as well as in 

confinement.198-204 Zabala et al. 52 have computed the diffusion coefficient of systems involving 

dissolved CO2  in several hydrocarbons (up to C44) at their bubble pressure and at 

temperatures varying between (298 and 373) K. Feng et al. 47 also performed molecular 

simulations to investigate the diffusion coefficients of dilute CO2 in alkane solvent over a wide 

density range of solvent, while Higashi et al. 49-50, 53 used molecular simulation to calculate the 

mutual diffusion coefficient for CO2  and aromatic hydrocarbons in the critical region. More 

recent work by Moultos et al.48 using molecular simulation addressed the diffusion coefficients 

of CO2  in hydrocarbons including hexane, decane, hexadecane, cyclohexane and squalane 

at temperatures up to 423 K and pressures up to 65 MPa. The same group have also simulated 

the diffusion coefficient of CO2 in water.51 In addition to that, Dysthe et al.45-46 have used the 

MD and the Green-Kubo formalism to study transport coefficients as a function of composition 

in mixtures of decane with CH4, C2H6 and CO2. Diffusion coefficients of mixtures of CH4/ C6H14 

were calculated using MD technique by dos Santos et al.205 They reported the self-diffusion 

coefficients of the mixtures in both liquid and supercritical phases and evaluated the finite box 

size and the choice of the force field on the diffusion coefficients at high pressures. Easteal 

and Woolf77, on the other hand, reported the tracer diffusion data through simulation of binary 

mixtures with solvent/ solute mass ratio (σ2/σ1) and size ratio (m2/m1) in the range from 0.6 to 

10 and 1.2 to 2.0, respectively, and for a specific range of densities. The density of the system 

was expressed as ration of V/V0 and varied in steps of 0.1 between 1.5 to 2.0 as shown in 

Figure 2.3. The MD results from this work were used to determine the universal correlation 

developed by Cadogan et al.36  
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Figure 2.3 Dimensionless tracer diffusion coefficients of SHS systems as a function of the 

reduced volumes: , σ2/σ1 = 1.6; ◆, σ2/σ1 = 1.8; , σ2/σ1 = 2.0.77 
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CHAPTER 3 EXPERIMENTAL APPARATUS AND METHOD 

As discussed in the chapter before, a wide selection of techniques has been developed for 

the measurement of diffusion coefficients.54 However, in this chapter, detail explanations will 

be  discussed on the principle and practise of the Taylor dispersion technique as it was used 

for all the measurements involved in this study. Description on the operating procedure, data 

reduction and interpretation will also be carefully explained. 

3.1 Taylor Dispersion Apparatus  

The measurements of diffusion coefficients for all systems in this thesis were using the Taylor 

dispersion apparatus as shown in Figure 3.1. This apparatus comprises of four modules, 

namely: a solvent delivery module that consists of a syringe pump and a degasser, a 

thermostatic oil bath that housed the diffusion capillary, a solution preparation module where 

the solvent was being saturated with the gas solute and a differential refractive index detector 

(RID).  

The syringe pump used in this work (Teledyne ISCO, model 100DM, USA) has a capacity of 

100 ml and were used to pump the solvent to high pressure and provide a constant flow of 

solvent through the system. The measurements of diffusion coefficients for both systems 

involved were made at pressures from atmospheric to a maximum pressure of 65 MPa. To 

achieve the desired pressure, the syringe pump was first set to a pressure-control mode before 

changing it to a flow-control mode where a consistent flow rate was set. The measurements 

of methane in toluene were made at flow rates between (0.028 to 0.117) ml·min-1 and the 

measurements of methane in heptane were made at flow rates between (0.042 to 0.155) 

ml·min-1.  

 

 

Figure 3.1 Schematic diagram of Taylor dispersion apparatus: DG, vacuum degasser; SP, 

syringe pump; PI1 and PI2, pressure transducers; F1 and F2, filters; SV, sample valve; DC, 

diffusion column; HB, thermostatic oil bath; TIC, temperature controller; RT, restriction tube; 

RID, refractive index detector; BP1 and BP2, back pressure valves; SC, saturation chamber; 

PRV; proportional relief valve; V01, V02 and V03, gas and vacuum valves; V04; solution outlet 

valve. 
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After exiting the pump, the solvent flow passed through a 6-port injection valve (VICI, 

Cheminert Model C72H – 1696D, Switzerland) and into a coiled diffusion column which 

housed in a thermostatic oil bath that controls the experimental temperature. The length of the 

diffusion column, L = 4.518 m, measured with an ordinary tape. The internal radius of the tube, 

R = 0.5398 mm has been determined by weighing the tube, both empty and after filling with 

pure water, on an analytical balance with a resolution of 0.1 mg66. In the oil bath, the tube was 

coiled on a drum with a radius of 0.109 m. The temperature of the oil bath was measured with 

a secondary-standard platinum resistance thermometer (Fluke Hart Scientific, Model 5615, 

USA) and readout unit (Fluke Hart Scientific, Model 1502A). The thermometer was calibrated 

before by Cadogan et al.36, 62 on ITS-90 at the temperature of the triple point of water and 

compared in a constant temperature bath with a standard platinum resistance thermometer at 

nominal temperatures of (323, 373, 423 and 473) K. The standard uncertainty of the 

temperature measurements was reported to be 0.02 K. The pressure was measured with a 

standard uncertainty of 0.05 MPa by a pressure transducer mounted on the top of the syringe 

pump. No further calibration has been made prior to starting the measurements.  

The RID used in this work (Agilent 1200 series, model G1362A, USA) reads the difference 

between the refractive index of the sample solute-solvent solution to that of pure solvent and 

produces a signal that was analysed to obtain the diffusion coefficients. The RID operated at 

low pressure, typically 0.45 MPa. To control the pressure upstream, a different type of 

restrictor tubes was inserted in between the column and the RID. The length and diameter of 

the restrictor tubes were selected depending on the pressure drop required by changing the 

solvent flow rate. The pressure drop across the restrictor tube can be estimated over a suitable 

range of flow rates based on the Hagen-Poiseuille equation.206 The restrictors were PEEK-

reinforced-silica tubes with diameters and lengths as detailed in table 3.1 for different target 

pressure drops. 

 

Table 3.1 Selection of restrictor tube for various range of pressure. 

p (MPa) Restrictor tube 

~1 50 µm x 50 mm 

~10 
25 µm x 100 mm 

25 µm x 150 mm 

20 - 40 25µm x 200 mm 

> 50 25 µm x 500 mm 

 

The solution preparation module consists of a saturation chamber that was fabricated from 

titanium. It was used to saturate the solvent with the gas solute at a pressure not more than 

0.7 MPa.The chamber had an internal volume of 100 ml and was fitted with a magnetic stirrer 

bar which aided the dissolution of the gas solute into the solvent. The gas-saturated solution 

allowed to flow from the chamber through the 5 µL sample loop on the 6-port injection valve, 

exiting via back-pressure regulator BP1 to the waste bottle via valve V04. The assembly of 

the equipment in laboratory is shown in Figure 3.2. 
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Figure 3.2 The setting of Taylor dispersion apparatus in the laboratory 

 

3.2 Operating Procedure 

Before starting a measurement, the solvent of choice was initially flushed through the system 

to the atmosphere to clean the restrictor tube and monitor the flow conditions of the solvent 

that exit the restrictor tube. The solvent was charged from a solvent reservoir through a filter 

into an in-line degasser (Knauer, model A5328, Germany) to degas the solvent before entering 

the syringe pump. The volume of the solvent reservoir was usually 200 ml to ensure the solvent 

filter were fully submerged in the solvent during the charging. The pump of capacity 103 ml 

was refilled at regular intervals to ensure sufficient solvent was available for an experimental 

run. The primary mode of operation used on the pump was the constant flowrate mode since 

subsequent analysis required the value of the flowrate. However, to obtain the flowrate that 

corresponded to the desired pressure, the constant pressure mode was initially utilised. The 

pump adjusted the flow rate to meet the required pressure; this value was then inputted in the 

constant flowrate mode. The solvent was then moved through the 6-port injection valve, into 

the diffusion column, the restricted tube, a differential refractive index detector before passing 

by the backpressure regulator into the waste bottle.  

The solution of CH4 and solvents were prepared in the 100 ml saturation chamber at ambient 

temperature and pressure of up to 0.7 MPa. The chamber was filled up to approximately 75 

% of its maximum volume with the solvent. After a thermal equilibrium and a steady-state flow 

were established, a series of injection was made. Four to six repeat measurements were made 

at each temperature and pressure, where the mean and relative standard deviation of the 

diffusion coefficients were calculated. The time for the system to reach steady state varied 

depending on the restriction tube used and the system pressure. It usually varied between 

several hours to three days. The injection time was 5 seconds, with the maximum volume of 

the plug corresponding to a 7-second injection. It had been previously shown that altering the 

injection time had no significant effect on the amplitude of the peaks observed and the 

corresponding measured diffusion coefficients. Prior to starting an injection, the saturated 
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solution was passed under pressure, through a dip tube in the saturation chamber, into the 5 

µL sample loop on the 6-port injection valve, via the back-pressure regulator BP2 to another 

waste bottle. The experiment was controlled by a program written in Agilent VEE where it 

logged and collected readings from the RID every 5 s. A master code developed by 

Cadogan207 were used allowing the experiment to be run automatically and measurements 

shown on the Agilent 1200 to be recorded. The program was able to control the solvent 

flowrate and sample valve actuation and monitored the pressure, RID reading, and the sample 

valve position as well as other experimental parameters as follows  

a) Time delay prior to injections – this was the time lag between the start point for running the 

programme and the first injection into the system.  

b) Time between injections – this was dependent on the flowrate. It was important to allow 

enough time between injections so that adjacent peaks did not interfere and overlap. A longer 

time between injection was required for larger flowrates.  

c) Purge time – this was the time during which the purge valve opened after each injection 

had been completed. 

d) Injection time – this controlled the volume of solute that was injected into the system.  

The main criteria to achieve an optimal conditions for the Taylor Dispersion apparatus is that 

the flow should be laminar and that secondary flow induced by coiling of the capillary should 

be negligible.57, 208 To achieve that, the Reynolds number, [Re] and the Schmidt number, [Sc] 

must be kept within the acceptable range so that the product of [De]2[Sc] is less than 20.65 

[De] is the Dean number obtained by multiplying [Re] with the square root of R/Rcoil, where R 

is the column radius and Rcoil is the coil radius. [Re] was given by the relation 

 

 
2

Re
Rv


=    (3.1) 

 

and Sc can be calculated from the relation 

 

 Sc
D




=   (3.2)  

 

where v is the linear flow rate of the solvent averaged over the cross-section of the tube, ρ is 

the solvent density, η is the solvent viscosity and D is the diffusion coefficient at the column 

temperature. For the present measurements of CH4 in methylbenzene and heptane, this 

criterion was easily followed as the experiment was operated such that Re < 8 and De
2Sc < 19.  

 

3.3 Data Interpretation 

The Taylor dispersion apparatus used in this work is based upon the dispersion that occurred 

when a solute plug was injected into a solvent flowing in the laminar regime. Axial dispersion 

due to the parabolic flow profile of the solvent acted to spread the pulse out longitudinally, 
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however, radial dispersion acted to keep the pulse combined. The combination of these two 

competing effects has produced an effective Gaussian distribution for the solute 

concentration, which was reached upon fully developed flow and was displayed as a Gaussian 

peak on the Refractive Index Detector.56 

The RID measured the change in the refractive index corresponded to the difference in 

concentration between the flowing solute-solvent and the flow of the pure solvent. The signal 

at the detector s(t) was analysed using the following relationship 

 

( ) ( )s t a bt c t= + +    (3.3) 

 

where a and b are the baseline coefficients, t is the time and c(t) is the molar concentration 

given by following equation (equation 4). α in equation (3) is the detector sensitivity and the 

value can be either negative or positive depending on how the solute changes the refractive 

index of the solution. For the cases in this work, analysis showed negative peaks because the 

dissolved gases reduced the refractive index. Therefore, the refractive index readings had to 

be multiplied by -1 in order to apply the model. There was also an implicit assumption that the 

detector sensitivity is linear and so, the relationship between the signal that was measured, 

and the concentration is dictated by a constant α, which is not a function of concentration itself. 

As discussed in chapter 1, the concentration profile c(t) is given by the Aris equation such that 

 

( )  ( )
22( ) / 4 exp / 4c t n R Kt L vt Kt   = − −

 
   (3.4) 

 

where n is the amount of solute injected, L is the length of the column, and K is the dispersion 

coefficient, which normally related to the diffusion-coefficients by the relation55 
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R v
K D

D

 
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 
   (3.5) 

 

The value of L in equation 3.4 is given by the relation 
 

( ) ( )
3

4

0

1

/ /c i i

i

L L D D R R L
=

= +     (3.6) 

 

where D is the diffusion-coefficients at the column temperature and D0 is the diffusion-

coefficients at the ambient temperature. Subscript c is for column while subscript i = 1, 2, and 

3 are three significant sections of the additional length of the tubing. These additional length 

from the connecting tubes were added to the main column as it has caused an excess 

dispersion to the column. Table 3.2 list out the internal radius and length of each of these 

additional sections. In order to make the corrections smaller, one can consider having a 

smaller internal radius of these tubing sections or having a longer column.66 Figure 3.3 shows 
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an example of the RID signal measured for CH4 in methylbenzene at T = 373 K and p = 31.37 

MPa at flowrate of 0.128 ml/min where the data conform to equation (3) to (5). 

 

 

 

 

Figure 3.3 Dispersion curve for s(t) for CH4 in methylbenzene at T = 373 K, p = 31.37 MPa, 

and a flow rate of 0.128 ml/ min: ○, refractive index signal; ─, Aris model fitted to experimental 

data. (bottom) Deviation Δs between the experimental data and the model. 

 

Table 3.2 Radius and length of the additional sections. 

Sections R (mm) L (m) 

between the injection valve and 

the column 
0.39 0.3 

between the column and the inlet 

of the detector 
0.13 0.6 

the internal flow path in the 

detector 
0.22 0.4 

 

The analysis involved fitting parameters into equation 1.3 with the refractive index signal by 

first approximating the values for the baseline coefficients and the diffusion coefficient. The 

sum of square differences between the experimental signal and the model equation were 

calculated and minimized by adjusting the parameters to obtain the actual value of the 

diffusion coefficient. 
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CHAPTER 4 RESULTS AND DISCUSSION 

This chapter present results and discussion and are divided into three sections. The first 

section is solely on experimental results obtained and discussions of the behaviour of the 

diffusion coefficients when temperature and pressure changed. The experimental diffusion 

coefficients were correlated with the Stokes-Einstein model and is discussed in section 4.2. 

The experimental results were also used in developing a universal correlation based on the 

rough-hard-sphere theory and the performance is discussed in section 4.3. The content of this 

chapter was mainly deduced from two papers that were published earlier. 209-211 

 

4.1 Experimental results  

Experimental results from the measurements of diffusion coefficients D12 of methane at 

effectively infinite dilution in methylbenzene and in heptane are reported. Measurements were 

made at temperature ranging from (323 to 398) K and at pressure from 1 MPa up to 

approximately 65 MPa for each temperature using the Taylor dispersion method.  

The experimental data for diffusion coefficient of methane in methylbenzene and heptane are 

illustrated as a function of pressure in Figure 4.1 and Figure 4.2, respectively. As expected, 

for both systems, the diffusion coefficient was found to increase when the temperature 

increased and to decrease when the pressure increased. However, the effect of temperature 

in both systems were found to be more significant as the increment in diffusion coefficient was 

found to be more than 90% across the temperature range investigated for all pressure 

conditions. The increasing behaviour in the diffusion coefficient values with the increase in 

temperature was due to the increase in the internal energy of the particles which then leads 

to the increase in the kinetic energy. Meanwhile, the decrement in diffusion coefficient between 

the highest and lowest pressure point was found to be approximately 36% for methylbenzene 

and 38% for heptane. The decrement of diffusion coefficient value can be well explained by 

considering the molecular interactions between the solute and solvents. When pressure 

increases, the molecule in the solvents become more closely packed, resulted to an increase 

in the solvent viscosity and density. This led to an increase spatial hindrance on the solute 

and a reduction in translation across the solvent that leads to a reduction in the diffusion 

coefficients. This finding agrees with other similar work involving diffusion coefficient of light 

gases in various substances. Cadogan et al. 36 184, 212-214 For instant, Cadogan et al. 36 62, 207 

have studied the diffusion coefficient of CO2 in hydrocarbons, water, and brine solutions over 

a wide range of temperatures and pressures. In his work, the diffusion coefficients was 

decrease approximately 35% over the investigated pressure range of (0.1 to 69) MPa, except 

for squalane, where the decrement was larger with approximately 55%. Riazi214 in his work 

has presented the diffusion coefficients of methane-pentane binary system using PVT cell and 

developed a model to predict the diffusion coefficients at the gas-liquid interface region. In 

their work, the model has successfully predicted the value of diffusion coefficients to decrease 

when the pressure increased, and the results yielded the value within ±5% from the reference 

values. 193, 215-217 In other work, Jamialahmadi et al.184 has presented the measurement of 

methane in dodecane using a precision high pressure and temperature diffusion cell 

apparatus. In their summary, it was stated that the maximum value of diffusion coefficient 

appeared at a pressure where all gas has dissolved in the liquid phase. They also summarised 
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that the increase in viscosity and density has led to a decrease in diffusion coefficient when 

the pressure is increased. 

For better observation, the experimental data for methylbenzene and toluene were plotted 

together as shown in Figure 4.3. In this figure, the diffusion coefficients of heptane were 

calculated at the same T and P as of the methylbenzene using a simple correlation that will 

be discuss later in this section. For each data point, the diffusion coefficients of methylbenzene 

were observed to be lower than the diffusion coefficient of heptane. However, as the molecular 

weight of both solvents are not very much differed, the average percentage difference was 

calculated to be approximately 14% only. This implies that the different in the structure of both 

solvent (methylbenzene is aromatic and heptane is aliphatic) does not have a large impact in 

the values of the diffusion coefficient. This statement was supported by the work of Cadogan 

et al.36 In his work, the diffusion coefficient showed an increase trend when the carbon number 

of the alkane decreases due to the decrease in the number of bonds at low carbon number 

which leads to a lower amount of possible bond rotation.  

 

 

Figure 4.1 Diffusion coefficient D12 of methane at infinite dilution in methylbenzene as a 

function of pressure p:, T = 323 K; , T = 348 K; , T = 373 K; , T = 398 K. 
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Figure 4.2 Diffusion coefficient D12 of methane at infinite dilution in heptane as a function of 

pressure p: , T = 323 K; , T = 348 K; , T = 373 K; , T = 398 K. 

 

The overall relative standard uncertainty associated with the measurements of the diffusion 

coefficient can be expressed in the following equation:  

 

( ) ( ) ( ) ( )

( ) ( )

2 2 2 2

2 2

4 4

1

r r r r

r

u D u K u R u v

D D
u p u T

D p D T



= + + +

        
+             

  (4.1) 

 

where ur(X) represents the standard relative uncertainty of variable X and u(X) represents the 

standard uncertainty, K is the dispersion coefficients, R is the radius of the diffusion tube, and 

v is the axial velocity of the solvent averaged over the cross section of the tube. For the 

experimental data presented, the following values were considered for the calculation of the 

overall relative standard uncertainty: ur(K) = 2.1%, ur(R) = 0.20%, ur(V) = 0.50%, and ur(p) = 

0.25%. The partial differential terms contribute to the error from the fluctuations in temperature 

and pressure over the duration of measurements. However, the values were negligible and 

therefore the values in the parenthesis were not considered in the calculation. This resulted in 

the overall relative standard uncertainty ur(D) = 2.3%. On the other hand, the standard 

deviations σD obtained from repeated injections at each state point are illustrated as a function 

of temperature in Figure 4.4 and Figure 4.5 for methylbenzene and heptane, respectively. No 

systematic behaviour was observed in both figures and the data were found to be scattering.  
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Figure 4.3 Comparison on the diffusion coefficient D12 value of methane at infinite dilution in 

methylbenzene (black symbol) and heptane (red symbol) as a function of pressure p: , T = 

323 K; , T = 348 K; , T = 373 K; , T = 398 K. 

 

 

Figure 4.4 Standard deviation of the diffusion coefficient of methane in methylbenzene 

obtained from repeated injections at each point. ─, p = (1 to 1.12) MPa; , p = (9.10 to 10.9) 

MPa; , p= (31.4 to 38.4) MPa; , p = (51.3 to 53.2) MPa; , p = (62.1 to 67.2) MPa. 
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Figure 4.5 Standard deviation of the diffusion coefficient of methane in heptane obtained from 

repeated injections at each point. ─, p = (1.02 to 1.08) MPa; , p = (9.85 to 10.9) MPa; , p= 

(23.6 to 25.9) MPa; , p = (48.9 to 52.5) MPa; , p = (62.1 to 63.0) MPa. 

 

The experimental data for both systems along each isotherm have been fitted using the 

following correlation:  

 

 12 0 0exp ( )D D b p p= − −   (4.2) 

 

where D0 is the diffusion coefficient at p0 = 0.1 MPa. The parameters D0 and b determined on 

each isotherm were listed in appendix 4C and the linear correlations are plotted in Figures 4.6 

and 4.7. The parameters D0 and b were fitted as linear and quadratic functions of temperature, 

respectively, to develop a surface-fit correlation such that  

 

( ) ( )9 2 1

0 0 1/ 10 m s /D d d T K− − = +   (4.3) 

 

And 
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The parameters for equation 4.3 and 4.4 can be found in appendix 4D and the surface-fit 

model is also shown along the experimental isotherms as dashed lines in Figures 4.6 and 4.7. 

The results showed a good representation of the data for both systems with the average 
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absolute relative deviation (ΔAAD) to be approximately 1.4% and 3.7% for methylbenzene and 

heptane, respectively and the maximum absolute relative deviation (ΔMAD) to be less than 6% 

for both systems. The ΔAAD and ΔMAD can calculated using the equation as follows: 

 

12,exp 12,fit

AAD
1 12,exp

1 N

i

D D

N D=

−
 =    (4.5) 

 

and, 

 

12,exp 12,fit

MAD

12,exp

Max i

D D

D

−
 =   (4.6) 

 

Here, D12, exp is an experimental value, D12, fit is the value calculated from equation 4. 2 to 4.4 

and N is the total number of points. Figure 4.8 compares the values of D0, and b determined 

in the isotherm fits with equation 4.3 and 4.4. It can be clearly seen that the data for 

methylbenzene are smoother than the data for heptane. The value of the coefficient b was 

found to vary between (0.0069 and 0.0093) MPa-1 in all the investigated isothermal fits. The 

optimal value for b was found to be in heptane system with the value of 0.0093 MPa−1 

corresponding to an average relative reduction in the value of D12 of 43% between p = 0.1 

MPa and p = 62 MPa. Literature data on diffusion coefficient of CH4 in either methylbenzene 

or heptane were not available, however, we found one data point of D0 for CH4 in heptane in 

the work done by Hayduck and Buckley.218 In their work, they used capillary cell technique to 

measure diffusion coefficient of methane in normal hexane, heptane, octane, dodecane and 

hexadecane at T=298K. Using the parameters from equation 4.3 and 4.4, we regressed the 

data to match the same temperature, and the regressed value was found to be almost 21% 

smaller than the value reported by Hayduck and Buckley.218  
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Figure 4.6 Calculated value of diffusion coefficient D12 of methane at infinite dilution in 

methylbenzene as a function of pressure p. Solid lines represent D12 calculated from equation 

4.2 and dashed lines represent D12 calculated from fitting the value of D0 and b from equation 

4.3 and 4.4. Note the semi-logarithmic scale. 
 

 

Figure 4.7 Calculated value of diffusion coefficient D12 of methane at infinite dilution in 

heptane as a function of pressure p. Solid lines represent D12 calculated from equation 4.2 

and dashed lines represent D12 calculated from fitting the value of D0 and b from equation 

4.3 and 4.4. Note the semi-logarithmic scale. 
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Figure 4.8 Diffusion coefficient D0 (a) and b (b) as a function of temperature T: , 

methylbenzene; , heptane; , Hayduk and Buckley218. Dotted lines in (a) represents linear 

equation for D0 and (b) represents quadratic function for b. 

 

4.2 Stokes-Einstein correlation 

The diffusion coefficients data were analysed with the Stokes-Einstein (SE) model as such: 

 

( )12 B SE/D k T n a =   (4.7) 

 

Here kB is Boltzmann’s constant, nSE is the Stokes-Einstein number, taken to be 4, η is the 

solvent viscosity and a is the hydrodynamic radius of the solute. Derivation of the equation 

were discussed in chapter 3.  

In this work, the values for η and ρ for both solvents were all taken from the REFPROP 

database. 219 For viscosity of methylbenzene, the values were from the correlations reported 

by Avgeri et al. 220 while for heptane, the values were from the work by Michailidou et al. 221 

The estimated uncertainty for the viscosity of methylbenzene at a 95% confidence level varies 

depending on the region of temperature and pressure. For the temperature and pressure 
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investigated in this work, the estimated uncertainty was found to be 0.7%. The estimated 

uncertainty for heptane at 95% confidence level is 3.5% over the whole range except at the 

near-critical region. For density, the equation of state developed by Lemmon et al. 21 was used 

for methylbenzene and that of Tenji et al. 222 was used for heptane.  

To calculate a, equation 4.7 was rearranged to yield the following equation 

 


= B

12 SE

k T
a

D n
  (4.8) 

 

The values of a calculated corresponding to a measured diffusion coefficient were calculated 

for each of data points and were plotted in Figure 4.9 against reduced solvent density ρ/ρc, 

where ρc is the critical density of the solvent. Based on the plot, a linear expression relating to 

the hydrodynamic radius and the reduced solvent density was fitted according to the following 

equation and the corresponding linear functions are plotted in Figure 4.9 as solid lines.  

 

( )0 1 c/ nma a a= +     (4.9) 

 

The parameters for equation 4.9 can be found in Appendix 4E. The diffusion coefficients were 

then calculated using the parameters and the results were compared with the value calculated 

from the Stokes-Einstein model (equation 4.7). Figure 4.10 shows the deviation between both 

fits. In both cases, the model fits the experimental data with ΔAAD of about 3.5%. The ΔMAD was 

found to be 9.4% and 6.2% for methylbenzene and heptane, respectively. When making 

further analysis, we can observe that in the case of methylbenzene, the Stokes-Einstein model 

performs slightly worse than the empirical model formed by equation 4.2 to 4.4 while, for 

heptane, it is the other way around. However, the Stokes-Einstein model requires only two 

parameters per solvent instead of five. 
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Figure 4.9 Hydrodynamic radius of CH4, a, plotted against ρ/ρc for: , methylbenzene; , 

heptane. The value of a was calculated by applying equation 4.8 to each data points. Solid 

lines represent linear correlation as equation 4.9. 

 

A similar findings were observed in the work by Cadogan et al.36 where the hydrodynamic 

radius were also found to exhibit a linear correlation with the solvent density. In their work, 

they compare the experimental data of diffusion coefficients of CO2 in n-alkanes with the 

correlation fits using Stokes-Einstein equation with hydrodynamic radius calculated from 

equation 4.9. It resulted in ΔAAD = 5% and ΔMAD = 19%. However, the same approach was 

unsuccessful when attempted to a heavier hydrocarbon due to the flexibility of the molecule 

towards a more complex behaviour of the apparent hydrodynamic radius of the solute. 
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Figure 4.10 Deviation between experimental diffusion coefficient D12 and calculated diffusion 

coefficient from Stokes-Einstein model DSE with hydrodynamic radius a calculated from 

equation 4.9 for (a) methylbenzene; (b) heptane at various pressures p; , p = (1 to 1.12) 

MPa; , p = (9.10 to 10.9) MPa; , p= (23.5 to 38.5) MPa; , p = (48.9 to 53.2) MPa; , p = 

(62.1 to 67.2) MPa. 

 

4.3 Universal correlation based on rough hard sphere theory 

In order to apply the extended RHS model, the experimental data of diffusion coefficients 

measured in this work were not sufficient. Therefore, we retrieved more experimental data 

from literature involving several gaseous solutes in hydrocarbon solvents that were available 

in the literature, together with molecular dynamics simulations (MD) for systems of smooth 

hard spheres. Table 4.1 lists the experimental data from the literature that were involved in 

the calculations. The MD data anchor the correlation because the roughness factor A12 for 

smooth hard-sphere systems is 1. For this work, data from the work by Easteal and Woolf77 

were used due to the accurate simulation run, relatively high number of data points and 

realistic value of densities, mass ratio (σ2/σ1) and size ratio (m2/m1).  

Most of the data were measured using the same method that was used in this study which is 

the Taylor dispersion method. Other methods used were Cylindrical Acoustic Resonance 

(CAR), Mach- Zehnder Interferometer (MZI) and Capillary Cell (CC).  From the table, we can 

see that most of the measurements were made at low condition with very few data points.  
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In Figure 4.11, we can see the experimental data of diffusion coefficient of methane in octane 

at P = 1.7 MPa measured using two different methods by two different literatures. It was 

calculated that the value obtained by Colgate et al. 220 were slightly higher by 6% than the 

value obtained by Erkey et al. 150 

 

Table 4.1 Summary of Experimental Diffusion Coefficients Data from the Literature, where T 

is temperature, p is pressure, N is number of data points and Ur is expanded relative 

uncertainty (k = 2). 

Solute Solvent T/K p/MPa N Method 102 Ur Ref. 

CH4 Hexane 298 0.1-1.0 2 TD <3 215 

 Octane 298-403 0.1 4 TD 1 221 

  281-312 1.7 4 CAR 0.2 220 

  304-435 1.72 6 TD 1 150 

 Nonane 281-312 1.7 4 CAR 0.2 220 

 Decane 303-423 20-60 9 MZI 1.4 222 

  298-433 0.1 3 TD 1 221 

  281-312 1.7 4 CAR 0.2 220 

 Dodecane 298 0.1 1 CC 3 215 

 Tetradecane 298-430 3-13 4 TD 1 221 

 Hexadecane 298 0.1 1 CC 3 215 

C2H6 Hexane 298 0.1 1 CC 14 176 

  303 0.1 1 CC 3 223 
 Heptane 303-313 0.1 2 CC 3 223 
  298 0.1 1 CC 14 176 
 Octane 304-435 1.72 6 TD 1 150  
  298 0.1 1 CC 14 176 
 Dodecane 298 0.1 1 CC 14 176 
C3H8 Hexane 298 0.1 1 CC <5 224  

 Heptane 298 0.1 1 CC <5 224 

 Octane 298 0.1 1 CC <5 224  

  335-435 1.72 6 TD 1 225 

CO2 Hexane 298-423 1.2-66 16 TD 2.6 35 
 Heptane 298-423 1-68 30 TD 2.6 35 
 Octane 298-423 0.9-69 30 TD 2.6 35 
 Decane 298-423 1.1-68 16 TD 2.6 35 
 Dodecane 298-423 1.3-63 15 TD 2.6 35 
 Hexadecane 298-423 1-69 27 TD 2.6 35 
 Squalane 298-423 1-67 30 TD 2.6 35 
 Methylbenzene 298-423 1-68 30 TD 2.6 35 
Ar Hexane 298 0.3 1 TD <3 222 
 Octane 298-373 0.1 3 TD 1 221 

 Decane 298-333 0.1 2 TD 1 221 
N2 Octane 303-399 15 4 MZI 10 183 

 Decane 298-422 7.5-15 11 MZI 10 183 

Taylor Dispersion (TD), Cylindrical Acoustic Resonance (CAR), Capillary Cell (CC), Mach-
Zehnder Interferometer (MZI), 

 



66 

 

 

Figure 4.11 Mutual diffusion coefficient D12 of methane at infinite dilution in octane at 1.7 MPa 

as a function of temperature T: Δ, Colgate et al. 220; ⬤, Erkey et al. 150 

 

As described in chapter 1, the RHS theory tells that D12
* are a function of V* (V/V0,2) and upon 

the asymmetric ratio χ. V0 is a temperature dependent but have a same value for a given 

temperature for all transport properties. In this theory, V0 of the solute and solvents can be 

taken from the application of rough hard-sphere theory for pure substances. For instance, 

Assael, Dymond and their collaborators69-73, 80-81 has used the RHS theory to correlate 

simultaneously the coefficients for viscosity, diffusion coefficients and thermal conductivity for 

an impressive number of substances. In this study, the V0 for solutes and solvents were 

obtained from the existing correlations published by Assael et al. 226-228 except for hexadecane 

where the correlation was obtained from Ciotta et al. 229 The summary of the correlations used 

for all compounds used in this study are listed in Table 4.2. On the other hand, the asymmetric 

ratio χ can be calculated as follows 
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Based on the MD results, the asymmetric ratio χ for all the gaseous solute involved in this 

study covers a range from around 0.8 to 3.1. The values are illustrated in Figure 4.12 for five 

different solutes. Even though the value changes with temperature, the changes are 

considered small, and the average value was taken. Figure 4.13 shows one example of how 

the ratio changes for CH4 in octane and heptane as functions of temperature T.  

Following the work by Cadogan et al.35, the universal function F12 were represented by a simple 

polynomial equation as follows 
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3

12 0
F ( )i

ii
a V 

=
= .  (4.13) 

 

where ai  are the universal constants. Therefore, the model required just one system-

dependent parameter, A12, and four universal constants ai, in addition to the molar core 

volumes of the pure components. In this work, we extended this method to a wider range of 

non-polar solutions and obtained the dependence of F12 on both V* and χ such that 

 

3

12 00
F ( , ) ( )i

ii
V a V b  

=
= +   (4.14) 

 

Table 4.3 reports the values of the universal constant while the values of A12 for each solutions 

involved are listed in Table 4.4 together with the values of the average absolute relative 

deviation (ΔAARD) and the maximum absolute relative deviation (ΔMARD). Entries without values 

of ΔAARD and ΔMARD are for systems with only a single data point available from which A12 was 

determined. Table 4.4. The parameters in equation 4.14 together with the value of A12 for each 

real-fluid solute-solvent pair were obtained by adjusting the values in a least-squared analysis 

with an objective function to be minimised was the un-weighted sum of the squares based on 

the relative deviations of the data from the model. 

 

 

Figure 4.12 Asymmetry ratios χ for five different solutes in octane as functions of 

temperature T. 
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Figure 4.13 Asymmetry ratios χ for CH4 in octane and heptane as functions of temperature T: 

Δ, octane; ⬤, heptane 

 

Table 4.2 Correlations for molar core volume for the solute and solvents involved in this work 

as functions of temperature, where θ = T/K and C = carbon number. 

Compound Correlation for V0/(cm3 mol-1)  Ref. 

(C1 to C4) 
alkanes 
 

 45.822 - 6.1867 θ1/2 + 0.36879 θ - 0.007273 θ 3/2  

+ C (2.17871 θ 1/2 - 0.185198 θ + 0.00400369 θ 3/2) 
+ C2 (6.95148 - 52.6436 θ -1/2)+ Cn

3 (-7.801897  
+ 42.24493 θ -1/2 + 0.4476523 θ 1/2 - 0.009573512 θ) 

226-227 

(C6 to C12) 
alkanes 

117.874 + 0.15 (-1)C - 0.25275 θ + 0.000548 θ 2  
- 4.246 x10-7 θ 3 + (C - 6) (1.27 - 0.0009 θ) (13.27+ 0.025 
C) 

226-227 

Methylbenzene 92.929 - 0.10930 θ + 0.00012023 θ 2 228 

Hexadecane 276.144 - 0.2384 θ + 0.00016983 θ 2 229 

Squalene 631.293 - 0.9545 θ + 0.00090351 θ 2 230-231 

CO2   25.802 - 0.025251 θ + 0.000017948 θ 2 230-231   

Argon 7.823 + 12.520·exp(-θ/325.78) This work   

Nitrogen 12.545 + 13.298·exp(-θ/171.27) This work   
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Table 4.3 Values of the parameters ai and b0 in the universal curve for tracer diffusion 

coefficients, together with the average absolute relative deviation (ΔAAD) and the maximum 

absolute relative deviation (ΔMAD) for the fit. 

Parameter Value 

a0 1.6874 
b0 0.0341 

a1 -4.0605 

a2 2.8478 

a3 -0.5621 

∆AARD 2.7% 
∆MARD 11.6% 

 

Table 4.4 Roughness factors A12 with absolute average relative deviations ∆AAD and maximum 

absolute relative deviations ∆MAD for the diffusion coefficient   

Solute Solvent A12 ∆AAD 
(%) 

∆MAD 

(%) 

CH4 Hexane 0.771 0.4% 0.4% 

 Heptane 0.647 3.2% 6.2% 

 Octane 0.765 5.0% 11.6% 

 Nonane 0.898 0.2% 5.7% 

 Decane 0.779 0.0% 0.0% 

 Dodecane 0.731 6.1% 8.7% 

 Benzene 1.079   

 Methylbenzene 0.858 2.8% 6.6% 

C2H6 Hexane 0.732 1.5% 1.5% 

 Heptane 0.800 2.2% 3.2% 

 Octane 0.792 0.5% 1.4% 

 Dodecane 0.749   

C3H8 Hexane 0.788   

 Heptane 0.827   

 Octane 0.845 0.4% 0.8% 

CO2 Hexane 0.942 2.2% 8.3% 

 Heptane 0.915 3.1% 7.8% 

 Octane 0.871 2.3% 6.4% 

 Decane 0.788 4.0% 6.3% 

 Dodecane 0.750 2.6% 7.6% 

 Hexadecane 0.706 3.3% 6.0% 

 Squalane 0.514 1.5% 4.0% 

 Methylbenzene 1.161 1.9% 6.0% 

Ar Hexane 0.763   

 Octane 0.760 2.0% 2.1% 

 Decane 0.653 4.1% 4.3% 

N2 Octane 0.761 4.4% 8.2% 

 Decane 0.761 3.8% 7.1% 

SHS SHS 1.000 2.9% 10.2% 
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Figure 4.14 to 4.18 shows the experimental reduced diffusion coefficient and the values 

predicted by the universal correlation as a function of reduced molar volume V/V0,2. Looking 

at all the figures, it appears that the deviations tend to be larger at higher values of reduced 

volume. It is not clear what causes this, but it is expected that the model will break down as 

one goes to low density because it neglects attractive forces and is expected to be reliable 

only at high densities. The correlations were also observed to agree well with the molecular 

dynamics data. Figure 4.19 shows the relative deviations of the experimental diffusion 

coefficients as a function of the temperature T, reduced volume V/V0,2, molar mass ratio M1/M2 

and asymmetry ratio χ. Average, we can see that most of the data fits well with the correlations 

with deviations mostly within ±5%. The average absolute relative deviation of the experimental 

data from the correlation was found to be highest for CH4-dedocane system with 6.1% and the 

maximum absolute relative deviation was reported for CH4-octane with 12%.  Although we 

have covered quite large numbers of systems, this correlation should be restricted to light 

solute of non-polar solute-solvent systems unless a revised correlation is develop using 

available experimental data for large molecular solutes in light supercritical solutes and also 

the molecular simulation data that were excluded from the present analysis (those with 

σ1/σ2 > 1 and/or M1/M2 > 1). 

 

 

Figure 4.14 Calculated reduced mutual diffusion coefficients D12
* of CH4 in liquid hydrocarbons 

solvents as a function of reduced molar volume V/V0,2: , hexane; , heptane; , octane; , 

nonane; , decane;  methylbenzene; , dodecane; ―, RHS theory plotted for a value of χ 

= 0.86.  
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Figure 4.15 Calculated reduced mutual diffusion coefficients D12
* of CO2 in liquid hydrocarbons 

solvents as a function of reduced molar volume V/V0,2: , hexane; , heptane; , octane;, 

decane;  methylbenzene; , dodecane; , hexadecane; , squalane; ―, RHS theory 

plotted for a value of χ = 2.1 
 

 

 

 

Figure 4.16 Calculated reduced mutual diffusion coefficients D12
* of C2H6 in liquid 

hydrocarbons solvents as a function of reduced molar volume V/V0,2: , hexane; , heptane; 

, octane; , dodecane; ―, RHS theory plotted for a value of χ = 0.97 
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Figure 4.17 Calculated reduced mutual diffusion coefficients D12
* of C3H8 in liquid 

hydrocarbons solvents as a function of reduced molar volume V/V0,2: , hexane; , heptane; 

, octane; ―, RHS theory plotted for a value of χ = 0.98 

 

 

Figure 4.18 Calculated reduced mutual diffusion coefficients D12
* of N2 in liquid hydrocarbons 

solvents as a function of reduced molar volume V/V0,2: , octane; , decane; ―, RHS theory 

plotted for a value of χ = 0.84 
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Figure 4.19 Deviation between the experimental values and the calculated values from the 

RHS model as functions of temperature T, reduced volume V/V0,2, molar mass ratio M1/M2 and 

asymmetry ratio χ, where 1 denotes solute and 2 denotes solvent. Symbols indicate solutes: 

, CO2; ◆, CH4; ⬛, C2H6; ▲, C3H8; ⬤, N2; , Ar; , smooth hard sphere 

 

These are interesting findings considering that, before this study, there was already available 

experimental data for many hydrocarbons diffusing in supercritical CO2 (typically measured in 

a TDA with supercritical CO2 as the mobile phase) but only very limited amounts of data with 

hydrocarbons as the solvent. For example, commonly studied systems are those in which 

CO2, ethane or ethylene act as the solvent and a heavier hydrocarbon as the solute. However, 

in the present study, what has been measured is the opposite. CO2 or CH4 becomes the 

diffusing species while a liquid hydrocarbon solvent is the mobile phase. Experimental data 

on this condition are rather scarce especially when involving methane as the diffusing solute. 
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Some limitations need to be noted regarding the present study. This model is restricted to 

cases where the light component is present at high dilution. The inverse cases, for example 

the diffusion of trace amounts of heavy hydrocarbon in supercritical CO2, where the solute is 

heavy and the solvent is light, might not conform to the present version of the model. The 

model was also only tested for non-polar solute-solvent systems. Other systems, for example 

involving polar solutes or solvents, is not within the scope of this model. Nevertheless, the 

findings of this study have open path to future work relevant to the area discuss above.  
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PART 2 VISCOSITY 

CHAPTER 5 THEORETICAL BACKGROUND 

This chapter introduces the macroscopic definition of viscosity, theoretical approaches to 

predicting it and the major techniques for measuring viscosity experimentally, focusing on 

techniques and methods that were available and suitable for liquid and gas mixtures for high 

pressure and high temperature conditions. In addition, a comprehensive literature review of 

the existing predictive models for viscosity is presented, focusing mainly on mixtures of 

hydrocarbon liquids with light gases. 

 

5.1 Introduction to Viscosity 

Transport properties such as diffusion coefficients, viscosity and the thermal conductivity are 

of great scientific importance and are associated with the transport of mass, momentum, and 

energy, respectively. Viscosity in general can be defined as a measure of resistance when a 

fluid is forced to flow. It can also be known as the thickness or internal friction of the fluid to 

flow. The viscosity reflects the underlying microscopic interactions between the molecules of 

the materials and is relevant to both liquid and gaseous states of matter. Fluids for which the 

rate of deformation is proportional to the shear stress   (so-called Newtonian fluids), the shear 

stress can be expressed by the linear relationship 

 

du

dy
 = .  (5.1) 

 

In this equation, η is the coefficient of viscosity or dynamic viscosity of the fluid and (du/dy) is 

the gradient of fluid velocity at the same time in the material. The viscosity depends on the 

thermodynamic state of the fluids and were determined by two variables, either (T, p) or (T, ρ) 

and should include composition dependence when mixtures are involve.223 The quantity 

defined in the above equation is called dynamic viscosity or absolute viscosity. On the other 

hand, kinematic viscosity which is basically a measure of the resistive flow of a fluid under the 

influence of gravity and is defined as the ratio of the dynamic viscosity of the fluid to the fluid 

density at the same temperature and same pressure conditions. As there is a strong 

relationship between viscosity and density, measuring viscosity will usually involve also 

measuring density.  

In general, measuring viscosity and density are very crucial in the study of any process 

involving fluid mechanics and transport phenomena.224 The knowledge of viscosity and density 

over wide range of temperature, pressure and composition is required in the design and 

optimisation of many process in oil, chemical and biotechnology industries. The importance of 

viscosity can be seen in the determination of Reynold’s number which is the key value in 

determining the fluid flow and heat transfer phenomenon. It can also be found in the Navier-

Stokes equations that describe the three-dimensional motion of viscous fluid substances that 

is consistent with the principles of mass and momentum conservation. In refrigeration 

engineering, the knowledge of viscosity, particularly in the liquid phase and the ratio of liquid 

to vapor viscosity are essential for the fluid flow behaviours, convection characteristics and 
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two-phase heat transfer and pressure drop.225 In some specific oil and gas processes such as 

enhanced oil recovery (EOR) and carbon capture and storage (CCS), viscosity is key to 

process optimisation with respect to many aspects including economy, operability and safety. 

These processes cannot be compromised with high uncertainties as large errors will give great 

influence in each of the aspects mentioned. A study by Hernandez et al. 226 on the sensitivity 

of reservoir simulation to uncertainties in viscosities concludes that the results of reservoir 

simulations were very much sensitive to the fluid viscosity. Each percentage point of deviation 

in viscosity leads to a deviation in the predicted cumulative oil production as high as 7%. To 

add to that, knowledge of the brine viscosity is important to determine the pressure generated 

at the bottom of a brine injection well. It is also as important as the brine density in evaluating 

the volumetric flow rate of a downhole pump in a production well.227  

 

 

Figure 5.1 Schematic diagram showing a simple shearing flow (Couette configuration) using 

two infinite flat plates to define the viscosity. 

 

5.2 Review of experimental techniques 

According to equation 1, viscosity can be obtained measuring the shear stress in a one-

dimensional steady-state flow with a velocity gradient. However, it is worth to mention that 

most of the practical viscometers do not have linear velocity gradients or uniform shear stress. 

To overcome this, the shear stress was measured at one location but the rate of strain is not 

known at the same location.223 Hence, the measurement of viscosity should be based on the 

determination of some important effect of the stresses amenable to precise measurement in 

a known flow field.  

A viscometer is an instrument used to measure viscosity. It is different from a rheometer which 

is used to measure the rheology and flow properties as well as fluid’s internal flow resistance. 

A viscometer measures over a limited range of shear rate, usually with good accuracy, and is 

generally applicable only to fluids that follow Newton’s law of viscosity. However, rheometers 

can be used to measure viscosity over a wide range of share rates and can measure both 

Newtonian and non-Newtonian fluids. Table 5.1 lists some differences between rheometers 
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and viscometers. In this study, we preferred to use viscometers as we were measuring 

Newtonian fluids and seek high accuracy results. They are several types of viscometers that 

were developed in the past to suit the wide ranges of viscosity. Some examples are the 

capillary viscometer, falling body viscometer, rotational viscometer and vibrational viscometer 

as shown in Figure 5.2. 

 

Table 5.1 Comparison between rheometer and viscometer. 

Comparison Rheometer Viscometer 

Description 

It can measure rheological 

properties, fluid’s internal flow 

resistance and flow properties of 

liquids 

It can only measures viscosity of 

liquids. 

Functionality 

It is used for those fluids which 

cannot be defined by a single value 

of viscosity and needs more 

parameters to be set and 

measured.   

It is used to measure those fluids 

which can be defined by a single 

value of viscosity 

Shear rate range 
It measures viscosity over a wide 

shear rate range. 

It measures viscosity over a 

limited shear rate range.  

Capability  It can work as a viscometer It cannot work as a Rheometer.   

Measurement 

It can measure the properties of 

fluids under any condition 

(Newtonian or Non-Newtonian 

fluids) 

It can only measure the viscosity 

of the fluid under certain 

conditions (Newtonian fluids) 
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Figure 5.2 Experimental techniques for viscosity measurement. (a) capillary viscometer228; 

(b) falling body229; (c) rotational228; (d) vibrating wire13 

 

Capillary viscometers are one of the most extensively used types, especially for liquids, due 

to their simple method and operation. Capillary viscometers were used to determine the 

standard reference viscosity of water at 20 °C for establishment of viscosity standards within 

the International Organization for Standard (ISO), the American Society for Testing and 

Materials (ASTM), the Japanese Industrial Standards (JIS) and the Deutsche Institut für 

Normung (DIN).230 The capillary viscometer uses a specific capillary tube, and the viscosity is 

determine based on the times it takes for the fluid to pass through a certain length of the tube 

as shown in figure 5.2(a). Some of the many capillary tubes available including Ubbelohde, 

Cannon- Fenske and Ostwald. Capillary viscometers are based on the following working 

equation:231  

 

( ) ( )

4

8 8

r p mpQ

Q L nr L nr







= −

+ +
.  (5.2) 

 

In this equation, r is the radius of the capillary, Δp is the pressure drop across the capillary 

tube, Q is the volumetric flowrate, L is the length of the capillary tube, n is the end-correction 

(b) 

(d) (c) 
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factor, m is the kinetic-energy correction factor and ρ is the fluid density. To use this equation, 

a few assumptions need to be satisfied including steady flow, no slip at the wall, flow parallel 

to the axis of the capillary, constant temperature, and a straight capillary tube of uniform cross-

section. However, some of these assumptions can be relaxed by calibration with a fluid with 

known viscosity. A difficulty may be encountered when using the capillary tube as the tube is 

hard to clean and no single tube is suitable for all ranges of viscosity. This means that several 

capillary tubes might be needed to measure viscosity of a fluid at a wide range of 

temperatures. Capillary viscometers are most suitable for measuring the viscosity of liquids at 

ambient pressure conditions. However, it can also be used to measure the viscosity of gases 

and liquids at high temperature and high pressure (HTHP) conditions. For instance, Kashifi et 

al. 232 used capillary viscometers to measure the viscosity of binary and multicomponent 

hydrocarbon fluids at pressure between 35 to 138 MPa and temperature up to 473 K. Maitland 

and Smith 233 performed viscosity measurements for binary gas mixtures at temperatures up 

to 1600 K while Guevara et al. 234 measured the viscosity of several gases including hydrogen, 

helium, argon and nitrogen at temperatures up to 2000 K. Trappeniers et al. 235 used capillary 

viscometer to measure the viscosity of neon at temperature 298 K and 348 K  and pressure 

up to 100 MPa by using a high-pressure gas capillary viscometer. On the other hand, 

Nagashima et al.236 measured the viscosity of water and heavy water in the liquid and vapor 

phase at temperatures in the range between 323 – 773 K and pressures up to 80 MPa using 

a closed-circuit capillary viscometer. Rivkin et al.237 also used a similar apparatus to measure 

the viscosity in the critical region of water while Ejima et al.238 employed the capillary 

viscometer to measure the viscosity of molten salts at temperatures up to 1200 K. 

The falling sphere viscometer uses a sphere of known density, dropped in the fluid of interest 

and the viscosity is calculated based on the time taken for the sphere to fall freely to a certain 

point. This technique is achieved with the help of a uniform gravitational force. While it is small 

and portable, its usage is limited to translucent Newtonian fluids. It is usually applicable to the 

measurement of the viscosity of highly viscous liquids. A more general class of falling-body 

viscometers use a solid of revolution, such as a cylinder with a hemispherical cap, falling within 

a fluid-filled tube. This viscometer is used in a relative mode of operation using a calibration 

of the instrument with standards liquids.231 The working equation for a falling cylinder of length 

LS and radius r1, falling in a tube of radius r2, is given as follows 

 

( )1 / s
t

A

 


−
=   (5.3) 

 

where 

 

( ) ( ) ( ) 2 2 2 2

2 1 2 1 2 1

2

ln / /

s TL L
A

mg r r r r r r


=

 − − +
 

  (5.4) 

 

Here, ρ is the density of the fluid, ρS and m are the density and mass of the falling body, 

respectively. To use this equation, the fluid is assumed to be laminar and steady and that there 

is no slip between the surface of the cylinder. It is also important to assumed that the cylinder 
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falls along the axis of the tube even though it is impractical. To overcome this problem, an 

alternative device has been successfully designed by Isdale239, Irving240, and Glen241 where a 

self-centring sinker was used. Some measurements of viscosity involving hydrocarbons have 

been performed at high pressure with only 2-3 % uncertainty recorded. Other work that 

employed the falling-body viscometers at HTHP conditions were the work by Dymond et al.242 

who reported on the viscosity of toluene and n-hexane mixtures at temperatures from (298.15 

to 373.15) K at pressures up to 500 MPa.  

The rolling ball viscometer are like the falling body viscometers in its principle and design. The 

difference between these two viscometers is the position of the cylindrical vessel containing 

the sample. Instead of vertically positioned, the sample vessel is inclined at certain angle and 

measurement is made by noting the time taken for a spherical ball to roll down between two 

points along the slanted plane. The fundamental of the general viscosity equation was 

developed by Hubbard and Brown243 and Lewis244 where they treated the calibration 

coefficient of the viscometers to be independent of the inclination angle. The rolling ball 

viscometer has been used for measurement of the viscosity of hydrocarbon liquids saturated 

with gases by Sage.245 Nishibata and Izuchi246 has made an improvement to the viscometer 

to allow simultaneous measurement of the density by assembling a potentiometric 

displacement meter. The viscometer has an uncertainty not better than 3% due to the 

difficulties in determining the diameter of the tube and the ball, the exact rolling time and the 

angle of inclination of the tube 

The rotational viscometer measures the torque required to turn an object in the fluid at a 

controlled speed. This technique uses a cylindrical container with radius r, that is filled with 

the fluid of interest and the rate of rotation of a solid body (usually cylindrical shape) in the 

fluid is measured. The rotational viscometer can be relatively expensive and the size of it is 

often large and not portable. However, this type of viscometer can measure viscosities of 

opaque, settling, and Newtonian fluids. Because it does not use the gravitational force to 

function, their instruments are based on the fluid’s internal shear stress. The shear stress can 

be constant for an extended period, thus, making this viscometer one of the preferred 

instruments in measuring the rheological properties of fluids. The cone and plate rotational 

viscometer have been widely used using the working equation as follows  

 

0

3

3

2

T

r




 
=   (5.5) 

 

Here, T is the torque and ω is the angular velocity, r is the radius of the cone base and θ0 is 

the cone base angle. Equation (5.5) is applicable to smaller cone angles typically θ0 < 3, where 

the shear rate is considered constant for a constant value of ω. For a larger values of the 

angle, equation (5.5) should consider the radii of the inner and outer cylinders such that  
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Where l is the length of the cylinders. However, using these two equations did not produce 

high accuracy of viscosity data and need to consider some correction factors. More detail 

explanation on this matter was discussed by Walters247 and Cheng.248 

Vibrating-wire viscometer is a simple form of vibrating viscometer which consists of a thin wire 

of radius R with known density ρs, subject to a tension and clamped to be stationary at either 

end. The vibrating element will transverse oscillation (due to the passage current that pass 

through a magnetic field), and its frequency as well as the width of the resonance peak will 

determine the density and viscosity of the surrounding fluid, respectively. The main advantage 

of this viscometer is that the sample volume required for the measurements are quite small, 

thus making measurements at extremely high pressure much easier. To use these techniques, 

some parameters in the working equation needs to determine by calibration of the device in 

vacuum condition and in known-viscosity fluid. Though the determination of parameters may 

be complex, data that is generated from the vibrating wire viscometer is one of the most 

reliable compared with data that is generated from the other methods. It is not surprising that 

this method has been widely used to measure viscosity of pure and mixtures especially when 

HTHP conditions are involved. The uncertainty of the viscosity measurements using this 

viscometer can be better than ±0.5% especially when operated in relative manner.231 

Measurements of viscosity using the vibrating wire viscometers usually recorded uncertainty 

of not more than 2%. Some of the work includes the measurements of hydrocarbons liquid 

and gas mixtures relevant to EOR and CCS.13, 16, 249-256 Other work that were using the vibrating 

viscometer was the work by Assael and his co-workers. In their work, they measure liquid 

hydrocarbons such as hexane and heptane at temperatures up to 348 K and pressures of up 

to 250 MPa.257-258 The viscosity of liquid di-isodecyl phthalate (DIDP) were also measured 

using the vibrating viscometer by Peleties and Trusler at temperatures between (298.15 and 

373.15) K and pressures up to 140 MPa, with an uncertainty of 2%.259 More applications of 

vibrating-wire viscometers employed at high temperature and pressure conditions can be 

found in work by Wakeham and his co-workers.231 In this work, vibrating wire techniques were 

being used in all of the viscosity measurements. Therefore, a more detail description of the 

method is available in chapter 7. A comprehensive summary between various methods for the 

measurement of viscosity is shown in Table 5.2.  

 

5.3 Predictive Models for Viscosity 

Theory is generally a conclusion that is proven scientifically and supported by evidence, 

usually from results of experiments. Experimental data can be considered as the primary 

source of data for many thermophysical properties and are one of the best methods of 

evaluation that provide reliable data. However, especially at extreme conditions, doing 

experiments is not only expensive and time-consuming, but may be practically impossible. 

Meanwhile, a model is a representation to explain theory and simplify a complex theory for 

better understanding. Models can be useful in understanding complex phenomenon, however, 

in some cases, the key assumptions embedded in the models need to be properly determined. 

Models may have theoretical contents, but they are not the first principles theory themselves. 

The best way to encounter the problems from all of the route are by combining measured data 

from reliable experiments with predictive models that have been validated and can provide 

accurate and reliable values.252 Numerical molecular simulations are an alternative route that 
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can provide a valuable insight into the behaviour of the viscosity as it can reduce the 

calculation-time after being simplified.  

 

 

Table 5.2 Comparison between several experimental techniques for measuring viscosities. 

Technique Advantages Disadvantages 

Capillary 
tube 

-Measure precise viscosities for 
many diverse fluids 
-Small and portable 
-Can use a wide variety of capillary 
tubes on the same viscometer 

-No single tube is suitable for all 
viscosities 
-Basic models can only be used 
for translucent fluids 
-Difficult to clean the capillary 
tubes 

Rotational 

-Can measure viscosities of 
opaque, settling, or non-Newtonian 
fluids 
-Useful for characterizing shear-
thinning and time-dependent 
behavior 
-Speed of the rotating part easily 
adjusted 

-Can be relatively expensive 
-Often large and not portable 
 

Falling 
body 

-Easy operation 
 

-Limited to Newtonian fluids  

Vibrational 

-Small sample volume 
-Most suitable for high pressure 
measurements 

-Needs to determine some 
parameters before measurement. 
-Not suitable for measuring the 
viscosity of a fluid whose flow 
behavior is not known 

 

Models for predicting viscosity can be divided into three categories which are theoretical, semi-

theoretical, and simple empirical correlations. Theoretical model are fundamental theories 

based on kinetic theory whereby the viscosity is expressed in terms of intermolecular potential 

functions. It is restricted to dilute gases only at wide range of temperature and pressure. It is 

based on some assumptions that need to be determined properly for the model to predict 

closely and correctly. Semi- theoretical or semi- empirical, as the name represent, uses part 

of experimental results and part of assumptions and approximations. It contains adjustable 

parameters which can be determined from fitting the model to the experimental values or using 

empirical correlations. The viscosity predicted using semi- theoretical method are usually as 

a function of temperature and density, hence, the equation of state to predict density is also 

needed. On the other hand, empirical models are simple correlations that are based on 

experimental observations and relate directly with parameters such as pressure and 

temperature as well as density. There are some accurate theoretical and correlation models 

for predicting viscosity of dilute gases, unfortunately, for dense liquid there is no viable first 

principals’ route to calculate the viscosity even when all interactions between the molecules 

are known. Thus, there is no simple theoretical method available for predicting liquid 

viscosities. The models that are available in the literature are mostly semi-empirical or 

empirical. For single components, several models for predicting the viscosity for dilute and 

dense gas and liquid states are available in the literature. While for mixtures, the viscosity is 
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usually determined from the viscosities of the pure components by employing appropriate 

mixing rules. Table 5.3 listed summary of the theories and models available.  

 

Table 5.3 Summary on theories and models available for predicting viscosities. 

Theory/ Model References 

  

Free Volume Theory 

(FVT) 

260-264 

Friction Theory 265-269 

Residual entropy model 270-282 

Dymond and Assael 

(DA) model 

70, 249, 283-286 

Hard sphere model 

(HS) 

13, 16, 283, 287-289 

The Vesovic-Wakeham 

(VW) scheme 

255, 290-291 

 

Based on Table 5.3 there are a wide variety of theories and models that were used to describe 

viscosity. Kinetic theory is the natural choice for the development of the theoretical model. 

Models that use kinetic theory were based on a rigorous theory of fluid behaviour that relate 

the observable macroscopic properties of a system to the microscopic properties of the 

individual molecules and their interaction potential. It uses molecular description as a starting 

point to develop the model. Temperature and pressure are common parameters used to 

specify quantities for viscosity, but a more significant parameters are temperature and density 

as shown in equation below. 

 

( ) ( ) ( ) ( )0, , ,n n c nT T T T      = +  +    (5.7) 

 

Here, ρn is the molar density, T is the absolute temperature, η0 is the dilute gas viscosity, Δη 

is the excess viscosity and Δηc is the critical enhancement to viscosity.  

For dilute gases based on the kinetic theory, the simplest models have assumed that the 

molecules behave as identical non-interacting hard sphere with diameter, σ and mass, m that 

were moving along the free path and collides with each other given that  
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8kT
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  (5.8) 
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Here, k is the Boltzmann’s constant and T is the temperature. A simple kinetic theory can be 

used provided that the molecules of a pure component are in continuous random motion, 

exerting no force on each other and treated as identical hard spheres that only consider binary 

collisions. The dilute gas viscosity can then be described as  

1/2
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16

mkT


 

 
=  

 
  (5.9) 

However, if the molecules repel or attract each other rigorously, the expression for the 

viscosity apply the Chapman-Enskog theory, in which the Boltzmann transport equation was 

solved rigorously. For this case, the viscosity can be expressed as follows: 
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Here, Ω* is a dimensionless collision integral, typically estimated from the Lennard-Jones 

potential.292-293 It is worth to mention that the viscosity of a dilute gas (where pressure are 

relatively low) is a function of temperature only and does not depend on the density of the gas, 

hence it is defined as the viscosity at zero density (η0). Another way to estimate dilute gas 

viscosity is through empirical correlations such as described by Monnery et al.294 and Poling 

et al.295 and the simplest empirical equations is Yaws’s correlation 296 such that 

 

2 3

0 A BT CT DT = + + +   (5.11) 

 

Where A, B, C, and D are fluid-specific fitting parameters. Yaws in his book provides values 

of the fitting parameters for many substances including hydrocarbons and non-hydrocarbons.  

For dilute gas mixtures, the viscosities can be calculated using several mixing rules, such as 

described by Wilke297 and Herning and Zipperer.298 For liquids and high pressure supercritical 

fluids, the η0 is negligibly small and can be neglected. However, it is an important parameter 

as a scaling factor for many models. 

The models used for predicting and correlating viscosities of dense fluids (liquids, high-

pressure gases, and high-pressure supercritical fluids) can be summarised in Figure 5.3. 
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Figure 5.3 Summary of dense-fluids viscosity models 

 

For the empirical models, the De Guzman-Andrade equations popularly known also as the 

Andrade equation is one of the most common equations for calculating the viscosity as 

function of temperature. The original equation of this models is shown below 

 

ln
B

A
T

 = +   (5.12) 

 

This model requires viscosity data to determine the parameter A and B. However, there were 

many drawbacks from this model including its failure to capture the slight curvature of the 

relationship between lnη and 1/T for associated liquids and hydrocarbon mixtures of higher 

viscosity299 as well as the effect of pressure on viscosity.300 The Lohrentz-Bray-Clarke (LBC) 

method is widely used for petroleum systems301 because it is simple and fast. In the LBC 

method, the reduced excess viscosity is expressed as a function of reduced density for 

reservoir oils and gases in what amounts to a corresponding-states treatment. However, an 

important thing to note is that the results with the LBC method are sensitive to values of the 

density since the correlation is a sixteenth-degree polynomial in the reduced density. In the 

Hildebrand correlation, fluidity of non-associating liquids, Φ = 1/ η, is proportional to the ratio 

of free volume (V-V0) to the volume V, where V0 is the volume at which fluidity goes to zero. 

There were seven parameters involved in this equation, including critical volume, critical 

temperature, critical pressure, freezing point, molar volume at the freezing point, molecular 

mass, and acentric factor.302 The Walther equation have only two empirical constant involved 

which can be determined from the experimental viscosity data. This equation is the simple 
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correlations that were used for crude oils and is recommended by ASTM as the standard of 

the relationship between viscosity and temperature. However, this equation does not have a 

theoretical basis and it becomes meaningless when the viscosity approaches the value 0.3.  

In semi-theoretical model, the hard-sphere theory (Chapman-Ekskog theory) is among the 

most-used theory to predict viscosity. In this theory, one important assumption of hard spheres 

is that the forces between the molecules on collisions are impulsive, meaning that the collision 

time is approaches to zero.303 In this model, the viscosity was predicted based on the 

expression given as  
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  (5.13) 

 

where g(σ) is the radial distribution function at contact for spheres diameter σ which can be 

determine from equation of state, Vm is the molar volume, and b is the volume occupied by the 

hard spheres molecules which equal to 2πNAσ3/3. The Enskog theory needs modification 

when used to predict the viscosity of real fluids. This were concluded in the work by Alder et 

al.304 where a significant deviations occurred in the dense fluid region between results from 

the Enskog’s theory and molecular dynamic calculations for a hard-sphere. To overcome the 

problem, Chandler37 proposed a rough-hard-sphere (RHS) theory that take into accounts the 

translational and rotational motions of molecules for systems of rough hard spheres. This 

results in the relationship between RHS and smooth-hard-sphere (SHS) such that  

 

RHS SHSA =   (5.14) 

 

where A is a weakly temperature dependent, coupling parameter. 

For the mixtures, the schemes provide by Dymond and Assael (DA) model 70, 283-286 has proved 

to have a significantly improved method for the correlation, and accurate prediction (±6%) of 

dense fluid transport coefficient data. The hard sphere model captures the interaction between 

molecules and play a major role in determining the structure and properties of most fluids and 

colloidal systems 305.  The method considering the attractive forces of real molecule and the 

experimental data were considered as a smooth hard-sphere and being compared with 

predicted values from the Enskog theory. In Dymond and Assael method, the term 

dimensionless viscosity η* is a universal function of Vm/V0 (V0 is the molar volume for close 

packed spheres of diameter σ) and independent of temperature. This method was able to 

predict the viscosity of many pure liquids and liquid mixtures in a homologous series such as 

the alkanes mixtures at a very high pressure (up to 500 MPa).  However, this method is 

restricted to reduced volumes in the range of 1.5≤ Vr ≤5 and outside this region, the scheme 

breaks down and presents large deviations with respect to experimental data at high reduced 

densities283. To overcome this matter, Caudwell et. al. 254-255 and Ciotta306 proposed to use the 

excess reduced viscosity that allow the model to behave relatively at low densities region while 

offering improved prediction accuracy at high-density regions283 
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where, Δη* is the reduced residual viscosity and (η – η0) is the residual viscosity. The following 

correlation of log10(Δη* + 1) as a function of 1/Vr resulted in the following expression 
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The proposed extended hard-sphere theory was able to correlate or predict the viscosity of 

different fluid families including linear alkanes, refrigerants, aromatic hydrocarbons, and 

alcohols within ±5 % for most of the thermodynamic states. The theory can also be used to 

predict the viscosity of a mixture of N components by applying mixing rules for Rη and V0 with 

the best mixing rules are those with linear mole fraction. 

Vesovic-Wakeham (VW) method307-308 is also another approach to predict the viscosity of 

liquid mixtures, that were based on the kinetic theory of hard-sphere fluids that is modified to 

fit for the behaviour of real gases. In the original VW method, the value of the radial distribution 

function at contact was adjusted at each state point such that the model matched the 

viscosities of the pure species that made up the mixture of interest. The later work by Wijn et 

al.290 has determined the adjustable parameter by implementing a number of 

thermodynamically consistent mixing rules using the statistical associating fluid theory (SAFT). 

The VW and DA models can provide a good prediction of the viscosity of dense fluid mixtures 

but both approaches require fitting to the transport properties of the pure components. More 

works based on the hard-sphere theory includes the work by Assael et al.70, Sun and Teja285, 

and  Riesco and Vesovic 291.  

The square well model, derived from Boltzmann’s equation was the simplest potential model 

that accounts for repulsion and attraction to predict viscosity of hard sphere dense fluids of 

molecules interacting with the square-well potential.309 It was extended to binary mixtures by  

McLaughlin and Davis310 but it turned out to be very complex for engineering application. The 

extended model has then been modified to overcome the problems by Du and Guo and 

Monnery et al., however both works only reported at low pressure conditions. One alternative 

intermolecular potential to the square-well approach is the the Lennard-Jones potential. It 

realistically describes the interactions between simple molecules but needs some 

simplifications due to the difficulty in obtaining analytic expression for the viscosity.  Galliero 

et. al.311-312 predicts the viscosity of Lennard-Jones fluids based on molecular dynamics (MD) 

simulations where, for simple fluids such as methane, ethane, propane, argon, nitrogen, 

oxygen and carbon dioxide, the molecular parameters were deduced from the experimental 

critical temperature and volume. The model predicted within 15%, having a lower viscosity 

value particularly at low temperatures due to the lack of electrostatic contributions. 

Corresponding states models used the basic principles that a reduced property of a fluid is 

equal to that of a reference fluid at the same reduced conditions. For viscosity, this means that 

the two fluids will have the same reduced viscosity at the same reduced temperature and 

pressure. Some of corresponding-states treatments have been developed, including the 

TRAPP model of Ely and Hanley313, the models of Pedersen and Fredenslund314-315, Teja and 
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Rice316, and Aasberg-Petersen et al.317 Although useful, these methods employ empirical 

functions to account for density dependence and involve uncertain mixture of critical 

parameters.  

The Eyring model or the absolute reaction rate theory was another semi-theoretical model to 

predict the viscosity of dense fluids. It was first developed to describe the rates of chemical 

reaction.318-319 However, it can also been used to viscous flow where the molecules are 

activated to pass through a potential energy barrier and move to a vacant site nearby. The 

model represents simple techniques, however, the value of molar free energy of activation 

that were required in the equation were difficult to obtain making it hard to use especially on 

the petroleum industry.  

Other works on predicting viscosities of dense fluids include Free- Volume Theory (FVT) and 

the Friction Theory which capable of predicting viscosity at low pressure as well as at high 

pressure and temperature conditions. The FVT model requires density data from the equation 

of state as an input while the Friction theory needed the values for the repulsive and attractive 

pressure. Burgess et al.320 in his work used different kind of EoS  including the perturbed-chain 

statistical associating fluid theory (PC-SAFT), the HTHP-volume-translated (VT) 

Peng−Robinson EoS, and the HTHP-volume-translated-Soave−Redlich−Kwong EoS (HTHP-

VT-PR and HTHP-VT-SRK) at pressures from ambient to 533 K and pressures from 6.9 to 

276 MPa. They have found out that the parameters for each of the models differ significantly 

when using different EoS. The FVT model and the Friction model is similar in such a way that 

these models are focusing on robust extrapolations and predictions. The works by LLovell et. 

al. 264, 321-322 has coupled the FVT with the soft-SAFT equation to extend the capabilities of the 

equation. The equation performs very well in all cases with average absolute deviation (AAD) 

ranging between 0.44% to 3.61% in a wide range of temperature and pressure, including 

predictions along the critical isotherm. On the other hand, Quinones et al. (2000)268 has 

obtained quite a good result using the Friction Theory with AAD very close to, or even within, 

the experimental uncertainty. They also tried to predict some simple mixture viscosities based 

on pure component correlations and obtained good results, mostly within experimental 

uncertainty.266, 268  

The excess entropy scaling or the residual entropy model is originally proposed by 

Rosenfeld323 has been developed for semi quantitative relationship between structure, 

entropy, and mobility in a wide range of fluids. It states that the complex temperature and 

density dependence of the reduced viscosity and the reduced self-diffusion coefficient can be 

collapsed into a mono-variant function of the residual entropy. The residual entropy is defined 

for specified temperature T and molar density ρ as follows:  

 

( ) ( )r id, , ( , )S T S T S T  = −   (5.17) 

 

where S (T, ρ) is the molar entropy and Sid(T, ρ) is the molar entropy of the hypothetical ideal 

gas at the same temperature and molar density. The entropy scaling approach is a hypothesis 

and is not based on an exact theory; therefore, it cannot be derived from first principles. 

According to the original model proposed by Rosenfeld,323 the reduced viscosity η* was 

defined in terms of the thermal velocity (kBT/m)1/2 and the number density n as follows: 
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where m is the mass of one molecule and kB is Boltzmann’s constant. The underlying physics, 

and the associated concept of isomorphic invariance, has been discussed by Dyre324 who also 

reviewed molecular simulation results that exemplify the working of the approach. Other works 

that used molecular dynamics simulations and tested the residual-entropy scaling relationship 

for the diffusivity and viscosity includes Dzugutov325-328 and Goel et. al.329. Loetgering-Lin and 

Gross presented a group contribution method for the correlation and prediction of pure-

component viscosities330, diffusion coefficients331 and thermal conductivity332-334 involving 

nonpolar, polar, and self-associating components. They used the PCP-SAFT equation of state 

for the residual entropy and represented the reduced viscosity by a summation over functional 

groups involving three parameters per group. Loetgering-Lin et al. also applied an entropy-

scaling model, based on their earlier work on pure substances,330 to mixtures of real fluids.335 

Nevertheless, the mixtures considered were mainly of similar molecules. Entropy scaling 

based on the PC-SAFT equation has also been used to predict the viscosity by Fouad and 

Vega336-337 and Rokni et al. 338 A modified entropy-scaling approach for viscosity was proposed 

by Bell and Laesecke280, 282 wherein a dimensionless residual entropy per unit volume was 

used as the scaling variable and a reference fluid was used to establish the functional 

dependence of reduced viscosity upon that variable. The method was applied with some 

success over the whole fluid region to a family of ten refrigerant fluids, methanol, and water 

by introducing an appropriate density scaling. Literature reports pertaining to the viscosity-

entropy relation of mixtures are limited and restricted to mixtures of similar components.335, 339-

340 Delage-Santacreu et al.340 explored the application of entropy scaling to the viscosity of 

model fluids, including mixtures that interact according to the Mie potential. A simple 

logarithmic mixing rule was used to estimate the viscosity of mixtures from pure component 

values. More recent studies on the residual entropy model by Taib and Trusler272 shows the 

application of highly accurate Helmholtz equations of state for the calculation of residual 

entropy and the subsequent correlation of reduced viscosity for pure substances. A scaling 

factors were introduced to reduce the data to a universal function. To apply the method to 

mixtures, they applied the multi-fluid Helmholtz-energy approximation and simple combining 

rules for the scaling factors. Other recent works on residual entropy model were discussed 

here.271, 277  

All of the models discussed in this section are certainly not perfect, however, some offer 

reasonable and more accurate and reliable than other. To conclude on the models and 

theories discussed on dense-fluids viscosity models, it can be said that most of them are 

suitable and can predict very well the pure substances and mixtures involving the 

hydrocarbons. However, what interest the most are models or theories that can predict well 

the system that are of interest in this thesis which are hydrocarbons and light gases mixtures. 

Therefore, based on our judgements, residual entropy model offers promising results, hence, 

detailed discussions on the residual entropy model will be discussed in Part 3. To summarize, 

detail comparison between semi-theoretical models available for dense fluids is listed in Table 

5.4.  
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Table 5.4 Detail comparison on the semi-theoretical models available for predicting viscosities. 

Theory/ 
Model 

Input Strength Limitations 

Dymond 
and Assael 
(DA) model 

-Roughness factor  
 
-molar volume for close 
packed spheres, V0 

 at atmospheric 
pressure 

Can predict viscosity of 
liquid mixtures in a 
homologous series up to 
500 MPa  

-restricted to reduced 
volumes in the range of 
1.5≤ Vr ≤5 
-highly sensitive to 
density 
 

Vesovic-
Wakeham 
(VW) 
method 

- Viscosity of pure 
species 
- two correction factors 
which account for the 
increased collision 
frequency and the 
excluded volume of 
hard spheres observed 
in a dense fluid 

-the radial distribution 
function was treated as an 
adjustable parameter that 
can be obtained from the 
viscosities of pure species 
-can be applied to 
mixtures of either 
spherical or chain 
molecules 

Not suitable for highly 
asymmetric mixtures 

Extended 
hard sphere 

- residual viscosity 
- viscosity in the dilute-
gas region 

- can predict wide range of 
viscosity (dilute to dense 
region) 
- has the correct zero-
density limit 
-covered much wider 
range of Vr than the DA 
model 

Not suitable for 
asymmetric mixtures 

Correspondi
ng states 
models 

viscosity and density of 
the reference fluid 
(methane), the critical 
properties, acentric 
factor, and molar mass 
of the liquid of interest 

works well for straight 
nonpolar hydrocarbons 

- fails to accurately 
predict the viscosity of 
branched 
hydrocarbons, cyclic 
hydrocarbons, and 
polar fluids 

Friction 
Theory 

- require highly 
accurate equations of 
state 

Do not require the density 
as an input 

 

Free-
volume 
theory 

- needs three material-
specific constants 
- hard core volume  

FVT parameters fitted to 
viscosity data over a 
limited temperature range 
can be used at higher 
temperatures allowing for 
reasonable extrapolated 
viscosity predictions 

- the need for 
experimental viscosity 
data for fitting the 
adjustable parameters 
-needs to try and error 
the mixing rules for 
mixtures application 

Residual 
entropy 
model 

- established EoS for 
entropy 
- Molar core volume 
- scaling factor for pure 
substances  
 

- complex (T,ρ) 
dependence can be 
collapsed into mono-
variant function of the 
residual entropy 
- can be applied to pure, 
mixtures of homologous 
series and gas- liquids 
non-polar mixtures 

Apply to components 
that have the EoS to 
calculate the entropy 
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CHAPTER 6 LITERATURE REVIEW 

This chapter provides a comprehensive literature review of the available experimental 

viscosity data. In section 6.1, the focus is mainly on the viscosity of mixtures of hydrocarbons 

with light gases, including carbon dioxide, methane, and some other gases such as nitrogen, 

propane, and argon. In section 6.2, the focus of the review is on the viscosity of diisodecyl-

phthalate (DIDP) with dissolved CO2. The review presented in this chapter aims to highlight 

the gaps in the database for the viscosity of these mixtures, which provided the basis for the 

selection of the systems to be measured in this research and to point out for future study. 

 

6.1 Viscosity Measurement of Hydrocarbons and light gases 

A thorough review on the available experimental data for binary mixtures of hydrocarbons with 

dissolved gases is presented in this section to identify the gaps and inconsistencies in previous 

work, as well as to avoid repeated measurements at the same experimental conditions. 

Viscosity measurements of hydrocarbons mixtures with dissolved light gases have been 

carried out over the past several decades; however, the data are quite limited and only 

available at certain temperature and pressure conditions. Figure 6.1 shows the statistical 

analysis of available viscosity data of methane + hydrocarbons and CO2 + hydrocarbons 

plotted against the published year. The focus of the present research is mainly on the mixtures 

of methane or carbon dioxide with liquids hydrocarbons, however, other gases such as 

nitrogen and propane have also been studied as solutes but will not be discuss in this work. 

Based on figure 1, the viscosity of dissolved CH4 in hydrocarbons has gained momentum only 

between 1960 to 1990s before it became stagnated. Despite the increase attention on CO2 in 

regards with the climate change and reduction of CO2 emissions through processes such as 

carbon capture and storage (CCS), the number of available experimental data of CO2 mixtures 

with hydrocarbon is still very limited. It was not until the late 1980s that the experimental 

viscosity of dissolved CO2 in hydrocarbons gained much attention.  

 

Table 6.1 Experimental viscosity data of hydrocarbons and light gases mixtures at 
temperatures T and Pressures p 

Fluids T/K p/MPa No pts. Ref. T/K p/ MPa No pts. Ref. 

CH4 + hydrocarbons  CO2 + hydrocarbons  

Methane --- --- --- --- 311 to 455 35 to 172 49 341 

 --- --- --- --- 229 to 348 1 to 32 120 342 

 --- --- --- --- 289 to 473 0.1 --- 343 

 --- --- --- --- 273 and 303 0.1 to 2.53 --- 344 

 --- --- --- --- 298 --- 14 345 

Ethane 100 to 300 1.5 to 35 321 346 298 to 468 0.1 --- 347 

 298 to 468 0.1 15 348 210 to 320 0.1 to 30 158 349 

 253 to 473 0.1 to 2 251 350 --- --- --- --- 
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Propane 298 to 468 0.1 15 348 298 to 468 0.1 --- 347 

 311 to 411 0.1 to 55 279 351 --- --- --- --- 

 153 to 311 0.1 to 35 158 352 --- --- --- --- 

 311 0.1 to 40  353 --- --- --- --- 

 203 to 424 2 to 31 57 354 --- --- --- --- 

 200 to 423 10 to 31 26 355 --- --- --- --- 

 280 to 328 1.5 to 6.5 14 356 --- --- --- --- 

Butane 293 to 303 0.1 to 2.53 41 344 298 to 468 0.1 --- 347 

 298 to 468 0.1 20 348 --- --- --- --- 

 278 to 478 0.1 to 36 132 357 --- --- --- --- 

 311 to 511 0.7 to 69 18 358 --- --- --- --- 

 200 to 423 2 to 30 58 359 --- --- --- --- 

Pentane 373 --- --- 360 --- --- --- --- 

Hexane 256  0.6 to 8.2 --- 361 298 to 328 0.1 to 11 25 362 

 373 --- --- 360 --- --- --- --- 

Heptane 185 to 373 1 to 11.8 --- 363 --- --- --- --- 

 373 --- --- 360 --- --- --- --- 

 323 to 473 0.1 to 140 --- 232 --- --- --- --- 

Octane 290 to 430 --- --- 364 --- --- --- --- 

 373 --- --- 360 --- --- --- --- 

Decane 256  0.6 to 8.2 --- 361 311 to 344 7 4 365 

 290 to 430 --- --- 364 310 to 403 7 to 30 73 366 

 303 to 393 10 to 75 100 224 298 to 328 0.1 to 11 27 362 

 311 to 444 0.1 to 69 --- 367 323 1 to 6 6 368 

 298 to 373 20 to 140 65 369 373 0.1.to 6 6 370 

 293 to 373 0.1 to 140 295 371 --- --- --- --- 

 311 0.1 to 40 --- 353 --- --- --- --- 

 274 and 373 0.1 to 140 --- 372 --- --- --- --- 

 303 and 313 0.1 to 80 15 373 --- --- --- --- 

 293 to 423 0.1 to 40 --- 374 --- --- --- --- 

 323 to 473 0.1 to 140 37 232 --- --- --- --- 

Tetradecane 298 to 448 0.1 to 10 24 375 298 to 328 0.1 to 11 29 362 

 --- --- --- --- 323 1 to 6 6 368 

 --- --- --- --- 373 0.1.to 6 6 370 
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According to the literature study carried by Thol and Richter, the viscosity of methane mixtures 

with hydrocarbons have been investigated experimentally at least to the extent that a 

systematic investigation is possible.382 As seen in Table 6.1, there is a larger volume of 

published literature on the viscosity of dissolved CH4 in hydrocarbons than for the viscosity of 

dissolved CO2 in hydrocarbons. At least one dataset was found for the mixtures of CH4 with 

hydrocarbons from C2 up to C18. Also found in the literature were the mixtures of CH4 with 

toluene at quite a wide range of temperature and pressure. Among all hydrocarbons, mixtures 

with decane are the most studied with experimental covering pressure from atmospheric up 

to 140 MPa and temperatures up to 473 K. From Table 6.1, it can also be seen that the 

measurements of dissolved CO2 in hydrocarbons do not cover such wide temperature and 

pressure ranges. Most of the measurements were made at atmospheric pressure and some 

higher pressure of not more than 30 MPa except for the mixtures of CO2 with hexadecane and 

squalane where the measuring pressure were up to 120 MPa. Also, what is obviously seen in 

the table is that most of the mixtures with either CO2 or CH4 are with aliphatic hydrocarbons. 

Thus far, the only aromatic mixtures investigated were one in the present work, the mixture of 

CO2 with 1,2-dimethybenzene (m-xylene),379 and also the mixtures of CH4 with toluene studied 

by Baylaucq et al.381 This review has demonstrated the shortcomings of the experimental 

viscosity data for the mixtures of CH4 and CO2 with aromatics hydrocarbons. 

Some of the experimental apparatus used in the measurements includes the oscillating disk 

apparatus and the rolling ball viscometer, but the most used apparatus was the vibrating wire 

viscometer. However, all these techniques yield uncertainties of between 2 and 3%. Analysis 

of the experimental results of the mixtures has shown that the dissolution of the gases in the 

liquid hydrocarbons has resulted in a significant reduction of viscosity. However, it should be 

noted that most of the literature for mixtures of the gases with simple hydrocarbons relate to 

hydrocarbons that themselves have relatively low viscosity. Whereas the situation where CO2 

could be used to enhance oil recovery could be one in which the initial hydrocarbon viscosity 

is high. Therefore, to get a better understanding, viscosity measurement needs to be done in 

a more “highly-viscous” mixtures. For example, the viscosity measurement of CO2-saturated 

toluene-crude oil mixtures by Hu et al.,383-384 at T = 298.15 K and pressures up to 22 MPa 

address such as situation. In their results, they observed an exponential reduction in the 

viscosity values of the diluted crude oils with increasing pressure in the liquid-vapour 

coexistence region. Even though no composition data were provided, their results indicate a 

much stronger decrease in viscosity value than in the CO2/CH4 + hydrocarbon system. 

 

Hexadecane 298 to 473 1 to 100 71 13 298 to 473 1 to 120 102 13 

Octadecane 323 to 448 0.1 to 10 24 376 323  0.9 to 5.9 6 370 

Squalane --- --- --- --- 303 to 448 1 to 170 120 16, 377 

 --- --- --- --- 293 to 353 10 to 20 72 378 

m-xylene --- --- --- --- 298 to 423 0.1 to 100 112 379 

Methylbenzene 293 to 373 140 MPa 280 380-381 --- --- --- --- 
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Figure 6.1 Statistical analysis on available experimental data for viscosity of methane + 
hydrocarbons and CO2 + hydrocarbons plotted against the published year 382 

 

6.2 Viscosity Measurement of Di-isodecyl-phthalate (DIDP)  

Pure DIDP is a highly viscous hydrocarbon that its value is at least 50 times higher than the 

viscosity of a simple hydrocarbon such as heptane or decane. As mentioned earlier in the 

previous chapter, DIDP was proposed as an industrial standard reference fluids for the 

calibration of viscometers that measures the viscosity in the range between (50 to 125) mPa.s 

at temperatures near 298.15 K.385-389 Due to that, a considerable amount of literature has been 

published on the thermodynamic properties as well as transport properties of pure DIDP. 

These studies were summarized in Table 6.2.  By far, most of the properties were only 

available at atmospheric pressure except for the work by Peleties et al.390 Their work has 

provided the experimental values of speed of sound and density of DIDP at temperature from 

(273 to 423) K and pressure from atmospheric pressure up to 140 MPa. They also manged to 

successfully developed an equation of state from the experimental density value.   

To investigate the viscosity behaviour of dissolved CO2 in the condition where CO2 could 

possibly be used to enhance oil recovery, the behaviour of DIDP with dissolved CO2 could be 

useful since there was a lack of data of the effect of CO2 on highly viscous hydrocarbons. 

Essentially, the viscosity of binary mixtures of DIDP and CO2 could be used to observe the 

reduction in the viscosity in comparison with the viscosity of CO2 in low viscosity hydrocarbon. 

However, to date, no viscosity data of DIDP with dissolved CO2 can be found in the literature. 

The data from this work could be beneficial in developing a model to predict viscosity for the 

mixtures of DIDP and CO2. In addition to that, to establish a prediction model for viscosity, it 

is usually necessary to identify the density of the fluid in sufficiently wide ranges of temperature 

and pressure. In view of all that has been mentioned so far, there is strong evidence that there 

is a need for the establishment of viscosity and density of DIDP and CO2 mixtures at wide 

temperature and pressure conditions. 
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Table 6.2 Thermodynamic and transport properties available for pure DIDP at temperatures T 
and Pressures p 

 

 

  

Properties T/K p/ MPa No pts. Ref. 

Speed of sound 273 to 423 1 to 140 79 390 

Isobaric specific heat capacity 293 to 423 0.1 7 390 

Density 273 to 423 0.1 to 140 48 390 

 283 to 313 0.1 8 386 

Surface tension 288 to 308   5 388 

Viscosity 288 to 308 0.1 5 387 

 283 to 313 0.1 8 386 

 273 to 373 0.1 to 400 112 385 
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CHAPTER 7 EXPERIMENTAL METHODOLOGY AND APPARATUS 

In this work, two different types of viscometers were used, namely a vibrating-wire viscometer-

densimeter (VW-VD), in which the wire was tensioned by a sinker, and a combined vibrating-

wire vibrating-tube (VW-VT) apparatus in which the wire was fixed at both ends. The viscosity 

of m-xylene + CO2 were measured using VW-VD apparatus while the viscosity of diisodecyl-

phthalate (DIDP) + CO2 were measured using VW-VT apparatus. The VW-VT instrument 

incorporated a vibrating-tube densimeter to permit simultaneous measurement of the density. 

The measurement procedures including fluid preparation, cleaning and validation, for both 

instruments have been described separately in section 7.1 and 7.2. In section 7.3, we provide 

the working equation for both type of vibrating wires used. Finally, in section 7.4, we described 

the experimental fluids used, including their stated purities, their sources and any further 

purification undertaken. 

 

7.1 Vibrating-Wire Viscometer-Densimeter (VW-VD) Apparatus 

7.1.1 Experimental Apparatus 

The VW-VD that is available in the laboratory can measure viscosity and density for 

temperature up to 473 K and pressure up to 200 MPa. It has been used previously to measure 

the viscosity of a variety of systems over a wide range of temperature and pressure including 

the viscosity of mixtures of hydrocarbons and CO2.13, 16, 249, 255, 306, 377 The VW-VD consist of a 

gold-plated tungsten wire (Lumma Metall AB, Sweden) with a nominal diameter of 100 μm and 

a nominal length of 65 mm, clamped at the top and tensioned by an aluminium sinker with a 

nominal mass of 0.4 kg attached at the bottom. Figure 7.1 is a schematic illustration of the 

wire and sinker in the vibrating wire cell. Tungsten was chosen as the wire material because 

of its high tensile strength, young’s modulus and density, whereas aluminium was chosen as 

the sinker material for better sensitivity to buoyant forces when immersed in the fluid, 

therefore, permitting accurate density measurement of the fluid surrounding the sinker. The 

tungsten wire was located between the poles of a permanent magnet assembly with a 

magnetic field strength of about 0.3 T at T = 298.15 K. The vibrating-wire and magnet 

assembly were housed within a pressure vessel which in turn was enclosed within an 

aluminium-block thermostat, the temperature of which was regulated by means of a three-

zone electric heating system with temperature sensors, electric cartridge heaters and PID 

controllers. This system controlled the process temperature to ±0.02 K with uniformity within 

0.1 K. The temperature of the cell was measured using a platinum resistance thermometer 

inserted into a hole bored in the cap of the pressure vessel.  
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Figure 7.1 Schematic illustration of the vibrating wire and the sinker in the cell: A, tungsten 

wire; B, magnet; C, sinker; D, pressure vessel; E, pressure vessel plug and cap. 306 

 

The whole system consists of three major units, namely, the fluid handling system, the 

accumulator, and the pressure cell as shown in Figure 7.2. These three units were connected 

to form a closed loop using 1/4” stainless steel tubing with 2.4 mm internal diameter. It was 

designed to operate with mixtures containing dissolved gases; such mixtures were prepared 

in-situ and a circulation pump was used to mix the fluids at high pressure. The fluid handling 

unit permitted the following operations: filling, draining, flushing and evacuation, pressurization 

(using syringe pump E-1) and homogenisation (using circulation pump E-2). The fluid handling 

unit contained a screw injector (Sitec – 2000 bar), a pressure gauge, a pressure transducer 

(Stellar Technology Inc., model GT1600 series) and a magnetic circulating pump. The entire 

unit was temperature-controlled by means of a PID controller, thermocouple sensor and two 

150 W finned-strip heaters by Watlow. The circulation pump was built in house to the design 

developed by Peleties et al.391 Safety devices such as a thermal cut-out switch and a bursting 

disk (SD) were also installed to prevent over temperature exposures of the pressure 

transducer. The thermal cut-out switch and the bursting disk were set at 323 K and 240 MPa, 

respectively.  

The accumulator (vessel E-3) with a capacity of 100 mL was used to hold a reservoir of 

homogeneous fluid mixture at an intermediate pressure of up to 28 MPa. The accumulator 

contained a gas-pressurised bladder so that its internal volume could adjust to accommodate 

the test fluid. This reservoir was used during pressure adjustments when the amount of fluid 

to be injected or withdrawn exceeded the single-stroke capacity of the syringe pump. The 

accumulator was placed in a separate thermally insulated box together with several valves 

(V7 - V9) and a bursting disk set at 33 MPa and a thermal switch unit set at 323 K to prevent 

the accumulator being exposed to over-pressure and/or over-temperature conditions 

respectively. Valve V9 is a high-pressure bypass line, inserted to cut off the accumulator from 

the system and to enable one if necessary to circulate the fluid at the maximum rated pressure 
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of the system (200 MPa) while V7 and V8 were three-way valves used to isolate the 

accumulator from the main system.  

 

E-4

P-1

V-1

T-1

V-5

V-2 V-3
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V-7 V-8

V-9

E-2

P-2

V-6

V-4
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GasVacuum

Waste
 

Figure 7.2 Fluid handling system: V-1, fluid inlet valve; V-2, vacuum valve; V-3, purge gas inlet 

valve; V-4, drain valve; V-5, V-6, V-7, V-8, isolation valves; V-9, bypass valve; E-1, pressure 

generator (manual syringe injector); E-2, magnetic circulation pump; E-3, accumulator vessel; 

E-4, pressure cell; P-1, pressure gauge; P-2, pressure transducer. 

 

The pressure cell that housed the vibrating-wire and the magnet assembly is a high-strength 

stainless steel vessel that can operate up to 200 MPa and 473 K. The cell was placed inside 

an aluminium block, where ten 110 W cartridge heaters is embedded in three different zones 

(top, middle, and bottom) to control the process temperature within ±0.02 K and uniformity 

within 0.1 K. The overall temperature of the cell is being measured using a platinum resistance 

thermometer inserted from the top of the pressure vessel cap. The aluminium block was than 

fitted inside a thermal insulation box that guaranteed a satisfactory insulation of the cell in the 

range (up to 473) K and served as a support for an electronic lift designed to manoeuvre the 

vessel during assembling. The view of the exterior setup is shown in Figure 7.3. 
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Figure 7.3 View of the pressure vessel, aluminium jacket, thermal insulation box and electrical 
lift system. 

 

7.1.2 Operating procedures  

Prior to starting measurement, the system was flushed thoroughly with hexane and nitrogen 

before being dried under vacuum for several hours. Hexane was chosen as the solvent as it 

is effective in removing hydrocarbon residues and its high volatility makes it easy to remove 

by gas flushing and evacuation. While the system was still under vacuum, freshly dried, and 

degassed m-xylene was admitted to the evacuated system from a sample bottle via valve V-

1. The amount of m-xylene injected was determined by weighing the sample bottle before and 

after this operation (liquid in the connecting tube was allowed to drain back to the bottle before 

weighing). Additional weighing operations were used to verify that an insignificant amount of 

m-xylene remained in the connecting tube; the mass change of the tube before and after 

transfer was not more than 1 mg. Furthermore, any m-xylene remaining in the inlet port of the 

fluid system was pushed into the system by the subsequent transfer of CO2. Figure 7.4 shows 

the filling setup for m-xylene from the reservoir into the system through valve V1. 
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Figure 7.4 Filling m-xylene from the reservoir into the system 

 

Meanwhile, CO2 was transferred from the supply cylinder into a previously evacuated 250 ml 

high-pressure weighing cylinder (with a maximum working pressure of 35 MPa). To ensure 

that an adequate amount of CO2 was available for transfer into the system, the weighing 

cylinder was partially filled with liquefied CO2. To do this, the lower part of the weighing cylinder 

was immersed in a solid CO2-ethanol cryogenic bath at -78˚C (195.15 K) until thermal 

equilibrium was achieved. CO2 gas was then allowed to flow from the supply cylinder into the 

weighing cylinder at a pressure of 10 bar. Since the upper half of the cylinder was not chilled, 

it remained close to ambient temperatures. As a result, only bottom half of the cylinder was 

sufficiently cool for liquefaction to occur, whereas CO2 in the upper part of the cylinder 

remained in gaseous form. From the phase diagram of CO2, the liquefaction occurred at a 

temperature of close to -40 ˚C at filling pressure of 10 bar. The flow of gas into the cylinder 

diminished when half of the cylinder was filled with liquid and no further condensation was 

possible above the liquid surface. The weighing cylinder was then disconnected from the 

supply and allowed to warm up to ambient temperature before weighing. Finally, the weighing 

cylinder was connected to V1 and CO2 was allowed to flow into the system. The process was 

able to raise the internal pressure of the weighing cylinder between 50 to 60 bar, high enough 

for CO2 to flows into the system (the system was at atmospheric conditions after filling m-

xylene) and sufficient to transfer the amount of desired CO2 into the system. The total amount 

of CO2 added into the system was calculated by measuring the mass of the weighing cylinder 

before and after the injection. The mixture composition was then calculated from the masses 

of the two components and their respective molar masses.  
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Figure 7.5 Pressure-composition diagram for (m-xylene + CO2) showing the distribution of 

experimental data points at each temperature: , T = 298 K; , T = 323 K; , T = 348 K; , 

T = 373 K; , T = 423 K. Lines show bubble curves calculated with the Predictive Peng 

Robinson equation of state at the same temperatures (denoted by colour). Note the logarithmic 

scale for pressure. 

 

The measurement campaign was designed to address homogeneous liquid states only. 

Therefore, the experimental states investigated were always at pressures above the mixture 

bubble pressure at given temperature and composition. To guide the experiments, bubble 

curves for (m-xylene + CO2) were calculated from the Predictive Peng-Robinson equation of 

state392 at each temperature. Figure 7.5 shows the calculated bubble curves and the location 

of the experimental data points on a pressure-composition graph. All of the experimental data 

points fall above the corresponding bubble curve and are therefore located in the 

homogeneous liquid. In addition to that, the circulation pump was also run for 12 hours at a 

pressure above the calculated bubble pressure to ensure total homogenization. An initial 

check measurement of viscosity and density was made at the starting temperature and 

pressure, after which mixing was continued for a further 2 hours. A second check 

measurement was then made as a test of the homogenisation of the mixture. The first and 

second check measurements always agreed to within 1% and 0.1% for viscosity and density, 

respectively. Following the measurements at a given composition, either additional CO2 was 

added to increase the mole fraction, or the system was emptied, and a new mixture was 

formed from scratch. Figure 7.6 shows the filling of CO2 into the weighing cylinder and the 

system. 
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Figure 7.6 Filling CO2 into the weighing cylinder and the system 

 

The viscosity and density of (m-xylene + CO2) were measured at temperatures between (298 

to 423) K, pressure up to 100 MPa and at mole fractions of CO2 (xCO₂) of 0.191, 0.377, 0.464, 

0.616 and 0.652. For validation purposes, some measurements were also made on pure m-

xylene. Using the methodology detailed by Mohammed et al.,13 the combined expanded 

relative uncertainties for viscosity and density were estimated to be 2% and 0.2%, respectively 

at a coverage factor of 2. Figure 7.7 compares the new results for pure m-xylene with data 

from the literature393-397 together with the viscosity correlation and equation of state as 

implemented in the REFPROP software (version 10.0).398 For viscosity, our data agree with 

the correlation of Cao et al.,399 to within ±0.7% and also show good agreement with previous 

experimental studies. In the case of density, our measurements agree with the equation of 

state of Zhou et al.,384 to within ±0.1%. These comparisons successfully validate the 

measurement system. 
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Figure 7.7 (a) Viscosity η and (b) density ρ of m-xylene. This work: , T = 298 K; , T = 323 K; 

, T = 373 K. Caudwell et al.249: , T = 298 K, , T = 323 K; , T = 373 K. Yang et al.397: , 

T = 323 K. Assael et al.393: , T = 323 K. Meng et al.396: , T = 373 K. Kashiwagi and Makita 

et al.395: , T = 298 K; ­, T = 323 K. Et-Tahir et al.394: , T = 298 K. Solid lines represents 

values calculated from the correlation of Cao et al.,399 for viscosity and the equation of state 

of Zhou et al.384 for density. 

 

7.2 Vibrating-Wire Vibrating-Tube (VW-VT) Apparatus 

The viscosity of diisodecyl-phthalate (DIDP) + CO2 were measured using VW-VT apparatus. 

The VW-VT that is available in the laboratory can measure viscosity and density for 

temperature between (274.15 to 448.15) K and pressure up to 100 MPa. Figure 7.8 is a 

schematic diagram of the VW-VT apparatus.400 Unlike the VW-VD apparatus, the wire 

employed in this apparatus was a horizontally orientated and clamped at both ends under 

tension. The wire was a centerless-ground tungsten cylinder of free length 52 mm and 

diameter 0.1 mm (Metal Cutting Corp., New Jersey, USA). The permanent magnet, in this 

case located outside the pressure vessel, provided a magnetic field of approximately 0.38 T 

at the midpoint between the poles at T = 298.15 K. During assembly, the viscometer cell was 

put in the vertical orientation, the wire was secured at the top clamp, and tensioned by 

attaching a mass of approximately 0.5 kg to its lower ends. The wire was then left in this 

condition for a period of typically 24 h before the lower end clamp was tightened and the 
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excess wire protruding from each end cut off. The end clamps on the sensor were provided 

with screw terminals for the attachment of the electrical lead wires. Figure 7.9 shows the 

illustration of the vibrating-wire sensor.259 The vibrating U-tube densimeter used in this work 

was a commercial instrument from Anton Paar (model DMA HP) that can be operated at 

pressures up to 138 MPa and temperatures from (263.15 to 473.15) K. It was equipped with 

internal heat exchanger that were used with circulating oil bath to control its temperature. The 

outer surface of the densimeter was covered with silicone-rubber sponge and the whole 

assembly was enclosed within an aluminium box. 

 

 

Figure 7.8 Schematic diagram of the VW-VT apparatus: (1) vacuum pumps, (2) sample bottle 

(3) CO2 gas cylinder, (4) N2 gas cylinder, (5) QUIZIX pumps, (6) circulating pump, (7) VW 

viscometer, (8) VT densimeter, (9) waste bottle. 

 

Some of the key components of the system, apart from the vibrating wire viscometer and the 

U-tube densimeter, include the high-pressure syringe pump for injecting the fluids, the 

circulation pump to homogenize the mixtures and the pressure vessel that encases the 

viscometer. Three injecting pumps (QUIZIX pump) were available to inject fluids into the 

apparatus and to control the pressure of the system. These pumps were interfaced with a 

computer equipped with a software application (Quizix PumpWorks, version 7.02) that was 

able to monitor the displaced volume of the fluid. The amount of fluid injected inside the system 

were then calculated based on that volume recorded. One vacuum pump allowed the liquid to 

be degassed before entering the system. Two chillers were used in the system: one to control 

the temperature of the densimeter and viscometer and the other to control the temperature in 

the QUIZIX pumps. The viscometer and densimeter were connected in a loop (green line in 

Figure 7.8) with a circulation pump that permitted in situ homogenization of the mixtures and 

circulation of solvents during cleaning of the apparatus. The circulation pump is a 

pneumatically operated reciprocating pump and was the best possible option for a good mixing 

of fluids circulating in closed-circuit high-pressure.253, 391 The pressure cell that housed the 

vibrating viscometer has a maximum working pressure of 100 MPa at T = 473 K. It was 

← Hydrocarbon Injection 

← CO2 Injection 

← N
2
 Injection (flush & purge) 
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classified as “thick-walled” because the ratio between the outer and inner diameter of the 

vessel was found to be greater than 1.2. 

  

 
Figure 7.9 The vibrating-wire sensor 

 

7.2.1 Operating Procedures 

Before starting any measurement campaign, the apparatus was carefully cleaned with 

appropriate liquid solvents. In this work, a combination of two solvents was used for cleaning, 

namely, toluene and hexane. The two solvents were chosen because the heavy hydrocarbon 

and aromatic components are more solubilized in toluene, while for a lighter compound, the 

solubility was higher in hexane. During the cleaning process, one of the syringe pumps was 

used for the fluid injection while the circulation pump was used to flush the entire loop and 

discharge the solvents to the waste line. Some measurements were carried out simultaneously 

during the cleaning process. The measured density values were compared with the values 

calculated from the equation of state for hexane401 and toluene21 while the viscosity results 

were compared with calculated viscosity from the correlation equations developed by 

Michailidou et al.402 and Avgeri et al.220 for hexane and toluene, respectively. Figure 7.10 

shows the relative deviation plot against pressure of measurements at ambient temperature. 

The results of the measurements were found to agree within ± 0.3 % for density and ± 3 % for 

viscosity for both heptane and toluene. After these measurements, the system was flushed 

with nitrogen several times at a pressure of about 0.5 MPa to discharge any remaining solvent 

to the waste line before increasing the temperature of the system at a temperature high 

enough for the evaporation to occur. The system was then evacuated for about twelve hours 

using the vacuum pump.  
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Figure 7.10 Relative deviations Δx/x = (x – xcalc)/x where x are the properties measured and 
xcalc were values calculated from reference as a function of pressure: (a) hexane; (b) toluene 
at ambient temperature: = η; = ρ 

 

Measurement of pure DIDP were carried out before starting the measurements campaign for 

the mixtures. The pure DIDP was first dried and degassed to eliminate possible traces of water 

and dissolved air before being injected into the system. Figure 7.11 shows the relative 

deviation between the experimental measurements and the correlation developed by 

Peleties259, 390 as a function of pressure at several temperatures. The results were found to 

agree within ± 0.5 % for density and ± 2 % viscosity. 

The preparation of mixtures was done by filling gaseous CO2 into the system through valves 

V3 and V4 (in Figure 7.9) to an initial filling pressure of between 0.5 MPa and 3 MPa. The 

amount of CO2 was computed based on the volume obtained and by using the density value 

calculated from the equation of state of Span and Wagner403. For mixtures, dried and 

degassed DIDP were injected using one of the QUIZIX pumps that was set at T = 298 K using 

a chiller. Several strokes of the pump were required to fill the system until the system reached 

a desired pressure with known density calculated from the correlation of Peleties and 

Trusler.259 The amount of liquid injected were calculated from the initial and final value of 

pressure and volume from the QUIZIX pump. The circulation pump was activated for several 

hours to homogenize the mixtures. The system was then allowed to rest at least an hour before 

taking a measurement to stabilize the system. All the measurements were carried out along 

an isotherm by increasing the pressure, before heating up to the next temperature. 

The viscosity and density of (DIDP + CO2) were measured in single phase liquid mixtures at 

temperatures between (298 to 373) K, pressure up to 80 MPa and at mole fractions of CO2 

(xCO2) of 0.207, 0.411, 0.610 and 0.810. During the measurements, it was important to 

maintain a single homogenous liquid mixture. Therefore, all measurements were done at 

pressures above the bubble curve of the mixtures.  
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Figure 7.11 Relative deviations Δx/x = (x – xcalc)/x where x are the properties measured and 

xcalc were values calculated from reference259, 390 as a function of pressure for pure DIDP: (a) 

ρ; (b) η, at various temperatures: , T = 313 K; , T = 343 K; , T = 473 K. 

 

7.3 The Working Equation  

The electric circuit shown in Figure 7.12 can be used to describe the theory for the vibrating 

wire viscometer. The lock-in amplifier provided a constant voltage which was converted into a 

constant current by using the fixed resistor Rs (1.4 KΩ) that was connected in series with the 

vibrating wire. The wire is positioned between two magnets of opposite poles. Due to the 

presence of a magnetic field perpendicular to the wire, the flow of current in the wire produced 

a sinusoidal force which acts on the wire to drive its transverse oscillation.  The electromotive 

force generated across the wire can be expressed as a function of its frequency of vibration. 

The vibration of the wire induces a voltage proportional to the velocity of the wire in addition 

to that arising from the passage of the current through the electrical impedance presented by 

the stationary wire. The voltage developed across the vibrating wire was detected by means 

of a lock-in amplifier which was connected to a computer via GPIB interface.  

-0.5

-0.3

-0.1

0.1

D
e

v
ia

ti
o
n

 (
%

)

-2.0

-1.0

0.0

1.0

2.0

0 200 400 600 800 1000

D
e

v
ia

ti
o
n

 (
%

)

P (bar)

(a) 

(b) 



108 

 

 
Figure 7.12 Electric circuit representing the vibrating wire viscometer 

 

The width of the resonance curve is affected by the viscosity of the fluid, while the resonance 

frequency of this mode of oscillation is sensitive to the density of the surrounding fluid. Figure 

7.13 illustrates a typical resonance frequency curve obtained in liquid hydrocarbon and air at 

ambient conditions. The width of the resonance curve for the liquid hydrocarbon is much wider 

than that obtained in air since liquid hydrocarbon has higher viscosity than the air.  

 

 

Figure 7.13 Resonance frequency curve obtained in liquid hydrocarbon and ambient air. 

Orange symbols denote the real parts of the experimental data and, green symbols represent 

the imaginary part of the experimental data. Lines represent the model. 

 

The vibrating wire used in the measurements of viscosities were using two different 

configurations. The VW-VD is using a wire that was tensioned by a sinker, and the VW-VT is 

using a wire that was clamped at both ends. The working equation for both viscometers are 

detailed in the following sub-sections. 
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7.3.1 Vibrating Wire Clamped at Both Ends 

The lines in Figure 7.13 represent the voltage calculated from the working equation such that 

 

( ) ( )2 2 2

0 01 ' 2

fi
V a ib icf

f f f i 


= + + +

− + + + 
  (7.1) 

 

The voltage V in the equation can be expressed as the sum of two terms: the first, V1(f), arises 

from the electrical impedance of the stationary wire; while the second, V2(f) is an induced 

voltage due to the motion of the wire. The first term, V1(f) can be express empirically by a 

complex function as follows 

 

( )1V f a ib icf= + +   (7.2) 

 

where a, b and c are real constant. Meanwhile, the second term, V2(f) can be express as  
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− + + + 
  (7.3) 

 

Equation (7.1) was measured in the fluid of interest as a function of the driving frequency, f in 

the neighbourhood of f0, which is the wire resonance frequency in vacuum. The parameters in 

equation 7.1 are define as follows: Λ is the amplitude, a, b, and c are real constants and, β 

and β′ are the mass and viscous damping parameters that are related to the densities of both 

the wire and the fluid according to the following dimensionless expressions 
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where ρ and ρs are the density of fluids and wire, respectively. k and k’ are the kelvin functions 

of Ω which is a function of viscosity such that 

 

22 f R 


 =   (7.5) 

 

Δ0 is the logarithm decrement of the wire in vacuum inferred from the measurement carried 

out in nitrogen at ambient pressure and temperature via the following relation 
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where Δ0’ is the measured decrement of the wire in nitrogen and β’ is the damping parameter 

for nitrogen. The values of density and viscosity of nitrogen at measurement conditions T, P 

were calculated from the equation of state by Span et al.404 and Lemmon and Jacobsen405, 

respectively. The wire radius R was taken from calibration with toluene.  

The density from the vibrating u-tube densimeter in the VW-VT apparatus were obtained from 

the measurement of the period of oscillation of the vibrating-tube densimeter,  , by means of 

the following physical model  
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 (7.7) 

 

where ρM is the density of the tube material, t is the Celsius temperature and p is the pressure. 

The seven parameters S00, 00 , 
v , 

v , 
1 , 

1 and 
 was determined according to the 

calibration method in vacuum and with water by minimizing the sum of squared differences 

between the experimental densities and the calculated values from the IAPWS-95 equation of 

state.406 The vacuum calibration measurements were performed at temperatures from (274.66 

to 448.19) K and the calibration in deionized water were made in the temperature range from 

(298.15 to 448.24) K at pressures from (1 to 100) MPa.  

 

7.3.2 Vibrating Wire Tensioned by a Sinker 

The standard working equation for the vibrating wire as described in equation (7.1) to equation 

(7.6) is applied to this type of vibrating wire as well. However, the term f0 in equation (7.1) is 

the hypothetical resonance frequency for condition where the wire is in vacuum and the sinker 

is immersed in the fluid as described in a physical model by Ciotta et al.407 
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m and V are the mass and volume of the sinker, A is an empirical parameter in the model, g 

is the gravitational acceleration, ρw, R, L and E are the density, radius, length, and the young’s 

modulus of the wire material, respectively. Some of the parameters were measured and some 

were quantified through calibration before the measurement started.  The radius of the wire 

obtained through measurement in pure octane using known value of viscosity and density 

from the reference401, 408 The length of the assembled wire was measured with an internal 

calliper (Kroeplin, model H260) calibrated against a 70 mm i.d. setting ring with measuring 

range of 60 – 80 mm. The mass and volume of the sinker were determined by hydrostatic 
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weighing using a precision electronic balance by Mettler Toledo (model PR5003) with a 

standard uncertainty of 5 mg. Table 7.1 shows the mass of the sinker measured using the 

balance in ambient air Ia and in water Iw.  

 

Table 7.1 Mass of the sinker measured in ambient air Ia and in water Iw 

  Ta / oC Ia / g Iw / g 

1 21.4 399.59 140.842 

2 21.4 399.59 140.840 

3 21.4 399.59 140.840 

Average 21.4 399.59 140.841 

 

The mass shown in Table 7.1 were then corrected for air buoyancy effects using the equation  

below. 
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where mc is the corrected weight of the sinker in g, ρ is the density of the material, ρc is the 

conventional body density, given as 8000 kg/m3. The density of air ρa were calculated such 

that 
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where pa is the ambient pressure, ha is the relative atmospheric humidity, and Ta is the ambient 

temperature. On the other hand, the volume of the sinker Vs was measured as 

 

c
s

s

m
V


=   (7.11) 

 

mc were calculated using equation 7.9 and ρs, which is the true density of the sinker were 

calculated such that 

 

( )3 3 3/ ( . ) / . / ( . ) / ( . )s a w w a akg m I I kg m kg m   − − − = − +   (7.12) 

 

where Ia is the weight of the sinker in ambient air; Iw is the weight of the sinker in water; ρw is 

the density of water at the operating temperature and ρa is the density of air at the operating 
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(ambient) temperature. Table 7.2 shows the summary of all the properties measured and 

calculated for the sinker in the VW-VD apparatus. 

 

Table 7.2  Measured and calculated properties of the sinker 

Ta / oC 21.4 

pa / kPa 101.33 

RH / % 39.3 

tw / oC 22.89 

ρa / kg.m-3 1.1943 

mc / kg 0.399703 

ρs / kg.m-3 2829.05 

Vs / m3 0.000141 

 

7.4 Materials  

The chemicals used in this work is summarised in this Table 7.3. Carbon dioxide supplied by 

BOC with a mole fraction purity higher than 0.99995 and were used as supplied. All liquid 

hydrocarbon components were supplied by Sigma Aldrich (UK). The specified purity for 1,3-

dimethylbenzene, octane, toluene, hexane and DIDP were 0.998, 0.996, 0.99, 0.99, and 0.998 

respectively. The purity of the liquid solvents were determined by the supplier by gas 

chromatography and no further purification was attempted. Before use, m-xylene and octane 

and DIDP was dried over 4 Å molecular sieves supplied by Sigma-Aldrich and degassed under 

vacuum. The saturated molecular sieves were regenerated by heating to 473.15 K using a 

Thermo-oven before and after use. Degassing under vacuum was done as follows: Transfer 

solvent in a glass bottle with a close-fitting screw cap and a dip tube through which sample 

could be drawn. Connect the vacuum pump via another tube through the screw cap. The end 

of the tube should be above the liquid level in the reservoir. Turn on vacuum and keep the 

reservoir under stirring for approximately 10 minutes. DIDP was also dried at least one hour 

in a rotating evaporator to eliminate possible traces of water. All mixtures were prepared in-

situ prior to starting a measurement campaign. 

 

Table 7.3 Description of Chemicals where w denotes mass fraction and x denotes mole 

fraction 

Chemical Name CAS Number Supplier Purity as supplied Additional 

Purification 

m-xylene 108-38-3 Sigma-Aldrich w = 0.998 Dried and degassed 

Octane 111-65-9 Sigma-Aldrich w = 0.996 Dried and degassed 

Carbon dioxide 124-38-9 BOC x ≥ 0.99995 None 

DIDP 26761-40-0 Merck w = 0.998 Dried and degassed 

Toluene 108-88-3 Sigma-Aldrich w = 0.99 None 

Hexane 110-54-3 Sigma-Aldrich w = 0.99 None 
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CHAPTER 8 VISCOSITY OF M-XYLENE WITH DISSOLVED CO2 

This chapter presents the experimental results for mixtures of 1,3-dimethylbenzene (m-xylene) 

and carbon dioxide.1 The viscosity and density measurements were carried out simultaneously 

using the vibrating-wire viscometer-densimeter (VW-VD) at temperatures ranging from (298 

to 423) K and at pressures up to 100 MPa. The combined expanded relative uncertainties for 

viscosity and density were estimated to be 2% and 0.2%, respectively at a coverage factor of 

2. The subsequent sections present the results for each of the systems investigated. The Tait-

Andrade and Tait equations have been used to correlate the experimental data for viscosity 

and density, respectively, at each composition. In this chapter, a correlation for the viscosity 

and density surfaces as functions of temperature, pressure and mole fraction were also 

discussed. This chapter provides new experimental data that can be used in the development 

and validation of predictive models for the thermophysical properties of asymmetric mixtures 

at high temperature and pressure conditions. The results discussed in this chapter have been 

published and therefore contain some of the figures and tables similar to the paper. 379 

 

8.1 Experimental Results and discussions 

Before working on the mixtures, some measurements were made on pure m-xylene and the 

results are given in Table 8.1. The results have been compared with the existing literature 

listed in Table 8.2 and the analysis of comparison have been discussed in chapter 7. The 

experimental data from this work were found to fit well with the data from Caudwell et al.,249  

with difference below 2% and 0.4% for viscosity and density, respectively. Additionally, the 

new data are also in agreement with the viscosity correlation of Cao et al.,399 to within ±0.7% 

while, for the case of density, the measurements agree with the equation of state (EoS) of 

Zhou et al.,384 to within ±0.1%. However, experimental data for the viscosity and density of (m-

xylene + CO2) systems are not available in the literature.  

The viscosity and density of (m-xylene + CO2) were measured at mole fractions of CO2 of 

0.191, 0.377, 0.464, 0.616 and 0.652. The viscosity and density of each composition were 

measured simultaneously along isotherms at nominal temperatures of (298.15, 323.22, 348. 

31, 373.26, and 423.31) K at pressures up to 100 MPa. The results are given in Appendix 8A 

to 8E and, as examples, the viscosity and molar density as functions of mole fractions of CO2 

at fixed T are shown in Figure 8.1 and Figure 8.2, respectively. As expected, the viscosity and 

density of the mixtures was found to increase with increasing pressure and decrease with 

increasing temperature. Looking at the figures, it is also apparent that the dissolution of CO2 

into m-xylene resulted in a large reduction in viscosity. However, the relative effect of the 

dissolution on density is not as dramatic. Experimental density data were found to differ less 

than 6% from the density of pure m-xylene. Another point to point out from figure 8.1 and 8.2 

is the results for xCO₂= 0.616 which are slightly off trend due to the possibility of experimental 

error during the measurement for this mixture.  

 
1 The experimental measurements on two of the mixtures were carried out in collaboration with two 

undergraduate students.  

409. Wong, C. K.; Qiu, F. Experimental Measurement of viscosity of the binary mixture of m-Xylene 

and CO2; Report, Imperial College London London, UK, 2017. 
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Table 8.1 Experimental Viscosity η and Density ρ of pure m-xylene 

p/MPa η/(µPa·s) ρ/(kg·m-3) p/MPa η/(µPa·s) ρ/(kg·m-3) 

T = 298.42 K T = 372.70 K 

0.132 581.69 860.83 8.127 310.86 801.56 

4.047 600.06 863.60 11.972 320.59 805.72 

8.137 619.12 866.52 40.022 395.99 830.99 

11.912 635.75 868.99 80.022 501.82 857.64 

T = 323.08 K  

4.182 461.01 842.74    

8.052 476.58 845.91    

12.147 490.70 848.98    

15.897 503.52 851.65    

      

    

Expanded uncertainties are U(T) = 0.20 K, U(p) = 0.04 MPa, U(x) = 0.0015, U(ρ) = 0.002ρ 

and U(η) = 0.02η with a coverage factor k of 2. 

 

Table 8.2 Available experimental data for viscosity η and density ρ of pure m-xylene 

Reference property T/K p/Mpa 

Caudwell et al. 249 ρ, η 298.15 to 473.15 0.1 to 200 
Yang et al. 397 ρ 323.2 0.1 

Assael et al. 393 η 323 0.1 to 15 

Meng et al. 396 ρ, η 373 10 and 15 
Kashiwagi and 

Makita395 
η 

298.15 and 323.15 4 to 12.1 

Et-Tahir et al. 394 ρ, η 298.15 0.1 to 100 

 

 

Figure 8.1 Experimental viscosity η as a function of mole fraction of CO2 at T = 373 K: , p = 
10 MPa; , p = 20 MPa; , p = 40 MPa; , p = 60 MPa; , p = 80 MPa. 
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Figure 8.2 Experimental molar density ρm as a function of mole fraction of CO2 at T = 323 K: 
, p = 1 MPa; , p = 25 MPa; , p = 50 MPa; , p = 75 MPa; , p = 100 MPa 

 

8.2 Correlations 

 

The experimental viscosity data for each individual mixture composition were correlated using 

Tait-Andrade equation,410 expressed as follows: 
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where Aη, Bη and Cη are adjustable parameters, p0 = 0.1 MPa, and D and E are functions of 

temperature represented by the following equations 
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Similarly, the experimental density data were correlated using the widely known modified Tait 

equation411 expressed as 
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where C is a constant, ρ0 is the density at p = p0 as a function of temperature and B is a 

temperature-dependent parameter: 
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The parameters in equations (8.1) and (8.4) were obtained by a nonlinear optimization that 

minimized the sum of the squared relative residuals. The quality of the fit was assessed in 

terms of the absolute average relative deviation (ΔAAD) and maximum absolute relative 

deviation (ΔMAD) that were defined by 

  

,fit
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−
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Here, N is the total number of point, Xi is the experimental datum and Xi,fit is the value 

calculated from the correlation applied at the same state point. The parameters obtained, 

together with ΔAAD and ΔMAD, are given in Tables 8.3 and 8.4 for viscosity and density, 

respectively.  

Figures 8.3 and 8.4 compare the experimental data with the correlations developed for each 

composition and show an absence of systematic deviations for either viscosity or density. 

These results suggest that both correlations fitted well the present experimental data, with an 

absolute average relative deviation of less than 0.7% for viscosity and 0.1% for density, for all 

investigated composition. Figures 8.5 and 8.6, which show the corresponding deviation plots 

from equations (8.1) and (8.4), further illustrate the effectiveness of the Tait-Andrade and Tait 

equations in correlating the results on individual isopleths. Figures 8.3 and 8.4 also shows that 

at each composition, both the viscosity and density data show an increasing trend when 

increasing pressure as expected. 
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Table 8.3 Fitting Parameters for Viscosity Correlation and Statistical Parameters 

coefficient x = 0.191 x = 0.377 x = 0.464 x = 0.616 x = 0.652 

d0  1.4110 1.1394 1.0966 1.1031 0.9896 

d1  1.057E-04 6.080E-05 3.860E-05 2.003E-05 1.490E-05 

d2  0.3427 -0.2444 -0.2640 -0.4219 -0.1750 

e0  -4.344E-03 -1.488E-03 -1.196E-03 6.854E-04 1.137E-03 

e1  401.20 182.96 165.15 125.39 144.08 

e2  -186.981 -77.523 -70.115 -52.392 -62.959 

Aη 7.5370 5.7242 7.0537 4.7467 5.0971 

Bη 1677.7 1770.3 1498.6 1584.7 1548.9 

Cη 99.060 115.806 89.175 93.463 100.800 

102 ΔAAD 0.7 0.5 0.4 0.6 0.6 

102 ΔMAD 1.9 1.9 0.9 1.6 1.5 

 

Table 8.4 Fitting Parameters for Density Correlation and Statistical Parameters 

coefficient x = 0.191 x = 0.377 x = 0.464 x = 0.616 x = 0.652 

a0  1.022E+03 1.108E+03 9.266E+02 9.901E+02 8.117E+02 

a1  -3.602E+01 -1.177E+02 2.497E+02 2.219E+02 5.620E+02 

a2  -9.257E+01 -8.144E+01 -2.576E+02 -2.821E+02 -4.443E+02 

b0  3.176E+02 4.266E+02 3.888E+02 4.433E+02 2.066E+02 

b1  -2.603E+02 -4.495E+02 -4.116E+02 -5.238E+02 -1.434E+02 

b2  4.932E+01 1.219E+02 1.086E+02 1.562E+02 3.841E-01 

C 0.21 0.21 0.21 0.21 0.21 

102 ΔAAD 0.09 0.07 0.10 0.03 0.05 

102 ΔMAD 0.31 0.22 0.16 0.09 0.08 
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Figure 8.3 Experimental viscosity η as a function of pressure for (a) x = 0.191; (b) x = 0.377; 

(c) x = 0.464; (d) x = 0.616; and (e) x = 0.652, at various temperatures: , T = 298 K; , T = 

323 K; , T = 348 K; , T = 373 K; , T = 423 K. Solid lines represent equation 8.1. 
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Figure 8.4 Experimental density ρ as a function of pressure for (a) x = 0.191; (b) x = 0.377; (c) 

x = 0.464; (d) x = 0.616; and (e) x = 0.652, at various temperatures: , T = 298 K; , T = 323 

K; , T = 348 K; , T = 373 K; , T = 423 K. Solid lines represent equation 8.4 and dashed 

lines represent data calculated from REFPROP.398 
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Figure 8.5 Relative deviations Δη/η = (η – ηfit)/η between experimental viscosities η and values 

ηfit calculated from equation (8.1) as a function of pressure: (a) x = 0.191; (b) x = 0.377; (c) x 

= 0.464; (d) x = 0.616; and (e) x = 0.652, at various temperatures: , T = 298 K; , T = 323 

K; , T = 348 K; , T = 373 K; , T = 423 K. Dashed lines represent the origin. 
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Figure 8.6 Relative deviations Δρ/ρ = (ρ – ρfit)/ρ between experimental densities ρ and values 

ρfit calculated from equation (8.4) as a function of pressure: (a) x = 0.191; (b) x = 0.377; (c) x 

= 0.464; (d) x = 0.616; and (e) x = 0.652, at various temperatures: , T = 298 K; , T = 323 

K; , T = 348 K; , T = 373 K; , T = 423 K. Dashed lines represent the origin. 
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8.3 Surface Fits 

The experimental viscosity and density were also used to developed surface fits in which all 

parameters in the Tait-Andrade and Tait equations (except C from equation 8.4) are expressed 

as linear functions of mole fraction. This resulted in following equations  
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A total of 18 parameters were deduced for viscosity and 13 parameters for density which were 

regressed against the experimental data. The parameters obtained are given in Tables 8.5 

and 8.6. For viscosity, we have ΔAAD = 1.9 % and ΔMAD = 6.0 % while, for density, ΔAAD = 0.3 % 

and ΔMAD = 2.1 %. Figure 8.7 illustrates the quality of the fit at a representative temperature of 

T = 323.15 K. Here, the experimental data, interpolated to round values of pressure, are 

plotted together with isobars calculated from the surface fit equations. Generally good 

agreement can be observed, although the density data at x = 0.464 deviate by an average of 

0.7%, which is substantially greater than their uncertainty. Figure 8.7 (a) also illustrates the 

quite rapid reduction in viscosity observed upon dissolution of CO2 under conditions of 

constant temperature and pressure. A reduction of approximately 50% is observed between 

the viscosity of pure m-xylene399 and that of the mixture with x = 0.6. The magnitude of the 

reduction can be compared with other CO2-hydrocarbon systems. For example, Ciotta et al.16 

studied the system CO2 + 2,6,10,15,19,23-hexamethyltetracosane (squalane). Their data also 

show an approximately linear dependence of viscosity on CO2 mole fraction at constant 

temperature and pressure but with a somewhat greater slope. In particular, at T = 348.15 K 

and p = 50 MPa, the viscosity reduces by about 70% between x = 0 and x = 0.6. Hu et al.,383-

384 measured viscosities of CO2-saturated toluene-crude oil mixtures at T = 298.15 K and 
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pressures up to 22 MPa. They observed that the viscosity of the diluted crude oils reduced 

exponentially with increasing pressure in the liquid-vapour coexistence region. Even though 

no composition data were provided, their results indicate a much stronger decrease in 

viscosity than we observed in the present relatively-low-viscosity system. 

 

Table 8.5 Fitting Parameters for Viscosity Surface Fit 

coefficient parameter coefficient parameter 

d0,0 1.2679 e2,0 758.10 

d0,1 3.7697 e2,1 -1141.00 

d1,0 -6.3558 Aη,0 7.5163 

d1,1 0.0000 Aη,1 -7.5025 

d2,0 9.4307 Bη,0 1724.10 

d2,1 -9.7033 Bη,1 630.17 

e0,0 2582.4 Cη,0 96.331 

e0,1 -3992.2 Cη,1 121.040 

e1,0 -2766.3   

e1,1 4297.0   

 

Table 8.6 Fitting Parameters for Density Surface Fit 

coefficient parameter coefficient parameter 

a0,0 1036.39 b0,0 436.504 

a0,1 613.078 b0,1 -199.885 

a1,0 -93.280 b1,0 -432.317 

a1,1 -739.762 b1,1 134.239 

a2,0 -62.640 b2,0 111.517 

a2,1 212.658 b2,1 -13.408 

  C  0.2100 
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Figure 8.7 (a) viscosity η and (b) density ρ at T = 323.15 K as a function of composition for 

various pressures: , p = 25 MPa; , p = 50 MPa; , p = 75 MPa; , p = 90 MPa. Solid lines 

represent values from the surface fit equations: Equations (8.1), (8.9), (8.10) and (8.11) for 

viscosity and Equations (8.4), (8.12) and (8.13) for density. 

 

All correlations discussed in this chapter provide a convenient means of interpolation; 

however, extrapolation is not recommended. Taken together, the viscosity data obtained in 

this work will be especially useful in testing and parameterising models. The density data show 

that the model in the current version of REFPROP is somewhat inaccurate. Therefore, the 

present data were used to optimise the binary interaction parameters between m-xylene and 

CO2. Discussion on the optimisation of the binary interaction parameters for this mixture is 

discuss in chapter 10. The general trend seen in the present work and in other CO2-

hydrocarbon systems16, 383  is that dissolution of CO2 in the liquid hydrocarbon brings about a 

rapid reduction in viscosity. The next chapter, therefore, moves on to discuss the viscosity of 

CO2 mixtures with hydrocarbon of higher initial viscosity than m-xylene.  
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CHAPTER 9 VISCOSITY OF DIISODECYL-PHTHALATE WITH 
DISSOLVED CO2 

This chapter provides a comprehensive data set of viscosity and density of diisodecyl-

phthalate (DIDP) and carbon dioxide mixtures.2 The measurements were carried out using the 

combined vibrating-wire vibrating-tube (VW-VT). The measurement temperatures were at 

(313.15, 343.15 and 373.15) K at pressures ≤ 80 MPa but always above the bubble pressure. 

The results for viscosity and density were correlated using the Tait-Andrade and Tait 

equations, respectively. The results presented in this chapter provide important insights into 

the reduction of the viscosity of highly viscous hydrocarbons upon dissolution of CO2. 

 

9.1 Experimental Results and discussion 

The measurements of pure DIDP were carried out prior to starting the measurements on the 

mixtures. The results presented in Table 9.1, are compared with the values calculated from 

the viscosity correlation and the equation of state (EoS) of Peleties259, 390 who reported an 

uncertainty not worse than 2% and 0.025% in viscosity and density, respectively. The 

experimental viscosity and density of pure DIDP measured in this work were found to deviate 

within the combined uncertainties of the experimental data and the correlations from 

Peleties259, 390 with ± 2 % and ± 0.2 % for viscosity and density, respectively. The results are 

plotted in Figure 9.1 and 9.2.  

 

Table 9.1 Experimental Viscosity η and Density ρ of pure DIDP 

p/MPa η/mPa·s) ρ/(kg·m-3) p/MPa η/(mPa·s) ρ/(kg·m-3) 

T =313.1 K T = 372.53 K 

0.138 37.444 952.35 0.218 5.031 910.82 

10.429 46.463 959.58 0.255 5.113 906.75 

T = 342.70 K 9.934 5.942 918.88 

0.172 11.444 929.32 20.078 6.842 920.89 

9.868 13.493 938.37 39.689 9.118 939.53 

39.602 22.178 956.81 79.500 15.001 960.97 

 

The mixtures of (DIDP + CO2) were prepared in-situ at mole fractions of CO2 (xCO₂) of 0.207, 

0.411, 0.610 and 0.810. The results are given in Appendix 9A to 9D. As expected, the viscosity 

and density of the mixtures were found to increase with increasing pressure and decrease 

with increasing temperature. In line with expectations, it was also found that the viscosity 

increased with increasing density when the temperature and mole fraction of CO2 were kept 

constant, as illustrates in Figure 9.3. Meanwhile, Figure 9.4 presents the viscosity and density 

 
2 Some of the experimental measurements described in this chapter were carried out in collaboration 

with an undergraduate student.  

412. Fesard, A. Viscosity and Density of liquid Diisodecyl-phthalate with dissolved CO2 at 

Temperatures between 313 and 373K and Pressures up to 800 bar; Report, Imperial College London: 

London, UK, 2018. 
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as a function of CO2 mole fraction. The viscosity was found to be decreasing rapidly with 

increasing mole fraction of CO2. The maximum difference between the viscosity of pure DIDP 

and the viscosity of the mixtures was found to be at the lowest temperature and highest 

pressures of each mixture. For density, we can see a gradual increase when the mole fraction 

of CO2 is increasing, and this continues through to XCO2 = 1 for higher pressures. However, for 

lower pressures, rapid changes were seen for pure CO2 because the density of pure CO2 is 

lower as it is a supercritical fluid with gas-like behaviour at low pressures. The viscosity and 

density of pure CO2 was calculated from the viscosity correlation413 and equation of state.403 

 

 

Figure 9.1 Experimental viscosity η as a function of pressure p for pure DIDP: , T = 313 K; 

, T = 343 K; , T = 373 K. Dotted lines represent values calculated from the work by 

Peleties259 
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Figure 9.2 Experimental density ρ as a function of pressure P for pure DIDP: , T = 313 K; 

, T = 343 K; , T = 373 K. Dotted lines represent values calculated from the work by 

Peleties390 
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Figure 9.3 Experimental viscosity η as a function of density ρ for (a) x = 0.207; (b) x = 0.411; 

(c) x = 0.610 and (d) x = 0.810, at various temperatures: , T = 313 K; , T = 343 K; , T = 

373 K. 
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Figure 9.4 Experimental viscosity η and density ρ as a function of CO2 compositions at nominal 

temperature T = 343K: , P = 80 MPa and , P = 40 MPa. The viscosity and density of pure 

CO2 was calculated from the viscosity correlation413 and equation of state.403 

 

9.2 Correlations 

The Tait-Andrade410 equation was used to correlate the viscosity, whereas for density, the 

Tait411 equation was employed to provide useful correlations of the experimental results for all 

mixtures involved. The correlations were applied to the individual compositions by expressing 

viscosity and density as a function of temperature and pressure as equation 8.1 and 8.4 in 

chapter 8. The parameters in equations (8.1) and (8.4) were determined by a nonlinear 

optimization that minimized the sum of the squared relative residuals. The quality of the fit was 

assessed in terms of the absolute average relative deviation (ΔAAD) and maximum absolute 

relative deviation (ΔMAD) that were already been defined in equation (8.7) and (8.8) in chapter 

8. The parameters obtained, together with ΔAAD and ΔMAD, are given in Tables 9.2 and 9.3 for 

viscosity and density, respectively.  
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Figures 9.5 and 9.6 compare the experimental data with the correlations developed for each 

mixture while Figure 9.7 and 9.8 shows the corresponding deviation plots deduced from 

equation 9.7. As seen in both figures, the results proved that both correlations fitted well the 

present experimental data, with an absolute average relative deviation of less than 1.0% for 

viscosity and 0.1% for density, and maximum absolute relative deviation of 2.2% and 0.2% for 

viscosity and density, respectively.  

 

Table 9.2 Fitting Parameters for Viscosity Correlation and Statistical Parameters 

 

coefficient XCO2 = 0.201 XCO2 = 0.411 XCO2 = 0.610 XCO2 = 0.810 

d0  1.4523 0.8456 5.4264 7.5441 

d1  12.5802 35.3655 86.8161 45.6643 

d2  0.0202 0.0206 0.0243 0.0242 

e0  7.4074 0.0050 0.0200 0.0200 

e1  704.84 1341.62 2988.41 3860.83 

e2  -116.52 143.12 1361.91 3.66 

Aη 4.63E-03 1.20E-01 1.68E-01 2.80E-02 

Bη 1952.14 615.44 490.90 946.54 

Cη -88.97 -195.63 -194.46 -96.17 

ΔAAD 0.7 0.7 0.8 0.9 

ΔMAD 1.9 2.2 1.6 2.2 

 

 

Table 9.3  Fitting Parameters for Density Correlation and Statistical Parameters 

coefficient XCO2 = 0.207 XCO2 = 0.411 XCO2 = 0.610 XCO2 = 0.810 

a0  1.301E+03 1.229E+03 1.162E+03 1.234E+03 

a1  -3.981E+02 -2.745E+02 -1.528E+02 -2.113E+02 

a2  7.906E+01 2.846E+01 -2.698E+01 -3.427E+01 

b0  1.314E+04 5.381E+02 4.990E+02 2.004E+02 

b1  -1.975E+04 -5.127E+02 -4.736E+02 -1.038E+02 

b2  7.454E+03 1.357E+02 1.215E+02 -7.350E+00 

C 0.20 0.20 0.20 0.20 

ΔAAD 0.08 0.02 0.04 0.05 

ΔMAD 0.22 0.06 0.07 0.21 
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Figure 9.5 Experimental viscosity η as a function of pressure for (a) x = 0.207; (b) x = 0.411; 

(c) x = 0.610 and (d) x = 0.810, at various temperatures: , T = 313 K; , T = 343 K; , T = 

373 K. Solid lines represent equation 8.1. 
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Figure 9.6 Experimental density ρ as a function of pressure for (a) x = 0.207; (b) x = 0.411; (c) 

x = 0.610; and (d) x = 0.810, at various temperatures: , T = 313 K; , T = 343 K; , T = 373 

K. Solid lines represent equation 8.4. 
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Figure 9.7 Relative deviations Δη/η = (η – ηfit)/η between experimental viscosities η and values 

ηfit calculated from equation (8.1) as a function of pressure: , T = 313 K; , T = 343 K; , T 

= 373 K. 
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Figure 9.8 Relative deviations Δρ/ρ = (ρ – ρfit)/ρ between experimental densities ρ and values 

ρfit calculated from equation (8.4) as a function of pressure: , T = 313 K; , T = 343 K; , T 

= 373 K 

 

These findings provide an important insight into the behaviour of the highly viscous 

hydrocarbon when added with CO2. The pure DIDP is approximately 50 times more viscous 

than the lighter hydrocarbon like as m-xylene. When added with CO2, both systems show a 

rapid reduction in viscosity. However, it was found that the reduction in the viscosity of DIDP 

+ CO2 system were more significant than the viscosity reduction in m-xylene + CO2 system. 

This is not surprising as the viscosity of pure DIDP is 300 times higher than the viscosity of 

pure CO2. The present study raises the possibility of predicting the viscosity of the mixtures of 

(DIDP + CO2) using the residual entropy model. However, the thermodynamics of this system 

is not sufficiently well developed. Future studies on the thermodynamics of this mixtures are 

therefore recommended. The residual entropy model will be discuss in the coming chapters. 
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PART 3 RESIDUAL ENTROPY MODEL 

CHAPTER 10 RESEARCH BACKGROUND  

In this chapter, a residual entropy model is discussed.3 This include the concept and theory of 

the model in section 10.1 and the definition of reduced viscosity and reduced residual entropy 

that was used in this work in section 10.2 and 10.3, respectively. Following this section, the 

application of the model to different transport properties is presented in section 10.4.  

 

10.1 Concept and Theory 

The residual entropy model was originally introduced in the work by Rosenfeld323 in 1977. 

Generally, the model stated that the temperature and density dependence of the reduced 

transport properties approximately exhibit a linear function of the residual entropy when scaled 

with appropriate reference value. In 1999, Rosenfeld extended the work by proposing the 

model to dilute gases regime. 414 The residual entropy was defined for specified temperature 

T and molar density ρ such that  

 

( ) ( )r id, , ( , )S T S T S T  = −   (10.1) 

 

where S (T, ρ) is the molar entropy and Sid(T, ρ) is the molar entropy of the hypothetical ideal 

gas at the same temperature and molar density. This approach is a hypothesis and is not 

based on an exact theory; therefore, it cannot be derived from first principles. Sr  behaves like 

full entropy S where the values increase with the increase in temperature, but the values are 

always negative. The residual entropy approaches zero when the temperature tends to infinity 

at fixed density due to the system approaching ideal-gas behaviour. In the Rosenfeld residual 

entropy model, reduced units are used. For example, number density defines the length unit 

l0, the temperature defines the energy unit e0, and the number density and thermal velocity 

define the time unit t0. These units can be defined as 323, 415-416 

 

1/3

0

−=l n , 0 = Be k T , 1/3

0 /−= Bt n m k T                (10.2) 

 

 
3 The content of this part is based on the published paper. 

272. Taib, M. B. M.; Trusler, J. P. M., Residual entropy model for predicting the viscosities of dense 

fluid mixtures. The Journal of Chemical Physics 2020, 152 (16), 164104. 
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Figure 10.1 Simulation data for the reduced diffusion coefficient and the reduced viscosity as 

a function of residual entropy. Data are shown for the standard Lennard-Jones (LJ) liquid and 

the purely repulsive “soft-sphere” inverse-power-law pair potential v(r) ∝ r−12. Figure 

reproduced from Rosenfeld’s findings. 323 

 

Figure 10.1 is reproduced from the work by Rosenfeld’s where the x-axis represents the 

negative of residual entropy per particle and the y-axis represent the reduced viscosity η* and 

reduced diffusion coefficient D*. Rosenfeld discovered that the two properties are 

approximately exponential functions of the excess entropy. This relation has led to the 

development of the residual entropy model as we shall see in the coming sections. 

 

10.2 Reduced Viscosity  

According to the original model proposed by Rosenfeld,323 the dimensionless viscosity η* was 

defined in terms of the thermal velocity (kBT/m)1/2 and the number density n as follows: 

 

( )

2/3
*

1/2

B

n

mk T




−

= ,  (10.3) 

 

where m is the mass of one molecule and kB is Boltzmann’s constant. The choice of reducing 

function is justified by noting that dimension of viscosity in terms of mass m, length L and time 

t are m∙L-1∙t-1, which match those of n2/3(mkBT)1/2. This definition of reduced viscosity is 

illustrated in Fig. 10.2 (a), where we plot data for pentane in the following ranges of 

temperature T and pressure p: 200 ≤ T/K ≤ 550 K and 0.1 ≤ p/MPa ≤ 50. These data were 

taken from a correlation417 of experimental data that has an estimated expanded relative 

uncertainty (k = 2) of 4 %. It can be seen that log(η*) is a very-nearly linear function of residual 

molar entropy in the dense-fluid region. However, in the low-density region (-Sr/R ≤ 1.0), log(η*) 

is divergent. To counter this issue, Novak281, 339, 418-419 proposed an alternative definition of 

reduced viscosity,  
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*

0  = ,  (10.4) 

 

in which η0 is the zero-density viscosity of the fluid. For pure substances, Novak obtained η0 

from the Chapman-Enskog formula: 

 

0 2 (2,2)

5 /

16

Bmk T 


 
=


,  (10.5) 

 

where σ is the characteristic molecular diameter and Ω*(2,2) is a dimensionless collision integral, 

typically estimated from the Lennard-Jones potential.292-293 Fig. 10.2 (b) illustrates this 

definition of reduced viscosity, again for the case of pentane, and shows that the log(η*) goes 

smoothly to zero as Sr/R →0. In his work,281 Novak showed that a small amount of data was 

sufficient to obtain a correlation that could then be applied to determine the viscosity in the 

entire fluid region.  

 

 

Figure 10.2 Reduced viscosity η* and residual entropy (Sr/R) for n-pentane: (a) based on 

Rosenfeld 323; (b) based on Novak 418 ; (c) based on Bell 282 

 

Bell 282 proposed another approach to eliminate the divergence of the reduced viscosity in the 

zero-density limit.  Based on the theory of Rosenfeld,414 according to which the transport 

properties should be proportional  to the residual entropy raised to the power of -2/3 in the 

dilute gas, the reduced viscosity of Eq. (10.4) was multiply by (-Sr/ R)2/3  to give the following 

definition: 
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( ) ( )

2/3 2/3
2/3 1/32/3

*

1/2 1/2

r r

A

B

Nn S S

R Rmk T MRT




−−    
= − = −   

   
  (10.6) 

Here, ρ is molar density, M is the molar mass, T is temperature, R is the gas constant and NA 

is Avagadro’s constant. Fig. 10.2 (c) shows that this definition also yields an approximately 

mono-variant relationship. In a subsequent paper by Bell et al., 420 the same approach was 

applied to analyse the viscosity, thermal conductivity and self-diffusion coefficients of Lennard-

Jones 12-6 fluids. Further discussion of the behaviour of the scaled viscosity in the limit of 

zero-density for different types of molecules can be found in Bell et al.278 Other alternatives 

have also been proposed to eliminate the divergence at low densities however, despite 

success in eliminating the divergence, these somewhat compromise the mono-variant scaling 

in the compressed liquid region.280-281, 330, 335, 339, 418-419 It is worth to mention that in this work, 

we adopt Bell’s definition of reduced viscosity and our model was then developed without 

making any assumption about the form of interaction between molecules.420 

 

10.3 Reduced Entropy 

Fundamental equations of state, expressed in terms of the Helmholtz energy, have been 

developed for many fluids.21 In these formulations, the dimensionless Helmholtz energy of a 

pure component is separated into ideal-gas and residual parts: 

 

( ) ( ) ( )id r, , ,T T T     = +   (10.7) 

 

where α = A/RT and A is molar Helmholtz energy. The residual molar entropy is then given 

by, 

 

( )r r r/S R


   =   −   (10.8) 

 

where τ and δ are the inverse reduced temperature and the reduced density, respectively, 

defined as follows: 

 

rT T =   (10.9) 

 

And 

 

r  = .  (10.10) 

 

For pure fluids, the reducing temperature Tr and reducing density ρr are the critical temperature 

Tc and critical density ρc, respectively.  
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For a mixture, the basic structure of equation (10.7) is retained. The ideal-gas part is given 

exactly by 

 

( ) ( )id id id

1 1

, , , ln
N N

i i i i

i i

T x x T x x    
= =

= = +  ,  (10.11) 

where N is the number of components and xi is the mole fraction of component i. The residual 

part is generally approximated as follows: 

 

r r r

1

( , , ) ( , ) ( , , )
N

i i

i

x        
=

= + x x ,  (10.12) 

 

where x is the vector of mole fractions. The first term in Eq. (10.12) represents a 

corresponding-states approximation while the second term, 
r , is a departure function that 

can be used to improve the representation of the properties of specific mixtures. For the 

mixtures considered in this work, no binary-specific departure functions have been developed 

and 
r  = 0. 

The inverse reduced temperature and reduced density of the mixture are given as before by 

Eqs (10.9) and (10.10) but the reducing parameters are now functions of composition as 

follows: 

 

( )
1

0.5
2

r c, , , c, c,2
1 1 1 ,

( ) 2
N N N

i j

i i i j T ij T ij i j

i i j i T ij i j

x x
T x T x x T T

x x
 



−

= = = +

+
= +

+
 x  (10.13) 

 

and 

 

1 1
3 3

3
1

2

, , 2
1 1 1r c, , c, c,

1 1 1 1 1
2

( ) 8

N N N
i j

i i j ij ij

i i j ii ij i j i j

x x
x x x

x x
 



 
    

−

= = = +

 +
= + + 

 +  
 

x
 (10.14) 

 

Here, Tc,i and ρc,i are the critical temperature and density of component i and βT,ij, βv,ij, γT,ij and 

γv,ij are a set of adjustable binary parameters. Note that, while γT,ij = γT,ji and γv,ij = γv,ji, 

βT,ij = 1/βT,ji and βv,ij = 1/βv,ji. A more details explanation on this method can be found in the 

original work of Lemmon,421 and in connection with the GERG-2004422 and GERG-2008423 

equations of state.  

In the published version of the results, we used the values of the binary parameters βT, βV, γT 

and γV from the REFPROP database. However, in a subsequent analysis the binary 

parameters for CO2 + m-xylene were optimised using the experimental densities presented in 

Part 2 of the thesis together with other available thermodynamics data for the mixture including 
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the gas solubility and VLE data.424-430 The binary parameters used for each of the mixtures 

involved in this work are given in Table 10.1.  

 

Table 10.1 Mixing parameters for mixtures involved in this work 

Mixtures octane (1) + 

dodecane (2) 398 

CO2 (1) + m-

xylene (2)  

CO2 (1) + 

decane (2) 
423 

βT 0.99884 0.99327 1.02003 

βv 1.00000 1.08117 1.00015 

γT 1.02500 1.08254 1.14551 

γV 1.00000 1.10781 1.18339 

 

10.4 Applications of Residual Entropy Models 

The residual entropy model has not been receiving much attention even 20 years after 

Rosenfeld’s first findings of the model. In recent year however, there has been extensive 

research focusing on the application of residual entropy model in transport properties 

especially viscosity, diffusion coefficient and thermal conductivity. For instance, Dzugutov325 

used molecular dynamics simulations to demonstrate that the self-diffusion coefficient of 

monatomic fluids, reduced to dimensionless form, was a universal function of the residual 

molar entropy only.  In non-monoatomic fluids, it has been established that entropy scaling 

also applies but that the dimensionless transport properties do not follow exactly the same 

universal relation; instead, they exhibit a substance-specific but mono-variant dependence 

upon residual entropy.326-328 Goel et. al.329, also using molecular dynamics simulations, tested 

the residual-entropy scaling relationship for the diffusivity and viscosity of Lennard-Jones 

chain fluids, restricted to short chains that do not show significant entanglement. He concluded 

that the residual-entropy scaling associated with the transport properties shows a simple but 

strong dependence on chain length. It has been confirmed in other simulation work that this 

mono-variant dependence applies to more complex substances such as the n-alkanes274, 431-

432 and hard dumbbell-shaped particle.327 The analysis has also been applied to the 

experimental data for water.326, 433-434 Loetgering-Lin and Gross330 presented a group 

contribution method for the correlation and prediction of pure-component viscosities involving 

nonpolar, polar, and self-associating components. They used the PCP-SAFT equation of state 

for the residual entropy and represented the reduced viscosity by a summation over functional 

groups involving three parameters per group. A similar approach was used by the same group 

to predict self-diffusion coefficients331 of pure substances using the group contribution method. 

They showed that the transport properties of these systems could be predicted well even in 

the absence of a large experimental database. In his recent work, Gross435 has proposed a 

modified Stokes-Einstein equation based on residual entropy approach and introduce a 

universal function model for predicting molecular self-diffusion coefficients. 

A modified entropy-model approach for viscosity has been proposed by Bell and Laesecke280 

where a dimensionless residual entropy per unit volume was used as the scaling variable and 

a reference fluid was used to establish the functional dependence of reduced viscosity upon 
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that variable. The method was applied successfully over the whole fluid region to a family of 

ten refrigerant fluids. More recently, Bell282 investigated the relationship between reduced 

viscosity and residual entropy for molecular fluids including argon, methane, CO2, SF6, 

refrigerant R134a, refrigerant R125, methanol and water by introducing an appropriate density 

scaling. It was concluded that the liquid viscosity of a dense fluid could be predicted within 

about 20% by using a universal scaling approach along with scaling parameters. Bell also 

applied the model fluids by incorporating the accurate Helmholtz-energy equations of state420 

and subsequently working on pure hydrocarbons. 436-437 Recently, the same group expand 

their work to the mixtures of refrigerants including natural refrigerants.438 

Literature reports pertaining to the viscosity-entropy relation of mixtures are limited and 

restricted to mixtures of similar components.335, 339-340 Novak339 studied the viscosity of the 

methane-ethane system and came to a conclusion that a new entity-based scaled viscosity 

model correlated well the pure components and their corresponding mixtures to a single semi-

logarithmic function. Delage-Santacreu et al.340 explored the application of entropy scaling to 

the viscosity of model fluids, including mixtures that interact according to the Mie potential. A 

simple logarithmic mixing rule was used to estimate the viscosity of mixtures from pure 

component values. Loetgering-Lin et al. applied an entropy-scaling model, based on their 

earlier work on pure substances,330 to mixtures of real fluids.335 In their paper, they considered 

almost 140 pure substances and 566 mixtures of various complexity and used molecular 

dynamic simulations and PCP- SAFT to develop a mixture model for viscosity and residual 

entropy, respectively. Nevertheless, the mixtures considered were mainly of similar molecules. 

Fouad and Vega336-337 applied a similar approach to the viscosities of hydroflourocarbon and 

hydroflouroolefin refrigerants and their mixtures. Entropy scaling based on the PC-SAFT 

equation has also been used to predict the viscosity of hydrocarbon mixtures and diesel fuels 

at several extreme conditions by Rokni et al. 338 In their work, two calculated or measured 

properties were used as the inputs and, in comparison with experimental data, average mean 

absolute percent deviations of 12.2% for hydrocarbon mixtures and 21.4% for diesel fuels. In 

recent years, the Helmholtz-energy mixture equations of state has been used in conjunction 

with viscosities calculation. Mairhofer439 has been able to covers 21 components of the GERG-

2008 while Yang et al.438 used the plus-scaled reduced residual viscosity similar to the work 

by Bell. 440 

Increasing interest in using the residual entropy model to thermal conductivity of a few real 

fluids can also be seen recently.277, 333-334, 420, 441-442 In comparison with viscosity and diffusion 

coefficient, predicting thermal conductivity from residual entropy model may encounter some 

challenges. One of it is the critical enhancement that rises from the long-range density 

fluctuation that occur in a fluid near its critical point.442 Most of the work does not consider the 

critical enhancement except for the work by Yang et al. 442 Hopp et al.441 used the PC-SAFT 

equation of state to calculate the residual entropy for the real pure hydrocarbons. They 

proposed a new expression for the reference thermal conductivity and the expression for the 

ideal gas limit. Hopp et al.334 also consider the effect of intramolecular degree of freedom using 

the Chapman-Cowling approximation. A similar work is also seen in the work by Fouad277 

where the PC-SAFT was used by incorporating the Chapman-Cowling and Mason and Saxena 

mixing rule for predicting the thermal coefficient of refrigerant mixtures containing 

hydrocarbons, hydrofluorocarbons, hydrofluoroolefins, and CO2. A more recent work by Yang 

et al.442 applied the residual entropy model to pure refrigerants, including natural refrigerants, 
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hydrofluoroolefins, hydrochlorofluoroolefins, perfluorocarbons, hydrofluorocarbons, 

chlorofluorocarbons, and hydrochlorofluorocarbons and their mixtures. In their work, four fitted 

parameters and a fluid-specific scaling factor were used in the development of the correlation 

functions between the dimensionless residual thermal conductivity and the dimensionless 

residual entropy. All the work discussed above on the application of residual entropy to predict 

diffusion coefficient, viscosity and thermal conductivity are summarized in Table 10.2. 

In this thesis, we have investigated the monovariate relationship between reduced viscosity 

and residual entropy in pure fluids and in binary mixtures of hydrocarbons and hydrocarbons 

with dissolved carbon dioxide.272 For pure hydrocarbons, the residual entropy were calculated 

using the application of highly-accurate Helmholtz equations of state while for mixtures, we 

apply the multi-fluid Helmholtz-energy approximation and simple combining rules for the 

scaling factors. Detailed discussions are available in the next chapter.  

 

Table 10.2 Previous published work on predicting transport properties using residual entropy 
model. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Properties  Substances References 

Diffusion 

coefficient 
Lennard-Jones chain fluids 

Dzugutov325 

 Lennard-Jones chain fluids Goel et. al.329 

 alkane 
Galliero and Boned274, 

431 

 alkane Gerek and Elliott 432 

 water 
326, 433-434 

 Pure fluids and mixtures  Gross 331, 435 

Viscosity Lennard-Jones chain fluids Goel et. al.329 

 Pure fluids and mixtures  
Loetgering-Lin and 

Gross330, 335 

 refrigerants Bell and Laesecke280 

 
argon, methane, CO2, SF6, 

refrigerants 

Bell282 

 
pure alkanes and refrigerants 

mixtures 

Bell 420, 438, 440, 443 

 Methane-ethane Novak339 

 refrigerants mixtures Fouad and Vega336-337 

 Hydrocarbon mixtures Rokni et al. 338 

 Mixtures of Mie n-6 fluids 
Delage-Santacreu et 

al.340 

Thermal 

conductivity 
Pure hydrocarbons 

Hopp et al.334, 441 

 refrigerants mixtures Fouad277 

 refrigerants Yang et al.442 
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CHAPTER 11 RESIDUAL ENTROPY MODEL FOR BINARY MIXTURES 
OF HYDROCARBONS WITH DISSOLVED CO2 

In this study, we first explore the application of highly-accurate Helmholtz equations of state 

for the calculation of residual entropy and the subsequent correlation of reduced viscosity for 

pure substances. We introduce scaling factors to reduce the data to a universal function. We 

then apply the method to mixtures based on the multi-fluid Helmholtz-energy approximation 

for the mixture residual entropy and simple combining rules for the scaling factors. In our work, 

the compounds of interest are aliphatic and aromatic hydrocarbons and their mixtures with 

CO2. We have tested these methods in comparison with experimental mixture viscosities in 

the temperature range from (200 to 500) K and at pressures up to 200 MPa. 

 

11.1 Pure fluids 

In this work, five pure components were studied: decane, 1,3-dimethylbenzene (m-xylene), 

CO2, dodecane and octane. The viscosity data for CO2 was taken from a precise correlation 

having an estimated expanded relative uncertainty (k = 2) of approximately 3 %444 as well as 

experimental data from Iwasaki and Takahashi445. The viscosity data of octane, decane, 

dodecane and m-xylene were original experimental data published 249, 251, 254-255 with estimated 

relative uncertainties of 2 %. These data span temperatures from (298 to 473) K and pressures 

from (0.1 to 200) MPa. Additional experimental data were added for from several previous 

works: octane446, decane447-448, dodecane449 and m-xylene393-394. The criterion for selecting the 

hydrocarbons were based upon the availability of both reliable wide-ranging viscosity data and 

a wide-range Helmholtz equation of state. 

 

 

Figure 11.1 Reduced viscosity η* and residual molar entropy (Sr/R) for pure fluids: ,decane; 

+, m-xylene; , CO2; , dodecane; , octane. 
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For each substance, reduced viscosities were calculated from Equation 10.6 while the residual 

molar entropy was calculated from the relevant Helmholtz equation of state22 via equation 

10.7. Figure 11.1 shows the reduced viscosities of the pure components plotted against 

residual molar entropy. To a good approximation, the data for each substance fall 

approximately on a single curve, demonstrating the expected mono-variant relationship over 

an extended range of temperature and pressure. On the semi-logarithmic scale of the plot, 

these mono-variant relationships happen to be nearly linear but different from one substance 

to the next. 

 

Table 11.1 Scaling parameters for each substance 

 Substance h Rη 

decane 1.000 1.000 

m-xylene 0.8309 0.6792 

CO2 0.6370 0.5483 

dodecane 1.0901 1.1037 

octane 0.9045 0.8681 

 

In order to reduce all of the data to a single universal curve, we introduce two scale factors: a 

horizontal factor h, which scales the residual molar entropy, and a vertical factor Rη, which 

scales the reduced viscosity. The latter is incorporated into our definition of η* as follows: 

 

( )

2/3
2/3 1/3
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1/2

r

AN S
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


−  
= − 

 
. (11.1) 

 

Since the data for decane span the widest range of residual molar entropy, we selected this 

substance as a reference fluid to which we assigned the scaling factors h = 1 and Rη = 1. 

However, this choice is arbitrary. The universal correlation (which is slightly non-linear on a 

semi-log scale) was then represented by the polynomial function 
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The parameters ci, together with the values of h and Rη, for each substance other than decane 

were optimised in a global regression that minimised the following objective function: 
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where ηi,exp is an experimental datum and ηi,fit is the value calculated from Eq. (11.2) with the 

best-fit parameters. The scaling factors so determined for each substance are given in Table 
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11.1 while the coefficients ci are given in Table 11.2 together with the absolute average relative 

deviation ΔAAD and the maximum absolute relative deviation ΔMAD for all data. These metrics 

are defined by  

 

,exp ,fit

AAD

,exp

i i

i i

 



−
 =   (11.4) 

 

and 

 

,exp ,fit

MAD

,exp

Max
i i

i

 



−
 = .  (11.5) 

 

Figures 11.2 shows the scaled experimental data in comparison with the universal function 

and illustrates the generally excellent mono-variant representation. The deviations of the data 

from the model, shown for each substance separately in Figure 11.3, are all within a band of 

±10 %. With this finding, we concluded that, by an appropriate scaling, the experimental data 

for each component can be collapsed onto a single curve relating reduced viscosity to residual 

molar entropy. 

 

 

 

Figure 11.2 Scaled reduced viscosity η* against scaled residual entropy (Sr/hR) for each pure 

substance: , decane; +, m-xylene; , CO2;, dodecane; , octane. The solid line 

represents Eq. 11.2. 
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Figure 11.3 Relative deviations Δη*/η* of the scaled reduced viscosity from the values 

estimated from equation (12.3) for each component: (a) decane: , Liu et al.251; , Caudwell 

et al.249; , Assael et al.447; , Carmichael et al.448 (b) m-xylene: , Caudwell et al.249; , 

Assael et al.393; , Et-tahir et al.394 (c) CO2: , Fenghour et al.444 ; , Iwasaki and Takahashi445 

(d) dodecane: , Caudwell et al.254-255; , Yang et al.449 (e) octane: , Caudwell et al.249; , 

Badalyan and Rodchenko446; , Stephen and Heckelberger.450  
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Table 11.2 Coefficients of equation 11.2 and statistical parameters for the universal correlation 

i  ci 

0 -1.12478 
1 0.70260 

2 -0.02813 

3 1.1865 x 10-3 

ΔAAD 1.9% 

ΔMAD 9.9% 

 

11.2 Application to Mixtures 

In order to apply the model to mixtures, one simply needs a means of determining the molar 

mass M in Eq. (12.2) and the scaling factors hmix and Rη,mix that apply. These can of course be 

fitted to experimental data but, to obtain a predictive model, we postulate the simplest possible 

mixing rules as follows: 

 

mix = i i

i

M xM  (11.6) 

mix i i

i

h x h=  (11.7) 

,mix ,i i

i

R x R =  (11.8) 

 

 

 

Figure 11.4 Scaled reduced viscosity η* (a) and relative deviations Δη*/η* (b) for octane (1) + 

dodecane (2) system as a function of scaled residual entropy: , 1x  = 0.743; , 1x = 0.434.  
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An initial test of this postulate is provided by a comparison with data for a mixture of two 

hydrocarbons having similar characteristic. Due to the availability of wide-ranging and precise 

experimental data at more than one mixture composition, the (octane + dodecane) system 

was chosen for this test.254 Figure 11.4 compares the experimental data with the model and 

shows reasonable agreement with absolute average relative deviation of 2%. 

A more severe test of the approach is provided by data for asymmetric mixtures, for example 

hydrocarbon liquids with dissolved CO2. Two such mixtures are considered here, namely (CO2 

+ decane) and (CO2 + m-xylene). The experimental viscosity data for the (CO2 + decane) 

system were those of Cullick et al.366 while those for the (CO2 + m-xylene) system were our 

experimental data presented in Part 2. All data considered fall in the homogeneous liquid 

region. To test the accurate of the equation-of-state model, we compare in Figure 11.5 the 

measured density values with those predicted by the model. The values for the relative 

differences Δρ/ρ, where Δρ = ρ(experimental) – ρ(predicted) was found to be within | Δρ/ρ| ≤ 

4%. Figures 11.6 and 11.7 compare the viscosity data for these two systems with the model. 

Clearly, the deviations are larger in these cases, particularly for (CO2 + decane) where a few 

points deviate by more than 30%. The three most discrepant points relate to the highest 

composition of CO2 at a temperature of 403 K. It is also observed that the model systematically 

underestimates the experimental data for both systems. 

 

 

 
Figure 11.5 Density deviation as a function of pressure for CO2 (1) + m-xylene (2). 
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Figure 11.6 Scaled reduced viscosity η* (a) and relative deviations Δη*/η* (b) for CO2 (1) + 

decane (2): , x1 = 0.15; , x1 = 0.30; r, x1 = 0.51; , x1 = 0.85. Solid line in (a) represents 

the predicted values. 

 

 

 
 

Figure 11.7 Scaled reduced viscosity η* (a) and relative deviations Δη*/η* (b) for CO2 (1) +  m-

xylene (2): , x1 = 0.19; , x1 = 0.38; , x1 = 0.46; + , x1  = 0.51; ×, x1 = 0.62; , x1 = 0.65. 

Solid line in (a) represents the predicted values. 
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11.3 Discussion 

The method proposed in this work has the potential to be a universal model, at least for the 

class of non-polar and non-associating fluids consider in this paper. The approach is 

contingent upon the availability of an accurate method for calculating the residual molar 

entropy of pure fluids and mixtures. The use of multi-parameter Helmholtz-energy models 

limits the approach to the 100 or so pure substances for which such models have so far been 

developed and to mixtures of these for which the binary parameters βT, βV, γT and γV, and any 

necessary binary-specific departure functions, have been adequately determined. Of course, 

other equation of state models, such as SAFT approaches,335 could be used but the multi-

parameter Helmholtz-energy models are preferred. 

The scaling used to map the reduced viscosity onto a universal curve is somewhat similar to 

that in the hard-sphere theory of Dymond and Assael (DA) wherein a scaled reduced viscosity 

is represented as a universal function of a reduced molar volume. However, whereas the 

reducing molar volume in the DA theory is a function of temperature, the scaling factors in the 

present method are constants for a given substance. This means that only a limited amount 

of viscosity data is required to determine the scaling parameters. The performance of the 

present method appears to be excellent for pure substances and competitive with correlation 

models that involve many more parameters. When applied to mixtures, larger deviations are 

observed and it is not clear if these reflect inaccuracies in the prediction of the mixture residual 

entropy, limitations of the simple linear mixing rules used for the scaling factors, or both. 

Nevertheless, we consider the results encouraging and worthy of further investigation. 

Referring to Fig. 11.2, one can observe that data points at -Sr/R < 2 are included. These points 

are located near the critical point or in the supercritical region and, in Figure 11.3, they show 

greater and somewhat systematic deviations from the correlation. If one considers only those 

points at -Sr/R ≥ 2 then a better fit can be obtained with an AAD of 1.5% and MAD of 7.8%.   

A simple mixing expression was adopted to the molar mass of the mixture appearing in 

Equation (11.1). As discussed by Galliero et al.,451 several other rational possibilities exist 

including: (1) a quadratic model 

 

1/2 1/2

mix = i j ij

i i

M x x M ,  (11.9) 

 

in which Mij is the reduced molar mass (1/ 1/ 1/= +ij i jM M M ); (2) a linear square-root model 

  

1/2 1/2

mix = i i

i

M xM ,  (11.10) 

 

and (3) a log-linear square-root model 

 

1/2 1/2

mixln ln= i i

i

M x M .  (11.11) 
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To test the effect of these different assumptions, an additional calculation has been made with 

each of these alternative definitions for Mmix and, in Table 11.3, the results were being 

compared in terms of the AAD and MAD statistics. However, these different rules do not offer 

any improvement, being either the same or slightly worse than the results obtained with 

Equation (11.6) for Mmix.  

 

Table 11.3 Summary of the AADs and MADs for several mixing rule equations referred from 

Galliero et al.451 

Mixture 
Equation (11.6) Equation (11.9) Equation (11.10) Equation (11.11) 

AAD MAD AAD MAD AAD MAD AAD MAD 

octane + dodecane  2% 4% 2% 4% 2% 4% 2% 4% 

decane + CO2  11% 36% 16% 41% 13% 38% 15% 40% 

m-xylene + CO2  12% 23% 17% 32% 14% 29% 16% 31% 

 

Based on the results presented, the residual entropy approach was able to correlate the 

viscosity of CO2 and several hydrocarbon liquids over wide ranges of temperature and 

pressure with average absolute relative deviations of less than 2 % and maximum absolute 

relative deviations of less than 10 % for all components investigated. Applying the method to 

mixtures yield a larger deviation that appear to increase with the molecular asymmetry of the 

system. Nevertheless, the findings are considered successful when compares with other 

methods for predicting the viscosity of such systems and could initiate more future research.  
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CHAPTER 12 CONCLUSIONS AND RECOMMENDATIONS FOR 
FUTURE WORK 

12.1 Conclusions 

The following conclusions can be drawn from the present study: 

1. The Tait-Andrade and Tait equations which are usually applied to systems at fixed 

compositions, can be successfully extended as functions of composition even for 

asymmetric systems like m-xylene + CO2. The surface fits developed have been tested 

for mole fraction of CO2 up to 0.652. 

2. Looking at the viscosity results, what is most compelling is the effect of CO2 dissolution 

on the viscosity of the mixtures. For both systems, adding CO2 has resulted in a large 

reduction in the viscosity of the mixtures. However, it was found that the relative 

reduction in viscosity for the m-xylene + CO2 system is not as much as the viscosity 

reduction that was obtained in the DIDP + CO2 system. This interesting result might be 

explained by the fact that at its pure state, the viscosity of m-xylene is not very high 

compared to the viscosity of pure DIDP. The viscosity of DIDP is approximately 50 

times higher than the viscosity of m-xylene and almost 300 times higher than the 

viscosity of pure CO2 whereas the viscosity of m-xylene is only 6 times higher than the 

CO2 viscosity. Returning to the questions posed at the beginning of this thesis, it is 

now possible to state that hydrocarbons with higher initial viscosity led to a more 

significant reduction in the viscosity when adding CO2 compared to hydrocarbons with 

a relatively lower initial viscosity. These results are in accord with the findings of Ciotta 

et al.16 and Ruien et al.,452 who studied the system of squalane + CO2 and CO2-

saturated methylbenzene-crude oil mixtures, respectively. The study has contributed 

to a better understanding of the behaviour of the viscosity of highly viscous 

hydrocarbons+CO2 mixtures. 

3. The results of the modelling work on the viscosity of mixtures showed that using the 

highly accurate multi-fluid Helmholtz energy approximation and a simple mixing rule, 

the model works well within a certain envelope. For mixtures of similar molecules, the 

model shows reasonable agreement with absolute average relative deviation of 2%. 

While for asymmetric mixtures that were tested, it was not worse that 30% with average 

relative deviation of approximately 13%. This is a rather encouraging finding 

considering that only simple mixing rules were used. 

4. The diffusion coefficient of CH4 in heptane and in methylbenzene does not differ very 

much. However, by comparing aliphatic and aromatic hydrocarbon with the same 

carbon number, it was observed that the diffusion coefficient was lower by about 14% 

in the aromatic. 

5. Based on the experimental results of diffusion coefficients, it was found that a 

correlation of logarithm of diffusion coefficient is a linear function of pressure along 

isotherms. Also, based on the experimental results, the Stokes Einstein model 

provides a good correlation, provided that the hydrodynamic radius of the solute is 

represented as a linear function with the solvent density. 
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6. The rough hard sphere has been extended in a way that provides a powerful 

correlation for the diffusion coefficients of light solutes in heavier solvents at infinite 

diffusion. The correlated model can be used for predictions on the basis of single 

experimental datum in order to determine the roughness factor. The model proved to 

provide good correlation where deviations were mostly within ±5%.  

 

12.2 Contributions  

The research provides an extensive study of transport properties of hydrocarbons and 

hydrocarbons with the addition of CO2/CH4. Accurate experimental data were measured at 

wide range of temperature, pressure, and composition to fill in the existing gaps in the literature 

and provide a fundamental basis to understanding the behaviour of hydrocarbon mixtures that 

are relevant to CCS. These experimental data are providing information in developing 

improved models especially for asymmetric mixtures. The present study makes several 

noteworthy contributions including:  

1. A large set of experimental viscosity and diffusion coefficients for hydrocarbons with 

dissolved CO2/ CH4 which have never been reported in the literature. These data not 

only provided a large contribution to literature, but also served as a basis for 

understanding the behaviour of the hydrocarbons when mixed with CO2. The 

experimental data were also used to develop the residual entropy model for viscosity 

and the universal model for diffusion coefficients where it fits well with the models. The 

experimental results in this work can potentially be used as literature reference in 

comparison with future studies. These will be of great importance in improving the 

current reference equations of state developed for each component. The density data 

of DIDP + CO2 mixtures can be used in developing a thermodynamic model for the 

system in order to apply the residual entropy model in predicting the viscosity of the 

mixtures. 

2. Successful models that can predict viscosity and diffusion coefficients of the 

asymmetric mixtures with acceptable agreement with the experimental results. These 

models make it possible to correlate the viscosity and diffusion coefficients with 

minimum requirements. 

3. Several papers were published that provides valuable insights on the measurements 

and models for predicting viscosity and diffusion coefficient. These papers are listed 

below: 

a) Diffusion coefficients of methane in methylbenzene and heptane at 

temperatures between 323 K and 398 K at pressures up to 65 MPa. 

International Journal of Thermophysics, Volume 41, Issue 8, 2020210 

b) Viscosity and density of 1,3-dimethylbenzene + carbon dioxide at temperatures 

from 298 to 423 K and at pressures up to 100 MPa. Journal of Chemical 

Engineering Data, Volume 65, 2020379 

c) Residual entropy model for predicting the viscosities of dense fluid mixtures, 

The Journal of Chemical Physics, Volume 152, Issue 16, 2020272 
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d) Modelling the diffusion coefficients of dilute gaseous solutes in hydrocarbon 

liquids. International Journal of Thermophysics, Volume 42, 2021209 

 

12.3 Recommendation for future work 

As a result of these investigations, suggestions were identified for future research. For the 

prediction of viscosity in this work, the correlation function was developed based on the non-

polar and non-associating fluids only. Recent work by Yang et al.438 on the other hand 

presented the model for mixtures of refrigerants while Rokni et al.338 works on hydrocarbon 

mixtures and diesel fuels. The model would be a fruitful area for further work considering wider 

systems including polar fluids, more asymmetric systems as well as crude oil mixtures.  A 

greater focus on using different types of mixing rules could produce interesting findings 

especially when predicting viscosity of asymmetric mixtures. In this work, preliminary results 

showed not much difference on three of the simplest mixing rules as discussed by Galliero et 

al.,451 However, several other rational possibilities exist and might become another possible 

area of future research. Another important future work that is worth to explore is applying the 

residual entropy model to predict the viscosity of DIDP + CO2 mixtures. However, before we 

could do that, a thermodynamic model needs to be established to calculate the residual molar 

entropy of the mixtures. Therefore, important thermodynamic properties such as density 

needs to be measured as well as VLE and solubility data for such mixtures. In addition to that, 

one can explore any other predictive models that might be use that address the issue.  

For diffusion coefficient, measurement of diffusion coefficients of CH4 in other hydrocarbons 

would be of future interest as available experimental data are still scarce. The availability of 

more diffusion coefficient data would be beneficial as the application of the universal model to 

a new compound requires at least one experimental value of the tracer diffusion coefficient 

besides sufficient pure-component data to determine V0(T). To add to that, further 

investigation on the roughness factor reveals a clear trend with carbon number for CO2 as the 

solute. The smooth trend for CO2-alkane systems suggests that the diffusion coefficients for 

CO2 in other alkanes could be predicted. Further studies should be undertaken to prove this 

statement and new measurements over extended ranges of temperature and pressure would 

be helpful. However, for other solutes such as C2H6, no clear trend was seen. This would be 

caused by the lack of data for the system where the light solute is C2H6. What is available in 

the literature were restricted to C2H6 with octane, hexane, and heptane as the solvents with 

less than 10 data points. Therefore, further investigation on the relation between roughness 

factor and carbon number for each of the solutes would be of great efforts. Although the model 

has been developed for liquid hydrocarbons with inorganic and light hydrocarbon solutes, the 

model is expected to apply to other non-polar solute-solvent systems. The present study lays 

the groundwork for future research into other non-polar solvents. As mentioned in the earlier 

section, the correlation was restricted to light solutes of non-polar solute-solvent systems only. 

It is recommended to revise and extend the correlation to the case where large molecular 

solutes diffuse in light supercritical solvents and the molecular simulation data that were 

excluded from the present analysis (σ1/σ2 > 1 and/or M1/M2 > 1). When the correlation has 

successfully be extended to the case where the solvent is light, modelling can be done across 

the entire composition range. For example, if we have a mixture with certain composition and 

the diffusion coefficient of the two components are needed in their equimolar mixture. The 
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work could open the path to a model that would work over the entire composition range for 

binary system. 

Overall, with all the findings discussed in the earlier parts and the scientific conclusions that 

arose from it, it can be said that the objective of this work which was to advance the science 

in transport properties particularly in asymmetric mixtures have been successfully achieved. 

The present study lays the groundwork for future research into investigating other transport 

properties such as thermal conductivity and apply such models to predict the experimental 

data.   
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Appendices 

Appendix 4A: Experimental Results for Diffusion Coefficient of CH4 in Methylbenzene 

 

Diffusion coefficient D12 of methane at infinite dilution in methylbenzene at various 

temperatures T and pressure p, together with standard deviations σD a 

p/MPa T/K D12 (10-9 m2·s-1) 102 (σD/D12) 

1.00 323.18 7.02 0.5 

1.12 348.18 9.14 0.4 

1.07 373.15 11.08 0.3 

1.03 398.17 13.46 0.2 

10.79 323.16 6.67 0.2 

9.99 348.14 8.70 1.5 

10.93 373.15 10.81 1.0 

9.10 398.13 13.38 0.2 

38.41 323.16 5.48 1.6 

31.52 348.15 7.59 0.3 

31.37 373.15 9.43 0.3 

31.56 398.25 11.38 0.1 

51.56 323.15 4.89 0.4 

53.24 348.21 6.33 0.2 

52.77 373.21 7.95 0.2 

51.30 398.26 9.76 0.7 

67.21 323.19 4.42 0.3 

62.56 348.19 6.06 0.4 

64.32 373.22 7.29 0.5 

64.68 398.26 8.73 0.2 

a Standard uncertainties are u(T) = 0.02 K, u(p) = 0.05 MPa, u(D12) = 0.023D12 

 

 

 

  



178 

 

Appendix 4B: Experimental Results for Diffusion Coefficient of CH4 in Heptane 

 

Diffusion coefficient D12 of methane at infinite dilution in heptane at various temperatures T 

and pressure p, together with standard deviations σD a 

p/MPa T/K D12 (10-9 m2·s-1) 102 (σD/D12) 

1.03 323.18 8.92 0.2 

1.02 348.19 10.52 0.5 

1.02 373.22 13.41 0.4 

1.08 398.29 16.77 0.3 

9.87 323.18 7.95 0.6 

10.87 348.21 10.17 0.4 

9.85 373.22 12.37 0.7 

9.91 398.25 14.88 0.5 

25.86 323.18 6.93 0.6 

23.75 348.18 9.30 0.5 

23.56 373.23 11.60 0.3 

25.90 398.29 13.89 0.3 

52.54 323.19 5.35 0.3 

49.50 348.19 7.18 0.6 

50.87 373.23 9.64 0.2 

48.91 398.25 11.53 0.2 

62.11 323.18 5.11 0.5 

62.99 373.23 8.49 0.3 

62.65 398.25 10.25 0.2 

a Standard uncertainties are u(T) = 0.02 K, u(p) = 0.05 MPa, u(D12) = 0.023D12 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



179 

 

Appendix 4C: Fitting Parameters for Correlation of Diffusion Coefficient  

 

Parameter for D0 and b from Equation 2 for diffusion coefficient of methane in methylbenzene 

and heptane at various temperatures T, together with absolute average relative deviations 

ΔAAD and maximum absolute relative deviations ΔMAD for the diffusion coefficients 

T/K D0 (10-9 m2.s-1) b (MPa-1) ΔAAD ΔMAD 

Methylbenzene 

323.17 7.15 7.19 x 10-3 0.8% 1.2% 

343.26 9.32 6.98 x 10-3 1.0% 1.6% 

373.18 11.49 6.93 x 10-3 1.5% 3.0% 

398.21 13.93 7.02 x 10-3 1.7% 2.9% 

Heptane 

323.18 8.82 9.17 x 10-3 1.6% 2.2% 

348.20 10.91 8.11 x 10-3 2.4% 3.2% 

355.23 13.48 7.04 x 10-3 1.5% 2.2% 

398.27 16.58 7.57 x 10-3 1.5% 2.2% 

 

 

Appendix 4D: Fitting Parameters for Correlation of Diffusion Coefficient 

 

Parameters for Equation 4.3 and 4.4 for D0 and b, together with absolute average relative 

deviations ΔAAD and maximum absolute relative deviations ΔMAD for the diffusion coefficients 
 Methylbenzene Heptane 

d0  (m2.s-1) -2.206 x 10-8 -2.479 x 10-8 

d1  (m2.s-1) 9.010 x 10-11 1.032 x 10-10 

b0 (MPa-1) 2.967 x 101 9.860 x 101 

b1 (MPa-1) -1.248 x 10-1 -4.817 x 10-1 

b2 (MPa-1) 1.705 x 10-4 6.352x 10-4 

ΔAAD 1.4% 3.7% 

ΔMAD 3.7% 5.6% 

 

Appendix 4E: Fitting Parameters for the Hydrodynamic Radius of Methane 

 

Parameters for Equation 4.9 for the hydrodynamic radius a of methane, together with absolute 

average relative deviations ΔAAD and maximum absolute relative deviations ΔMAD for the 

diffusion coefficients 
 Methylbenzene Heptane 

a0  (nm) 0.2797 0.3034 

a1  (nm) -0.0537 -0.0582 

ΔAAD 3.4% 3.5% 

ΔMAD 9.4% 6.2% 
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Appendix 8A: Experimental Viscosity η and Density ρ of (1 – x) m-xylene + x CO2 at 

x = 0.191.a 

 

p/MPa η/(µPa·s) ρ/(kg·m-3) p/MPa η/(µPa·s) ρ/(kg·m-3) 

T = 298.34 K T = 372.86 K 

4.112 532.80 876.38 9.827 279.25 814.91 

13.157 567.29 883.28 21.257 313.18 823.98 

24.997 620.13 891.72 35.172 346.13 837.59 

50.047 733.69 907.14 52.252 382.68 851.63 

75.022 850.54 920.63 77.297 443.44 870.97 

8.577 546.39 879.76 89.842 474.59 877.35 

T = 322.41 K T = 423.49 K 

18.727 462.22 866.28 9.287 203.45 760.88 

25.132 486.01 871.31 16.717 216.71 772.66 

50.022 572.98 888.69 30.377 241.76 791.36 

77.637 663.50 906.81 49.982 282.74 812.41 

94.212 750.41 919.83 75.062 324.17 834.28 

9.397 428.98 857.15  
a Expanded uncertainties are U(T) = 0.20 K, U(p) = 0.04 MPa, U(x) = 0.0011 , U(ρ) = 0.002ρ 
and U(η) = 0.02η with a coverage factor k of 2. 
 
 
Appendix 8B: Experimental Viscosity η and Density ρ of (1 – x) m-xylene + x CO2 at 
x = 0.377.a  

 

p/MPa η/(µPa·s) ρ/(kg·m-3) p/MPa η/(µPa·s) ρ/(kg·m-3) 

T = 298.13 K T = 372.66 K 

4.01 425.29 885.53 8.02 228.64 808.50 

8.03 440.28 890.92 10.02 234.04 811.66 

15.03 465.51 895.42 12.09 239.28 815.07 

30.05 517.43 907.49 18.02 252.72 822.64 

50.08 590.79 921.42 33.34 282.12 841.84 

T = 323.01 K 49.87 317.57 857.99 

6.04 339.46 860.60 64.88 349.42 870.80 

9.98 358.21 864.64 T = 423.67 K 

25.06 394.48 879.99 12.02 170.85 757.99 

40.03 432.73 895.12 15.22 175.37 764.81 

T = 348.58 K 20.02 182.65 774.01 

11.01 283.79 839.45 50.71 238.86 816.22 

20.29 306.08 850.12 75.25 275.84 840.90 

34.74 342.61 865.41 94.77 306.84 857.00 

50.49 382.32 878.52    

a Expanded uncertainties are U(T) = 0.20 K, U(p) = 0.04 MPa, U(x) = 0.0016, U(ρ) = 0.002ρ 

and U(η) = 0.02η with a coverage factor k of 2. 
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Appendix 8C: Experimental Viscosity η and Density ρ of (1 – x) m-xylene + x CO2 at 

x = 0.464.a  

 

p/MPa η/(µPa·s) ρ/(kg·m-3) p/MPa η/(µPa·s) ρ/(kg·m-3) 

T = 298.15 K T =373.17 K 

17.55 391.44 911.967 18.36 214.67 824.093 

22.32 403.70 916.457 25.04 224.31 834.721 

35.45 443.32 928.001 50.12 272.64 866.644 

50.56 489.86 939.978 74.26 315.90 890.133 

73.48 553.06 956.138 94.69 347.02 906.818 

T = 323.17 K T = 423.79 K 

16.84 310.63 881.832 28.86 171.78 782.493 

25.45 327.79 891.616 50.23 205.85 817.959 

50.23 387.73 915.033 74.85 241.71 847.840 

72.88 442.90 932.902 94.46 268.15 867.004 

81.31 463.60 938.973    

T =348.31 K    

15.63 249.44 850.466    

25.29 267.55 863.739    

50.05 319.57 890.518    

74.35 367.60 911.802    

93.31 410.12 925.751    

a Expanded uncertainties are U(T) = 0.20 K, U(p) = 0.04 MPa, U(x) = 0.0021, U(ρ) = 0.002ρ 

and U(η) = 0.02η with a coverage factor k of 2. 
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Appendix 8D: Experimental Viscosity η and Density ρ of (1 – x) m-xylene + x CO2 at 
x = 0.616.a 

 

p/MPa η/(µPa·s) ρ/(kg·m-3) p/MPa η/(µPa·s) ρ/(kg·m-3) 

T = 298.17 K T = 348.46 K 

8.48 294.03 907.30 16.92 202.85 849.31 

12.72 306.41 912.55 25.11 219.89 863.00 

24.50 338.02 925.92 50.43 266.49 895.90 

49.89 393.45 950.59 74.01 305.28 919.47 

73.51 457.47 969.01 98.30 348.27 939.63 

T = 323.34 K T = 372.97 K 

15.70 247.32 882.39 14.99 165.68 808.65 

25.07 263.89 895.54 25.77 184.34 831.49 

49.70 318.69 922.92 52.89 230.35 872.33 

72.92 365.08 943.61 75.30 262.92 896.84 

90.98 400.00 957.61 94.92 294.43 914.70 
   T = 423.92 K 
   34.61 146.87 784.40 
   52.87 172.39 818.41 
   75.74 205.84 849.69 
   95.69 225.06 871.94 

a Expanded uncertainties are U(T) = 0.20 K, U(p) = 0.04 MPa, U(x) = 0.0032, U(ρ) = 0.002ρ 

and U(η) = 0.02η with a coverage factor k of 2. 
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Appendix 8E: Experimental Viscosity η and Density ρ of (1 – x) m-xylene + x CO2 at 

x = 0.652.a 

 

p/MPa η/(µPa·s) ρ/(kg·m-3) p/MPa η/(µPa·s) ρ/(kg·m-3) 

T = 298.38 K T = 348.35 K 

15.94 285.68 918.96 16.11 185.22 843.95 

25.04 309.52 929.86 25.05 200.62 861.81 

49.78 364.89 955.68 49.90 243.63 897.77 

74.86 427.85 976.20 73.78 287.36 923.48 

95.82 474.75 991.39 95.03 317.07 942.55 

T = 323.04 K    

14.98 228.81 881.12    

25.09 248.23 896.54    

49.87 295.08 927.06    

75.54 341.97 951.47    

90.87 372.70 963.98    

a Expanded uncertainties are U(T) = 0.20 K, U(p) = 0.04 MPa, U(x) = 0.0024, U(ρ) = 0.002ρ 

and U(η) = 0.02η with a coverage factor k of 2. 
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Appendix 9A: Experimental Viscosity η and Density ρ of (1 – x) DIDP + x CO2 at x = 0.207.a 

 

P η ρ P η ρ 

MPa mPa·s kg·m-3 MPa µPa·s kg·m-3 

T = 313.02 K T =342.64 K 

24.28 43.996 961.29 7.08 11.33 929.76 

T = 372.22 K 19.85 13.899 943.06 

19.93 6.103 924.02 39.60 18.845 954.71 

37.45 7.795 939.42 59.63 25.763 965.62 

40.08 8.084 941.27 72.25 31.005 971.71 

60.01 10.327 954.77 79.61 34.543 975.13 

79.43 13.259 966.32    

a Expanded uncertainties are U(T) = 0.20 K, U(p) = 0.04 MPa, U(x) = 0.0024, U(ρ) = 0.002ρ 

and U(η) = 0.02η with a coverage factor k of 2. 

 
 
 
 

Appendix 9B: Experimental Viscosity η and Density ρ of (1 – x) DIDP + x CO2 at x = 0.411.a 

 

P η ρ P η ρ 

MPa µPa·s kg·m-3 MPa µPa·s kg·m-3 

T = 298.25 K T =342.64 K 

48.61 127.6 988.33 17.33 10.3 941.30 

T = 313.01 K 31.88 12.8 950.60 

19.95 31.8 963.25 40.14 14.5 955.42 

37.82 45.6 976.64 59.97 19.4 966.35 

40.02 47.1 974.37 79.97 25.4 976.26 
59.84 67.3 984.26 T = 372.22 K 
79.76 95.0 993.24   24.58 5.4 927.07 

   39.90 6.6 937.47 
   59.85 8.4 949.44 
   79.98 10.7 960.26 

a Expanded uncertainties are U(T) = 0.20 K, U(p) = 0.04 MPa, U(x) = 0.0024, U(ρ) = 0.002ρ 

and U(η) = 0.02η with a coverage factor k of 2. 
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Appendix 9C: Experimental Viscosity η and Density ρ of (1 – x) DIDP + x CO2 at x = 0.610.a 

 

P η ρ P η ρ 

MPa mPa·s kg·m-3 MPa µPa·s kg·m-3 
T = 313.00 K T =342.62 K 

19.50 14.46 964.69 20.01 5.94 943.19 
39.87 19.58 977.18 41.07 7.86 957.31 
51.64 23.28 983.33 52.03 8.98 964.12 
63.00 28.19 989.42 60.05 9.94 968.85 
79.50 36.12 997.44 79.76 12.58 979.34 

T = 372.22 K    
31.30 3.63 931.25    

39.95 4.01 937.57    

59.86 5.01 950.68    

79.67 6.39 962.21    

20.02 3.25 922.10    

 
 
 
 

Appendix 9C: Experimental Viscosity η and Density ρ of (1 – x) DIDP + x CO2 at x = 0.810.a 

 

P η ρ P η ρ 

MPa mPa·s kg·m-3 MPa µPa·s kg·m-3 

T = 313.00 K T =342.64 K 

31.59 3.102 977.41 19.79 1.549 938.19 

39.93 3.353 984.46 40.97 1.825 958.81 

59.80 4.069 998.55 59.75 2.218 974.22 

68.09 4.633 1004.82 72.21 2.538 983.18 

79.91 5.097 1012.32 80.03 2.671 988.37 

T = 372.36 K    

19.83 1.043 909.03    

40.04 1.072 933.04    

59.97 1.258 951.72    

71.40 1.572 960.69    

80.00 1.585 967.16    

 

 


