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Abstract— The volume of SMS messages sent on a daily basis 

globally has continued to grow significantly over the past years. 

Hence, mobile phones are becoming increasingly vulnerable to 

SMS spam messages, thereby exposing users to the risk of fraud 

and theft of personal data. Filtering of messages to detect and elim-

inate SMS spam is now a critical functionality for which different 

types of machine learning approaches are still being explored. In 

this paper, we propose a system for detecting SMS spam using a 

semi-supervised novelty detection approach based on one class 

SVM classifier. The system is built as an anomaly detector that 

learns only from normal SMS messages thus enabling detection 

models to be implemented in the absence of labelled SMS spam 

training examples. We evaluated our proposed system using a 

benchmark dataset consisting of 747 SMS spam and 4827 non-

spam messages. The results show that our proposed method out-

performed the traditional supervised machine learning ap-

proaches based on binary, frequency or TF-IDF bag-of-words. 

The overall accuracy was 98% with 100% SMS spam detection 

rate and only around 3% false positive rate.    

Keywords—SMS; spam detection; smishing; semi-supervised 

learning; novelty detection model; One Class Support Vector Ma-
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I.  INTRODUCTION 

Short Messaging Service (SMS) is a popular text messaging 

service that allows fixed line or mobile phone devices to ex-

change short messages using standard communication proto-

cols. The volume of SMS text messages has grown steadily over 

the past decade as mobile phone usage continues to increase. 

According to the latest data from GSMA intelligence, there are 

5.31 billion unique mobile phone users around the world today 

and this grew by 95 million in the past year [1]. About 5 billion 

people globally, i.e. 65% of the world’s population send and 

receive SMS messages [2][3].  

 

Unfortunately, the popularity of SMS has also led to an increase 

in unwanted and unsolicited messages known as spam. This 

leaves millions of mobile subscribers more exposed to fraud 

where the intention may be to gain personal data to sell for 

profit, or to trick recipients into clicking on a malicious URL, 

etc. Hence, the detection and elimination of SMS spam is a crit-

ical task necessary to protect millions of subscribers on mobile 

networks around the world.  

In the last few years, various approaches have been proposed 

for detection of spam, particularly for email. However, there 

has recently been an increase in studies that have focused on 

mobile SMS spam detection with several studies investigating 

machine learning based models for SMS spam classification. 

However, most of these studies have been based on supervised 

learning approach. Supervised machine learning approaches de-

mands a large amount of labelled data which is not always 

available in real applications [4]. 

 

In this paper, we propose a system for SMS spam detection 

based on a semi-supervised novelty detection approach. Our 

system adopts an anomaly detection approach where normal 

non-spam SMS text messages are used to build a classification 

model utilizing One Class SVM (OC-SVM). The advantage of 

this method is that it is based on an anomaly detector that can 

be built from non-spam SMS messages thus eliminating the 

need for labelled dataset that is necessary for supervised learn-

ing. Furthermore, being a semi-supervised approach, our pro-

posed system is less susceptible to the problems frequently en-

countered with imbalanced datasets during supervised learning. 

We performed evaluation experiments using the benchmark da-

taset containing 747 SMS spam and 4827 non-spam messages 

and obtained 98% overall accuracy with 100% true positive rate 

for SMS spam, thereby demonstrating the effectiveness of the 

proposed approach. The rest of the paper is organized as fol-

lows. In section II, we review related work. In section III we 

discuss our methodology, while in section IV experimental re-

sults are presented. Finally, we conclude the paper and outline 

future work in section V.  

II. RELATED WORK  

Spam detection is an active area of research with several re-

search works having applied machine learning techniques to the 

problem. In [5], the authors applied TF-IDF (Term Frequency-

Inverse Document Frequency) Bag of Words approach in con-

junction with Random Forest (RF) to achieve an accuracy of 

97.5%.  RF was shown to outperform Decision Tree (DT), Sup-

port Vector Machines (SVM), K-Nearest Neighbour (KNN) 

and Multinomial Naïve Bayes (MNB) classifiers and the study 

was based on the same UCI SMS spam dataset used in our pa-

per. In [6], an approach was proposed to detect and filter SMS 
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spam messages using machine learning algorithms. They used 

10 feature types derived from studying the characteristics of 

spam messages in-depth (i.e. hand-engineered features). Some 

of these features include presence of URLs (Uniform Resource 

Locator), presence of mathematical features, presence of dots, 

presence of special symbols, presence of mobile numbers, and 

message length. They performed experiments with 5 machine 

learning classifiers and achieved 96.5% true positive rate and 

1.02% false positive rate with the RF classifier.   

 

In [7], the authors propose an intelligent framework for filtering 

email and SMS messages, using Dendric Cell Algorithm 

(DCA), an immune-inspired classification algorithm. The 

method was shown to outperform KNN, SVM and Naïve Bayes 

(NB) algorithms and their combination using majority voting. 

In [8], the authors applied both deep learning and shallow learn-

ing models using supervised learning for the detection of SMS 

spam. The deep learning models i.e. Convolutional Neural Net-

works (CNN) and Long Short-Term Memory (LSTM) outper-

formed the traditional machine learning classifiers including, 

Naïve Bayes, Random Forest, Logistic Regression (LR), and 

Stochastic Gradient Descent classifiers.  

 

In [9], LR, KNN, and DT were used where LR was shown to 

yield an accuracy of 99% using the ‘SMS spam collection da-

taset’ containing 5572 instances (4900 non-spam; 672 spam) 

from Kaggle repository. In [10], the authors proposed a multi-

modal architecture based on model fusion where the system is 

designed to process text and image parts of an email to detect 

spam. They used Deep Neural Networks (DNN) for spam de-

tection and obtained 98.48% accuracy. In [11], the authors pro-

posed an artificial immune system for spam detection achieving 

98.05% accuracy. Popovac et al. [13] proposed a CNN based 

SMS spam detection model and obtained 91.5% sensitivity 

(TPR), 99.44% specificity (TNR), 0.955 AUC and 0.938 F1 

score respectively using 10-fold Cross Validation (CV). Other 

deep learning-based works include [14] [15] [16] [17] and [18].   

 

A review of previous works shows that the use of supervised 

learning is the more popular trend in spam detection. Hence, 

unlike most previous studies, this paper investigates a semi-su-

pervised novelty detection approach where training is per-

formed on only one class of data i.e., the normal or non-spam 

data. This makes the trained classifier model an anomaly detec-

tor as it provides an outlier detection mechanism that considers 

the outliers (anomalies) as spam messages. We then evaluate 

the performance of the model on both spam and non-spam ex-

amples, achieving high accuracy results.  

III. METHODOLOGY   

A. Dataset 

The dataset used in this study was obtained from [12]. It con-

sists of 5,574 real and non-encoded messages. The messages 

are labelled as non-spam (ham) or spam. The total number of 

spam messages contained in the dataset is 747 (13.4%) while 

non-spam messages are 4827 (86.6%). 

 

 
Figure 1: Simplified architecture of the machine learning based 

spam detection framework used for our study. 

B. SMS text pre-processing  

The SMS text pre-processing consists of several tasks that were 

implemented using Python scripts to ultimately create a feature 

set for training learning models for efficient and high accuracy 

spam filtering. These tasks are depicted in Figure 1.  In our case, 

the pre-processing steps were mainly aimed at creating input 

data suitable for training an OC-SVM anomaly detector from 

non-spam messages. The first pre-processing task was convert-

ing all the text in the dataset to lowercase. This was followed 

by tokenization (splitting the text into individual words). Stop-

words (such as ‘the’, ‘and’, ‘for’ etc.) which connect parts of a 

text were removed, as these were tokens that provide no useful 

information during the training process. Finally, all the tokens 

resulting from the pre-processing were saved into a separate 

document for each SMS message. These documents represent-

ing the SMS messages provided the input for the model build-

ing process. 

  

C. Building the training features from text documents 

The next steps involve tasks to produce features for model train-

ing. First, a vocabulary of 10,000 words (i.e. Bag-of-Words -

BoW) was produced from the text documents of the training set. 

Since our model is a semi-supervised novelty detector, the 

training set consists of only documents of the positive class 

which is the non-spam messages. From the vocabulary set, we 

applied integer encoding to convert the words present in each 

message into integers. If a word appears in the message and 

does not exist in the vocabulary (BoW), it is represented by a 

zero.  The maximum size retained for each message was 50 and 

those that consisted of less than 50 words were padded with ze-

ros so that every message was encoded by a set of integers of 

the same length.  The final integer encoded messages were rep-

resented as an M x N matrix where N = 50 and M is the total 

number of non-spam (positive) training messages. 

 

Each integer-encoded word in the M x N matrix is converted 

into a K-dimensional vector representing the word. K was cho-

sen as 4 to maintain low dimensionality for the feature vectors 

and enable fast training and prediction. The process of convert-

ing the (integer-encoded) words to (K-dimensional) vectors is 

known as ‘embedding’ and this was achieved by using an 
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embedding layer from the Keras Python library. To achieve the 

4-dimensioanl vector embedding for each word, we created a 

model (with the Keras embedding layer) that was trained for 50 

epochs using the M x N matrix of integer-encoded words as the 

input to the model and obtaining a resulting M x 200 matrix 

from the model. The M x 200 matrix is used to train the OC-

SVM model with M instances of vectors of length = 200 each 

representing an SMS message.   

D. OC-SVM model implementation  

The dataset used in this study is an imbalanced dataset with 

spam data as the minority class. By treating the majority class 

as ‘normal’, anomaly or novelty detection techniques can be 

used to detect spam as ‘novelty’ or ‘anomaly’. One-class clas-

sification involves fitting a model on ‘normal’ data and predict-

ing whether new data is normal or an anomaly/outlier. We 

chose the OC-SVM classifier for this study and trained it on the 

non-spam data. OC-SVM is an unsupervised algorithm that 

learns a decision function for the purpose of novelty detection 

with the goal of classifying new data as similar or different to 

the training set. The main difference from the standard SVM is 

that it is fit in an unsupervised manner and only provides a hy-

perparameter nu that controls the sensitivity of the support vec-

tors, instead of normal SVM hyperparameters used for tuning 

the margin. The parameter nu should be tuned to approximate 

the ratio of outliers in the training data. For example, in our ex-

periments we selected nu = 0.03 meaning that approximately 

3% of the training set will lie outside the boundaries of the sup-

port vectors. 

IV. EXPERIMENTS AND RESULTS  

In our study, we performed several experiments to evaluate the 

performance of the proposed model. We compared the perfor-

mance of the semi-supervised approach to supervised methods 

that were built using the classical BoW approaches after pre-

processing of the SMS text, but in this case the vocabulary is 

built from both spam and non-spam text documents designated 

as the training set. Every message was converted into a vector-

based representation of each of the terms (tokens) in the vocab-

ulary set. Since this leads to sparse vectors of high dimension, 

we applied chi-squared feature selection algorithm, using this 

to select the top 200 features. Three different vector representa-

tions were used including: binary, frequency and TF-IDF (i.e., 

Term Frequency-Inverse Document Frequency). Each of these 

feature vectors were used to train several supervised models in-

cluding Random Forest (RF), k-nearest neighbours (KNN), eX-

treme Gradient Boosting (XGBoost), Support vector machines 

(SVM) and Extra Trees (ET). The performance of these models 

was then compared to results of the proposed OC-SVM novelty 

detector model. The models were implemented using Scikit 

Learn and other associated Python libraries and the experiments 

were performed on an Ubuntu Linux 16.04 64-bit Machine with 

4 GB RAM. We used 70:30 training-testing split to evaluate all 

the supervised models. The results are the average of 10 runs 

with random selection of instances.  

A.  Results of the supervised learning models with binary 

feature vactors  

Table I shows results from models trained with binary features, 

i.e., features that capture the presence or absence of the to-

kenized words in the vocabulary. Feature selection was applied 

to improve performance. Non-spam true positive rates are all 

above 99.4% while the highest spam detection rate is 81.6% 

with supervised linear SVM. Class imbalance in the dataset ac-

counts for the large disparity.  

 

Table I: Results of supervised learning with binary features. 

  TPR (S)   TPR (NS)  Accuracy  F1  

ET  0.814 0.998  0.972 0.970  

KNN  0.55 1.000 0.939 0.931 

DT  0.788 0.994 0.966 0.965 

SVM  0.816 0.995 0.970 0.969 

RF  0.797 0.999 0.970 0.969 

XGBoost  0.811 0.996 0.971 0.969 

B. Results of the supervised learning models with frequency  

feature vactors  

Table II shows results from models trained with frequency fea-

tures, i.e., features that capture how often tokenized words in 

the vocabulary appear in a message. Feature selection was ap-

plied to improve performance. The true positive rates for non-

spam messages are all above 98.9%, while the highest spam de-

tection rate is 87.1% with the Extra Tree classifier. For majority 

of the models, frequency features performance is better that bi-

nary features performance. 

 

Table II: Supervised learning with frequency features. 

  TPR (S)   TPR (NS)  Accuracy  F1  

ET  0.871 0.992 0.974 0.973 

KNN  0.631 0.999 0.947 0.942 

DT  0.780 0.989 0.959 0.958 

SVM  0.539 0.993 0.925 0.915 

RF  0.838 0.994 0.971 0.970 

XGBoost  0.837 0.992 0.971 0.971 

C. Results of the supervised learning models with TF-IDF 

feature vectors  

Table III shows results from models trained with TF-IDF fea-

tures. Feature selection was applied to improve performance. 

Spam messages had the highest detection rate of 84.7% while 

the non-spam messages had a detection rate of 99.4% or better. 

Except for SVM and KNN, the other models had better spam 

detection performance with the frequency features compared to 

TF-IDF features. However, for non-spam detection rate the 

models obtained better results with TF-IDF compared to fre-

quency features.  
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Table III: Results of supervised learning with TF-IDF features. 

  TPR (S)   TPR(NS)  Accuracy  F1  

ET  0.817 0.999 0.973 0.972 

KNN  0.616 0.999 0.946 0.948 

DT  0.789 0.994 0.966 0.965 

SVM  0.847 0.995 0.973 0.973 

RF  0.797 0.999 0.971 0.969 

XGBoost  0.811 0.996 0.971 0.969 

D. Results of the supervised learning models vs. proposed 

OC-SVM based novelty detecton model.  

In Table IV, we compare the results of the proposed OC-SVM 

novelty detection method with the best results from the binary, 

frequency, and TF-IDF with supervised learning. We can see 

that OC-SVM outperformed them by recording the best spam 

detection rate of 100%. This means that the model trained with 

non-spam extracted data was able to detect all the spam mes-

sages. None of the supervised learning models investigated was 

able to achieve close to this result. The overall accuracy from 

OC-SVM was 98% which was better than the best binary model 

(97.2%), best frequency-based model (97.4%) and the best TF-

IDF based model (97.3%). Note that the OC-SVM model was 

built from 70% of the non-spam data and evaluated on the other 

30% of the non-spam data plus all of the spam data. This was 

repeated several times by randomly choosing another set of 

70% from the non-spam data for training and the average of 10 

runs was computed to achieve the results as shown in Table IV. 

 

Table IV: Novelty detection vs. supervised learning results. 

  TPR (S)   TPR (NS)  Accuracy  F1  

OC-SVM 1.000 0.968 0.980 0.980 

Best binary 

(Extra Trees) 
0.814 0.998 0.972 0.970 

Best frequency 

(Extra Trees) 
0.871 0.992 0.974 0.973 

Best TF-IDF 

(SVM) 

 

0.847 

 

0.995 

 

0.973 

 

0.973 

V. CONCLUSIONS AND FUTURE WORK 

SMS spam detection has been an active area of research with 
supervised machine learning being the most popular detection 
approach. This approach is inefficient for imbalanced data. 
Hence, in this paper we proposed a system for SMS spam 
detection based on semi-supervised novelty detection using One 
Class SVM (OC-SVM). It employs only non-spam data for 
training, making it feasible to implement in the absence of 
labelled spam data. After pre-processing of non-spam data, 
integer encoding is applied, followed by a low dimensional 
vector embedding which produces the input data for the OC-
SVM model training. The proposed approach achieved 100% 
true positive rate for SMS spam detection and an overall 
accuracy of 98% which was better than the results of all the 18 
bag-of-words based supervised machine learning models that we  

implemented and evaluated on the same dataset. For future 
work, we aim to investigate other types of novelty detection 
models based on semi-supervised machine learning.   
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