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ABSTRACT The Search and Rescue optimization algorithm (SAR) is a recent metaheuristic inspired
by the exploration’s behaviour for humans throughout search and rescue processes. The SAR is applied
to solve the Combined Emission and Economic Dispatch (CEED) and Economic Load Dispatch (ELD).
The comparative performance of SAR against several metaheuristic methods was performed to assess its
reliability. These algorithms include the Earthworm optimization algorithm (EWA), Grey wolf optimizer
(GWO), Tunicate Swarm Algorithm (TSA) and Elephant Herding Optimization (EHO) for the same
two networks study. Also, the proposed SAR method is compared with other literature algorithms such
as Sine Cosine algorithm, Monarch butterfly optimization, Artificial Bee Colony, Chimp Optimization
Algorithm, Moth search algorithm. The cases applied in this work are seven cases: three cases of 6-unit
for ELD issue, three cases of 6-unit for CEED issue and 10-unit for ELD problem. The evaluation of
counterparts is performed for 30 different runs based on measuring the Friedman rank test and robustness
curves. Furthermore, the standard deviation, maximum objective function, minimum, mean and values over
30 different runs are applied for a statistical analysis of all used techniques. The obtained results proved the
superiority of the SAR in determining the fitness function of ELD and CEED is minimizing the cost of fuel
for ELD and emission and fuel costs for CEED.

INDEX TERMS Search and rescue algorithm, economic load dispatch, optimization.

I. INTRODUCTION
Economic load dispatch (ELD) is one of the important
optimization problems for smooth and hassle-free operation
of power system. The net demand of power is increasing
at an alarming rate. Subsequently, the fuel price for power
generation is also increasing. Thus, this calls for the necessity
to reduce the operational cost thereby achieving reliable
operation of the power system. The main aim of the ELD
problem is to reduce the operating cost of the system
by optimizing the energy capability of thermal units and
enhance the reliable operation of the system. In recent
years, it is observed that the trend is to consider both cost
and emission while considering planning and operation of

The associate editor coordinating the review of this manuscript and

approving it for publication was Qiuye Sun .

power system thereby giving rise to Combined Economic-
Emission Dispatch (CEED) problem. Thus, ELD and CEED
are complex problems of power system optimization having
nonlinear objective function, equality as well as inequality
constraints. The efficacy of the conventional algorithms
is limited in solving the ELD problem because of the
nonlinear nature of the problem. Researchers have proposed
distinct metaheuristic techniques for solving that problem.
The merits of metaheuristic algorithms have provided con-
firming alternativemethods for solving complex optimization
issues [1]–[5]. In [6], authors have proposed an enhanced
version of Grey Wolf Optimization (GWO) mimicking the
hunting process of grey wolf for solving the ELD problem.
The algorithm was validated on standard test functions and
ELD for 38 unit, 40 unit, 80 unit, 110 unit, 140 unit test
system. The performance of GWO was compared with other
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metaheuristics such as Differential Evolution (DE), Improved
DE (IDE), Particle Swarm Optimization (PSO) etc. and the
superior behaviour of GWO was noticed.

In [7], authors have used a novel Crow Search Algo-
rithm (CSA) mimicking the food searching process of
crows for solving nonconvex ELD with cost as objective
function. In [8], Class Topper Optimization (CTO) and
Advanced CTO (ACTO) were to solve ELD as well as
CEED. It was observed that CTO performed better than other
metaheuristics such as TLBO, DE, GA, PSO etc. In [9], the
authors have addressed the problem of ELD in the context
of a micro grid. Further, they have hybridized Spotted Hyena
and Emperor Penguin Optimizer for solving multi-objective
CEED with cost as well as emission as objective functions.
Simulation results validated the supremacy of the aforemen-
tioned algorithm over NSGA II and MOPSO. In [10], authors
solved nonconvex ELD problem by artificial cooperative
algorithm. Valve point effect and a novel constraint handling
strategy were further introduced in ref [10]. In [11], proposed
a novel parallel hurricane optimization algorithm (PHOA) for
solving ELD and CEED. The speciality of PHOA is that it has
several sub-populations that can move independently in the
search space. The algorithm was validated on IEEE 30 and
IEEE 57 bus test system.

In [12], authors have introduced a phasor PSO (PPSO)
for solving nonconvex ELD problem. PPSO is nothing but
a trigonometric model of PSO with faster convergence rate
and more efficiency. In [13], authors proposed Gradient
Based Optimization (GBO) to solve ELD as well as CEED.
In [14], the dynamic ELD problem have been modelled
considering the integration of renewable sources and solved
the problem by an enhanced version of firework algorithm.
In [15], authors contributed to the state-of-the-art with a
novel algorithm that considers hybridization of artificial algae
algorithm and simplex method for solving ELD. In [16],
authors have introduced an optimized version of DE incorpo-
rating multiple mutation strategies for solving ELD. In [17],
authors have proposed an enhanced version of Jaya algorithm
incorporating multiple population and Levy flight for solving
ELD and CEED. In [18], authors validated the performance
of Turbulent Flow of Water Optimization (TFWO) algorithm
on ELD and CEED and concluded that the algorithm is
as competitive as other state of art metaheuristics. In [19],
the authors proposed a Chameleon Swarm Algorithm (CSA)
mimicking the behaviour of chameleons for solving ELD and
CEED.

In [20] a novel hybrid algorithm based on Coulomb’s
law Franklin’s law was put forwarded for solving different
variants of ELD. In [21], authors have hybridized Sine
Cosine Algorithm (SCA) with β hill climbing algorithm to
enhance the exploitation capacity of SCA for solving ELD
of large-scale networks. In [22], also hybrid GWO applied
for ELD with effect of valve load. In [23], also hybrid SSA
applied for ELD problem. In [24], authors have proposed
a narrowing down area-based approach for solving ELD.
In [25], authors have used a data mining-based approach

for solving multi-objective ELD. In [26], authors have used
nonconvex ELD problem by SlimeMould Algorithm (SMA).
In [27], authors have proposed an adaptive version of Class
Topper Optimization (CTO) along with the incorporation of
chaos theory for solving ELD, EED, and CEED. In [28],
authors have proposed an Arithmetic Optimization algorithm
based on elementary function disturbance for solving ELD
problem. In [29], enhanced WOA applied for ELD. In [30],
an improved competitive swarm algorithm is applied for
ELD.

As stated by No Free Lunch (NFL) theorem [31]–[35]
metaheuristics differ in performance as well as behavior
while solving different class of problems. So, the Search
and Rescue optimization algorithm (SAR) [36] is such a
novel meta-heuristic method to solve the ELD problem.
SAR algorithm is easy to implement because of its basic
concept, simple formula, and small number of parameters.
In [36], the SAR showed greater performance compared
to several algorithms. Particularly, SAR has been validated
over 18 benchmark constraint functions presented in CEC
2010, 13 benchmark constraint functions, and 7 constrained
engineering design problems, which are considered chal-
lenging optimization problems. However, all meta-heuristic
algorithms should strike a balance between exploration
and exploitation; other solutions can be stuck in optimal
solutions or fail to converge [41]. Indeed, depending on
the optimization problem, SAR may suffer from slow
convergence speed, fall into to a local minimum, performance
depends on algorithm parameters, and difficulty to balance
between exploration and exploitation phases.

The main items of contribution in this work are as follow:

• Discuss two network cases such as Combined Emission-
Economic Dispatch (CEED) and Economic Load
Dispatch (ELD).

• Search and Rescue Algorithm (SAR) is used as a new
metaheuristic method for the seven cases study.

• The proposed SARmethod is comparedwith Earthworm
optimization algorithm (EWA), Grey wolf optimizer
(GWO), Tunicate Swarm Algorithm (TSA) and Ele-
phant Herding Optimization (EHO) for the same seven
networks study.

• The fitness function of ELD and CEED minimize the
fuel cost for ELD and emission and fuel costs for CEED.

• The evaluation of all algorithms is performed for
30 different runs based on measuring the Friedman rank
test and robustness curves.

• The standard deviation, maximum objective function,
minimum, mean and values over 30 different runs
are applied for the statistical analysis of all employed
techniques.

• The evaluation of SAR and all techniques performance
is accomplished according to the power mismatch
between the generated power from units in the system
and the summation of the load demand and losses of
transmission.
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The paper is prepared as follow: the problems of ELD and
CEED are discussed in section two. The SAR algorithm is
analyzed in section three. The experimental analysis of results
is extracted in section four and also in this section analysis of
Friedman rank test is performed. The conclusion of work and
future work is discussed in section five.

II. ECONOMIC LOAD DISPATCH PROBLEM
Multiple problems can be found in power system operation
including economic load dispatch, ELD. Reducing the costs
of fuel consumption is the principle issue to improve the
ELD problem for maximizing the benefit economic for power
system. The principle variable for ELD problem represents
the allocating vector from every unit that sets the best
production in every unit of the system. ELD with losses and
CEED are discussed as follows.

A. ELD
The ELD mathematical model with losses can be identified
as follows. In order to operate n generators, the cost for fuel
consumption will be identified as follows:

Min (F) = F1 (P1)+ . . .Fn (Pn) (1)

where F represents the cost for total fuel, F1 denotes the cost
for fuel in 1st generator whereas Fn indicates the cost for fuel
in nth generator. A function of fuel consumption cost will be
further obtained in quadratic form using:

Min (F) =
n∑

k=1

Fi (Pi) =
n∑

k=1

akP2k + bkPk + ck (2)

where c, b and a represent the weight constants for the fuel
cost. Also, the generator constraints from each unit can be
given using Eqs. (3 and 5).

n∑
k=1

Pk − PD − PL = 0 (3)

where PD denotes total network demand whereas PL
indicates network transmission losses which can be taken as
follows:

PL =
n∑
i=1

n∑
j=1

PiBijPj (4)

where Bij indicates loss factor, Pi represents the generated
power at the ith generator, whereas Pj denotes the generated
power at the jth generator.

Pmink ≤ Pk ≤ P
max
k (5)

B. CEED
Development of the ELD problem can be performed by
considering the reduction of emission along with the
production cost, which is referred as CEED. This problem
sheds light on minimizing gases from the power plants. The

emission factor can be mathematically specified by:

Min (E) =
n∑

k=1

Ei (Pi) =
n∑

k=1

αkP2k + βkPk + γk (6)

The fitness function for CEED problem is:

objective function = Min

(
n∑

k=1

Ei (Pi)+ he
n∑

k=1

Fi (Pi)

)
(7)

where he denotes the penalty factor for price as given
in Eq. (8):

he =
Fi (Pimax)
Ei (Pimax)

(8)

The generator constraints in each unit are taken by Eqs. (3
and 5).

III. SEARCH AND RESCUE ALGORITHMIC METHOD
This section presents the mathematical model of SAR
algorithm to solve the ‘‘minimization problem’’. In which,
the humans’ position confronts to the solution for the opti-
mization problem whereas the clue significance reached in
this position denotes the fitness for that solution. An optimal
solution indicates a clue with high significance and vice
versa [36].

A. CLUES
Throughout the course of search operation, the group
members bring clues information together. To find additional
significant clues, the group members leave some clues, but
the information got from them is used to optimize the
searching process. The matrix M is a memory matrix that
stores the positions of left clues, whereas the matrix X is
a position matrix which stores the humans’ positions. The
dimensions of the two matrices are equal. They are Y× Z
matrices where Y represents the dimension for the problem
and Z denotes the group members number. The matrix C
indicates the clues matrix which includes the positions for
found clues and comprises two matrices, X and M. The new
solutions from individual and social phases are all created
based upon the clue’s matrix and the matrices, C, M, and X
are updated in all phases of human searches.

C =
[
X
M

]
=



X11 · · · X1Z
...

. . .
...

XY1 · · · XYZ
M11 · · · M1Z
...

. . .
...

MY1 · · · MYZ


(9)

where X and M represent humans’ positions and memory
matrices, respectively whereas XY1 denotes the position for
the 1st dimension of the Yth human. Furthermore, M1Z
indicates the position for the Zth dimension of the 1st
memory.
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B. SOCIAL PHASE
Considering random clue among the found clues, the search
direction is obtained by Eq. (10). In which, SDi, Xi, and
Ck, represent the search direction from the ith human, the
position from the ith human, and the position from the ith

clue, respectively. Additionally, k represents random integer
number in the 1 and 2N range. For i = k, Ci equals to Xi.
Therefore, taking into consideration that k 6= i, k is chosen.

SZ i = (Xi − Ck) , k 6= i (10)

Usually, the group members attempt to avoid the search
for location several times. Therefore, the search has to be
implemented in a way that the movement for the group
members towards each other is restricted. Accordingly, all
the dimensions of Xi has not be modified by the movement
in a direction of Eq. (10). A binomial crossover operator is
employed to implement this constraint. If the significance
of considered clue is greater than that from the clue of the
current position, the area around the direction of SZi and
around the clue position is searched; otherwise, the searching
around current position will be continued along with SZi
direction. Thus, Eq. (11) is implemented in the social phase:

X́ij =



Ckj + r1× (Xij − Ckj) if f (Ck ) > f (Xi)
Xij + r1× (Xij − Ckj) otherwise

if r2 < SE
Xij otherwise

(11)

where X́ij indicates the new position for the jth dimension
from the ith human, Ckj represents the position for the jth

dimension from the kth clue. The values of objective function
from the solution Xi and Ck are indicated by f (Xi) and f (Ck),
respectively. r1 denotes a random number within a uniform
distribution of the range [−1, 1] whereas r2 represents a
random number uniformly distributed within the [0, 1] range.
jrand indicates an integer number randomly ranged in 1 and
Z which confirms that one dimension from X́ij is at least
different from X́ij, whereas SE represents an algorithm
parameter within the range 0 and 1. In this context, the new
position from the ith human over all the dimensions can be
taken by Eq. (11).

C. INDIVIDUAL PHASE
Human searches around its current position in this individual
phase and different clues are connected as employed through
the social phase. Every new position from the ith human can
be taken by Eq. (12).

X́i = Xi + r3× (Ck − Cm) , i 6= k 6= m (12)

where the integer numbers k and m are randomly ranged
in 1 and 2N. For preventing movement along the other
clues, the choice of k and m is done in a manner that
i 6= k 6= m. Furthermore, r3 represents a random number
within a uniform distribution of the range 0 and 1.

D. BOUNDARY CONTROL
In this regard, the solutions taken by the individual and social
phases must be located within the solution space, but if
they locate out of solution space, they have to be modified.
Accordingly, the new position from the ith human can be
modified by Eq. (13).

X́ij =


(
Xij + Xmaxj

)/
2 if X́ij > Xmaxj(

Xij + Xminj

)/
2 if X́ij>Xminj ,

j = 1, . . . ,Z

(13)

where Xmin
j and Xmax

j represent the values of the minimum
andmaximum threshold, respectively, from the jth dimension.

E. UPDATING INFORMATION AND POSITIONS
The groupmembers, through each iteration, will search based
on these two phases. Furthermore, after every phase, if the
objective function value in a position X́i(f

(
X́i

)
exceeds the

previous value, (f (Xi), a random position in a memory matrix
Mwill be used to store the previous position, Xi, as in Eq. (14)
and such position will be considered as new position by using
Eq. (15). Otherwise, such position will be left and also the
memory will not be updated.

Mn =

{
Xi if f

(
X́i
)
> f (Xi)

Mn otherwise
(14)

Xi =

{
X́i if f

(
X́i
)
> f (Xi)

Xi otherwise
(15)

where Mn denotes the position from the nth kept clue within
the memory matrix, n represents an integer number randomly
ranges in 1 and N. This kind of memory updating can increase
the diversity for the algorithm and its capability to find the
global optimum.

F. ABANDONING CLUES
The time is necessary factor in the search and rescue
processes as the lost people can be injured. In addition, the
delay of the teams responsible for the search and rescuemight
cause their deaths. So, these processes have to be performed
in such a manner that the greatest space is searched through
the least time. Thus, if the group member could not find many
significant clues after some searches surrounding his/her
current position, it is expected that s/he will leave the current
position and go to new position. Accordingly, this behavior
can bemodeled firstly by setting unsuccessful search number,
USN, to 0 for every group member. If a human reaches many
significant clues through the first or even second phase in
the search process, the USN will be set to 0 in case of such
human, otherwise, 1 point will be added to theUSN as in
Eq. (16).

USN i =

{
USN i + 1 if f

(
X́i
)
> f (Xi)

0 otherwise
(16)
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where USNi denotes number of times through which the
ith human was not able to reach many significant clues.
If the USN from a human exceeds MU, s/he will go to
another different position within the search space. For solving
the problems of constrained optimization, for any solution,
if it is observed that USN > MU, current solution will be
swapped with random solution within the search space as
in Eq. (17). Furthermore, for any solution, if it is observed
that USN > MU, the solution within the memory matrix of a
minimum degree in the constraint violation will be chosen
and current solution will be substituted with that solution
whereas current solutionwill take its placewithin thememory
matrix.

Xij = Xminj + r4 ×
(
Xmaxj − Xminj

)
, j = 1, . . . ,Z (17)

where r4 denotes random number uniformly distributed in the
range of 0 and 1, which is different in each dimension.

G. THE TECHNIQUE OF CONSTRAINT-HANDLING
Many constraint-handling methods are used, e.g., the penalty
functions approach, stochastic ranking, and the ε-constrained
method. For instance, the penalty functions approach is
popular in solving the problems of constrained optimization,
but they are proven to be sensitive for penalty factors.
In the ε-constrained method, for the minimization problem,
the solution will be optimal than another solution when
the subsequent conditions are met:

X1 is better than X2

:


f (X1) > f (X2) if G (X1) ≤ ε and G (X2) ≤ ε
f (X1) > f (X2) if G (X1) = G (X2)
G (X1) > G (X2) otherwise

(18)

where ε parameter is employed to control the feasible space
size. It is computed by Eq. (19):

ε (t) =

Gθ

(
1−

t
Tc

)cp
if t ≤ Tc

0 otherwise
(19)

where t denotes current iteration number. G0 represents the
θ th lowest constraint violation within the initial population.
The parameter Tc indicates truncate ε value while the
parameter cp controls the speed for reducing feasible space.
In the problems of constraint optimization, comparisons of
SAR algorithm are performed according to the ε-constrained
approach. Thus, Eqs. (11, 14, 15, and 16) will be modified as
in the following:

X́ij=




Ckj+r1×

(
Xij−Ckj

)
if Ck is better than Xi
if r2 < SEorj = jrand ,
j = 1, . . . ,Z

Xij+r1×
(
Xij−Ckj

)
otherwise

Xij otherwise
(20)

TABLE 1. Parameters of each algorithm used in this work.

Mn =

{
X́i if X́i is better than Xi
Mn otherwise

(21)

Xi =

{
X́i if X́i is better than Xi
Xi otherwise

(22)

USN i =

{
0 if f

(
X́i
)
> f (Xi)

USN i + 1 otherwise
(23)

H. RESTART STRATEGY
The problems of constraint optimization may have compli-
cated constraints. Such constraints are multimodal where
optimization and nonlinear algorithms may converge in
infeasible regions. So, a restart strategy was suggested to
avoid that point. In the infeasible regions, a method is firstly
required to recognize if the population converged in local
optima. Accordingly, the whole population is infeasible.
Furthermore, similarities between them are excessive, e.g.,
if standard deviation of the constraint violations degree or the
objective function values were very small. If the α predefined
value is greater than standard deviation of the constraint
violations degree and the population was infeasible, the
algorithm employs the restart strategy while the matrices of
memory and human are randomly regenerated.

According on the previous steps, the flowchart of SAR
algorithm is presented in Figure 1 to solve the problem of
minimization constrained.

IV. RESULTS OF NUMERICAL ANALYSIS
The performance of SAR algorithm for two cases of ELD
is discussed. The proposed SAR method is compared with
Earthworm optimization algorithm (EWA) [37], Grey Wolf
Optimizer (GWO) [38], Tunicate Swarm Algorithm (TSA)
[39] and Elephant Herding Optimization (EHO) [40] for the
same two networks study. The first network is ELD problem
for 6 generators unit network at three levels of load demand
as follow: 1200, 1000, and 700 MW. The second network is
CEED problem for 6 generators unit network at three levels of
load demand as follow: 700, 1000, and 1200MW. The overall
setting for all algorithms is illustrated in Table 1.

A. RESULTS OF ELD PROBLEM
Case study of 6 generators at three levels of load is applied
to solve ELD issue. Several techniques are used in this
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FIGURE 1. Flowchart of SAR algorithm.

TABLE 2. Parameters of each algorithm used in this work.
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TABLE 3. Minimum fuel consumption costs of case 1 in ($ per hour).

TABLE 4. The value of power generated (MW) from each generator for case 1 with load level of 700 MW.

TABLE 5. The value of power generated (MW) from each generator for case 1 with load level of 1000 MW.

TABLE 6. The value of power generated (MW) from each generator for case 1 with load level of 1200 MW.

FIGURE 2. Robustness characteristics for case 1 with load level of 700 MW.

application such as SAR, EWA, GWO, TSA and EHO
algorithm. The results of 30 independent runs are extracted
for all competitor algorithms. The comparison between these
methods is performed based on statistical data of 30 runs.
The minimum objective function, mean, maximum value and

standard deviation are the main items in statistical recorded
data at each level of load demand as in table 2. Referring
to the data recorded in this table; the best fitness function
is achieved by the SAR algorithm and also the best standard
deviation is achieved by the proposed SAR technique. Hence,
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FIGURE 3. Robustness characteristics for case 1 with load level of 1000 MW.

FIGURE 4. Robustness characteristics for case 1 with load level of 1200 MW.

FIGURE 5. Convergence characteristics for case 1 at load level of 700 MW.

the results estimated by SAR method is high accuracy and
more reliable than all algorithms used in this study. The
minimum cost of fuel consumption for all demand levels
used in this case is illustrated in table 3. The value of power
generated from each generator is extracted as in table 4 for

700 MW load level. The value of power generated from
each generator is extracted as in table 5 for 1000 MW load
level. The value of power generated from each generator is
extracted as in table 6 for 1200 MW load level. The data
recorded in tables 4,5 and 6 are based on the minimum
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FIGURE 6. Convergence characteristics for case 1 at load level of 1000 MW.

FIGURE 7. Convergence characteristics for case 1 at load level of 1200 MW.

TABLE 7. Statistical recorded data for case 2.

value of fitness function for all algorithms used in this
work. The extracted results from all algorithms are compared
along 30 runs for all load levels. Based on this data the
robustness and convergence characteristics is performed for

the best function for all methods in each runs as in figure 2,
3 and 4 as a robustness curves and figures 5, 6 and 7 as a
convergence curve for 700 MW load level, 1000 MW load
level and 1200 MW load level respectively. Based on the
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TABLE 8. Minimum fuel consumption and emission costs of case 2 in ($ per hour).

TABLE 9. The value of power generated (MW) from each generator for case 2 at load level of 700 MW.

TABLE 10. The value of power generated (MW) from each generator for case 2 at load level of 1000 MW.

TABLE 11. The value of power generated (MW) from each generator for case 2 at load level of 1200 MW.

TABLE 12. Minimum fuel consumption costs of 10 units system in ($ per
hour).

TABLE 13. The value of power generated (MW) from each generator for
10 units system.

characteristics of robustness and convergence figures, the
optimum global solution is achieved by the SAR algorithm.

B. RESULTS OF CEED PROBLEM
Case study of 6 generators at three levels of load is applied
to solve ELD issue. Several techniques are used in this
application such as SAR, EWA, GWO, TSA and EHO
algorithm. The results of 30 independent runs are extracted
for all competitor algorithms. The comparison between these
methods is performed based on statistical data of 30 runs.
The minimum objective function, mean, maximum value and
standard deviation are the main items in statistical recorded
data at each level of load demand as in table 7. Referring
to the data recorded in this table; the best fitness function
is achieved by the SAR algorithm and also the best standard
deviation is achieved by the proposed SAR technique. Hence,
the results estimated by SAR method is high accuracy and
more reliable than all algorithms used in this study. The
minimum cost of fuel consumption for all demand levels
used in this case is illustrated in table 8. The value of power
generated from each generator is extracted as in table 9 for
700 MW load level. The value of power generated from
each generator is extracted as in table 10 for 1000 MW load
level. The value of power generated from each generator is
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TABLE 14. The power mismatch value (MW) for all cases.

FIGURE 8. Robustness characteristics for case 2 at load level of 700 MW.

FIGURE 9. Robustness characteristics for case 2 at load level of 1000 MW.
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FIGURE 10. Robustness characteristics for case 2 at load level of 1200 MW.

FIGURE 11. Convergence characteristics for case 2 at load level of 700 MW.

FIGURE 12. Convergence characteristics for case 2 at load level of 1000 MW.

extracted as in table 11 for 1200 MW load level. The data
recorded in tables 9,10 and 11 are based on the minimum
value of fitness function for all algorithms used in this work.
The extracted results from all algorithms are compared along
30 runs for all load levels. Based on this data the robustness

and convergence characteristics is performed for the best
function for all methods in each runs as in figure 8, 9 and
10 as a robustness curves and figures 11, 12 and 13 as a
convergence for 700MW load level, 1000MW load level and
1200MW load level respectively. Based on the characteristics
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FIGURE 13. Convergence characteristics for case 2 at load level of 1200 MW.

FIGURE 14. Friedman rank test result for case 1.

FIGURE 15. Friedman rank test result for case 2.

of robustness figures, the optimum global solution is achieved
by the SAR algorithm.

C. FRIEDMAN RANK TEST
The Friedman Test represents a statistical test utilized to
decide whether three or more measurements to one group

of subjects were different in a significant manner from each
other based on skewed variable. This variable ought to be
continuous and show similar spread over the groups. The best
performing algorithm i.e., shows least significant difference
will be the one with the lowest rank. The Friedman rank test is
performed, and the results are shown in Fig. 14 and Fig. 15 for
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case 1 and case 2 respectively. It is observed that SAR obtains
the best rank for both the cases followed by GWO.

D. DISCUSSION
Case study of 10 generators is applied to solve ELD issue
to achieve the performance quality of the SAR method
compared with GWO method. The minimum cost of fuel
consumption in this case is illustrated in table 12. The value
of power generated from each generator is extracted as
in table 13.

The ELD problems have a main item is called power
mismatch value. The absolute error between the generated
power from units in the system and the summation of the
load demand and losses of transmission. The algorithm with
high performance for the extracted parameters must achieve
the nearest value of this factor to zero. Table 14 summarizes
the factor value for the two cases based on the estimated
variables from each algorithm. Also, the proposed SAR
method is compared with other literature algorithms such
as sine cosine algorithm, Artificial Bee Colony, Monarch
butterfly optimization, ChimpOptimization Algorithm,Moth
search algorithm as explain in table 14. According to this
data the SAR method achieve the best power mismatch
value for the six cases. The 10-unit network achieve
0.0000157367539692643 power mismatch value for SAR
algorithm and 0.000127766302846055 for GWO algorithm.
Based on these results, the SAR method achieved the best
power mismatch factor foe the seven-network used in this
work compared to the GWO, EHO, SCA, ABC, EWA, MSA,
MBO, TSA and ChOA algorithms.

V. CONCLUSION AND FUTURE WORK
The Search and Rescue optimization algorithm (SAR) is
a novel metaheuristic algorithm mimics the explorations
behavior for humans throughout search and rescue processes.
SAR is proposed to solve eighteen constraint functions
from the benchmark of CEC 2010, which involves: thirteen
benchmark constraint functions and seven design problems
of constrained engineering. In this paper, SAR is applied to
solve two power system operation including the Combined
Emission and Economic Dispatch (CEED) and Economic
Load Dispatch (ELD). To be specific, the role of SAR is
to minimize the fuel consumption cost which represents the
principle issue concerning ELD problem optimization for
maximizing the power system’s economic benefit. The main
variable for the ELD problem represents the allocating vector
at each unit which sets the best production from each unit
of the system. To prove the performance of SAR, a series of
experiments were conducted, and the results were compared
to several metaheuristics methods, including: the Earthworm
optimization algorithm (EWA), Grey wolf optimizer (GWO),
Tunicate Swarm Algorithm (TSA) and Elephant Herding
Optimization (EHO) of 30 different runs is applied as a
statistical analysis for all used methods. Eventually, the
results confirmed the efficiency of the SAR in minimizing the
cost of fuel for ELD and emission and fuel costs for CEED

compared with the counterparts. The SAR method achieved
the best factor of power mismatch in solving ELD and CEED
for the seven cases compared to the GWO, EHO, SCA, ABC,
EWA, MSA, MBO, TSA and ChOA techniques. As future
perspectives, the SAR algorithm can be adapted for solving
other real-world and large-scale optimization problems of the
power system operations.
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