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#### Abstract

This paper is devoted to the stability in distribution of stochastic differential equations with Markovian switching and Lévy noise by delay feedback control. By constructing efficient Lyapunov functional and linear delay feedback controls, the stability in distribution of stochastic differential equations with Markovian switching and Lévy noise is accomplished with the coefficients satisfying globally Lipschitz continuous. Moreover, the design methods of feedback control under two structures of state feedback and output injection are discussed. Finally, a numerical experiment and new algorithm are provided to sustain the new results.


## 1 | INTRODUCTION

Over the past years, following the development of stochastic differential equations with Markovian switching (SDEs-MS), many authors have turned their attentions to the studies of SDEs-MS-LN. This class of systems is often used to model many realistic systems, such as mathematical finance, biology and so on, see refs. [1-5]. As an important aspect of the study of SDEs-MS-LN, asymptotic stability analysis has been broadly studied in refs. [6-11] and references therein. In ref. [12], some sufficient conditions were established to get almost surely expo-
nential stability of neural networks with Markovian switching and Lévy noise. Using a continuously differentiable Lyapunov function, Li et al. [13] showed the moment exponential input-to-state stability for nonlinear switched stochastic differential equations. As can be followed from the literature mentioned above, the majority of research in this field has concentrated on the stability of the trivial solutions in probability or moment and so on.

However, many hybrid systems under realistic backdrops do not have an equilibrium state or their solutions do not converge to zero (such as stochastic two-species competitive

[^0]Lotka-Volterra system in biology [14], flexible manufacturing systems in engineering [15]). It is unsuitable to investigate the asymptotic stability of trivial solutions in this case. From another point of view, this kind of stability is excessively mighty and powerful to some extent while in reality, it is sufficient to recognise if the probability distribution of the solution will converge to some distribution or not (but not necessary to zero). This property is called asymptotic stability in distribution. Stability in distribution of SDEs-MS has been attracted much attention and some research results appeared, for example, Yuan et al. [16], Yuan and Mao [17], Bo and Yuan [18], Dua et al. [19], Li and Zhang [20]. It is rather remarkable that You [21] and several collaborators recently made a groundbreaking work: stabilisation in distribution for SDEs-MS with Brownian motion by linear delay feedback controls (DFC) when coefficients are globally Lipschitz continuous. As a continuous stochastic process, Brownian motion has been widely used in SDEs-MS. However, due to some random jump type instantaneous disturbance, the classical Brownian motion cannot always describe this kind of phenomenon well. In this case, Lévy noise as a discontinuous process is more appropriate for modelling these systems. Unfortunately, as far as we know, the stability in distribution of SDEs-MS-LN by feedback control has not been considered.

Consider the following unstable SDEs-MS-LN

$$
\begin{align*}
\mathrm{d} Y(t)= & f(Y(t), q(t)) \mathrm{d} t+g(Y(t), q(t)) \mathrm{d} W(t) \\
& +\int_{\mathbb{R}_{0}^{n}} h\left(Y\left(t^{-}\right), q\left(t^{-}\right), x\right) \tilde{N}(\mathrm{~d} t, \mathrm{~d} x), \tag{1}
\end{align*}
$$

where $Y(t) \in \mathbb{R}^{d}$ and $q(t)$ is a Markov chain, $W(t)$ is a Brownian motion, $\tilde{N}(\mathrm{~d} t, \mathrm{~d} x)$ is a compensated Poisson random measure and $\mathbb{R}_{0}^{n}=\mathbb{R}^{n}-\{0\}$. (More precise notion of SDEs-MS-LN will be given in the next section.) Can we stabilise it by DFC $u(Y(t-\tau), q(t))$ so that the controlled system

$$
\begin{align*}
\mathrm{d} Y(t)= & {[f(Y(t), q(t))+u(Y(t-\tau), q(t))] \mathrm{d} t } \\
& +g(Y(t), q(t)) \mathrm{d} W(t)  \tag{2}\\
& +\int_{\mathbb{R}_{0}^{n}} h\left(Y\left(t^{-}\right), q\left(t^{-}\right), x\right) \tilde{N}(\mathrm{~d} t, \mathrm{~d} x),
\end{align*}
$$

becomes stable in distribution?
In this article we are interested in investigating how to use a DFC to stabilise a given unstable SDEs-MS-LN in the sense of asymptotic stability in distribution. The key works of this article are highlighted below.

- Based on linear delay feedback control, the stability in distribution is investigated for SDEs-MS-LN in functional space $\mathcal{D}_{\tau}$.
- We obtain a bound on $\tau^{*}$ in order that the linear DFC works if only $\tau \leq \tau^{*}$.
- For state feedback and output injection two structure case, the corresponding feedback controls of SDEs-MS-LN are designed.
- We develop new algorithm to verify the convergence of the distribution of two segment processes.

To close this introduction, we would like to compare our work with You et al. [21]. Their paper was the first to design feedback control to stabilise a given unstable SDEs-MS in the sense of asymptotic stability in distribution. It is a very significant and profound contribution to study the stabilisation issue of the practical applications. In ref. [21], the authors assumed that the SDEs-MS were driven by Brownian motions. However, in general, many hybrid systems may be subject to some random jump type instantaneous disturbance (e.g. hurricanes, sandstorms and earthquakes). Lévy noise is therefore more useful in real world and this is what we will establish in this paper. To investigate the SDEs-MS-LN, we adopt the functional space $\mathcal{D}_{\tau}$ (please see Section 2 for the formal definitions) endowed with the Skorokhod topology rather $\mathcal{C}_{\tau}$ in ref. [21] and different Lyapunov functionals are also established in our proofs.

This article is organised as follows. We first presents some preliminaries and assumptions concerning Equation (1) in Section 2. In Section 3, in view of Lyapunov functional and Itô formula, we investigate the stable in distribution of the solution to Equation (2). In Section 4, we give some important Corollaries and discuss how to design linear DFC matrix. While the numerical simulations to support the theoretical results are given in Section 5. Finally, Section 6 states the main conclusions.

## 2 | PRELIMINARIES

Let $|\cdot|$ denote the Euclidean norm or the matric trace norm, respectively. $\mathbb{R}^{d}$ denote the $d$-dimensional Euclidean space and $\mathcal{B}\left(\mathbb{R}^{d}\right)$ represents the family of all Borel measurable sets in $\mathbb{R}^{d}$. If $A$ is a matrix, its trace norm is denoted by $|A|=\sqrt{\operatorname{trace}\left(A^{T} A\right)}$ while its operator norm is denoted by $\|A\|=\sup |A y|:|y|=1$. If $A$ is a symmetric matrix, denote by $\lambda_{\max }(A)$ and $\lambda_{\min }(A)$ its largest and smallest eigenvalue, respectively.
$\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}\right\}_{t \geq 0}, \mathbb{P}\right)$ denotes a complete probability space, in which a filtration $\left\{\mathcal{F}_{t}\right\}_{t \geq 0}$ satisfying the usual conditions. Let $\mathcal{D}_{\tau}\left(\right.$ or $\left.D\left([-\tau, 0] ; \mathbb{R}^{d}\right)(\tau>0)\right)$ be the family of all càdlàg (i.e. right continuous with left limits) function $\eta$ : $[-\tau, 0] \rightarrow \mathbb{R}^{d}$ endowed with the Skorokhod topology and metric given by $d_{S}\left(\eta_{1}, \eta_{2}\right)=\inf _{\lambda \in \Lambda}\left\{\|\lambda\|^{\circ} \vee\left\|\eta_{1}-\eta_{2} \circ \lambda\right\|_{\tau}\right\}$, where $\Lambda$ denote the class of strictly increasing, continuous mappings of $[-\tau, 0]$ onto itself, $\eta_{2} \circ \lambda$ denotes the composition of two functions $\eta_{2}$ and $\lambda,\|\lambda\|^{\circ}=\sup _{-\tau \leq s<t \leq 0}\left|\log \frac{\lambda(t)-\lambda(s)}{t-s}\right|$ and $\|\eta\|_{\tau}=\sup _{-\tau \leq u \leq 0}|\eta(u)|$. Under the Skorohod metric $d_{\mathrm{S}}, D\left([-\tau, 0] ; \mathbb{R}^{d}\right)$ is complete and separable (ref. [22], Theorem 12.2, p. 128). Also, $\mathcal{B}\left(\mathcal{D}_{\tau}\right)$ represents the family of all Borel measurable sets in $\mathcal{D}_{\tau}$. Let $W(t)=\left(W_{1}, \ldots, W_{m}\right)$ be an $m$-dimensional Brownian motions and $N(t, x)$ be an
$n$-dimensional Poisson process and denote the compensated Poisson random measure by

$$
\begin{aligned}
\tilde{N} & (\mathrm{~d} t, \mathrm{~d} x)^{T} \\
& =N(\mathrm{~d} t, \mathrm{~d} x)-v(\mathrm{~d} x) \mathrm{d} t \\
& =\left(N_{1}\left(\mathrm{~d} t, \mathrm{~d} x_{1}\right)-v_{1}\left(\mathrm{~d} x_{1}\right) \mathrm{d} t, \ldots, N_{n}\left(\mathrm{~d} t, \mathrm{~d} x_{n}\right)-v_{n}\left(\mathrm{~d} x_{n}\right) \mathrm{d} t\right)
\end{aligned}
$$

where $\left\{N_{k}, k=1, \ldots, n\right\}$ are independent 1-dimensional Poisson random measures with characteristic measure $\left\{\nu_{k}, k_{k}=\right.$ $1, \ldots, n\}$ coming from $n$ independent 1-dimensional Poisson point processes.

Let $q(t), t \geq 0$, be a right-continuous Markov chain with finite state space $\mathbb{S}=\{1,2, \ldots, N\}$ on the probability space. The generator of $\{q(t)\}_{t \geq 0}$ is defined by $\Gamma=\left(\gamma_{i j}\right)_{N \times N}$ given by

$$
\mathbb{P}\{q(t+\delta)=j \mid q(t)=i\}=\left\{\begin{aligned}
\gamma_{i j} \delta+o(\delta) & \text { if } i \neq j \\
1+\gamma_{i j} \delta+o(\delta) & \text { if } i=j
\end{aligned}\right.
$$

where $\delta>0$ satisfies $\lim _{\delta \rightarrow 0} \frac{o(\delta)}{\delta}=0$ and $\gamma_{i j}$ is the transition rate from $i$ to $j$ satisfying $\gamma_{i j}>0$ if $i \neq j$ while $\gamma_{i i}=-\sum_{i \neq j} \gamma_{i j}$. We assume that $W(t), N(t, x), q(t)$ are mutually independent.

Consider a $d$-dimension SDEs-MS-LN (1), where $f: \mathbb{R}^{d} \times$ $\mathbb{S} \rightarrow \mathbb{R}^{d}, g: \mathbb{R}^{d} \times \mathbb{S} \rightarrow \mathbb{R}^{d \times m}$ and $b: \mathbb{R}^{d} \times \mathbb{S} \times \mathbb{R}_{0}^{n} \rightarrow \mathbb{R}^{d \times n}$ are Borel measurable functions, $Y\left(t^{-}\right)=\lim _{s \uparrow t} Y(s)$. We note that each column $b^{(k)}$ of the $d \times n$ matrix $b=\left[b_{l j}\right]$ depend on $x$ only through the $k$ th coordinate $x_{k}$, that is

$$
b^{(k)}(Y, i, x)=b^{(k)}\left(Y, i, x_{k}\right) ; \quad x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}_{0}^{n}
$$

by means of refs. [23,24], we researched this type of dependence of SDEs-MS-LN. The component of $Y(t)=\left(Y_{l}(t)\right)_{l \leq d}=$ $\left(Y_{l}(t), \ldots, Y_{d}(t)\right)$ in system (1) has the following form:

$$
\begin{aligned}
\mathrm{d} Y_{l}(t)= & f_{l}(Y(t), q(t)) \mathrm{d} t+\sum_{j=1}^{m} g_{l j}(Y(t), q(t)) \mathrm{d} W_{j}(t) \\
& +\sum_{k=1}^{n} \int_{\mathbb{R} \backslash\{0\}} h_{l k}\left(Y\left(t^{-}\right), q\left(t^{-}\right), x_{k}\right) \tilde{N}_{k}\left(\mathrm{~d} t, \mathrm{~d} x_{k}\right) .
\end{aligned}
$$

To study the stabilisation in distribution of system (1), we impose the following assumption.

Assumption 2.1. Assume that $f, g$ and $b$ are globally Lipschitz continuous. That is, there exists positive constants $e_{1}, e_{2}$ and $e_{3}$ such that

$$
|f(y, i)-f(\imath, i)|^{2} \leq e_{1}|y-z|^{2},|g(y, i)-g(\imath, i)|^{2} \leq e_{2}|y-z|^{2}
$$

and

$$
\sum_{k=1}^{n} \int_{\mathbb{R} \backslash\{0\}}\left|b^{(k)}\left(y, i, x_{k}\right)-b^{(k)}\left(z, i, x_{k}\right)\right|^{2} v_{k}\left(\mathrm{~d} x_{k}\right) \leq e_{3}|y-z|^{2}
$$

for all $y, z \in \mathbb{R}^{d}$ and $i \in \mathbb{S}$.
From Assumption 2.1, it can be directly obtained that

$$
\begin{equation*}
|f(y, i)|^{2} \leq 2 e_{1}|y|^{2}+e_{0}, \quad|g(y, i)|^{2} \leq 2 e_{2}|y|^{2}+e_{0} \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{k=1}^{n} \int_{\mathbb{R} \backslash\{0\}}\left|b^{(k)}\left(y, i, x_{k}\right)\right|^{2} v_{k}\left(\mathrm{~d} x_{k}\right) \leq 2 e_{3}|y|^{2}+e_{0} \tag{4}
\end{equation*}
$$

for each $(y, i) \in \mathbb{R}^{d} \times \mathbb{S}$, where $e_{0}=2 \max _{i \in \mathbb{S}}\left(|f(0, i)|^{2} \vee\right.$ $\left.|g(0, i)|^{2}\right) \vee \sum_{k=1}^{n} \int_{\mathbb{R} \backslash\{0\}}\left|b^{(k)}\left(0, i, x_{k}\right)\right|^{2} \nu_{k}\left(d x_{k}\right)$.

Under Assumption 2.1, it is proved in Wei et al. [10] that the solution $Y(t)$ of SDEs-MS-LN (1) exists and is unique for all $t \geq 0$. Suppose that the original SDEs-MS-LN (1) is not stable in distribution. To make it stable, we construct a feedback control in the drift part to stabilise the original SDEs-MS-LN (1). We use the linear form of DFC to make the design more concise and simple, that is $u(Y(t-\tau), q(t))=U(q(t)) Y(t-\tau)$, where $U(i) \equiv U_{i} \in \mathbb{R}^{d \times d}(1 \leq i \leq N)$. Thus the controlled system (2) can be rewritten as

$$
\begin{align*}
\mathrm{d} Y(t)= & {[f(Y(t), q(t))+U(q(t)) Y(t-\tau)] \mathrm{d} t } \\
& +g(Y(t), q(t)) d W(t)  \tag{5}\\
& +\int_{\mathbb{R}_{0}^{n}} h\left(Y\left(t^{-}\right), q\left(t^{-}\right), x\right) \tilde{N}(\mathrm{~d} t, \mathrm{~d} x)
\end{align*}
$$

Actually, the controlled system (5) is a stochastic delay differential equations with Markovian switching and Lévy noise (SDDEs-MS-LN) and so we naturally choose the corresponding initial data as

$$
\left\{\begin{array}{l}
\{Y(s):-\tau \leq s \leq 0\}=\eta \in \mathcal{D}_{\tau}  \tag{6}\\
q(0)=i \in \mathbb{S}
\end{array}\right.
$$

As is known to all (see, e.g. refs. [24], [25], and [28]), for any initial data (6), Assumption 2.1 guarantees the existence of global solution for the SDDEs-MS-LN. Define $Y_{t}=\{Y(t+$ $s):-\tau \leq s \leq 0\}$ for $t \geq 0$. Denote by $Y^{\eta, i}(t)$ the solution to SDDEs-MS-LN (5) with initial data (6) and denote by $q^{i}(t)$ the Markov chain starting from $i$. In addition, as far as we known that (see, e.g. ref. [28])

$$
\begin{equation*}
\mathbb{E}\left[\left\|Y_{t}^{\eta, i}\right\|_{\tau}^{2}\right]<C_{t}\left(1+\|\eta\|_{\tau}^{2}\right) \forall t \geq 0 \tag{7}
\end{equation*}
$$

where $C_{t}$ represents a positive number depending on $t$ but not on $(\eta, i)$. For $t \geq 0$, we can easily get that the joint process $\left(Y_{t}, q(t)\right)$ is a time-homogeneous Markov process with transition probability $p(t, \eta, i ; d \xi \times\{j\})$ (see, e.g. refs. [24] and [29]), where $p(t, \eta, i ; d \xi \times\{j\})$ denotes transition probability measure
on $\mathcal{D}_{\tau} \times \mathbb{S}$, namely

$$
\begin{equation*}
\mathbb{P}\left(\left(Y_{t}^{\eta, i}, q^{i}(t)\right) \in O \times G\right)=\sum_{j \in G} \int_{O} p(t, \eta, i ; d \xi \times\{j\}) \tag{8}
\end{equation*}
$$

for any $O \in \mathcal{B}\left(\mathcal{D}_{\tau}\right)$ and $G \in \mathbb{S}$.
Let $\mathcal{P}\left(\mathcal{D}_{\tau}\right)$ be the family of probability measures on the measurable space $\left(\mathcal{D}_{\tau}, \mathcal{B}\left(\mathcal{D}_{\tau}\right)\right)$. For $\mathbb{P}_{1}, \mathbb{P}_{2} \in \mathcal{P}\left(\mathcal{D}_{\tau}\right)$, define metric $d_{\mathbb{L}}$ by

$$
\begin{equation*}
d_{\mathbb{L}}\left(\mathbb{P}_{1}, \mathbb{P}_{2}\right)=\sup _{F \in \mathbb{L}}\left|\int_{\mathcal{D}_{\tau}} F(\eta) \mathbb{P}_{1}(\mathrm{~d} \eta)-\int_{\mathcal{D}_{\tau}} F(\eta) \mathbb{P}_{2}(\mathrm{~d} \eta)\right|, \tag{9}
\end{equation*}
$$

where $\mathbb{L}=\left\{F: \mathcal{D}_{\tau} \rightarrow \mathbb{R}\right.$ satisfying $|F(\eta)-F(\xi)| \leq d_{\mathrm{s}}(\eta, \xi)$ and $|F(\eta)| \leq 1$ for $\left.\eta, \xi \in \mathcal{D}_{\tau}\right\}$. Besides, let $\mathcal{L}\left(Y_{t}\right)$ represent the probability measure generated by $Y_{t}$ on $\left(\mathcal{D}_{\tau}, \mathcal{B}\left(\mathcal{D}_{\tau}\right)\right)$.

Definition 2.2. The SDDEs-MS-LN (5) is said to be stable in distribution if there exists a probability measure $\omega_{\tau} \in \mathcal{P}\left(\mathcal{D}_{\tau}\right)$ such that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} d_{\mathbb{L}}\left(\mathcal{L}\left(Y_{t}^{\eta, i}\right), \omega_{\tau}\right)=0 \tag{10}
\end{equation*}
$$

for all $(\eta, i) \in \mathcal{D}_{\tau} \times \mathbb{S}$.

Remark 2.3. From Yuan and Mao [24], we know that the stability in distribution is defined on the joint process $\left(Y_{t}^{\eta, i}, q^{i}(t)\right)$, that is, the transition probability measure $p(t, \eta, i ; d \xi \times\{j\})$ converges weakly to a probability measure on $\mathcal{D}_{\tau} \times \mathbb{S}$ as $t \rightarrow \infty$. Clearly, it is known (see, e.g. ref. [26]) that the Markov chain $q^{i}(t)$ has a unique stationary distribution.

## 3 | STABILISATION IN DISTRIBUTION

Denote by $C^{2}\left(\mathbb{R}^{d} \times \mathbb{S} ; \mathbb{R}_{+}\right)$the family of all non-negative continuous functions $\Phi(y, i)$ defined on $\mathbb{R}^{d} \times \mathbb{S}$, such that for all $i \in \mathbb{S}$, they are twice continuously differentiable in $y$. Suppose that there exist one $\Phi \in C^{2}\left(\mathbb{R}^{d} \times \mathbb{S} ; \mathbb{R}_{+}\right)$, define an operator $L \Phi$ from $\mathbb{R}^{d} \times \mathbb{S}$ to $\mathbb{R}$ by

$$
\begin{aligned}
& L \Phi(y, i) \\
= & \Phi_{y}(y, i)\left[f(y, i)+U_{i} y\right] \\
& +\frac{1}{2} \operatorname{trace}\left[g(y, i)^{T} \Phi_{y y}(y, i) g(y, i)\right] \\
& +\int_{\mathbb{R} \backslash\{0\}} \sum_{k=1}^{n}\left[\Phi\left(y+b^{(k)}\left(y, i, x_{k}\right), i\right)-\Phi(y, i)\right. \\
& \left.-\Phi_{y}(y, i) b^{(k)}\left(y, i, x_{k}\right)\right] v_{k}\left(\mathrm{~d} x_{k}\right)+\sum_{j=1}^{N} \gamma_{i j} \Phi(y, j)
\end{aligned}
$$

where $\quad \Phi_{y}(y, i)=\left(\frac{\partial \Phi(y, i)}{\partial y_{1}}, \frac{\partial \Phi(y, i)}{\partial y_{2}}, \ldots, \frac{\partial \Phi(y, i)}{\partial y_{d}}\right), \quad \Phi_{y y}(y, i)=$ $\left(\frac{\partial^{2} \Phi(y, i)}{\partial y_{i} \partial y_{j}}\right)_{d \times d}$.

In what follows we also need to consider the difference between two solutions of the system (5) starting from different initial data, that is,

$$
\begin{align*}
& Y^{\eta, i}(t)-Y^{\xi, i}(t) \\
& =\eta-\xi+\int_{0}^{t}\left[f\left(Y^{\eta, i}(s), q_{i}(s)\right)-f\left(Y^{\xi, i}(s), q_{i}(s)\right)\right. \\
& + \\
& \left.+U\left(q_{i}(s)\right)\left(Y^{\eta, i}(s-\tau)-Y^{\xi, i}(s-\tau)\right)\right] \mathrm{d} s  \tag{12}\\
& +\int_{0}^{t}\left[g\left(Y^{\eta, i}(s), q_{i}(s)\right)-g\left(Y^{\xi, i}(s), q_{i}(s)\right)\right] \mathrm{d} W(s) \\
& \\
& +\int_{0}^{t} \int_{\mathbb{R}_{0}^{n}}\left[b\left(Y^{\eta, i}\left(s^{-}\right), q_{i}\left(s^{-}\right), x\right)\right. \\
& \left.\quad \quad-b\left(Y^{\xi, i}\left(s^{-}\right), q_{i}\left(s^{-}\right), x\right)\right] \tilde{N}(\mathrm{~d} s, \mathrm{~d} x) .
\end{align*}
$$

Let $\Psi \in C^{2}\left(\mathbb{R}^{d} \times \mathbb{S} ; \mathbb{R}_{+}\right)$, we define an operator $\mathbb{L} \Psi: \mathbb{R}^{d} \times$ $\mathbb{R}^{d} \times \mathbb{S} \rightarrow \mathbb{R}$ related to Equation (12) by

$$
\begin{align*}
& \llbracket \Psi(y, z, i) \\
& =\Psi_{y}(y-z, i)\left[f(y, i)-f(z, i)+U_{i}(y-z)\right] \\
& \\
& +\frac{1}{2} \operatorname{trace}\left[(g(y, i)-g(z, i))^{T} \Psi_{y y}(y-z, i)(g(y, i)-g(z, i))\right] \\
& \\
& +\int_{\mathbb{R} \backslash\{0\}} \sum_{k=1}^{n}\left[\Psi\left(y-z+b^{(k)}\left(y, i, x_{k}\right)-b^{(k)}\left(z, i, x_{k}\right), i\right), i\right)  \tag{13}\\
& -\Psi(y-z, i)-\Psi_{y}(y-z, i)\left(b^{(k)}\left(y, i, x_{k}\right)\right. \\
& \\
& \left.\left.\quad-b^{(k)}\left(z, i, x_{k}\right)\right)\right] v_{k}\left(\mathrm{~d} x_{k}\right)+\sum_{j=1}^{N} \gamma_{i j} \Psi(y-z, j) .
\end{align*}
$$

Throughout this paper, we will set $e_{4}=\max _{i \in \mathbb{S}}\left\|U_{i}\right\|^{2}$. In order to establish criterion on asymptotic stability in distribution of the SDDEs-MS-LN (5), we make the following assumptions.

Assumption 3.1. There are positive numbers $b_{0}, \theta_{1}, b_{2}$, $c_{1}$, function $\Phi(y, i) \in C^{2}\left(\mathbb{R}^{d} \times \mathbb{S} ; \mathbb{R}_{+}\right)$and $J_{1}(y) \in C\left(\mathbb{R}^{d} ; \mathbb{R}_{+}\right)$ such that

$$
\begin{align*}
& c_{1}|y|^{2} \leq \Phi(y, i) \leq J_{1}(y) \\
& L \Phi(y, i)+\theta_{1}\left|\Phi_{y}(y, i)\right|^{2} \leq-b_{0} J_{1}(y)+b_{2} \tag{14}
\end{align*}
$$

for all $(y, i) \in \mathbb{R}^{d} \times \mathbb{S}$.
Assumption 3.2. There are positive numbers $c_{2}, \theta_{2}, b_{1}$, function $\Psi(y, i) \in C^{2}\left(\mathbb{R}^{d} \times \mathbb{S} ; \mathbb{R}_{+}\right)$and $J_{2}(y) \in C\left(\mathbb{R}^{d} ; \mathbb{R}_{+}\right)$such
that

$$
\begin{align*}
& c_{2}|y|^{2} \leq \Psi(y, i) \leq J_{2}(y), \\
& \llbracket \Psi(y, z, i)+\theta_{2}\left|\Psi_{y}(y-z, i)\right|^{2} \leq-b_{1} J_{2}(y-z) \tag{15}
\end{align*}
$$

for all $(y, z, i) \in \mathbb{R}^{d} \times \mathbb{R}^{d} \times \mathbb{S}$.

## 3.1 | Lyapunov functionals

In this section, we aim to deal with the asymptotic stability in distribution of the SDDEs-MS-LN (5). Unless otherwise specified, all hypothetical positive numbers below are independent of the initial data (6). To achieve our purpose, we first establish the Lyapunov functional on the segments $\hat{Y}_{t}:=$ $\{Y(t+u):-2 \tau \leq u \leq 0\}$ and $\hat{q}_{t}=\{q(t+u):-2 \tau \leq u \leq 0\}$ for $t \geq \tau$. Let $q(s)=q(0)$ for $-2 \tau \leq s \leq 0$. Obviously $\hat{Y}_{t}$ is $D\left([-2 \tau, 0] ; \mathbb{R}^{d}\right)$-valued which is not same as $Y_{t}$. We design a Lyapunov functional as follow.

$$
\begin{equation*}
V\left(\hat{Y}_{t}, \hat{q}_{t}, t\right):=\Phi(Y(t), q(t))+\hat{V}\left(\hat{Y}_{t}, \hat{q}_{t}, t\right), \quad \text { for } t \geq-\tau \tag{16}
\end{equation*}
$$

where

$$
\begin{align*}
\hat{V}\left(\hat{Y}_{t}, \hat{q}_{t}, t\right)= & \alpha \int_{t-\tau}^{t} \int_{s}^{t}\left[\tau\left|f(Y(\nu), q(\nu))+U_{q(\nu)} Y(v-\tau)\right|^{2}\right. \\
& +\int_{\mathbb{R}_{0}^{n}}\left|b\left(Y\left(\nu^{-}\right), q\left(\nu^{-}\right), x\right)\right|^{2} \nu(\mathrm{~d} x) \\
& \left.+|g(Y(\nu), q(\nu))|^{2}\right] \mathrm{d} v \mathrm{~d} s \tag{17}
\end{align*}
$$

and $\alpha$ is a positive number to be chosen later.
One can see that

$$
\begin{equation*}
c_{1}|Y(t)|^{2} \leq V\left(\hat{Y}_{t}, \hat{q}_{t}, t\right) \leq J_{1}(Y(t))+\hat{V}\left(\hat{Y}_{t}, \hat{r}_{t}, t\right) \tag{18}
\end{equation*}
$$

For simplicity, let $Y^{\eta, i}(t)=Y(t)$ and fix the initial data $(\eta, i)$ arbitrarily. Applying the functional Itô formula (It can be obtained immediately by combining the ideas from refs. [30] and [31]) to Equation (16) yields, for $t \geq \tau$,

$$
\begin{equation*}
\mathrm{d} V\left(\hat{Y}_{t}, \hat{q}_{t}, t\right)=\mathrm{L} V\left(\hat{Y}_{t}, \hat{q}_{t}, t\right) \mathrm{d} t+\mathrm{d} I(t) \tag{19}
\end{equation*}
$$

where $I(t)$ is a martingale with $I(0)=0$, and

$$
\begin{aligned}
& \operatorname{LV}\left(\hat{Y}_{t}, \hat{q}_{t}, t\right) \\
&= L \Phi(Y(t), q(t))-\Phi_{Y}(Y(t), q(t)) U_{q(t)}(Y(t)-Y(t-\tau)) \\
&+\alpha \tau\left[\tau\left|f(Y(t), q(t))+U_{q(t)} Y(t-\tau)\right|^{2}+|g(Y(t), q(t))|^{2}\right. \\
&\left.+\int_{\mathbb{R}_{0}^{n}}\left|b\left(Y\left(s^{-}\right), q\left(s^{-}\right), x\right)\right|^{2} \boldsymbol{\nu}(\mathrm{~d} x)\right]
\end{aligned}
$$

$$
\begin{align*}
& -\alpha \int_{t-\tau}^{t}\left[\tau\left|f(Y(s), q(s))+U_{q(s)} Y(s-\tau)\right|^{2}\right. \\
& \left.+|g(Y(s), q(s))|^{2}+\int_{\mathbb{R}_{0}^{n}}\left|b\left(Y\left(s^{-}\right), q\left(s^{-}\right), x\right)\right|^{2} \nu(\mathrm{~d} x)\right] \mathrm{d} s \\
\leq & L \Phi(Y(t), q(t))+\theta_{1}\left|\Phi_{Y}(Y(t), q(t))\right|^{2} \\
& +\frac{1}{4 \theta_{1}}\left\|U_{q(t)}\right\|^{2}|Y(t)-Y(t-\tau)|^{2} \\
& +\alpha \tau\left[\tau\left|f(Y(t), q(t))+U_{q(t)} Y(t-\tau)\right|^{2}+|g(Y(t), q(t))|^{2}\right. \\
& \left.+\int_{\mathbb{R}_{0}^{n}}\left|b\left(Y\left(s^{-}\right), q\left(s^{-}\right), x\right)\right|^{2} v(\mathrm{~d} x)\right] \\
& -\alpha \int_{t-\tau}^{t}\left[\tau\left|f(Y(s), q(s))+U_{q(s)} Y(s-\tau)\right|^{2}\right. \\
& \left.+|g(Y(s), q(s))|^{2}+\int_{\mathbb{R}_{0}^{n}}\left|b\left(Y\left(s^{-}\right), q\left(s^{-}\right), x\right)\right|^{2} v(\mathrm{~d} x)\right] \mathrm{d} s . \tag{20}
\end{align*}
$$

Using Assumption 2.1 that one gains

$$
\begin{align*}
& \alpha \tau\left[\tau\left|f(Y(t), q(t))+U_{q(t)} Y(t-\tau)\right|^{2}\right. \\
& \left.\quad+|g(Y(t), q(t))|^{2}+\int_{\mathbb{R}_{0}^{n}}\left|b\left(Y\left(t^{-}\right), q\left(t^{-}\right), x\right)\right|^{2} v(\mathrm{~d} x)\right] \\
& \leq \alpha \tau\left[4 e_{1} \tau|Y(t)|^{2}+2 e_{0} \tau+2 e_{4} \tau|Y(t-\tau)|^{2}\right. \\
& \left.\quad+2 e_{2}|Y(t)|^{2}+e_{0}+2 e_{3}|Y(t)|^{2}+e_{0}\right]  \tag{21}\\
& \leq \alpha \tau\left[2\left(2 e_{1} \tau+e_{2}+e_{3}\right)|Y(t)|^{2}\right. \\
& \left.\quad+2 e_{0}(\tau+1)+2 e_{4} \tau|Y(t-\tau)|^{2}\right] \\
& \leq \alpha \tau\left[2\left(2 e_{1} \tau+e_{2}+e_{3}+2 e_{4} \tau\right)|Y(t)|^{2}\right. \\
& \left.\quad+2 e_{0}(\tau+1)+4 e_{4} \tau|Y(t)-Y(t-\tau)|^{2}\right] .
\end{align*}
$$

In view of Assumption 3.1, we get from Equations (20) and (21) that

$$
\begin{aligned}
& \mathrm{L} V\left(\hat{Y}_{t}, \hat{q}_{t}, t\right) \\
\leq & -b_{0} J_{1}(Y(t))+b_{2}+\frac{e_{4}}{4 \theta_{1}}|Y(t)-Y(t-\tau)|^{2} \\
& +\alpha \tau\left[2\left(2 e_{1} \tau+e_{2}+e_{3}+2 e_{4} \tau\right)|Y(t)|^{2}\right. \\
& \left.+2 e_{0}(\tau+1)+4 e_{4} \tau|Y(t)-Y(t-\tau)|^{2}\right] \\
& -\alpha \int_{t-\tau}^{t}\left[\tau\left|f(Y(s), q(s))+U_{q(s)} Y(s-\tau)\right|^{2}\right. \\
& \left.+|g(Y(s), q(s))|^{2}+\int_{\mathbb{R}_{0}^{n}}\left|b\left(Y\left(s^{-}\right), q\left(s^{-}\right), x\right)\right|^{2} \nu(\mathrm{~d} x)\right] \mathrm{d} s
\end{aligned}
$$

$$
\begin{align*}
\leq & -b J_{1}(Y(t))+b_{2}+2 e_{0} \alpha \tau(\tau+1) \\
& +\left(\frac{e_{4}}{4 \theta_{1}}+4 e_{4} \alpha \tau^{2}\right)|Y(t)-Y(t-\tau)|^{2}  \tag{22}\\
& -\alpha \int_{t-\tau}^{t}\left[\tau\left|f(Y(s), q(s))+U_{q(s)} Y(s-\tau)\right|^{2}\right. \\
& \left.+|g(Y(s), q(s))|^{2}+\int_{\mathbb{R}_{0}^{n}}\left|h\left(Y\left(s^{-}\right), q\left(s^{-}\right), x\right)\right|^{2} \nu(\mathrm{~d} x)\right] \mathrm{d} s
\end{align*}
$$

for $t \geq \tau$, where $b=b_{0}-2 \alpha \tau\left(2 e_{1} \tau+e_{2}+e_{3}+2 e_{4} \tau\right) / c_{1}$. Note that, it follows from Equation (5) along with Equations (3) and (4) that one gains

$$
\begin{aligned}
& \mathbb{E}|Y(t)-Y(t-\tau)|^{2} \\
= & \mathbb{E} \mid \int_{t-\tau}^{t}[f(Y(s), q(s))+U(q(s)) Y(s-\tau)] \mathrm{d} s \\
& +\int_{t-\tau}^{t} g(Y(s), q(s)) \mathrm{d} W(s) \\
& +\left.\int_{t-\tau}^{t} \int_{\mathbb{R}_{0}^{n}} h\left(Y\left(s^{-}\right), q\left(s^{-}\right), x\right) \tilde{N}(\mathrm{~d} s, \mathrm{~d} x)\right|^{2} \\
\leq & 3 \tau \mathbb{E} \int_{t-\tau}^{t}|f(Y(s), q(s))+U(q(s)) Y(s-\tau)|^{2} \mathrm{~d} s \\
& +3 \mathbb{E}\left|\int_{t-\tau}^{t} g(Y(s), q(s)) \mathrm{d} W(s)\right|^{2} \\
& +3 \mathbb{E}\left|\int_{t-\tau}^{t} \int_{\mathbb{R}_{0}^{n}} h\left(Y\left(s^{-}\right), q\left(s^{-}\right), x\right) \tilde{N}(\mathrm{~d} s, \mathrm{~d} x)\right|^{2} .
\end{aligned}
$$

By Itô isometry,

$$
\begin{align*}
& \mathbb{E}|Y(t)-Y(t-\tau)|^{2} \\
& \leq 3 \tau \mathbb{E} \int_{t-\tau}^{t}|f(Y(s), q(s))+U(q(s)) Y(s-\tau)|^{2} \mathrm{~d} s \\
& \quad+3 \mathbb{E} \int_{t-\tau}^{t}|g(Y(s), q(s))|^{2} \mathrm{~d} s  \tag{24}\\
& \quad+3 \mathbb{E} \int_{t-\tau}^{t} \int_{\mathbb{R}_{0}^{n}}\left|h\left(Y\left(s^{-}\right), q\left(s^{-}\right), x\right)\right|^{2} \boldsymbol{v}(\mathrm{~d} x) \mathrm{d} s
\end{align*}
$$

Choose $\alpha=\frac{3 e_{4}}{\theta_{1}}$ and $\tau \leq \frac{1}{4 \sqrt{e_{4}}}$. It then follows from Equations (22)-(24) that

$$
\begin{align*}
\mathbb{E}\left(\operatorname{L} V\left(\hat{Y}_{t}, \hat{q}_{t}, t\right)\right) \leq & -b \mathbb{E}\left(J_{1}(Y(t))\right)+b_{2} \\
& +\frac{6 e_{4} e_{0}}{\theta_{1}} \tau(\tau+1) \tag{25}
\end{align*}
$$

for $t \geq \tau$.

## 3.2 | Lemmas

To show our main results on the stabilisation in distribution, we first present a couple of lemmas.

Lemma 3.3. Let Assumption 2.1 and Assumption 3.1 hold. If $\tau>0$ is small enough for

$$
c_{1} b_{0}-\frac{6 e_{4}}{\theta_{1}} \tau\left(2 e_{1} \tau+e_{2}+e_{3}+2 e_{4} \tau\right)>0 \text { and } \tau \leq \frac{1}{4 \sqrt{e_{4}}}
$$

then for any given initial data (6), the solution of Equation (5) has the properties that

$$
\begin{equation*}
\mathbb{E}\left\|Y_{t}^{\eta, i}\right\|_{\tau}^{2} \leq C\left(1+\|\eta\|_{\tau}^{2}\right) \tag{26}
\end{equation*}
$$

for all $t \geq 0$, where $C$ represents a positive constant.
Proof. From Equation (25), one can see that

$$
\begin{equation*}
\mathbb{E}\left(\operatorname{L} V\left(\hat{Y}_{t}, \hat{q}_{t}, t\right)\right) \leq-b \mathbb{E}\left(J_{1}(Y(t))\right)+\beta_{0} \tag{27}
\end{equation*}
$$

for $t \geq \tau$, where $\beta_{0}=b_{2}+\frac{6 e_{4} e_{0}}{\theta_{1}} \tau(\tau+1)$. Let $\beta_{3}$ be the unique root to the equation

$$
b-\beta_{3}-2 \beta_{3} M_{1} \tau e^{2 \tau \beta_{3}}=0
$$

where $M_{1}$ is a positive number to be determined later. In view of the functional Itô formula to $e^{\beta_{3} t} V\left(\hat{Y}_{t}, \hat{q}_{t}, t\right)$, we have

$$
\begin{align*}
& e^{\beta_{3} t} \mathbb{E}\left(V\left(\hat{Y}_{t}, \hat{q}_{t}, t\right)\right)-e^{\beta_{3} \tau} \mathbb{E}\left(V\left(\hat{Y}_{\tau}, \hat{q}_{\tau}, \tau\right)\right) \\
= & \mathbb{E} \int_{\tau}^{t} e^{\beta_{3} s}\left(\beta_{3} V\left(\hat{Y}_{s}, \hat{q}_{s}, s\right)+\operatorname{LV}\left(\hat{Y}_{s}, \hat{q}_{s}, s\right)\right) \mathrm{d} s, \tag{28}
\end{align*}
$$

for $t \geq \tau$. Using Equations (7) and (18), we hence obtain that

$$
\begin{align*}
& c_{1} e^{\beta_{3} t} \mathbb{E}|Y(t)|^{2}-\beta_{4}\left(1+\|\eta\|_{\tau}^{2}\right) \\
& \leq \mathbb{E} \int_{\tau}^{t} e^{\beta_{3} s}\left[\beta_{3}\left(J_{1}(Y(s))+\hat{V}\left(\hat{Y}_{s}, \hat{q}_{s}, s\right)\right)\right. \\
& \left.\quad+\operatorname{LV}\left(\hat{Y}_{s}, \hat{q}_{s}, s\right)\right] \mathrm{d} s \tag{29}
\end{align*}
$$

where $\beta_{4}$ is a positive number. Moreover, by Equations (3) and (4), we derive that

$$
\begin{aligned}
& \mathbb{E}\left(\hat{V}\left(\hat{Y}_{s}, \hat{q}_{s}, s\right)\right) \\
\leq & \alpha \tau \mathbb{E} \int_{s-\tau}^{s}\left[\tau\left|f(Y(v), q(v))+U_{q(v)} Y(v-\tau)\right|^{2}\right. \\
& \left.+|g(Y(v), q(v))|^{2}+\int_{\mathbb{R}_{0}^{n}}\left|h\left(Y\left(v^{-}\right), q\left(v^{-}\right), x\right)\right|^{2} v(\mathrm{~d} x)\right] \mathrm{d} v
\end{aligned}
$$

$$
\begin{align*}
\leq & \alpha \tau \int_{s-\tau}^{s}\left[2\left(2 e_{1} \tau+e_{2}+e_{3}\right) \mathbb{E}|Y(v)|^{2}+2 e_{0}(\tau+1)\right. \\
& \left.+2 e_{4} \tau \mathbb{E}|Y(v-\tau)|^{2}\right] \mathrm{d} v \\
\leq & \alpha \tau \int_{s-\tau}^{s} 2\left(2 e_{1} \tau+e_{2}+e_{3}\right) \mathbb{E}|Y(v)|^{2} d v+2 \alpha \tau^{2} e_{0}(\tau+1) \\
& +2 e_{4} \alpha \tau \int_{s-2 \tau}^{s} \mathbb{E}|Y(v)|^{2} \mathrm{~d} v \\
\leq & \alpha \tau \int_{s-2 \tau}^{s} 2\left(2 e_{1} \tau+e_{2}+e_{3}+e_{4}\right) \mathbb{E}|Y(v)|^{2} \mathrm{~d} v \\
& +2 \alpha \tau^{2} e_{0}(\tau+1) \\
\leq & M_{1} \int_{s-2 \tau}^{s} \mathbb{E}\left(J_{1}(Y(v))\right) \mathrm{d} v+M_{2} \tag{30}
\end{align*}
$$

where $M_{1}=\frac{1}{c_{1}} 2 \alpha \tau\left(2 e_{1} \tau+e_{2}+e_{3}+e_{4}\right)$ and $M_{2}=2 \alpha \tau^{2} e_{0}(\tau+$ 1). Substituting Equation (30) into Equation (29), we can get

$$
\begin{align*}
& c_{1} e^{\beta_{3} t} \mathbb{E}|Y(t)|^{2}-\beta_{4}\left(1+\|\eta\|_{\tau}^{2}\right) \\
\leq & \int_{\tau}^{t} e^{\beta_{3} s} \beta_{3}\left(M_{1} \int_{s-2 \tau}^{s} \mathbb{E}\left(J_{1}(Y(v))\right) \mathrm{d} v+M_{2}+\mathbb{E}\left(J_{1}(Y(s))\right)\right) \mathrm{d} s \\
& +\int_{\tau}^{t} e^{\beta_{3} s}\left(-b \mathbb{E}\left(J_{1}(Y(s))\right)+\beta_{0}\right) \mathrm{d} s \tag{31}
\end{align*}
$$

Noting that

$$
\begin{align*}
& \int_{3 \tau}^{t} e^{\beta_{3} s}\left(\int_{s-2 \tau}^{s} \mathbb{E}\left(J_{1}(Y(v))\right) \mathrm{d} v\right) \mathrm{d} s \\
\leq & \int_{\tau}^{t} \mathbb{E}\left(J_{1}(Y(v))\right)\left(\int_{v}^{v+2 \tau} e^{\beta_{3} s} \mathrm{~d} s\right) \mathrm{d} v \\
\leq & 2 \tau e^{2 \tau \beta_{3}} \int_{\tau}^{t} e^{\beta_{3} v} \mathbb{E}\left(J_{1}(Y(v))\right) \mathrm{d} v \tag{32}
\end{align*}
$$

Then it follows from Equation (31) that

$$
\begin{aligned}
& \quad c_{1} e^{\beta_{3} t} \mathbb{E}|Y(t)|^{2}-\beta_{4}\left(1+\|\eta\|_{\tau}^{2}\right) \\
& \leq \beta_{3} M_{1} \int_{\tau}^{3 \tau} e^{\beta_{3} s} \int_{s-2 \tau}^{s} \mathbb{E}\left(J_{1}(Y(v))\right) \mathrm{d} v \mathrm{~d} s \\
& \quad+\left(2 \beta_{3} M_{1} \tau e^{2 \tau \beta_{3}}+\beta_{3}\right) \int_{\tau}^{t} e^{\beta_{3} s} \mathbb{E}\left(J_{1}(Y(s))\right) \mathrm{d} s \\
& \quad+\left(M_{2} \beta_{3}+\beta_{0}\right) \int_{\tau}^{t} e^{\beta_{3} s} \mathrm{~d} s-b \int_{\tau}^{t} e^{\beta_{3} s} \mathbb{E}\left(J_{1}(Y(s))\right) \mathrm{d} s \\
& \leq \\
&
\end{aligned}
$$

$$
\begin{align*}
& -\left(b-\beta_{3}-2 \beta_{3} M_{1} \tau e^{2 \tau \beta_{3}}\right) \int_{\tau}^{t} e^{\beta_{3} s} \mathbb{E}\left(I_{1}(Y(s))\right) \mathrm{d} s \\
& +\left(M_{2} \beta_{3}+\beta_{0}\right) \int_{\tau}^{t} e^{\beta_{3} s} \mathrm{~d} s \\
\leq & \left.\beta_{3} M_{1} \int_{\tau}^{3 \tau} e^{\beta_{3} s} \int_{s-2 \tau}^{s} \mathbb{E}\left(J_{1}(Y(v))\right) \mathrm{d} v\right) \mathrm{d} s \\
& +\left(M_{2} \beta_{3}+\beta_{0}\right) \int_{\tau}^{t} e^{\beta_{3} s} \mathrm{~d} s \leq e^{\beta_{3} t} \beta_{7} \tag{33}
\end{align*}
$$

where $\beta_{7}$ and following $\beta_{8}$ etc. are all positive numbers. This implies that

$$
\begin{equation*}
\mathbb{E}|Y(t)|^{2} \leq \beta_{8}\left(1+\|\eta\|_{\tau}^{2}\right), \quad t \geq \tau \tag{34}
\end{equation*}
$$

Next, we shall estimate the segment process $Y_{t}$. Let $t \geq 2 \tau$ and $\theta \in[0, \tau]$. In view of the Itô formula and Equation (5), we have

$$
\begin{align*}
& |Y(t-\theta)|^{2} \\
= & |Y(t-\tau)|^{2}+2 \int_{t-\tau}^{t-\theta} Y^{T}(s)\left[f(Y(s), q(s))+U_{q(s)} Y(s-\tau)\right] \mathrm{d} s \\
& +2 \int_{t-\tau}^{t-\theta} Y^{T}(s) g(Y(s), q(s)) \mathrm{d} W(s)+\int_{t-\tau}^{t-\theta}|g(Y(s), q(s))|^{2} \mathrm{~d} s \\
& +\int_{t-\tau}^{t-\theta} \int_{\mathbb{R} \backslash\{0\}} \sum_{k=1}^{n}\left[\left|Y(s)+b^{(k)}\left(Y\left(s^{-}\right), q\left(s^{-}\right), x_{k}\right)\right|^{2}\right. \\
& \left.-|Y(s)|^{2}-2 Y^{T}(s) b^{(k)}\left(Y\left(s^{-}\right), q\left(s^{-}\right), x_{k}\right)\right] v_{k}\left(\mathrm{~d} x_{k}\right) \mathrm{d} s \\
& +\sum_{k=1}^{n} \int_{t-\tau}^{t-\theta} \int_{\mathbb{R} \backslash\{\{0\}}\left[\left|Y\left(s^{-}\right)+b^{(k)}\left(Y\left(s^{-}\right), q\left(s^{-}\right), x_{k}\right)\right|^{2}\right. \\
& \left.-\left|Y\left(s^{-}\right)\right|^{2}\right] \tilde{N}\left(\mathrm{~d} s, \mathrm{~d} x_{k}\right) . \tag{35}
\end{align*}
$$

Following Kunita's estimates (see ref. [27]), we obtain

$$
\begin{align*}
& \mathbb{E} \sup _{0 \leq \theta \leq \tau}|Y(t-\theta)|^{2} \\
\leq & {c_{3}}_{3}\left\{\mathbb{E} \int_{t-\tau}^{t}\left[|f(Y(s), q(s))|^{2}+\left|U_{q(s)} Y(s-\tau)\right|^{2}\right] \mathrm{d} s\right. \\
& +\mathbb{E}|Y(t-\tau)|^{2}+\mathbb{E} \int_{t-\tau}^{t}|g(Y(s), q(s))|^{2} \mathrm{~d} s  \tag{36}\\
& \left.+\mathbb{E} \int_{t-\tau}^{t} \int_{\mathbb{R} \backslash\{0\}} \sum_{k=1}^{n}\left|b^{(k)}\left(Y\left(s^{-}\right), q\left(s^{-}\right), x_{k}\right)\right|^{2} v\left(\mathrm{~d} x_{k}\right) \mathrm{d} s\right\} .
\end{align*}
$$

By Equations (3) and (4), we have
$\mathbb{E} \sup _{0 \leq \theta \leq \tau}|Y(t-\theta)|^{2} \leq c_{4}\left(\mathbb{E}|Y(t-\tau)|^{2}+\int_{t-\tau}^{t} \mathbb{E}|Y(s)|^{2} \mathrm{~d} s\right.$

$$
\begin{equation*}
\left.+\int_{t-\tau}^{t} \mathbb{E}|Y(s-\tau)|^{2} \mathrm{~d} s+c_{5}\right) \tag{37}
\end{equation*}
$$

where $c_{3}-c_{5}$ are all positive constants. This, together with Equation (34), yields,

$$
\begin{equation*}
\mathbb{E}\left\|Y_{t}\right\|_{\tau}^{2} \leq \beta_{9}\left(1+\|\eta\|_{\tau}^{2}\right) \tag{38}
\end{equation*}
$$

where $\beta_{9}=c_{4}\left(\beta_{8}+2 \tau \beta_{8}+c_{5}\right)$. Together with Equation (7), obtain that the assertion (26). The proof is complete.

Lemma 3.4. Let Assumption 2.1 and Assumption 3.2 hold. If $\tau>0$ is small enough for

$$
b_{1} c_{2}-\frac{3 e_{4}}{\theta_{2}} \tau\left(2 e_{1} \tau+e_{2}+e_{3}+2 e_{4} \tau\right)>0 \text { and } \tau \leq \frac{1}{2 \sqrt{2 e_{4}}}
$$

then for any $(\eta, \xi, i) \in \mathcal{D}_{\tau} \times \mathcal{D}_{\tau} \times \mathbb{S}$,

$$
\begin{equation*}
\mathbb{E}\left\|Y_{t}^{\eta, i}-Y_{t}^{\xi, i}\right\|_{\tau}^{2} \leq \alpha_{1}\|\eta-\xi\|_{\tau}^{2} e^{-\alpha_{2} t} \tag{39}
\end{equation*}
$$

for all $t \geq 2 \tau$, where $\alpha_{1}$ and $\alpha_{2}$ represents positive numbers.
Proof. Fix any $(\eta, \xi, i) \in \mathcal{D}_{\tau} \times \mathcal{D}_{\tau} \times \mathbb{S}$ and we simply write $E(t)=Y^{\eta, i}(t)-Y^{\xi, i}(t)$. So $E_{t}=\{E(t+s):-\tau \leq s \leq 0\}$ for $t \geq 0$ and $\hat{E}_{t}=\{E(t+s):-2 \tau \leq s \leq 0\}$ for $t \geq \tau$. Next, apply another Lyapunov functional $\tilde{V}\left(\hat{E}_{t}, \hat{q}_{t}, t\right)$

$$
\begin{align*}
& \tilde{V}\left(\hat{E}_{t}, \hat{q}_{t}, t\right) \\
:= & \Psi\left(Y^{\eta, i}(t), Y^{\xi, i}(t), q(t)\right)+\alpha \int_{t-\tau}^{t} \int_{s}^{t}\left[\tau \mid f\left(Y^{\eta, i}(v), q(v)\right)\right. \\
& -f\left(Y^{\xi, i}(v), q(v)\right)+\left.U_{q(v)} E(v-\tau)\right|^{2} \\
& +\left|g\left(Y^{\eta, i}(v), q(v)\right)-g\left(Y^{\xi, i}(v), q(v)\right)\right|^{2}  \tag{40}\\
& +\int_{\mathbb{R}_{0}^{n}} \mid b\left(Y^{\eta, i}\left(v^{-}\right), q\left(v^{-}\right), x\right) \\
& \left.\quad-\left.b\left(Y^{\xi, i}\left(v^{-}\right), q\left(v^{-}\right), x\right)\right|^{2} v(\mathrm{~d} x)\right] \mathrm{d} v \mathrm{~d} s,
\end{align*}
$$

for $t \geq \tau$. Following the functional Itô formula, one get

$$
\begin{equation*}
\mathrm{d} \tilde{V}\left(\hat{E}_{t}, \hat{q}_{t}, t\right)=\mathrm{L} \tilde{V}\left(\hat{E}_{t}, \hat{q}_{t}, t\right) \mathrm{d} t+\mathrm{d} \tilde{I}(t) \tag{41}
\end{equation*}
$$

for $t \geq \tau$, where $\tilde{I}(t)$ is a martingale with $\tilde{I}(0)=0$, and

$$
\begin{aligned}
& \mathrm{L} \tilde{V}\left(\hat{E}_{t}, \hat{q}_{t}, t\right) \\
= & \mathbb{L}\left(Y^{\eta, i}(t), Y^{\xi, i}(t), q(t)\right) \\
& -\Psi_{Y}\left(Y^{\eta, i}(t), Y^{\xi, i}(t), q(t)\right) U_{q(t)}(E(t)-E(t-\tau)) \\
& +\alpha \tau\left[\tau \mid f\left(Y^{\eta, i}(t), q(t)\right)-f\left(Y^{\xi, i}(t), q(t)\right)\right.
\end{aligned}
$$

$$
\begin{align*}
& +\left.U_{q(t)} E(t-\tau)\right|^{2}+\left|g\left(Y^{\eta, i}(t), q(t)\right)-g\left(Y^{\xi, i}(t), q(t)\right)\right|^{2} \\
& \left.+\int_{\mathbb{R}_{0}^{n}}\left|h\left(Y^{\eta, i}\left(t^{-}\right), q\left(t^{-}\right), x\right)-b\left(Y^{\xi, i}\left(t^{-}\right), q\left(t^{-}\right), x\right)\right|^{2} v(\mathrm{~d} x)\right] \\
& -\alpha \int_{t-\tau}^{t}\left[\tau \mid f\left(Y^{\eta, i}(s), q(s)\right)-f\left(Y^{\xi, i}(s), q(s)\right)\right. \\
& +\left.U_{q(s)} E(s-\tau)\right|^{2}+\left|g\left(Y^{\eta, i}(s), q(s)\right)-g\left(Y^{\xi, i}(s), q(s)\right)\right|^{2} \\
& +\int_{\mathbb{R}_{0}^{n}} \mid h\left(Y^{\eta, i}\left(s^{-}\right), q\left(s^{-}\right), x\right) \\
& \left.\quad-\left.b\left(Y^{\xi, i}\left(s^{-}\right), q\left(s^{-}\right), x\right)\right|^{2} v(\mathrm{~d} x)\right] \mathrm{d} s . \tag{42}
\end{align*}
$$

We can derive by Assumption 2.1 and Assumption 3.2 that

$$
\begin{align*}
& \mathrm{L} \tilde{V}\left(\hat{E}_{t}, \hat{q}_{t}, t\right) \\
& \leq-\bar{b} J_{2}(E(t))+\left(e_{4} / 4 \theta_{2}+2 e_{4} \alpha \tau^{2}\right)|E(t)-E(t-\tau)|^{2} \\
& -\alpha \int_{t-\tau}^{t}\left[\tau \mid f\left(Y^{\eta, i}(s), q(s)\right)-f\left(Y^{\xi, i}(s), q(s)\right)\right. \\
& + \\
& \quad+\left.U_{q(s)} E(s-\tau)\right|^{2}+\left|g\left(Y^{\eta, i}(s), q(s)\right)-g\left(Y^{\xi, i}(s), q(s)\right)\right|^{2} \\
&  \tag{43}\\
& \quad \int_{\mathbb{R}_{0}^{n}} \mid h\left(Y^{\eta, i}\left(s^{-}\right), q\left(s^{-}\right), x\right) \\
& \left.\quad-\left.b\left(Y^{\xi, i}\left(s^{-}\right), q\left(s^{-}\right), x\right)\right|^{2} v(\mathrm{~d} x)\right] \mathrm{d} s
\end{align*}
$$

for $t \geq \tau$, where $\bar{b}=b_{1}-\frac{1}{c_{2}} \alpha \tau\left(2 e_{1} \tau+e_{2}+e_{3}+2 e_{4} \tau\right)$.
On the other hand, we can compute that

$$
\begin{aligned}
& \mathbb{E}|E(t)-E(t-\tau)|^{2} \\
& \leq \mathbb{E} \mid \int_{t-\tau}^{t}\left[f\left(Y^{\eta, i}(s), q(s)\right)-f\left(Y^{\xi, i}(s), q(s)\right)\right. \\
&+U(q(s)) E(s-\tau)] \mathrm{d} s \\
&+\int_{t-\tau}^{t}\left[g\left(Y^{\eta, i}(s), q(s)\right)-g\left(Y^{\xi, i}(s), q(s)\right)\right] \mathrm{d} W(s) \\
&+\int_{t-\tau}^{t} \int_{\mathbb{R}_{0}^{n}}\left[h\left(Y^{\eta, i}\left(s^{-}\right), q\left(s^{-}\right), x\right)\right. \\
&\left.\quad-b\left(Y^{\xi, i}\left(s^{-}\right), q\left(s^{-}\right), x\right)\right]\left.\tilde{N}(\mathrm{~d} s, \mathrm{~d} x)\right|^{2} \\
& \leq 3 \tau \mathbb{E} \int_{t-\tau}^{t} \mid f\left(Y^{\eta, i}(s), q(s)\right)-f\left(Y^{\xi, i}(s), q(s)\right) \\
&+\left.U(q(s)) E(s-\tau)\right|^{2} \mathrm{~d} s \\
&+3 \mathbb{E} \int_{t-\tau}^{t}\left|g\left(Y^{\eta, i}(s), q(s)\right)-g\left(Y^{\xi, i}(s), q(s)\right)\right|^{2} \mathrm{~d} s
\end{aligned}
$$

$$
\begin{align*}
+3 \mathbb{E} & \int_{t-\tau}^{t} \int_{\mathbb{R}_{0}^{n}} \mid h\left(Y^{\eta, i}\left(s^{-}\right), q\left(s^{-}\right), x\right) \\
& -\left.b\left(Y^{\xi, i}\left(s^{-}\right), q\left(s^{-}\right), x\right)\right|^{2} \nu(\mathrm{~d} x) \mathrm{d} s \tag{44}
\end{align*}
$$

Choosing $\alpha=\frac{3 e_{4}}{\theta_{2}}$ and $\tau \leq \frac{1}{2 \sqrt{2 e_{4}}}$. Therefore, we have

$$
\begin{equation*}
\mathbb{E}\left(\mathrm{L} \tilde{V}\left(\hat{E}_{t}, \hat{q}_{t}, t\right)\right) \leq-\bar{b} \mathbb{E}\left(J_{2}(E(t))\right) \tag{45}
\end{equation*}
$$

for $t \geq \tau$. The following proof is similar to Lemma 3.3, thus we have

$$
\begin{equation*}
\mathbb{E}|E(t)|^{2} \leq \alpha_{3}\|\eta-\xi\|_{\tau}^{2} e^{-\alpha_{2} t} \tag{46}
\end{equation*}
$$

for $t \geq \tau$, where $\alpha_{3}$ and $\alpha_{2}$ represents positive constants. Nevertheless, for $t \geq 2 \tau$, it is easily obtain that

$$
\begin{align*}
& \mathbb{E} \sup _{0 \leq \theta \leq \tau}|E(t-\theta)|^{2} \\
& \leq c_{6}\left\{\mathbb{E}|E(t-\tau)|^{2}+\mathbb{E} \int_{t-\tau}^{t}\left[\mid f\left(Y^{\eta, i}(s), q(s)\right)\right.\right. \\
&-\left.\left.f\left(Y^{\xi, i}(s), q(s)\right)\right|^{2}+\left|U_{q(s)} E(s-\tau)\right|^{2}\right] \mathrm{d} s \\
&+ \mathbb{E} \int_{t-\tau}^{t}\left|g\left(Y^{\eta, i}(s), q(s)\right)-g\left(Y^{\xi, i}(s), q(s)\right)\right|^{2} \mathrm{~d} s  \tag{47}\\
&+ \mathbb{E} \int_{t-\tau}^{t} \int_{\mathbb{R} \backslash\{0\}} \sum_{k=1}^{n} \mid b^{(k)}\left(Y^{\eta, i}\left(s^{-}\right), q\left(s^{-}\right), x_{k}\right) \\
&\left.\quad-\left.b^{(k)}\left(Y^{\xi, i}\left(s^{-}\right), q\left(s^{-}\right), x_{k}\right)\right|^{2} v\left(\mathrm{~d} x_{k}\right) \mathrm{d} s\right\} .
\end{align*}
$$

By use of Assumption 1, one get that

$$
\begin{align*}
\mathbb{E} \sup _{0 \leq \theta \leq \tau}|E(t-\theta)|^{2} \leq c_{7} & \left(\mathbb{E}|E(t-\tau)|^{2}+\int_{t-\tau}^{t} \mathbb{E}|E(s)|^{2} \mathrm{~d} s\right. \\
& \left.+\int_{t-\tau}^{t} \mathbb{E}|E(s-\tau)|^{2} \mathrm{~d} s\right) \tag{48}
\end{align*}
$$

where $c_{6}$ and $c_{7}$ are all positive numbers. This, together with Equation (46), yields,

$$
\begin{equation*}
\mathbb{E}\left\|E_{t}\right\|_{\tau}^{2} \leq \alpha_{1}\|\eta-\xi\|_{\tau}^{2} e^{-\alpha_{2} t}, \forall t \geq 2 \tau \tag{49}
\end{equation*}
$$

where $\alpha_{1}={ }_{c_{7}}\left(\alpha_{3}+2 \alpha_{3} \tau\right)$. This imply the assertion (39) hold. The proof is hence complete.

## 3.3 | Key theorems

Theorem 3.5. Let Assumption 2.1 and Assumption 3.1 hold. Let $\tau_{1}^{*}, \tau_{2}^{*}, \tau_{3}^{*}, \tau_{4}^{*}$ be the unique positive roots to the following
equations

$$
\begin{align*}
& b_{0} c=\frac{3 e_{4}}{\theta} 2 \tau_{1}^{*}\left(2 e_{1} \tau_{1}^{*}+e_{2}+e_{3}+2 e_{4} \tau_{1}^{*}\right), \tau_{2}^{*}=\frac{1}{4 \sqrt{e_{4}}} \\
& b_{1} c=\frac{3 e_{4}}{\theta} \tau_{3}^{*}\left(2 e_{1} \tau_{3}^{*}+e_{2}+e_{3}+2 e_{4} \tau_{3}^{*}\right), \tau_{4}^{*}=\frac{1}{2 \sqrt{2 e_{4}}} \tag{50}
\end{align*}
$$

respectively, and set $\tau^{*}=\tau_{1}^{*} \wedge \tau_{2}^{*} \wedge \tau_{3}^{*} \wedge \tau_{4}^{*}$. Then for each $\tau<\tau^{*}$, there exists a unique probability measure $\omega(\tau) \in \mathcal{P}\left(\mathcal{D}_{\tau}\right)$ such that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} d_{\mathbb{L}}\left(\mathcal{L}\left(Y_{t}^{\eta, i}\right), \omega_{\tau}\right)=0 \tag{51}
\end{equation*}
$$

for all $(\eta, i) \in \mathcal{D}_{\tau} \times \mathbb{S}$.
Proof. At first, we show that for any compact set $\mathcal{J} \subset \mathcal{D}_{\tau}$,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} d_{\mathbb{L}}\left(\mathcal{L}\left(Y_{t}^{\eta, i}\right), \mathcal{L}\left(Y_{t}^{\xi, j}\right)\right)=0 \tag{52}
\end{equation*}
$$

uniformly in $(\eta, \xi, i, j) \in \mathcal{J} \times \mathcal{J} \times \mathbb{S} \times \mathbb{S}$. Define sequence of the stopping time $o_{i j}=\inf \left\{t: q^{i}(t)=q^{j}(t), t \geq 0\right\}$. Obviously through the ergodicity of the Markov chain, we can know that $o_{i j}<\infty$ a.s. As a result, for each positive $\varepsilon \in(0,1)$, there exists an $K_{1}>0$ such that

$$
\begin{equation*}
\mathbb{P}\left(o_{i j} \leq K_{1}\right)>1-\frac{\varepsilon}{6} . \tag{53}
\end{equation*}
$$

Recalling a known result that

$$
\begin{equation*}
\sup _{(\eta, i) \in \mathcal{J} \times \mathbb{S}} \mathbb{E}\left(\sup _{-\tau \leq t \leq K_{1}}\left|Y^{\eta, i}(t)\right|\right)<\infty \tag{54}
\end{equation*}
$$

this implies that we can find enough large $K_{2}>0$ satisfying

$$
\begin{equation*}
\mathbb{P}\left(\Omega_{\eta, i}\right)>1-\frac{\varepsilon}{12} \quad \forall(\eta, i) \in \mathcal{J} \times \mathbb{S} \tag{55}
\end{equation*}
$$

where $\Omega_{\eta, i}=\left\{\omega \in \Omega: \sup _{-\tau \leq t \leq K_{1}}\left|Y^{\eta, i}(t, \omega)\right| \leq K_{2}\right\}$. For any $F \in \mathbb{L}$ and $t \geq K_{1}$, we yield

$$
\begin{equation*}
\left|\mathbb{E} F\left(Y_{t}^{\eta, i}\right)-\mathbb{E} F\left(Y_{t}^{\xi, j}\right)\right| \leq \frac{\varepsilon}{3}+H_{1}(t) \tag{56}
\end{equation*}
$$

where $H_{1}(t):=\mathbb{E}\left(I_{\left\{o_{i j} \leq K_{1}\right\}}\left|F\left(Y_{t}^{\eta, i}\right)-F\left(Y_{t}^{\xi, j}\right)\right|\right)$. Set $\Omega_{1}=$ $\Omega_{\eta, i} \cap \Omega_{\xi, i} \cap\left\{o_{i j} \leq K_{1}\right\}$. By the Markov property of joint pro$\operatorname{cess}\left(Y_{t}^{\eta, i}, q^{i}(t)\right)$ and the property of conditional expectation, we derive

$$
\begin{aligned}
& H_{1}(t) \\
= & \mathbb{E}\left(I_{\left\{o_{i j} \leq K_{1}\right\}} \mathbb{E}\left(\left|F\left(Y_{t}^{\eta, i}\right)-F\left(Y_{t}^{\xi, j}\right)\right| \mid \mathcal{F}_{o_{i j}}\right)\right) \\
= & \mathbb{E}\left(I_{\left\{o_{i j} \leq K_{1}\right\}}\right.
\end{aligned}
$$

$$
\left.\begin{array}{rl} 
& \times\left.\mathbb{E}\left(\left|F\left(Y_{t-o_{i j}}^{\tilde{\eta}, l}\right)-F\left(Y_{t-o_{i j}}^{\tilde{\xi}, l}\right)\right|\right)\right|_{\tilde{\eta}=Y_{o_{i j}}^{\eta, i}}, \tilde{\xi}_{=1}=Y_{o_{i j}}^{\xi, j} l=q_{o_{i j}}^{i}=q_{o_{i j}}^{j}
\end{array}\right)
$$

It follows from the Proposition 1.17 in ref. [32] and $d_{S}\left(\eta_{1}, \eta_{2}\right) \leq$ $\left\|\eta_{1}-\eta_{2}\right\|$, for any $\eta_{1}, \eta_{2} \in \mathcal{D}_{\tau}$ (see, e.g. ref. [33, p. 19]) that

$$
\begin{equation*}
H_{1}(t) \leq \frac{\varepsilon}{3}+\mathbb{E}\left(I_{\Omega_{1}} \mathbb{E}\left(\left\|Y_{t-o_{i j}}^{\tilde{\eta}, l}-Y_{t-o_{i j}}^{\tilde{\xi}, l}\right\|_{\tau}\right)\right) \tag{58}
\end{equation*}
$$

For any $\omega \in \Omega_{1}$, we note that $\|\tilde{\eta}\| \vee\|\tilde{\xi}\| \leq h$. By apply Lemma 3.4, we can find positive number $K_{3}$ satisfying

$$
\begin{equation*}
\mathbb{E}\left(\left\|Y_{t-o_{i j}}^{\tilde{\eta}, l}-Y_{t-o_{i j}}^{\tilde{\xi}, l}\right\|_{\tau}\right) \leq \frac{\varepsilon}{3}, \quad \forall t \geq K_{1}+K_{3} \tag{59}
\end{equation*}
$$

whenever $\omega \in \Omega_{1}$. we obtain that

$$
\begin{equation*}
\left|\mathbb{E} F\left(Y_{t}^{\eta, i}\right)-\mathbb{E} F\left(Y_{t}^{\xi, j}\right)\right| \leq \varepsilon, \quad \forall t \geq K_{1}+K_{3} \tag{60}
\end{equation*}
$$

Thanks to the arbitrariness of $F$, for all $(\eta, \xi, i, j) \in \mathcal{J} \times \mathcal{J} \times$ $\mathbb{S} \times \mathbb{S}$, we must have

$$
\begin{equation*}
d_{\mathbb{L}}\left(\mathcal{L}\left(Y_{t}^{\eta, i}\right), \mathcal{L}\left(Y_{t}^{\xi, j}\right)\right) \leq \varepsilon, \quad \forall t \geq K_{1}+K_{3} \tag{61}
\end{equation*}
$$

This proves Equation (52).
We next prove that $\left\{\mathcal{L}\left(Y_{t}^{\eta, i}\right)\right\}_{t \geq 0}$ is a Cauchy sequence in $\mathcal{P}\left(\mathcal{D}_{\tau}\right)$ with metric $d_{\mathbb{L}}$ for any $(\eta, i) \in \mathcal{D}_{\tau} \times \mathbb{S}$, i.e. we need to show that there exists a positive number $K_{4}$ satisfying, for any $\varepsilon>0, u \geq K_{4}$ and $v>0$,

$$
\begin{equation*}
d_{\mathbb{1}}\left(\mathcal{L}\left(Y_{u+\nu}^{\eta, i}\right), \mathcal{L}\left(Y_{u}^{\eta, i}\right)\right) \leq \varepsilon . \tag{62}
\end{equation*}
$$

The proof of Equation (62) is standard, so we omit it here (For more details, see ref. [21]).
It can be seen from Equation (62) that there exists $\omega_{\tau} \in$ $\mathcal{P}\left(\mathcal{D}_{\tau}\right)$ such that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} d_{\mathbb{L}}\left(\mathcal{L}\left(Y_{t}^{0,1}\right), \omega_{\tau}\right)=0 \tag{63}
\end{equation*}
$$

By the triangle inequality, together with Equation (52), we derive that

$$
\begin{aligned}
\lim _{t \rightarrow \infty} d_{\mathbb{L}}\left(\mathcal{L}\left(Y_{t}^{\eta, i}\right), \omega_{\tau}\right) \leq & \lim _{t \rightarrow \infty} d_{\mathbb{L}}\left(\mathcal{L}\left(Y_{t}^{\eta, i}\right), \mathcal{L}\left(Y_{t}^{0,1}\right)\right) \\
& +\lim _{t \rightarrow \infty} d_{\mathbb{L}}\left(\mathcal{L}\left(Y_{t}^{0,1}\right), \omega_{\tau}\right) \\
& =0
\end{aligned}
$$

for all $(\eta, i) \in \mathcal{D}_{\tau} \times \mathbb{S}$. The require assertion (51) hold. The proof is complete.

## 4 | DESIGN OF MATRICES $\boldsymbol{U}_{i}$

In order to facilitate the calculation and design of Matrices, we here adopt the most common form of function as follows

$$
\begin{equation*}
\Phi(y, i)=\Psi(y, i)=y^{T} Q_{i} y \tag{64}
\end{equation*}
$$

for some $N$ symmetric positive definite matrices $Q_{i}(i \in \mathbb{S})$. It can be obtained directly from Equations (11) and (13)

$$
\begin{align*}
& L \Phi(y, i) \\
= & 2 y^{T} Q_{i}\left[f(y, i)+U_{i}(y)\right]+\operatorname{trace}\left[g(y, i)^{T} Q_{i} g(y, i)\right] \\
& +\int_{\mathbb{R} \backslash\{0\}} \sum_{k=1}^{n}\left[\left(b^{(k)}\left(y, i, x_{k}\right)\right)^{T} Q_{i} b^{(k)}\left(y, i, x_{k}\right)\right.  \tag{65}\\
& \left.+\left(b^{(k)}\left(y, i, x_{k}\right)\right)^{T} Q_{i} y-y^{T} Q_{i} b^{(k)}\left(y, i, x_{k}\right)\right] v_{k}\left(\mathrm{~d} x_{k}\right) \\
& +\sum_{j=1}^{N} \gamma_{i j} y^{T} Q_{j} y
\end{align*}
$$

and

$$
\begin{align*}
& \mathbb{L} \Psi(y, z, i) \\
= & 2(y-z)^{T} Q_{i}\left[f(y, i)-f(z, i)+U_{i}(y-z)\right] \\
& +\operatorname{trace}\left[(g(y, i)-g(z, i))^{T} Q_{i}(g(y, i)-g(z, i))\right] \\
& +\int_{\mathbb{R} \backslash\{0\}} \sum_{k=1}^{n}\left[\left(b^{(k)}\left(y, i, x_{k}\right)-b^{(k)}\left(z, i, x_{k}\right)\right)^{T}\right. \\
& \times Q_{i}\left(b^{(k)}\left(y, i, x_{k}\right)-b^{(k)}\left(z, i, x_{k}\right)\right)  \tag{66}\\
& +\left(b^{(k)}\left(y, i, x_{k}\right)-b^{(k)}\left(z, i, x_{k}\right)\right)^{T} Q_{i}(y-z) \\
& -(y-z)^{T} Q_{i}\left(b^{(k)}\left(y, i, x_{k}\right)-b^{(k)}\left(z, i, x_{k}\right)\right] v_{k}\left(\mathrm{~d} x_{k}\right) \\
& +\sum_{j=1}^{N} \gamma_{i j}(y-z)^{T} Q_{j}(y-z) .
\end{align*}
$$

Then we get the following useful corollary directly from Lemma 3.3, Lemma 3.4 and Theorem 3.5.

Corollary 4.1. Let Assumption 2.1 hold. If there existpositive numbers $\bar{b}_{0}, \bar{b}_{1}$ and $\bar{b}_{2}$ and positive definite matrices $Q_{i}$ such that

$$
\begin{align*}
& L \Phi(y, i) \leq-\bar{b}_{0}|y|^{2}+\bar{b}_{2} \\
& \mathbb{L} \Psi(y, z, i) \leq-\bar{b}_{1}|y-z|^{2} \tag{67}
\end{align*}
$$

for ally, $z \in \mathbb{R}^{d}$ and $i \in \mathbb{S}$. If $\tau>0$ is small enough for

$$
\begin{aligned}
& \bar{b}_{1}-\breve{\zeta}^{2} \bar{\theta}-\alpha \tau\left(2 e_{1} \tau+e_{2}+e_{3}+2 e_{4} \tau\right)>0, \tau \leq \frac{1}{2 \sqrt{2 e_{4}}}, \\
& \bar{b}_{0}-\zeta^{2} \bar{\theta}-2 \alpha \tau\left(2 e_{1} \tau+e_{2}+e_{3}+2 e_{4} \tau\right)>0, \tau \leq \frac{1}{4 \sqrt{e_{4}}},
\end{aligned}
$$

where $\alpha=\frac{3 e_{4}}{\bar{\theta}}, \bar{\theta} \in\left(0, \frac{\bar{b}_{1}}{\bar{c}^{2}} \wedge \frac{\bar{b}_{0}}{c^{2}}\right)$ and $\check{c}=\max _{i \in \mathbb{S}}\left\|Q_{i}\right\|$. Then the SDDEs-MS-LN (5) is stable in distribution.

The stability in distribution of SDDEs-MS-LN (5) largely relies on the matrices $U_{i}$. Here we will expound how to design these matrices. Namely, for some integer $l>0$, we will find the matrices in the structure form of $U_{i}=A_{i} B_{i}$ with $A_{i} \in \mathbb{R}^{d \times l}$ and $B_{i} \in \mathbb{R}^{l \times d}$. For the convenience of calculations, we will discuss how to design these matrices to make Corollary 4.1 hold but the advantages of our new results will be explained clearly. We will research state feedback and output injection (ref. [34]) as follows.
(i) State feedback

In this case, $B_{i}$ 's are given so our goal is to find $A_{i}$ 's so that SDDEs-MS-LN (5) is stability in distribution. We will complete the matrix design in two steps.

Step 1: Based on Assumption 2.1, we can seek $N$ couple of positive-definite symmetric matrices $\left(Q_{i}, \hat{Q}_{i}\right)$ in order for

$$
\begin{aligned}
& 2(y-z)^{T} Q_{i}[f(y, i)-f(z, i)] \\
& +\operatorname{trace}\left[(g(y, i)-g(z, i))^{T} Q_{i}(g(y, i)-g(z, i))\right] \\
& +\int_{\mathbb{R} \backslash\{0\}} \sum_{k=1}^{n}\left[\left(b^{(k)}\left(y, i, x_{k}\right)-b^{(k)}\left(z, i, x_{k}\right)\right)^{T}\right. \\
& \times Q_{i}\left(b^{(k)}\left(y, i, x_{k}\right)-b^{(k)}\left(z, i, x_{k}\right)\right) \\
& +\left(b^{(k)}\left(y, i, x_{k}\right)-b^{(k)}\left(z, i, x_{k}\right)\right)^{T} Q_{i}(y-z) \\
& -(y-z)^{T} Q_{i}\left(b^{(k)}\left(y, i, x_{k}\right)-b^{(k)}\left(z, i, x_{k}\right)\right] v_{k}\left(\mathrm{~d} x_{k}\right) \\
& \leq(y-z)^{T} \hat{Q}_{i}(y-z) .
\end{aligned}
$$

It is straightforward to show from Assumption 2.1 and Equation (68) that

$$
\begin{aligned}
& 2 y^{T} Q_{i}\left[f(y, i)+U_{i}(y)\right]+\operatorname{trace}\left[g(y, i)^{T} Q_{i} g(y, i)\right] \\
& +\int_{\mathbb{R} \backslash\{0\}} \sum_{k=1}^{n}\left[\left(b^{(k)}\left(y, i, x_{k}\right)\right)^{T} Q_{i} b^{(k)}\left(y, i, x_{k}\right)\right. \\
& \left.+\left(b^{(k)}\left(y, i, x_{k}\right)\right)^{T} Q_{i} y-y^{T} Q_{i} b^{(k)}\left(y, i, x_{k}\right)\right] v_{k}\left(\mathrm{~d} x_{k}\right) \\
& +\sum_{j=1}^{N} \gamma_{i j} y^{T} Q_{j} y \leq y^{T} \hat{Q}_{i} y+\bar{b}_{2} .
\end{aligned}
$$

Step 2: By linear matrix inequalities (LMIs, see, e.g. ref. [35]), we can find a solution of matrices $A_{i}$, that is

$$
\begin{equation*}
\hat{Q}_{i}+A_{i} Q_{i} B_{i}+B_{i}^{T} Q_{i} A_{i}^{T}+\sum_{j=1}^{N} \gamma_{i j} Q_{j}<0 . \tag{68}
\end{equation*}
$$

Corollary 4.2. Let Assumption 2.1 hold and moreover we can seek matrices $A_{i}$ as shown in Steps 1 and 2. Then the conditions of Corollary 4.1 are satisfied with $U_{i}=A_{i} B_{i}$ and

$$
\bar{b}_{1}=-\max _{i \in \mathbb{S}} \lambda_{\max }\left(\hat{Q}_{i}+A_{i} Q_{i} B_{i}+A_{i}^{T} Q_{i} B_{i}^{T}+\sum_{j=1}^{N} \gamma_{i j} Q_{j}\right) .
$$

(ii) Output injection

In this case, $A_{i}$ 's are given so our goal is to design $B_{i}$ 's so that SDDEs-MS-LN (5) is stability in distribution. This situation is similar to state feedback, and the following corollary can be drawn.

Corollary 4.3. Let Assumption 2.1 bold and moreover we can seek. matrices $Q_{i}, \hat{Q}_{i}$, and $B_{i}$ as shown in Steps 1 and 2. Then the conditions of Corollary 4.1 are satisfied with $U_{i}=A_{i} B_{i}$ and

$$
\bar{b}_{1}=-\max _{i \in \mathbb{S}} \lambda_{\max }\left(\hat{Q}_{i}+A_{i} Q_{i} B_{i}+B_{i}^{T} Q_{i} A_{i}^{T}+\sum_{j=1}^{N} \gamma_{i j} Q_{j}\right)
$$

## 5 | EXAMPLE

A simple example is provide to illustrate the numerical results of our theory.

Example 5.1. Consider an unstable SDEs-MS-LN:

$$
\begin{align*}
& d Y(t)=(\mu(q(t))+Y(t)) d t+\sigma(q(t)) Y(t) d W(t) \\
&+\gamma\left(q\left(t^{-}\right)\right) Y\left(t^{-}\right) d \tilde{N}(t) \tag{69}
\end{align*}
$$

with initial value $Y_{0} \in \mathbb{R}$. Here, $W(t)$ is a scalar Brownian motion, $\tilde{N}(t)$ is a compensated Poisson random measure which means that $N(t)$ is a scalar Poisson process with intensify $\lambda$, $q(t) \in \mathbb{S}=\{1,2\}$ and

$$
\Gamma=\left(\begin{array}{cc}
-1 & 1 \\
2 & -2
\end{array}\right)
$$

Set $\lambda=1, \mu(1)=\mu(2)=1.5, \sigma(1)=0.2, \sigma(2)=0.5, \gamma(1)=$ 0.8 , and $\gamma(2)=1.2$. From ref. [36], we can easily get the mean of the solution to system (69) as follows

$$
\mathbb{E} Y(t)=-1.5+e^{t}(Y(0)+1.5)
$$



FIGURE 1 Up: the trajectory of $\mathbb{E} Y_{1}(t)$ with initial value $Y_{0}=1$. Down: the trajectory of $\mathbb{E} Y_{2}(t)$ with initial value $Y_{0}=-4$

Moreover, such as $\lim _{t \rightarrow+\infty} \mathbb{E} Y(t) \rightarrow+\infty$ when $Y_{0}=1$ while $\lim _{t \rightarrow+\infty} \mathbb{E} Y(t) \rightarrow-\infty$ when $Y_{0}=-4$. These show that the system (69) is not stable in distribution. Computer simulation is also performed to show that the system (69) is not stable in distribution, as shown in Figure 1.

The Figure 1 shows the trajectories of $\mathbb{E} Y(t)$ with different initial value $Y_{0}=1$ and $Y_{0}=-4$ (i.e. the trajectories of $\mathbb{E} Y_{1}(t)$ and $\left.\mathbb{E} Y_{2}(t)\right)$, which show that $\mathbb{E} Y_{1}(t)$ tend to $+\infty$ and $\mathbb{E} Y_{2}(t)$ tend to $-\infty$.

Next, we will apply our theory to design a linear DFC to stabilise the SDEs-MS-LN. Assume that the linear DFC has the form $-k(i) Y(t-\tau)$, where $k(1)$ and $k(2)$ to be determined. Then the controlled system can be written as

$$
\begin{align*}
\mathrm{d} Y(t)= & {[\mu(q(t))+Y(t)-k(q(t)) Y(t-\tau)] \mathrm{d} t } \\
& +\sigma(q(t)) Y(t) d W(t)+\gamma\left(q\left(t^{-}\right)\right) Y\left(t^{-}\right) \mathrm{d} \tilde{N}(t) . \tag{70}
\end{align*}
$$

Let $Q_{i}(i \in 1,2)$ be the identity matrix, then the conditions of Corollary 4.1 holds as long as

$$
\begin{equation*}
-\bar{b}_{1}=\max _{i \in \mathbb{S}}\left(2+\sigma^{2}(i)-2 k(i)+\gamma^{2}(i)\right)<0 \tag{71}
\end{equation*}
$$

Setting $2+\sigma^{2}(i)-2 k(i)+\gamma^{2}(i)=-11$ for $i=1,2$, namely
$2+0.25-2 k(1)+0.64=-11,2+2.25-2 k(2)+1=-11$,
we get $k(1)=6.84$ and $k(2)=7.345$. Consequently, the conditions of Corollary 4.1 holds with $\bar{b}_{1}=\bar{b}_{0}=11$. It is easy to show that Assumption 2.1 is satisfied provided $e_{1}=1, e_{2}=0.25$, and $e_{3}=1.44$. Moreover, by $e_{4}=\max _{i \in \mathbb{S}}\|k(i)\|^{2}$ and Equation (18), we compute $e_{4}=53.949$, and $\check{c}=1$. Therefore, choosing
$\bar{\theta}=0.1$, we can compute

$$
\tau_{1}^{*}=0.003284, \tau_{2}^{*}=0.048135, \tau_{3}^{*}=0.001786, \tau_{4}^{*}=0.034038
$$

and hence $\tau^{*}=0.001786$. By Corollary 4.1, we can obtain that for all $\tau<0.001786$ so that the controlled system (70) is stable in distribution.

The numerical example discussed in ref. [21] does not illustrate how to verify the convergence of the distribution of the two segment processes, we therefore develop new algorithm to tackle such problem.

## 5.1 | Algorithm and simulation

It is not hard to verify that there exists a unique probability measure $\omega_{\tau}$ such that $\lim _{t \rightarrow \infty} d_{\mathbb{L}}\left(\mathcal{L}\left(Y_{t}^{\eta, i}\right), \omega_{\tau}\right)=0$, for all $(\eta, i) \in$ $\mathcal{D}_{\tau} \times \mathbb{S}$. However, the explicit form of $\omega_{\tau}$ is rarely found. In order to illustrate the stability in distribution of system (70), we provide an algorithm as follows. Define $Y_{t}^{\eta, i}=\left\{Y^{\eta, i}(t+u)\right.$ : $-\tau \leq u \leq 0\}$ with initial data $(\eta, i)$ and $Y_{\bar{t}}^{\xi, \bar{i}}=\left\{Y^{\xi, \bar{i}}(\bar{t}+u)\right.$ : $-\tau \leq u \leq 0\}$ with initial data $(\xi, \bar{i})$. Let $\Delta=\frac{\tau}{m}$, where $\Delta$ is the stepsize and $m$ is a positive integer. For any $t, \bar{t}>0$, there are two positive integers $k$ and $\bar{k}$ such that $t \in[(k-1) \Delta, k \Delta)$ and $\bar{t} \in[(\bar{k}-1) \Delta, \bar{k} \Delta)$. The discrete approximation of segment process can be expressed as

$$
\begin{aligned}
& Y_{l j}^{\eta, i}(k)=Y^{\eta, i}\left(k \Delta-l \Delta, \varpi_{j}\right), \\
& Y_{l j}^{\xi, \bar{i}}(\bar{k})=Y^{\xi, \bar{i}}\left(\bar{k}, \Delta-l \Delta, \varpi_{j}\right),
\end{aligned}
$$

where $l=0,1, \ldots, m, j=1, \ldots, J, k=1,2, \ldots$, and $\bar{k}=1,2, \ldots$. We have noticed that

$$
\begin{aligned}
d_{\mathbb{L}}\left(\mathcal{L}\left(Y_{k \Delta}^{\eta, i}\right), \mathcal{L}\left(Y_{\bar{k} \Delta}^{\xi, \bar{i}}\right)\right) & =\sup _{\phi \in \mathbb{L}}\left|\mathbb{E} \boldsymbol{\phi}\left(Y_{k \Delta}^{\eta, i}\right)-\mathbb{E} \boldsymbol{\phi}\left(Y_{\bar{k} \Delta}^{\xi, \bar{i}}\right)\right| \\
& \leq \mathbb{E}\left\|Y_{k \Delta}^{\eta, i}-Y_{\bar{k} \Delta}^{\xi, \bar{i}}\right\| \|_{\tau} \\
& \approx \frac{1}{J} \sum_{j=1}^{J} \sup _{0 \leq l \leq m}\left|Y_{l j}^{\eta, i}(k)-Y_{l j}^{\xi, \bar{i}}(\bar{k})\right| \\
& \triangleq \rho(\bar{k}, k) .
\end{aligned}
$$

When $\vec{k}$ takes a sufficiently large fixed value, we regard the distribution of segment process $Y_{\bar{k} \Delta}^{\xi, \bar{i}}$ as the true probability distribution. If we have $\rho(\bar{k}, k)$ tend to zero along the time line, then the distribution of $Y_{k \Delta}^{\eta, i}$ will converge to distribution of $Y_{\bar{k} \Delta}^{\xi, \bar{i}}$. Thus we claim that $\lim _{t \rightarrow \infty} d_{\mathbb{L}}\left(\mathcal{L}\left(Y_{t}^{\eta, i}\right), \omega_{\tau}\right) \rightarrow 0$, namely the controlled system (70) is stable in distribution.

To perform a computer simulation, we set $\tau=10^{-3}, \Delta=$ $10^{-4}, i=1$ and $\bar{i}=2$. In this example we regard the distribution of segment process $Y_{\bar{k} \Delta}^{\xi, \bar{i}}$ with initial data $(\xi, \bar{i})$ at time $t=20$ (i.e. $\bar{k}=\frac{t}{\Delta}$ ) generated by the Euler-Maruyama method as the


FIGURE 2 The computer simulation of $\rho(\bar{k}, k)$ started from different initial data $\left(\tau=10^{-3}, \Delta=10^{-4}, \xi(t)=1.5+0.55 \sin (t)\right.$ on $\left.t \in[-0.001,0]\right)$
true probability distribution. We observe that the distributions of segment process $Y_{k \Delta}^{\eta, i}$ at time $t \in[0,10]$ approximate the degree of the true distribution. Moreover, we choose two different initial data $\left(\eta_{1}(t)=-2+0.55 \sin (t)\right.$ and $\eta_{2}(t)=3+\cos (t)$ on $t \in[-0.001,0])$ for the distributions of segment process $Y_{k \Delta}^{\eta, i}$. Figure 2. plots the value $\rho(\bar{k}, k)$ with different initial data along the time line. It indicates that as time advances the values of $\rho(\bar{k}, k)$ simulated by EM method with different initial data converge to 0 , which indicates the SDDEs-MS-LN (70) is stable in distribution.

## 6 | CONCLUSION

In this paper, we have studied the stability in distribution of a given unstable SDEs-MS-LN by linear DEC $u(Y(t-$
$\tau), q(t))=U(q(t)) Y(t-\tau)$. Under global Lipschitz condition, we have shown that a bound on $\tau^{*}$ is given so that the SDDEs-MS-LN is stability in distribution as long as $\tau \leq \tau^{*}$. Especially, we focuses on in more detail how to design the linear DFC by linear matrix inequalities. Finally, we develop a new algorithm to illustrate how to verify the convergence of the distribution of the two segment processes.

## ACKNOWLEDGEMENTS

The authors would like to thank the National Natural Science Foundation of China (71571001), the Royal Society (WM160014, Royal Society Wolfson Research Merit Award), the Royal Society and the Newton Fund (NA160317, Royal SocietyNewton Advanced Fellowship), the EPSRC (EP/K503174/1), the Natural Science Foundation of University of Anhui (KJ2020A0367), the Startup Foundation for Introduction Talent of AHPU (No. 2021YQQ058) for their financial support.

## CONFLICT OF INTEREST

The authors declare no conflict of interest.

## DATA AVAILABILITY STATEMENT

Data openly available in a public repository that issues datasets with DOIs.

## ORCID

Weiyin Fei (©) https:/ / orcid.org/0000-0001-9864-4258

## REFERENCES

1. Liu, M., Zhu, Y.: Stationary distribution and ergodicity of a stochastic hybrid competition model with Lévy jumps. Nonlinear Anal. Hybrid Syst. 30, 225-239 (2018)
2. Wu, R.H., Zou, X.L., Wang, K.: Asymptotic properties of stochastic hybrid Gilpin-Ayala system with jumps. Appl. Math. Comput. 249, 53-66 (2014)
3. Weng, C.G.: Constant proportion portfolio insurance under a regime switching exponential Lévy process. Insur. Math Econ. 52, 508-521 (2013)
4. Guo, Y.J.: Stochastic regime switching SIR model driven by Lévy noise. Phys. A 479, 1-11 (2017)
5. Liu, Q., Liang, Y.L.: Persistence and extinction of a stochastic nonautonomous Gilpin-Ayala system driven by Lévy noise. Commun. Nonlinear Sci. Numer. Simul. 19, 3745-3752 (2014)
6. Xi, F.B.: On the stability of jump-diffusions with Markovian switching. J. Math. Anal. Appl. 341, 588-600 (2008)
7. Zong, X.F., Wu, F.K., Yin, G., Jin, Z.: Almost sure and pth-moment stability and stabilization of regime-switching jump diffusion systems. SIAM J. Control Optim. 52, 2595-2622 (2014)
8. Li, G.J., Yang, Q.G.: Stabilisation of hybrid stochastic systems with Lévy noise by discrete-time feedback control. Int. J. Control. 2020, 1-16 (2020)
9. Yang, Z.X., Yin, G.: Stability of nonlinear regime-switching jump diffusion. Nonlinear Anal. Theory Methods Appl. 75, 3854-3873 (2012)
10. Wei, C.: Existence, uniqueness, and almost sure exponential stability of solutions to nonlinear stochastic system with Markovian switching and Lévy noises. Complexity. 2020, 2804184 (2020)
11. Li, M.L., Ouyang, Z.Y., Deng, F.Q., Wu, Z.H.: Dissipativity theory and applications of nonlinear stochastic systems with Markov jump and Lévy noise. Commun. Nonlinear Sci. Numer. Simul. 99, 105796 (2021)
12. Zhou, W.N., Yang, J., Yang, X.Q., et al.: Almost surely exponential stability of neural networks with Lévy noise and Markovian switching. Neurocomputing. 145, 154-159 (2014)
13. Li, M.L., Deng, F.Q.: Moment exponential input-to-state stability of nonlinear switched stochastic systems with Lévy noise. IET Control. Theory Appl. 12, 1208-1215 (2018)
14. Wang, S., Hu, G.X., Wang, L.S.: Stability in distribution of a stochastic competitive Lotka-Volterra system with S-type distributed time delays. Methodol Comput. Appl. Probab. 20, 1241-1257 (2018)
15. Mariton, M.: Jump Linear Systems in Automatic Control. Marcel Dekker, New York (1990)
16. Yuan, C.G., Zou, J.Z., Mao, X.R.: Stability in distribution of stochastic differential delay equations with Markovian switching. Syst. Control Lett. 50, 195-207 (2003)
17. Yuan, C.G., Mao, X.R.: Asymptotic stability in distribution of stochastic differential equations with Markovian switching. Stochastic Process Appl. 103, 277-291 (2003)
18. Bo, L.J., Yuan, C.G.: Stability in distribution of Markov-modulated stochastic differential delay equations with reflection. Stochastic Models 32, 392-413 (2016)
19. Nguyen, H.D., Nguyen, H.D., Nguyen, T.D.: On stability in distribution of stochastic differential delay equations with Markovian switching. Syst. Control Lett. 65, 43-49 (2014)
20. Li, Z., Zhang, W.: Stability in distribution of stochastic Volterra-Levin equations. Stat. Probab. Lett. 122, 20-27 (2017)
21. You, S.R., Hu, L.J., Lu, J.Q., Mao, X.R.: Stabilization in distribution by delay feedback control for hybrid stochastic differential equations. IEEE Trans. Autom. Control 67, 971-977 (2022)
22. Billingsley, P.: Convergence of Probability Measures. Wiley, New York (1968)
23. Oksendal, B., Sulem, A.: Applied Stochastic Control of Jump Diffusions, Springer-Verlag, Berlin, Heidelberg (2005)
24. Yuan, C.G., Mao, X.R.: Stability of stochastic delay hybrid systems with jumps. Eur. J. Control 6, 595-608 (2010)
25. Zhu, Q.X.: Razumikhin-type theorem for stochastic functional differential equations with Lévy noise and Markov switching. Int. J. Control 90, 17031712 (2017)
26. Anderson, W.J.: Continuous-Time Markov Chains. Springer, Berlin, Heidelberg (1991)
27. Kunita, H.: Stochastic Differential Equations Based on Lévy Processes and Stochastic Flows of Diffeomorphisms, Birkhäuser, Basel (2004)
28. Yang, J., Liu, X.Z., Liu, X.W.: Stability of stochastic functional differential systems with semi-Markovian switching and Lévy noise by functional Itô's formula and its applications. J. Franklin Inst. 357, 4458-4485 (2020)
29. Reiß, M., Riedle, M., Gaans, O.: Delay differential equations driven by Lévy processes: stationarity and Feller properties. Stochastic Process Appl. 116, 1409-1432 (2006)
30. Cont, R., Fournié, D.A.: Change of variable formulas for non-anticipative functionals on path space. J. Funct. Anal. 259, 1043-1072 (2010)
31. Nguyen, D.H., Yin, G.: Stability of stochastic functional differential equations with regime-switching: analysis using Dupire's functional Itô formula. Potential Anal. 53, 247-265 (2020)
32. Jean, J., Albert, N.S.: Limit Theorems for Stochastic Processes. Springer, Berlin, Heidelberg (1987)
33. Bao, J.H., Yin, G., Yuan, C.G.: Asymptotic Analysis for Functional Stochastic Differential Equations. Springer, Cham (2016)
34. Mao, X.R., Lam, J., Huang, L.R.: Stabilisation of hybrid stochastic differential equations by delay feedback control. Syst. Control Lett. 57, 927-935 (2008)
35. Yue, D., Han, Q.L.: Delay-dependent exponential stability of stochastic systems with time-varying delay, nonlinearity, and Markovian switching. IEEE Trans. Autom. Control 50, 217-222 (2005)
36. Graeme, C., Desmond, H.: First and second moment reversion for a discretized square root process with jumps. J. Differ. Equations Appl. 16, 143-156 (2010)

How to cite this article: Li, W., Deng, S., Fei, W., Mao, X.: Stabilisation in distribution by delay feedback control for stochastic differential equations with Markovian switching and Lévy noise. IET Control Theory Appl. 1-14 (2022). https://doi.org/10.1049/cth2.12306


[^0]:    This is an open access article under the terms of the Creative Commons Attribution License, which permits use, distribution and reproduction in any medium, provided the original work is properly cited.
    © 2022 The Authors. IET Control Theory \& Applications published by John Wiley \& Sons Ltd on behalf of The Institution of Engineering and Technology.

