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4.6 Breakout Group 5: Definition, Conceptualization and Measurement
of Trust
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Contributors:

Group 5a (in person): Martin Porcheron, Minha Lee, Birthe Nesset, Frode Guribye

Group 5b (online): Margot van der Goot, Roger K. Moore, Ricardo Usbeck, Ana Paiva,
Catherine Pelachaud, Elayne Ruane

Group 5c¢ (in person): Bjorn Schuller, Guy Laban, Dimosthenis Kontogiorgos, Matthias
Kraus, Asbjorn Fglstad

4.6.1 Goal and key questions

Goal: Enable assessment and measurement of trust in CAs

Key question: How to define, conceptualize and measure trust in CA?

Relevant aspects: Modelling frameworks — antecedents / consequents; basis in knowledge on
human-human communication; psychology of trust — over-trust / intuition

4.6.2 Key insights

Defining trust. Trust is addressed in different disciplines, both as a general concept within
psychology, sociology, and management research (e.g., Rousseau, 1998; Mayer et al., 1995)
and — more recently — as a term of relevance for users’ perceptions of technology (e.g.,
Corritore et al., 2003; McKnight et al., 2011). A range of definitions exists for trust. There is
variation in definitions concerning whether trust should be construed as a belief or attitude
(Lewis et al., 2018; Lee & See 2004), and the degree to which there is a behavioural element
in trust (Sollner et al., 2016; Malle & Ullman, 2021).

For conceptual clarity, it may be useful to consider trust an attitude which may be founded
by trusting beliefs, and which may lead to trusting behaviour.

Trusting behaviour is determined by trust and may as such be an indicator of trust — provided
users have a choice. Trusting behaviour is also moderated by environment, user group, and use
case. An example of trusting behaviour is self-disclosure. Trust may also impact engagement
level in behaviour and tendency to repeated use.

Developing trust through conversational interactions. The notion of trust in technology
arguably is of particular relevance to CAs, due to their conversational interaction with
users. Conversations are humanlike which has implications for users trusting beliefs and
behaviours. Furthermore, conversations may be relational, leading to expectations of evolving
capabilities in agent. Conversations may also be cooperative, leading to expectations of
mutual adaptations in the user and conversational agent to achieve a common goal.

On this background, trust in CA may be considered as gradually built through conversations.
In consequence, four trust concepts may be of particular relevance for CAs:
Initial trust: trust required for users to initiate interaction. Initial trust corresponds to
the notion of calculating trust in Rousseau et al. (1998)
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Sharing trust: trust required for sharing information with chatbot. The relevance of
sharing trust may depend on varying levels of perceived sensitivity in the domain or topic
of CA interaction.

Reliance trust: trust required for relying on chatbot recommendations or decision support,
that is, trust impacting user beliefs or behaviour beyond the context of the CA interaction.
Long-term trust: trust required for repeated / routine use. Long term trust corresponds
to the notion of relational trust in Rousseau et al. (1998)

Extending the trust model of Rousseau et al. (1998), the four trust concepts for CAs may be
mapped out on a timeline of the evolving relation between user and CA as follows:

Proposed

concepts Initial trust Sharing trust Reliance trust Long-term trust

Relational trust
Calculative trust
Rousseau et al.

(1998) concepts |

time

Institutional trust I

Figure 4 Extended trust model.

Balancing trust and trustworthiness. When considering trust, it is critical to distinguish
between perceived trust and trustworthiness.

Perceived trust is held by the trustor, typically the user. Perceived trust and related trust
beliefs may be measured through a range of self-report measurements, for example from
information systems research (e.g. Lankton et al., 2015), social robotics (c.f. review in
Hancock et al., 2020). Perceived trust may be impacted by the trustworthiness of the trustor.
However, as information on this may not be available, other characteristics may impact trust.
For CAs, anthropomorphism may be such a characteristic, as it may impact trust though
not be correlated with trustworthiness.

Trustworthiness is a characteristic of the trustee, typically the service provider. Trustworthi-
ness may depend on factors such as transparency, reliability, consistency, sincerity, honesty,
integrity, benevolence, competence, and cooperation. These factors, though not necessarily
static, may be considered observable characteristics in a trustee.

There is a need to study trustworthiness and perceived trust in parallel — to address potential
overtrust (low trustworthiness and high perceived trust) and undertrust (high trustworthiness
and low perceived trust). There is a lack of approaches or measurements for the integrated
study of trustworthiness and trust.

Measuring trust by integrating self report measures and behavioural measures. In
existing scales and measurements, trust is typically construed as personal, mainly available
to researchers through self report measurements. Nevertheless, trust can be interpreted as
reflected in and through people’s behaviour, rather than merely a stance prior to the use
of some device or system. Trust as reflected in trusting behaviour may enables trust to be
measured also on the basis of user behaviour. There seem however to be a lack of distinct
behaviour scales for trust assessment.

Possibly, trust may be measured by having a CA asking about sensitive information and
monitor users’ disclosing behaviour. Specifically, a tiered approach may be useful, based on
asking questions of personal information of increasing level of sensitivity to infer a person’s



Effie Lai-Chong Law, Asbjgrn Fdistad, Jonathan Grudin, and Bjorn Schuller

level or trust. However, the choice of behavioural measures of trust may depend on the
context of the CA.

An integrated approach, combining self-report measures and tiered behavioural measures
seems a promising approach for future research.

A proposed integrating framework for measuring trust and trusting behaviour. Following

from the above, instruments and data sources for measuring trust may be divided into two

broad groups: Subjective and objective measures:
Subjective measures concern the measurement of trust determinants / trusting beliefs or
behavioural intent (e.g., Lankton et al., 2015; Yagoda & Gillan, 2012). As a subjective
measurement, perceptions of trust are expected to be explicit from the subject’s report,
corresponding to the subject’s trust beliefs. Nevertheless, these might not be consistent
with the subject’s trusting behaviour due to personal perceptions and attitudes of the
subject regarding the conversational Al system — e.g., due to scepticism of Al (Araujo et
al., 2020).
Objective measures include measures of physiological states, speech / voice, interaction
with agent (e.g., sharing behaviour), changes in beliefs due to agent, behaviour in the
world due to agent. Accordingly, the subject’s behaviour would implicitly indicate higher
or lower levels of trust. THe association between trusting behaviour and trust should
be studied individually, depending on context, settings and task. Within the scope of
conversational Al, behaviour such as self-disclosure (e.g., Laban et al., 2021a), reciprocity
(e.g., Zonca et al., 2021), and changes in disclosure and expression over time (e.g., Laban
et al., 2021b) could implicitly indicate changes in trust. These behaviours, however, might
not be consistent with one’s trust beliefs due to, for example, habits and needs (e.g.,
having the need to share, or being an impulsive individual) or affect-based factors of trust
like the system’s heuristics and demonstrated social cues (e.g., one might be more likely
to share information with a more persuasive system despite not trusting it; e.g., Ghazali
et al., 2019).

Subjective and objective measures may be included in a framework of trusting beliefs and

trusting behaviour as follows:

4.6.3 Future Research

The following questions require further research effort to address:
Developing a comprehensive framework to capture how trust evolves across long-term
use.
Refining the framework for trusting beliefs and trusting behaviour.
Developing integrated approaches and measures for studying users perceived trust and
the trustworthiness of service providers, to mitigate overtrust and undertrust.
Developing integrated measures of trust and trusting behaviour, combining self report
measures and tiered behavioural measures to support standardised measure for trust in
conversational agents, and incorporating this in conversational systems.
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Figure 5 Framework of trusting beliefs and trusting behaviour.
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4.7 Breakout Group 6: Interaction Design
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4.7.1 Goal and key questions

Goal: Identify interaction designs to strengthen trust in CA.

Key questions: How to design trusted conversational user interfaces?

Relevant aspects: UX — human-Al sociability; Human-in-the-loop; Evaluation — reliability /ac-
ceptance; Group interaction.

4.7.2 Key insights
4.7.2.1 Group 6a

The group started with reflecting on the following aspects of trust:
Brand and UX: The producer of a chatbot affects our perception of trust; we trust certain
products because we trust certain brands; the implication of UX-trust relation
Group effect: If we trust people, and those people trust a chatbot, then we are more
likely to trust it as well.
Domain-dependency: Certain domains are more sensitive to trust fluctuation
Modality: Intricate relations between modality, risk and trust

Next, the group focused on some specific aspects of conversational interactions. The mul-
tifaceted nature of trust and the numerous factors of people’s interactions with CAs that
can impact on perceptions and behaviours, complicating our understanding of how, why
and when to design for trust and subsequently evaluate it. We present a discussion of some
critical aspects of CA interactions and highlight the need for a holistic approach to creating
trustworthy CAs.
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