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Abstract

Grant-free communication, where each user can transmit data without following the strict

access grant process, is a promising technique to reduce latency and support massive users.

In this thesis, compressive sensing (CS), which exploits signal sparsity to recover data from

a small sample, is investigated for user activity detection (UAD), channel estimation, and

signal detection in grant-free communication, in order to extract information from the

signals received by base station (BS).

First, CS aided UAD is investigated by utilizing the property of quasi-time-invariant

channel tap delays as the prior information for the burst users in internet of things (IoT).

Two UAD algorithms are proposed, which are referred to as gradient based and time-

invariant channel tap delays assisted CS (g-TIDCS) and mean value based and TIDCS

(m-TIDCS), respectively. In particular, g-TIDCS and m-TIDCS do not require any prior

knowledge of the number of active users like the existing approaches and therefore are

more practical.

Second, periodic communication as one of the salient features of IoT is considered. Two

schemes, namely periodic block orthogonal matching pursuit (PBOMP) and periodic block

sparse Bayesian learning (PBSBL), are proposed to exploit the non-continuous temporal

correlation of the received signal for joint UAD, channel estimation, and signal detection.

The theoretical analysis and simulation results show that the PBOMP and PBSBL out-

perform the existing schemes in terms of the success rate of UAD, bit error rate (BER),
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and accuracy in period estimation and channel estimation.

Third, UAD and channel estimation for grant-free communication in the presence of

massive users that are actively connected to the BS is studied. An iteratively UAD and

signal detection approach for the burst users is proposed, where the interference of the

connected users on the burst users is reduced by applying a preconditioning matrix to

the received signals at the BS. The proposed approach is capable of providing significant

performance gains over the existing algorithms in terms of the success of UAD and BER.

Last but not least, since the physical layer security becomes a critical issue for grant-

free communication, the channel reciprocity in time-division duplex systems is utilized

to design environment-aware (EA) pilots derived from transmission channels to prevent

eavesdroppers from acquiring users’ channel information. The proposed EA-pilots based

approach possesses a high level of security by scrambling the eavesdropper’s normalized

mean square error performance of channel estimation.

Keywords: Grant-free communication, compressive sensing, user activity detection,

channel estimation, signal detection.
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Chapter 1

Introduction

1.1 Background

Future mobile communications is focused on providing seamless coverage for the massive

number of machines and devices building the Internet of Things (IoT), as well as personal

communications [1, 2, 3, 4, 5, 6]. New applications such as tele-medicine, tele-surgery, and

intelligent transportation present new specifications for reliability, throughput, and end-to-

end (E2E) latency [7, 8]. Hence, large amounts of data are collected by aperiodic and/or

periodic communication [9, 10]. In particular, there are massive devices are fixed in a place

without moving or in a low-speed moving scenario. For example, control center, factory,

warehouse and logistics form a complex communication environment in manufacturing,

where the massive devices, e.g., sensors and actuators, periodically and/or aperiodically

report their pressure, humidity, or temperature parameters to the base station (BS).

Figure 1.1 depicts various wireless connectivity options that support different use cases

in the IoT framework [11]. A basic classification of these technologies for different IoT use

cases is made by considering network coverage and performance criteria. It is expected

that a large portion of these devices will be implemented over a wide area network enabled

mainly by cellular networks. In this context, the third generation partnership project

(3GPP) provides connectivity over cellular networks, including Global System for Mobile

Communications (GSM) [12], Code Division Multiple Access (CDMA) [13], orthogonal

frequency division multiplexing (OFDM) based Long Term Evolution (LTE) [14], and the

upcoming the fifth generation (5G) communications [15]. These technologies operate on a

licensed spectrum and are evolving for low-power IoT applications.

1
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Chapter 1. Introduction 3

1.1.1 Grant-Free Communication

Several emerging technologies, including wearables, virtual/augmented reality, and fully

immersive experiences, are shaping human end-users’ demeanor with their specific require-

ments. Hence, these use cases for next generation networks are driving specifications for

multiple aspects of data rate, latency, reliability, device/network energy efficiency, traffic

density, mobility, and connection density. Current fourth generation (4G) or 5G networks

cannot meet all the technical requirements for these services [16]. The future communica-

tion is a wireless access solution that meets the specifications for wireless communications in

2025 and beyond. Based on consensus of International Telecommunication Union (ITU),

future communications provide machine type communication (MTC), personal mobility

services and latency/reliability critical services. Particularly, E2E latency down to 1 ms

needs to be met for future communications [17, 18].

Latency is critical in many applications such as transportation, automated industrial

production, healthcare, robotics/control, entertainment, education, virtual reality, and

culture. IoT is rapidly becoming a reality that connects anything, anywhere and anytime.

Currently, the existing IoT applications are provided by LTE/LTE Advanced (LTE-A),

however, some applications have more stringent requirements on the underlying network,

such as low latency, high reliability, and security [19].

In general, E2E latency can be divided into two main components: access latency

and transmission latency. Delays in packet transmission can be caused by the radio access

network, backhaul, core network, and data center/Internet [20]. The access delay is defined

as the transition time for the user equipment (UE) to switch from the idle state to the

active state. The UE is not connected to the Radio Resource Control (RRC) in the idle

state. After the RRC connection is established, the UE switches from the idle state to the

connected state. However, due to the large number of conflicts in massive IoT scenarios,

many users still cannot access the network. As a result, the access latency may vary

significantly compared to the packet transmission latency T . Building upon this structure,

access latency is considered as a performance bottleneck for future wireless communication.

Radio resources, e.g., time and frequency, are orthogonally allocated to connected de-

vices in existing wireless networks. Therefore, in LTE/LTE-A, users requesting access to

the cellular network must first align with BS through a contention-based process on the

physical random access channel (PRACH), which (in LTE/LTE-A) has been identified as

a significant performance bottleneck, resulting in excessive latency and signaling overhead.
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The process was initially intended to be used for multiple purposes, i.e., initial access for

users not connected to the BS, uplink synchronization for connected users, data transfer

or acknowledgment response, handover management, etc. The LTE shows that PRACH

access is performed by a contention-based four-way handshake (the user can initiate the

access process at any time) [21].

The device is first notified of available PRACH resources via a broadcast from the BS

to enable PRACH access, followed by a four-way handshake. Any device already aligned

with the BS can release an access request to transmit its data. The random access (RA) of

LTE/LTE-A is shown in Figure 1.2. In the current LTE system, the UE sends a scheduling

request (SR) and a buffer status report (BSR) to request uplink authorization from the BS.

The UE need to wait for an scheduling request (SR) opportunity on the physical uplink

control channel (PUCCH) resource to send an SR. Upon receiving the SR, the BS sends

an uplink authorization to the corresponding UE on the physical downlink control channel

(PDCCH)). Then, the signals generated by UE is transmitted over the physical uplink

shared channel (PUSCH) on the scheduling resource.

There are many problems associated with RA process illustrated by Figure 1.2, especial

for the users that sporadically wake up from idle state, referred to as burst users. If there is

PRACH congestion due to a large number of MTCs trying to access at the same time, the

signal-to-noise ratio (SNR) observed at the BS may be very low, where messages cannot be

detected, and therefore, many access fail. Excessive preamble collisions and retransmissions

lead to network congestion, packet loss, unexpected delays, high energy consumption, and

wasted radio resources. In contrast, the idea of grant-free communication is that each burst

user transmits its data directly to the BS without waiting for any permission. Therefore,

it is perfect for latency-sensitive IoT scenarios.

Table. 1.1 provides detailed information on the comparison of latency between grant-

based and grant-free scheduling in terms of transmission time interval (TTI) [21]. For 1

TTI = 1 orthogonal frequency division multiple access (OFDMA) symbol, the delays for

grant-free and grant-based transmissions can be calculated as 4×71.354 ms = 0.285 s and

13 × 71.354 ms = 0.927 s, respectively. Hence, grant-free communication can effectively

reduce access latency.
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Figure 1.2: RA illustrated in 3GPP.
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Table 1.1: Uplink latency.

Steps Grant-based
(TTI)

Grant-free
(TTI)

Minimum waiting time for SR (for grant-based) or
transmission opportunity (for grant-free)

1 0

UE sends SR on PUCCH 1 N/A

BS decodes SR and generates the scheduling grant 3 N/A

Transmission of scheduling grant 1 N/A

UE processing delay 3 N/A

Transmission of uplink data 1 1

Data decoding in eNB and ACK/NACK generation 3 3

Total 13 4

1 TTI = 1 ms in LTE or 1 OFDMA symbol in 5G NR. 1 OFDMA symbol =
71.354 ms with 15 kHz subcarrier spacing and normal CP; N/A: Not available
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1.1.2 Non-Orthogonal Multiple Access

According to a recent Cisco annual internet report, the number of network devices will reach

29.3 billion by 2023, of which the number of MTC devices (MTCD) is expected to be 14.7

billion; accounting for about 50% of the global connections . Similarly, Ericsson predicts

that there will be around 31.4 billion devices to be connected to communication networks by

2023, of which more than 60% will be MTCDs and other IoT connections [22]. Considering

this huge number of MTCDs, dramatic changes are needed to the current protocols. This

is exacerbated by the fact that the allocation of wireless resources in existing multiple

access (MA) techniques, i.e., orthogonal MA (OMA), is inherently non-overlapping and

can not allocate wireless resources to massive users. Considering a large number of devices

and the limited available radio resources, the OMA-based resource allocation becomes a

performance bottleneck [23, 24, 25].

OMA is a realistic choice for achieving good performance in terms of system-level

throughput. However, due to the upcoming challenge of massive connectivity, 5G networks

need to further improve system performance [26]. In this context, non-orthogonal MA

(NOMA) is considered as a promising technology to provide massive connectivity. Based

on the non-orthogonal principle, multiple users can transmit their data simultaneously

on the same radio resource by using a sequence of user-specific MA signatures, which

can be used by the receiver for efficient data recovery. In the last few years, NOMA

has attracted a lot of attention from researchers trying to meet the requirements of 5G

[27, 28, 29]. Hence, there are many studies in this area. Research trends on NOMA include

a variety of topics such as various performance analysis methods, fairness analysis, and

user pairing. Many researchers are trying to improve wireless technologies’ performance

by using NOMA, such as collaborative communications, multiple-input multiple-output

(MIMO), optical communications, and relay networks [30, 31, 32].

There are different NOMA solutions, which can be divided into two main approaches,

consisting of power-domain NOMA and code-domain NOMA [33]. The power-domain

NOMA implements multiplexing in the power domain, while code-domain NOMA im-

plements multiplexing in the code domain. As with basic CDMA systems, code-domain

NOMA shares the entire available resource (time/frequency), and user-specific spreading

sequences are employed in code-domain NOMA. The spreading sequences are either sparse

or non-orthogonal sequences. In fact, the code-domain NOMA can be further divided into

several different categories, such as Low-Density Spread Spectrum based OFDM (LDS-
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OFDM) [34], Low-Density Spread Spectrum CDMA (LDS-CDMA) [35], and Sparse Code

Multiple Access (SCMA) [36]. LDS-OFDM can be thought of as the combination of OFDM

and LDS-CDMA, in which information symbols are first expanded over a low-density ex-

pansion sequence. Then the corresponding chips are transmitted over a set of subcarriers.

SCMA is a recent code-domain NOMA technology based on LDS-CDMA. In contrast to

LDS-CDMA, bits in SCMA can be directly mapped to different sparse codewords. SCMA

provides a low-complexity reception technique and offers improved performance compared

to LDS-CDMA. In fact, other access techniques are closely related to NOMA, including

spatial division multiple access (SDMA) [37] and pattern division multiple access (PDMA)

[38]. PDMA can be implemented in a variety of domains. PDMA first maximizes diversity

and minimizes overlap between multiple users to design non-orthogonal patterns on the

transmitter side. Multiplexing is then performed in the spatial domain, the code domain,

or a combination of them. SDMA is inspired by the basic CDMA system. Instead of using

user-specific spreading sequences, SDMA utilizes user-specific channel impulse response to

distinguish between different users.

In a nutshell, to address the limited radio resources and the massive connectivity chal-

lenges, NOMA has emerged as a promising technology that allows multiple users to trans-

mit their data simultaneously on the same channel resource. This is achieved by using

user-specific signature sequences on the transmission device to implement user activity

detection (UAD), channel estimation and signal detection at a receiver.

1.1.3 Compressive Sensing Techniques

To achieve massive connectivity and address the limitations of existing MA solutions, the

design of new wireless technologies is inevitable. NOMA has emerged as a potential MA

technology for 5G and beyond [39]. The idea behind NOMA is to superimpose multiuser

data on the same physical resources by employing a user-specific signature pattern that

facilitates burst user detection at the BS. Since data generated by different users in IoT

is sporadic, UAD and signal detection are essential. The BS needs to identify K users

who transmit data in a specific time slot from T total users. For this reason, the use

of compressive Sensing (CS) algorithms for receiver design has been attracted a lot of

attention for grant-free communication [40].

Currently, large amounts of information needs to be processed or transmitted, which

introduces new challenges, such as large memory densities, high power processing and
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increased energy consumption. In some applications, such as radar, imaging, data acquisi-

tion, and speech recognition, the signals involved can be considered compressive or sparse

in some domains [41]. Since CS can recover sparse signals with fewer measurements than

conventional methods, it can be a suitable candidate to deal with these challenges [42].

The existing recovery algorithms can be divided into three parts, including greedy al-

gorithms, convex optimization and non-convex optimization [43]. The core idea of greedy

algorithms is to iteratively recover the signal, making locally optimal choices at each iter-

ation to find the optimal global solution at the end of the algorithm. Convex optimization

algorithms can recover the signal by advanced techniques such as the interior point method,

the iterative thresholding method, or the projected gradient method. On the other hand,

non-convex optimization methods is performed by considering prior knowledge of the signal

distribution. Thanks to the posterior probability density function, these solutions provide

the complete statistics of the estimation.

1.2 Research Motivation

NOMA has emerged as a promising technology to address the challenge of limited radio re-

sources for future wireless communications. The core concept behind NOMA is to manage

inter-user interference by superimposing multiuser signals on the same radio resource using

dedicated MA signatures, where MA signatures are typically designed in power, code, or

interleaved domains. Given this guideline, various techniques have been studied to maxi-

mize sum rate under power budget, minimize power under signal-to-interference-plus-noise

ratio (SINR) constraint and minimize SINR outage probability, power control, and user

grouping through cooperative NOMA. Furthermore, NOMA has been applied to several

communication systems, including but not limited to MIMO NOMA, intelligent reflective

surface-based NOMA, and wireless power grant-based NOMA. However, the studies men-

tioned above rely heavily on traditional request-based authorization for user access. The

user and the BS need to exchange a large number of signaling messages for user access, thus

imposing excessive training overhead and delay on the MTC. To cope with it, grant-free

NOMA communication with low overhead and latency is studies. Specifically, each user

can transmit data without a strict access authorization process, which is considered as the

main performance bottleneck of MTC.

In fact, in the MTC scenario, active users are only a small fraction of the total number

of potential users, usually less than 10%, where signals generated by the active user tend
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to be sparse in the time domain and have strong sparsity for uplink transmission. For

this reason, CS has been a critical component of grant-free NOMA systems as an effective

signal processing technique with great potential for sparse signal detection for grant-free

communication.

As previously mentioned, NOMA based burst user detection has become a major focus

for grant-free communication to facilitate transmission from so many IoT users with very

low latency. For this reason, there is a motivation to investigate a deeper relationship

between CS and grant-free NOMA systems to provide low-latency access solutions in the

context of large-scale connectivity.

1.3 Research Objectives

In light of the above motivation, the aim of this thesis is to provide CS based grant-free

communication in the presence of massive potentially active users without moving or in

low-speed moving scenarios. As shown in Figure 1.3, the researches of CS based grant-free

communication focus on UAD, channel estimation and signal detection in this thesis. To

this end, the following research questions are considered.

Figure 1.3: The main focus of grant-free communication.

• Is it possible to improve the performance of conventional CS based access solutions

by making full use of channel characteristics?

• Periodic communication is one of the salient features of IoT. How the periodic com-

munication can affect the access transmission?
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• A practical communications consists of massive users that are actively connected to

BS, and a small portion of to-be-connected users. How to ensure the reliability of

low-latency access in the presence of massive connected users?

• How to ensure the secure uplink access communication alongside with the requirement

of low-latency and massive users?

With these research questions, the objectives of this thesis can be summarized as fol-

lows,

• Grant-free access for sporadic communication. The relationship between UAD

and channel estimation with relatively time-invariant multipath delay is investigated

for sporadic communication. In particular, low SNR scenarios is considered since

UAD and channel estimation are more challenging in multipath channel compared

to single-path channel, especially for low SNR.

• Grant-free access for periodic communication. Joint CS based period esti-

mation, UAD, channel estimation and signal detection for low-latency access in the

context of periodic communication is investigated.

• Grant-free access in the presence of massive connected users. UAD and

signal detection for low-latency access in the presence of massive connected users

and multiple antennas at the BS is investigated.

• Channel estimation for secure grant-free communication. Transmission pi-

lots is investigated in time-division duplex systems to prevent eavesdroppers from

acquiring users’ channel information.

1.4 Thesis Outline

This thesis summarizes the outcomes of the Ph.D. Project. The main content of the thesis

is based on the collection of the papers published during the Ph.D. study. Figure 1.4

illustrates the structure of the thesis, providing a guideline on how the context is related

to the reference publications. Note that, for clarity and in the following chapters, the term

user is used to refer to different terminals, such as device, UE, MTCD, etc.

In Chapter 1, the background of the research topic is introduced, alongside with the

discussion of motivation and objectives of this thesis.
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Main Content Reference Publications

Aperiodic and Periodic Traffic Outcome

Outcome

Outcome

Outcome

Figure 1.4: Thesis structure.
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Chapter 2 provides a general review of user detection for grant-free communication.

In Chapter 3, CS aided UAD is investigated to enable grant-free access in NOMA

systems, by utilizing the property of quasi-time-invariant channel tap delays as the prior

information. The quasi-time-invariant channel tap delays is in line with the scenarios that

channel tap delays vary slowly in time domain, which is nearly invariant compared to

channel tap gain. Two UAD algorithms are proposed and achieve high UAD accuracy at

low SNR.

Chapter 4 introduces UAD schemes in periodic communication, where data is peri-

odically collected from a large number of users and transmitted to an access point (AP).

This is the first work to exploit the non-continuous temporal correlation of the received

signal for joint UAD, channel estimation and signal detection for grant-free communica-

tion. Two schemes are proposed toward this purpose, namely periodic block orthogonal

matching pursuit (PBOMP) and periodic block sparse Bayesian learning (PBSBL), which

outperform the existing schemes in terms of the success rate of UAD, bit error rate (BER)

and accuracy in period estimation and channel estimation. The Cramér-Rao lower bounds

(CRLBs) of channel estimation by PBOMP and PBSBL are derived.

Chapter 5 considers a more practical scenario of grant-free communication than Chap-

ter 3 and Chapter 4, where massive users are actively connected to the BS, while a small

portion of to-be-connected users wake up in a burst. The number of effective interfering

connected users is reduced to only one, by applying a preconditioning matrix to the re-

ceived signals from multiple antennas at the BS. Subsequently, an iterative UAD and signal

detection scheme is applied, where the priori information about the remaining interfering

user is exploited and the symbols of the burst users as well as the signature connected user

are simultaneously detected by iterative exchanging of the soft information of user activity

and symbols.

Chapter 6 focuses on the issue of the physical layer for grant-free communication.

The state of the art CS algorithms rely on a very limited category of measurement matrix,

i.e., pilot matrix, which may be analyzed by an eavesdropper (Eve) to infer the user’s

channel information. To this end, the channel reciprocity in time-division duplex systems

is utilized to design environment-aware (EA) pilots derived from transmission channels to

prevent eavesdroppers from acquiring users’ channel information.

Chapter 7 draws the main conclusions of the thesis and discusses the potential future

work.
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CS and Grant-Free

Communication

2.1 Fundamentals of CS

Figure 2.1 provides a framework of CS in a noiseless scenario, a signal h ∈ CN×1 is said to

be K-sparse if it has only K non-zero elements, where K � N . In this context, h can be

projected into a lower dimensional space, referred to as a compressible signal y ∈ CM×1.

For a noisy scenario, the system is defined by

y = Θh + z (2.1)

where the matrix Θ is referred to as measurement matrix and z indicates the noise vector.

By employing CS theory, h can be recovered by y if K < M and M < N .

The key challenge of CS is to recovery the unknown signal h. This could be achieved

by identifying the locations of the nonzero signal components in h. In detail, it is to

find the subspace generated by no more than K columns of the matrix Θ, related to the

received signal y. After finding these locations, the nonzero coefficients can be obtained

by employing a pseudo-inversion process. In this context, CS theory addresses two main

problems,

• Design of the measurement matrix Θ.

• Development of a sparse recovery algorithm for h estimation, given only y and Θ.

16
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Figure 2.1: Representation of measurements used in compressive sensing.

The goal of designing a measurement matrix Θ is to ensure that the main information

of any K sparse signal is in this matrix. The measurement matrix is very important in the

sparse signal recovery process. According to [43, 44], if the restricted isometric property

(RIP) defined in (2.2) is satisfied, it is possible to obtain an accurate estimate of the sparse

signal h using some recovery algorithm. δ ∈ (0, 1) is the RIC (restricted isometric constant)

value corresponding to the smallest number that reaches (2.2).

(1− δ) ‖h‖22 ≤ ‖Θh‖22 ≤ (1 + δ) ‖h‖22 (2.2)

Currently, the measurement matrices of CS for grant-free communication are mainly

generated by identical and independent distributions (i.i.d.) such as Bernoulli, Gaussian,

and random Fourier ensembles. For the second problem, CS based burst user detection

have been extensively investigated for grant-free communication [45, 46, 47, 48, 49, 50,

51, 52, 53, 54, 55]. These schemes can be categorized into three structures: (1) sporadic

sparsity structure, (2) burst-sparsity structure, and (3) frame-wise joint sparsity structure,

as detailed in the following section.
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2.2 CS based Burst User Detection

For grant-free NOMA communication, each active device transmits its information directly

to the BS without waiting for any permission, as shown in Figure 2.2. In contrast to the

grant-based random access scheme where the pilot is randomly selected at each time slot,

each device in grant-free communication is preassigned with a unique sequence for all time

slots, where sequence also serves as the user’s identification [18, 56, 57, 45]. The BS first

detects the active device at each time slot by detecting which pilots are used. Then, the

BS estimates their channels based on the received metadata and decodes the data using

the estimated channels.

Figure 2.2: A grant-free transmission strategy. Metadata contains preamble for user ac-
tivity detection (UAD) and channel estimation, and data is directly transmitted after
metadata without waiting for the grant from the BS.

In light of the sparsity of the active users in IoT, CS emerges as an effective signal

processing technique for grant-free transmission to perform UAD, channel estimation and

signal detection [22, 58, 59, 60, 61]. CS exploits the sparsity of a signal to recover it from far

fewer samples than required by Nyquist criteria [43]. In this section, a general review of CS

based burst user detection for grant-free communication is illustrated in Subsection 2.2.1.

Then the assumption of the existing CS based grant-free communication are discussed in

Subsection 2.2.2, 2.2.3, 2.2.4 and 2.2.5, respectively.
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2.2.1 Three Structures for CS based Grant-Free Communication

In the early stage, most studies of CS based grant-free communication focused on the

standard CS model, i.e., the sporadic transmission without the consideration of temporal

correlation [47]. This sporadic structure shown in Figure 2.3, corresponds to the scenario

where users transmit their data randomly in each time slot.

N
J

Figure 2.3: Representation of sporadic sparsity structure.

Based on the sporadic sparsity structure of CS, the authors of [62] considered an burst

user detection when the sparsity of the signal varies with time. Then a switching scheme

was proposed, where the classical orthogonal matching pursuit (OMP) and linear minimum

mean squared error (LMMSE) detector are self-adaptively switched to perform burst user

detection. In general, the sparse signal is independently reconstructed in the context of

sporadic sparsity structure.

In fact, the data generated from different users generally is transmitted in several

continuous time slots. Hence, the user sets can be detected by exploiting the correlation

between the continuous data in adjacent time slots. This temporal correlation makes more

robust CS based techniques possible, which is detailed later in this section. By exploiting

the correlation between the continuous data in adjacent time slots, there are two sparsity
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models, i.e., burst-sparsity structure and frame-wise joint sparsity structure [48].

N

J

Figure 2.4: Representation of burst-sparsity structure.

As shown in Figure 2.4, burst-sparsity structure is in line with the scenario where

some users generally transmit their information in adjacent transmission symbols with a

high probability. Given this guideline, a dynamic CS based (DCS) UAD was designed

to realize data detection aided by the temporal correlation of the active user sets [47].

The idea behind DCS-based UAD is that the active user sets between adjacent time slots

are considered as the prior information, which can be used to estimate the active user

set over entire slots [49]. The idea of temporal correlation between adjacent time slots

was also exploited in [50] to enhance the performance of UAD detection in the multiple-

input multiple-output (MIMO) BS. Different from [47] which requires the knowledge of

the number of active users, the work in [48] utilizes the quality information to adaptively

obtain the user sparsity level. Furthermore, two prior-information aided adaptive subspace

pursuit (PIA-ASP) algorithms was proposed, and the simulation results showed the PIA-

ASP algorithms outperform the DCS algorithms in terms of UAD performance.

Figure 2.5 presents the frame-wise joint sparsity structure, where activity and inac-

tivity of users keep unchanged over an entire data frame. Based on the frame-wise joint

sparsity structure, the authors of [51] demonstrated a low complexity block sparse Bayesian
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learning (SBL) scheme combined with message passing to perform UAD and channel es-

timation. It is showed that the complexity of the proposed message passing based block

SBL (MP-BSBL) algorithm is independent to number of active user, and hence, the MP-

BSBL can be significantly lower than that of the greedy algorithms, e.g., block orthogonal

matching pursuit. Similarly, the block subspace pursuit algorithm [52], group orthogonal

matching pursuit algorithm [53], enhanced subspace pursuit algorithm [54], block com-

pressive sampling matching pursuit (BCoSaMP) algorithm [63], independent component

analysis sparse Bayesian learning (ICASBL) algorithm [64], etc., were proposed to perform

UAD, channel estimation or signal detection. Particularly, an iterative order recursive least

square (IORLS) algorithm was proposed to exploit the frame-wise joint sparsity structure,

which can increase accuracy of UAD by gathering the sparsity support information with

manageable complexity. Generally speaking, the above mentioned frame-wise joint struc-

ture algorithms were developed from the theory of block CS and achieved an excellent

performance of UAD.

Q

N

J

Figure 2.5: Representation of frame-wise structure.
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2.2.2 Stop Condition and Channel

An enormous amount of CS based research effort goes into sporadic sparsity structure,

burst-sparsity structure and frame-wise joint sparsity structure. For example, an DCS-

based algorithm is proposed to implement burst user detection by combining the OMP

algorithm with the temporal correlation of the active user sets [47]. The OMP algorithm

recover the signal in an iterative way, making a local optimal selection at each iteration

hoping to find the global optimum solution at the end of the algorithm. In detail, let

ĥ0 = 0, each iteration i of the OMP algorithm consists in finding the column ak,i ∈ Θ in

(2.1), which is the best aligned with the residual vector bi(b0 = y). Building upon this

structure, the index ki can be obtained by

ki = arg max
l
|aH
l bi−1|, l = 1, 2, · · · , N. (2.3)

The index set Λi stores the indices of the best aligned with columns after i iterations.

The index ki is merged into the index set Λi, i.e.,

Λi = Λ(i−1) ∪ ki. (2.4)

Subsequently, a new residual vector is computed as

bi = y −Θ(Λi)ĥi, (2.5)

where

ĥi = Θ†(Λi)y. (2.6)

The OMP algorithm is mainly implemented by (2.3), (2.4), (2.5) and (2.6). The algo-

rithm is terminated if i = K. However, the number of active users, i.e., the sparsity K

can not be obtained for grant-free communication. Hence, the requirement of knowledge

of sparsity of active users hinders CS application into practice. To this end, the authors

of [49] obtained the number of active users by estimating the noise level. Nevertheless,

the works in [47] and [49] assumed single path channel. In fact, compared to single-path

channel, superimposed signals from multiple users may be distorted by the multipath ef-

fect, especially for low SNR scenario. Hence, CS based grant-free communication should

be investigated in a practical multipath channel.
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2.2.3 Correlation between the Continuous Data

As presented in Subsection 2.2.1, there has been a lively interest in the CS based grant-

free communication based on the burst-sparsity structure and the frame-wise joint sparsity

structure by exploiting the correlation between the continuous data in adjacent time slots.

For example, the authors of [51] demonstrated a low complexity block SBL scheme by

combining SBL and the temporal correlation among the continuous data. To illustrate

this, we first give the concept of SBL. Let σ2 be the noise variance, the SBL assumes the

Gaussian likelihood model,

p
(
y | h;σ2

)
=
(
2πσ2

)−M/2
exp

(
−1

2σ2
||y −Θh||2

)
(2.7)

In light of the Bayesian probability theory, a class of prior probability distributions p(θ)

is conjugate to a class of likelihood functions p(θ|x) if the resulting posterior distributions

p(x|θ) are in the same family as p(θ). Since the Laplace prior is not conjugate to the

Gaussian likelihood, the relevance vector machine is used. Based on (2.7), the solution

of (2.1) can be achieved by a type-II maximum likelihood procedure and Expectation-

Maximization algorithm, as detailed in Chapter 4. The SBL does not consider the correla-

tion between the continuous data. While block SBL exploited the correlation by converting

multi-dimension vector to single vector based on Kronecker product. For example, it is

assumed that Y = [yT
1 ,y

T
2 , · · · ,yT

J ]T, H = [hT
1 ,h

T
2 , · · · ,hT

J ]T and J indicates the number

of received symbols. Accordingly, we can arrive at

ỹ = h̃Θ̃ + z̃, (2.8)

where ỹ = vec(Y), Θ̃ = ΘT ⊗ I, h̃ = vec(H), z̃ = vec(Z), and I ∈ CJ×J is an identity

matrix. In this context, (2.7) can be employed. Accordingly, the block SBL has improved

UAD performance resort to the correlation between the continuous data.

Technically speaking, the requirement of continuous data in adjacent time slots may

not be satisfied. For example, periodic communication is one of the salient features of

IoT, where data is periodically collected from a large number of users and transmitted

to an AP [9, 65]. Furthermore, the transmission period of various users may adaptively

change due to the specific requirements of energy-saving or complex control [66, 67]. In

general, the existing CS based schemes do not involve periodic communication, in which the

transmission period of various users may adaptively change. Hence, intrinsic information
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(e.g., non-continuous data temporal correlation among the periodic communication) is not

considered in the existing CS based schemes [47, 49, 50].

2.2.4 Massive-User System

The existing assumption of massive-user system for grant-free communication is that there

are only burst users and the system is defined by

y = HSA
ΘSA

xSA
+ z, (2.9)

where the under-scripts SA denote the set of the burst users and x denotes the transmission

data. For example, in [47], CS was used to detect the users who are active in scattered time

slots without users that are actively connected to the BS. Considering a more practical

consecutive time slots transmission, a maximum of posterior probability based approach

was proposed for UAD by exploiting the temporal correlation in the adjacent time slots

[68]. In [55] and [69], CS based UAD schemes were proposed for the cases of aperiodic and

periodic traffic, respectively, by employing the temporal correlation of the received signals.

However, the aforementioned work [47, 55, 68, 69] assumed that BS is equipped with a

single antenna.

To be in line with a practical multi-antenna case, an OMP algorithm was developed

for the low-complexity channel estimation in massive MIMO systems [70], and an efficient

matching pursuit (EMP) algorithm was proposed for UAD [71]. Nevertheless, the inherent

advantage of multiple antennas on CS designing has not been fully exploited. More impor-

tantly, all the aforementioned work has not considered the impact of massive connected

users on UAD for grant-free communication. Hence, considering of massive BS antennas

and massive connected users, (2.9) is rewritten as

y = HSC
ΘSC

xSC
+ HSA

ΘSA
xSA

+ z, (2.10)

where the under-scripts SC denotes the set of the connected users. Clearly, CS based grant-

free communication in (2.7) is more challenge than that of (2.9) due to the interference of

massive connected users. Hence, CS based grant-free communication should be investigated

in the presence of massive connected users and multiple antennas at the BS.
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2.2.5 Pilot Matrix

The existing pilot matrix, i.e., the measurement matrix Θ in (2.1), of CS based grant-free

communication is mainly marked by Bernoulli distribution [55] and Gaussian distribution

[72]. As described in Section 2.1, one of the challenges for CS is to design the measurement

matrix. In [73], the geometrical structure of the BS’s antenna array is utilized to design

the non-orthogonal pilot for channel estimation, where the pilot matrix is equivalent to the

discrete Fourier transform (DFT) matrix in the virtual angular domain. In [69], Bernoulli

based pilot in the time domain was proposed for channel estimation of active users for

grant-free communication. In light of that the majority of users transmit their signals

during consecutive slots in practice, the temporal correlation of the active user sets between

adjacent slots is employed to design the pilot sequence to enhance the performance of CS

based grant-free communication. Given this guideline, the authors of [74] investigated

the relationship between the block-sparsity of the uplink access signals and the improved

CS based channel estimation, where the pilot matrix keeps unchanged over the entire

transmission period.

Currently, the existing CS based channel estimation techniques rely on the specific pilot

matrix for grant-free communication. The constant pilot matrix may introduce serious

security problems when an eavesdropper has the knowledge of the pilot information. In

this context, the physical layer (PHY) security draw lots of attention [5, 6]. Researches in

[75] showed that the CS based encryption does not achieve Shannon’s definition of perfect

secrecy, but a computationally unbounded adversary can easily infer that the correct sparse

signal has been recovered. Hence, there are still issues left to be addressed in the security

of pilot design for grant-free communication.

2.3 Summary

In light of the increasing of IoT services, there is a need for further new designs, studies and

integration of advanced technologies to deal with various challenges, e.g., low complexity

schemes, the high accuracy of UAD, secure transmission and etc.. In detail and refer to

Section 2.3, the main challenges of CS based grant-free communication is summarized as

follows.

• UAD and channel estimation are more challenging in multipath channel compared to

single-path channel, especially for low SNR. Hence, one of the challenges for grant-
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free communication is to design UAD and channel estimation in a practical multipath

channel without knowledge of the number of active users, as detailed in Chapter 3.

• How to perform UAD with adaptive period estimation by exploiting non-continuous

temporal correlation of the received signals is the key challenge in periodic commu-

nication, as detailed in Chapter 4.

• The number of the connected users is usually much larger than the number of to-

be-connected burst users, imposing strong interference in UAD and signal detection.

Hence, to design the UAD approach in the presence of massive connected users is an

indispensable part of CS based grant-free communication, as detailed in Chapter 5.

• The existing CS based channel estimation techniques depend on the specific pilot

matrix. Hence, how to design secure CS based channel estimation is one of the

challenges of user detection for grant-free communication, as detailed in Chapter 6.



Chapter 3

Burst User Detection for

Grant-Free Communication

3.1 Introduction

The strong sparsity of the multipath channel in time domain enables a sparsity feature

at uplink transmission. Since CS is able to reconstruct a sparse physical signal with less

information [43], it is motivated to apply CS for UAD in NOMA systems, to enable a

grant-free communication. As described in Chapter 2, UAD and channel estimation are

more challenging in multipath channel compared to single-path channel especially for low

SNR. In fact, channel tap delays vary slowly in time domain, which is nearly invariant

compared to channel tap gain [76, 77] and is referred to as time-invariant multipath delay.

If the characteristic can be effectively exploited as the prior information for UAD, i.e., the

total number of active users, can be significantly reduced. Hence, the relationship between

UAD and channel estimation with relatively time-invariant multipath delay is investigated

in this chapter. The main contributions are summarized as follows.

• To the best of my knowledge, this is the first work to utilize the property of the

time-invariant channel tap delays as a prior information to perform CS aided UAD

in a NOMA system. The proposed UAD scheme does not require the knowledge of

sparsity of active users like the existing work [47, 52, 62, 78], and therefore it is more

practical. In particular, it is more suitable for low SNR scenarios than the work in

[49], as utilization of the prior information could reduce the influence of noise on CS

27
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aided UAD.

• Two algorithms are proposed for uplink UAD, referred to as gradient based and

time-invariant channel tap delays assisted CS (g-TIDCS) and mean value based and

TIDCS (m-TIDCS), respectively. The former aims to detect the users based on

the fact that the accumulative number of being detected of different active users

should be similar during each iteration, while the latter is to detect the users whose

accumulative number of being detected is greater than the average number of being

detected of all the users. Both algorithms achieve much higher accuracy than the

dynamic adaptive CS (DACS) algorithm in [49]. m-TIDCS is more suitable for high

active user ratio and very low SNR scenarios, while g-TIDCS is more suitable at a

larger-valued SNR (still in the range of low SNR).

• Based on the UAD results obtained, a low-complexity CS based channel estimation

approach is proposed, which presents a lower normalized mean square error (NMSE)

than the CoSaMP approach in [79] and the OMP approach in [80]. Furthermore, the

upper bound and lower bound of complexity ratio between the proposed scheme and

OMP[80] are derived, proving a lower complexity of the proposed channel estimator

than OMP.

The rest of this section is organized as follows. Section 3.2 illustrates the system

model. The detection of set of active user algorithm, together with channel estimation

is demonstrated and discussed in section 3.3. Simulation results are given in section 3.4.

Finally, conclusions are drawn in section 3.5.

3.2 System Model

A practical uplink NOMA system is considered, where the exact number of active users

is unknown at the BS, as shown in Figure 3.1. The users are kept active or inactive in

several consistent symbols and each symbol for different users occupies M same subcarriers.

Furthermore, there are one BS and N users, all equipped with a single antenna without

loss of generality. The number of active users, the maximum path delay and the number of

path for each user are denoted as K, LM and L, respectively. hjn denotes the time-domain

discrete channel vector in the j-th symbol for n-th user with L dominant paths, which is

given by hjn = [0, · · · , hjn(1), 0, · · · , 0, hjn(L), · · · , 0]T . Accordingly, the l-th channel path is
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User 1:
Active 

 User 2:
Idle

User 4:
Active 

 User N: 
Idle

User N-1: 
Active 

 User 3:
Idle

Figure 3.1: Illustration of a typical multipath uplink NOMA scenario.

modeled as

hjn(l) =
L−1∑
l=0

αjn,lδ(τ − τn,l), (3.1)

where τn,l and αjn,l indicate the path delay and the complex path gain of the l-th path,

respectively. Particularly, αjn,l = 0 if the n-th user is not active. Furthermore, low-speed

moving users are considered and the channels are assumed under the block-fading, meaning

that the channel matrix is invariant in a transmission block. Hence, it is assumed that the

path delays change slowly and maintain constant for a number of symbols, while the path

gains vary from symbol to symbol. Particularly, the initial channel information, including

path delay, can be readily estimated from the uplink reference signals. In this context,

the path delay can be considered as a prior information to perform CS for grant-free

communication.

The received signal for the j-th symbol at the BS can be modeled as

yj =
N∑
n=1

Θnh
j
n + zj , (3.2)

where Θn = snFLM
denotes the sensing matrix for the n-th user. sn denotes the reference
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signal for the n-th user [47]. FLM
indicates DFT matrix with first LM columns. Further-

more, zj denotes the additive white Gaussian noise (AWGN) following complex Gaussian

distribution.

For brevity, (3.2) is collected into a compact form as

yj = Θhj + zj , (3.3)

where Θ = [Θ1, · · · ,ΘN ] with a size of M × NLM and hj =
[
(hj1)T , · · · , (hjN )T

]T
with

a size of NLM . Typically, M � NLM , (3.3) is in a standard CS structure where the CS

theory can be employed to acquire CSI.

3.3 TIDCS Algorithm

The greedy algorithm is the most popular technique among CS algorithms due to its low

complexity. However, it needs to know the sparsity of the measured signal matrix, which

is inefficient for grant-free communication. In this section, time-invariant multipath delay

is introduced to perform UAD and channel estimation based on OMP [80]. In particular,

the proposed approach does not require the knowledge of the level of user activity.

+

User 1

User 2

User N

Statistics

.

.

.

TIDCS

Restricted 
Multipath

Noise

NOMA

Tap Set

Figure 3.2: Framework for the proposed TIDCS Algorithm.

Figure 3.2 shows the framework for the proposed TIDCS algorithm. The superimposed
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received signal from different users is used to perform UAD and channel estimation. The

UAD consists of three stages, named as pruning, statistics and judgment, respectively.

In particular, noise and time-invariant multipath delay are the prior knowledge of the

proposed TIDCS algorithm. Furthermore, channel estimation will be executed after UAD.

The detailed of the proposed TIDCS is demonstrated in the following subsection.

3.3.1 User Activity Detection

The traditional greedy algorithm needs to know the exact sparsity level of the received

superimposed signal, which is difficult to be acquired for grant-free communication. To

cope with it, the residual noise level is introduced to the traditional greedy algorithm to

obtain the number of active users. The proposed approach is described as follows and

illustrated in Algorithm 1.

Pruning

Pruning aims to eliminate erroneously selected channel taps leveraging from previous

NOMA symbol. In each NOMA symbol, the selected set of channel tap may contain

uncertain value. Hence, currently received data is used to refine the former tap set and

correct the recorded set of active user. Furthermore, the power of residual signal is used

to determine whether this stage would be performed. The residual signal is given by

rj
Ωj−1 = yj − ΦΩj−1ĥ

j
Ωj−1 , (3.4)

where rj
Ωj−1 is the residual signal in the j−th symbol with channel tap set P from the

(j − 1)−th symbol. Note that the power of residual signal equals to the power of current

noise if the channel tap set is well recovered, i.e.,∥∥∥rjΩj−1

∥∥∥2

2
=
∥∥zj∥∥2

2
. (3.5)

Equation (3.5) is employed to assess the former channel tap list Ωj−1. When the power

of residual signal is no less than the noise power, redundant tap needs to be pruned. Since

the channel tap may be falsely chosen, the impact of false drop of channel tap should be

eliminated. Subsequently the index of channel tap ω and corresponding user index n will

be collected by step 10 and step 11 as shown in Algorithm 1, respectively.
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Algorithm 1 TIDCS for UAD

Input:
Received signals: y1,y2, · · · ,yJ ;
Sensing matrix: Θ.

Output:
User activity set: IC ;

1: Initialization :
2: Ω = ∅; Υ = ∅;B = 0; Ψ = Θ.
3: for j = 1 to J do
4: Θ = Ψ;
5: Pruning:
6: if j > 1 then
7: ĥj

Ωj−1 = Θ†
Ωj−1y

j ;

8: rj
Ωj−1 = yj −ΘΩj−1ĥ

j
Ωj−1 ;

9: while
∥∥∥rjΩj−1

∥∥∥
2
≤
∥∥zj∥∥

2
do

10: ω = arg min
Ωj−1

(∣∣∣ĥjΩj−1

∣∣∣);

11: n = {User index correspond to ω};
12: Ωj−1 = Ωj−1\{ω}; B(n) = B(n)− 1;
13: rj

Ωj−1 = yj −ΘΩj−1ĥ
j
Ωj−1 ;

14: end while
15: end if
16: Statistics:
17: for i = 1 to M do
18: k = arg max

k

∣∣θH
k yj

∣∣;
19: n = {User index correspond to k};
20: if k > (∆n + δ) or k < (∆n − δ) then
21: Θn = 0; Continue;
22: end if
23: θk = 0; Ωj = Ωj ∪ {k}; Γ(n) = Γ(n) + 1;

24: hΩj = Ψ†
Ωj

yj ;

25: rji = yj −Ψωjh
j
Ωj

;

26: if ||rji ||
2
2 ≤ ||z

j ||22 or ||rji ||
2
2 ≤ ||r

j
i−1||

2
2 then

27: Quit the iteration;
28: end if
29: end for
30: Υ = find(Γ >= Th); B(Υ) = B(Υ) + 1;
31: end for
32: Judgment:
33: v = max(gradient (sort(B))) or v = mean(B);
34: Ic = {Indices for values ne less than v in B};
35: return Ic.
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Statistics

This stage extracts the possible user channel tap and active user index. The misoperation

of index along with largest absolute value may occur in low SNR scenario due to noise.

Hence, time-invariant multipath delay is employed to confirm step 18. If channel tap delay

corresponding to the index k selected by step 18 is beyond the possible range of multipath

delay, this index will be discarded. The possible multipath delay has a range from [∆n− δ]
to [∆n + δ] in current symbol, where the initial set of multipath delay for user n is defined

as ∆n and δ denotes its deviation.

When the candidate tap coincides with set of multipath delay, the candidate tap set is

updated by merging the preliminary set and new tap together, i.e.,

Ωj = Ωj ∪ k. (3.6)

Particularly, the column of the sensing matrix corresponding to new tap should be set

to 0. Furthermore, current set of active user Γ is added for the final judgment. Refer to

(3.5), the power of residual signal with perfect support tap set should equal to the power

of noise. Accordingly, the part of the statistic is terminated under two conditions. The

first condition is based on that the power of residual signal should be no more than the

power of noise, while the other one refers to that the power of the current residual signal

should be no larger than that of the former one, i.e.,

||rji ||
2
2 ≤ ||z

j ||22 or ||r
j
i ||

2
2 ≤ ||r

j
i−1||

2
2. (3.7)

Judgment

For the third stage, judgment is to evaluate the statistical alternative utilizing g-TIDCS

or m-TIDCS. These two approaches are presented to verify the final active user. The g-

TIDCS is in line with that the accumulative number of being detected for different active

users should be similar during each iteration. The collection of B is first sorted, then it

can be obtained that

∇B̂ =
∂B̂

∂x
, (3.8)

where x denotes the step length and B̂ denotes the collection after sorting B. Since the

number of being detected for different active users is similar and maximum, the users whose

number of times being detected is no less than maximum gradient in B are considered as
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the real active users. The m-TIDCS is based on that the number of times being detected

for different active users should be greater than the average number of times being detected

of all users.

3.3.2 Channel Estimation

By Algorithm 1, the active user index and the total number of active user are acquired,

and then these information combined with time-invariant multipath delay as a prior knowl-

edge is input to OMP. Accordingly, we can arrive at

y = ΘIC ,∆IC
hIC + z, (3.9)

where ∆IC denotes the possible multipath delay combined with detected user set IC . Hence,

CSI can be obtained by utilizing (3.9) and OMP algorithm. Table 3.1 demonstrates the

computational complexity of the proposed TIDCS algorithm, and the existing OMP and

CoSaMP algorithms in terms of the number of complex additions and multiplications.

Table 3.1: Complexity analysis of the proposed TIDCS, OMP and CoSaMP

Item Complexity

CoSaMP [79] O(MNLM)

OMP [80] O(KLMNLM)

TIDCS O(KMN(2δ + 1)L2)

It is observed that CoSaMP has the least complexity among the three algorithms since

its complexity is independent of the sparsity level, i.e., KL. Hence, the complexity of
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CoSaMP is selected as the benchmark. In contrast, the complexities of the proposed

TIDCS and OMP depend on the exact sparsity level, and the ratio of the complexity of

TIDCS over that of OMP is expressed as

ξ =
(2δ + 1)L

LM
. (3.10)

Furthermore, the multipath delays in discrete time domain could be consecutive and

small. Therefore, the multipath delays may all drop in [1, L+δ]. Typically, L = 0.1LM[76].

Hence, it can be concluded that

L+ δ

LM
≤ ξ ≤ (2δ + 1)

10
. (3.11)

Typically, the numerator is smaller than the denominator for the upper bound since δ

could be small. In fact, ξ in (3.11) ranges from 0.2 to 0.56 with the parameter refers to

Section 3.3, implying the complexity of TIDCS for channel estimation is only 20 percent

of OMP in the best-case scenario and nearly half of the complexity of OMP in the worst-

case scenario. Furthermore, CoSaMP has lower complexity but with the worst channel

estimation performance.

3.4 Simulation Results

In this section, the performance of the proposed TIDCS algorithm is presented. The total

number of users N and number of subcarriers M in each symbol are both set to 256.

The values of LM and L are 26 and 3, respectively[76]. L is assumed to follow uniform

distribution. The probability of active user ranges from 0.05 to 0.075. Parameter δ in

(3.10) is 2. In addition, the threshold of reconfirming active user set is an integer that is

no less than half of the number of valid taps. Finally, pseudo-noise is utilized to construct

a Toeplitz Matrix satisfying the requirement of the restricted isometry property (RIP),

which is a necessary condition for CS [47].

Particularly, the number of erroneously estimated indices should be taken into account

in case that the size of recovered active user set is much greater than the real active user

set, which will dramatically increase the complexity of receiver, for instance, increasing the

time of responding to users in idle state. Thus, a relative error ratio (RER) is introduced,

which is the deviation of the number of erroneously estimated indices from the real number
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of active users. It is expressed as

RER =
1

J

J∑
j=1

∣∣∣Ijc\(Ijc ∩ I)
∣∣∣

|I|
, (3.12)

where I represents the real active user set and J is the number of received symbols.
A success rate of UAD is defined, which is the ratio between the number of accurately

estimated indices and the real number of active users. A larger value of success rate of

UAD means more accurate detection and vice versa. It is expressed as

1

J

J∑
j=1

∣∣∣Ijc ∩ I∣∣∣
|I|

. (3.13)

In Figure 3.3, the RER performance of the different algorithms is demonstrated un-

der different SNR configurations. It can be seen that g-TIDCS and m-TIDCS show a

lower RER performance over the benchmarks. It is because DACS algorithm only consider

whether the active user is detected without an eliminating error of UAD mechanism. Fur-

thermore, the g-TIDCS presents a higher erratic fluctuation than the m-TIDCS because

the former highly subjects to that the accumulative number of being detected for different

active users should be similar during iteration.
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Figure 3.3: RER for the proposed TIDCS and DACS with 5% active ratio.
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Given a large number of active users, e.g., 7.5% active ratio, the RER performance of

both m-TIDCS and g-TIDCS algorithms remains unchanged, as shown in Figure 3.4. In

particular, the RER of m-TIDCS can converge to zero at SNR = 5 dB. In brief, m-TIDCS

is better for low active ratio scenario from the perspective of RER.
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Figure 3.4: RER for the proposed TIDCS and DACS with 7.5% active ratio.

Figure 3.5 shows the impact of number of symbols on the success rate of UAD, where

SNR is set to 1dB. It can be seen that m-TIDCS, g-TIDCS surpass DACS with 5% active

ratio at the symbol of 13 and 19, respectively. In addition, both of proposed schemes can

converge to 100% success rate of UAD. However, the performance floor appears with 7.5%

active ratio for g-TIDCS due to more active users, showing that m-TIDCS is more suitable

to low SNR scenario.
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Figure 3.5: Success rate of UAD for the proposed TIDCS and DACS at SNR = 1 dB.

In Figure 3.6, where SNR is set to 5 dB, both g-TIDCS and m-TIIDCS significantly

outperform DACS [49], which suffers an error floor independent of the active user ratio.

At a 5% active user ratio, g-TIDCS and m-TIDCS achieve a near-perfect success rate of

UAD with the number of symbols more than 40 and g-TIDCS has higher accuracy with a

faster convergence speed. At a 7.5% active user ratio, m-TIDCS has a higher performance

gain over g-TIDCS. Hence, m-TIDCS is more suitable for high active user ratio and very

low SNR scenarios and g-TIDCS is more suitable for a higher SNR case (still in the range

of low SNR).

In Figure 3.7, NMSE is demonstrated to evaluate the proposed uplink transmission

scheme for CSI estimator with OMP and CoSaMP [79]. Besides, the comparison of perfor-

mance only considers detected active users for the purpose of unbiased evaluation. Figure

3.7 presents that the comparison of different algorithm with 7.5% active ratio in low SNR

scenario, and shows the proposed TIDCS algorithm achieves lower NMSE than the works

in [79] and [80], especially for low SNR.
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3.5 Summary

In this chapter, two CS aided UAD algorithms for grant-free communication have been

presented, referred to as m-TIDCS and g-TIDCS algorithms. Taking the time-invariant

channel tap delays as the prior information, the knowledge of the sparsity of users’ activity

is not required, which makes the algorithms more practical than the previous work [47, 52,

62, 78]. The proposed m-TIDCS and g-TIDCS algorithms achieve higher UAD accuracy

than the DACS algorithm in [49] at low SNRs. Based on the obtained active users, a

channel estimation scheme that has lower NMSE than CoSaMP [79] and OMP [80] is

further proposed. In addition, the upper and lower bounds on the ratio of complexity

between the proposed channel estimation scheme and OMP have been derived, which

shows the superiority of the proposed scheme in terms of complexity.

The CS aided UAD algorithms have many advantages, such as low complexity and

high success rate of UAD. Nevertheless, the proposed m-TIDCS and g-TIDCS algorithms

assumed that the signals generated from different users are continuously transmitted to

the BS, which can not be satisfied for some scenarios. For example, data for periodic

communication is periodically collected from a large number of users and transmitted to

an AP [9, 65]. Meantime, the transmission period of various users may adaptively change

due to the specific requirements of energy-saving or complex control [66, 67]. In this

context, the following chapter focuses on period estimation and burst user detection for

grant-free communication.



Chapter 4

Adaptive Period Estimation and

Burst User Detection for Periodic

Grant-Free Communication

4.1 Introduction

Periodic communication is one of the salient features of IoT, where an online adjustment of

the transmission period is considered to reduce the energy consumption of the sensors and

actuators. Such a self-adaptive transmission period enables the controller to counteract the

disturbances promptly, efficiently, and without affecting the system stability. As described

in Chapter 2, the existing CS based schemes do not involve periodic communication, in

which the transmission period of various users may adaptively change. This periodic

communication pattern is referred to as the periodic block-sparsity structure, where the

data is sparsely transmitted in a structure of the periodic block, as detailed later. Hence,

intrinsic information (e.g., non-continuous data temporal correlation among the periodic

communication) is not considered in the existing CS based schemes.

In this chapter, joint perform CS based period estimation is investigated, UAD, chan-

nel estimation and signal detection for grant-free communication. However, the number of

active users and transmission period are unknown to AP, where the exact indices of active

user need to be known before performing channel estimation and signal detection. Further-

more, since the knowledge of transmission period is not known by the AP, it is difficult to

41
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exploit the correlation between periodically transmission data. To this end, based on the

non-continuous temporal correlation of the received signals and the estimated transmission

period, a PBOMP algorithm is proposed. Then a PBSBL algorithm is proposed, based on

the posterior distribution of the transmitted data. The major contributions of this chapter

are summarized as follows:

• To the best of my knowledge, this is the first work to perform CS based channel

estimation and signal detection for grant-free communication with adaptive trans-

mission period. Due to the non-continuously received signal, the conventional CS

based work [48, 49, 50, 51, 52, 53, 54, 55] that relies on the continuous temporal

correlation of received signal becomes inapplicable. In contrast, the proposed design

exploits the non-continuous temporal correlation of the received signal for channel

estimation and detection, and therefore is more practical in uplink grant-free systems

where its transmission is featured by sparsity and periodicity.

• Two algorithms for joint CS based UAD, channel estimation and signal detection, i.e.,

PBOMP and PBSBL are proposed, without requiring the knowledge of the number of

active users in the context of the periodic block-sparsity structure. By exploiting the

non-continuous temporal correlation of the received data, the PBOMP and PBSBL

possess the superiority of the success rate of UAD, bit error rate (BER), NMSE of

channel estimation and accuracy of period estimation over their counterparts in [63]

and [64].

• The CRLBS of channel estimation by the proposed PBOMP and PBSBL schemes

are derived. It shows that PBSBL enjoys a lower CRLB of channel estimation than

PBOMP in low and moderate SNR cases if Binary Phase Shift Keying (BPSK) or its

phase-rotated variant is used for modulation. Simulation results show that PBOMP

and PBSBL have close CRLBs and NMSE at high SNR.

• The proposed PBOMP and PBSBL schemes enjoy a lower complexity than their

counterparts in [63] and [64]. As period estimation embedded in the proposed schemes

is utilized to retrieve the potential signal directly from the received data at the AP,

the number of iteration in the proposed PBOMP and PBSBL could be drastically

decreased. Furthermore, the PBOMP with low complexity is more suitable for high

SNR than PBSBL.
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The rest of this chapter is organized as follows. System model is illustrated in Section

4.2. The proposed PBOMP and PBSBL are demonstrated in Section 4.3. The performance

analysis and complexity of the proposed PBOMP and PBSBL are discussed in Section 4.4

and 4.5, respectively. Simulation results are given in Section 4.6, followed by conclusion in

Section 4.7.

4.2 System Model

As shown in Figure 4.1, this chapter considers grant-free communication with the periodic

block-sparsity structure. Considering the massive number of users, an overloaded uplink

transmission is assumed. That is, the total number of users N is much larger than the

number of the orthogonal sub-carriers M , while the number of active users K is far less

than the total number of users N . In this typical IoT scenario, there are massive potential

users but only a fraction of them are active for data transmission. In particular, NOMA

is considered, where the active users share same frequency by code-domain for multiuser

access [81]. The users periodically transmit data, where the transmission period is P . For

simplicity, it is assumed that the period is unchanged in J symbols and consider a slow

flat Rayleigh fading channel. The signal is received and decoded by an AP. The AP and

users are equipped with single antenna. Without loss of generality, the first symbol of each

block serves as the pilot signal and the remaining of the block is allocated for carrying

data. Block length is denoted as Q, and the transmission period P is the multiples of Q

for simplicity. In general, the aforementioned assumptions can be summarized in Table

4.1.

The code-domain multiplexing is considered, where data from different active users are

spread onto different MA signatures (code) to manage inter-user interference, and the su-

perimposed signal is transmitted over the orthogonal sub-carriers. In detail, the coded bit

stream is first mapped to a modulated symbol for each user. After the symbol is modulated

onto a spreading sequence S, i.e., the MA signature, the active users simultaneously trans-

mit their signals through different channels following the inverse Fast Fourier Transform

(IFFT) module, and the superimposed signals received at the AP are extracted from the

inverse process of IFFT. Refer to [22], a single-measurement vector based CS is used to

formulate NOMA as a CS problem, where a one shot transmission is considered by taking

the received signals as a vector y. In this context, the superimposed signal yj for the j-th
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Table 4.1: Main assumptions in the system model for periodic grant-free communication

Item Constraints

An overloaded uplink transmission M < N [47, 48, 49, 82].

Sparse active users K � N [22, 47, 48, 49, 82].

Channel A slow Rayleigh fading channel [47, 48, 51].

Block Structure The first symbol serves as the pilot and the remaining of it is data [83, 74].

symbol can be modeled as1,

yj =
N∑
n=1

hnd
j
nsn + zj , (4.1)

where djn indicates transmitted signals for the j-th symbol of the n-th user and sn is a

spreading sequence for the n-th user. hn denotes the fading channel between the n-th user

and AP. zj represents the additive white Gaussian noise for the j-th superimposed symbol

at the AP. For brevity, (4.1) is collected into a compact form as

Y = XΘ + Z, (4.2)

where Y = [y1,y2, · · · ,yJ ]T ∈ CJ×M denotes received matrix for J superimposed symbols.

X = [x1,x2, · · · ,xJ ]T ∈ CJ×N represents composited matrix of transmitted signals and

channel, where xj = [dj1h1, d
j
2h2, · · · , djnhn]T. Θ = [s1, s2, · · · , sN ]T ∈ CN×M and Z =

[z1, z2, · · · , zJ ]T ∈ CJ×M denote spreading sequence matrix and additive white Gaussian

noise (AWGN) matrix, respectively.

1Note that the equations in this chapter build on the frequency domain without considering the impact
of IFFT and FFT.
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4.3 CS based Burst User Detection for Periodic Block-Sparsity

Structure

In this section, the problem formulation of joint UAD, channel estimation and signal de-

tection with periodic block-sparsity structure in 4.3.1 is first given. Then, two algorithms,

namely PBOMP and PBSBL, are introduced in 4.3.2 and 4.3.3, respectively.

4.3.1 Problem Formulation

For the periodic block-sparsity structure of grant-free communication, the exact transmit-

ted period is not known at the AP. To detail the periodic block-sparsity structure, supp(dj)

as the support set is first defined, which represents the index set of nonzero elements in

d, where dj = [d1, d
j
2, · · · , d

j
N ]H is the j-th transmitted symbols of the N users. Since the

data block is transmitted in period P , nonzero elements in d, i.e., the common set, appear

in cycle for active users. Hence, this structure can be expressed as,

supp(d1) = · · · = supp(dQ) = supp(d1+P )

= · · · = supp(dQ+P ) = · · · ,
(4.3)

where supp(dj) = {k : djk 6= 0, 1 ≤ k ≤ K}. Refer to (4.3), it is clear that the re-

dundant data can be eliminated if transmission period P is obtained. By doing so, the

non-continuous transmission data turns into continuous transmission data, and hence the

correlation between the transmission data can be sufficiently utilized.

As outlined in Section 4.2, the number of unknown variables, i.e., the size of composited

matrix X, is larger than the number of equations, i.e., the size of received matrix Y. Hence,

(4.2) is referred to as the underdetermined problem and the conventional methods of solving

the linear equations is not applicable. In fact, the number of active users K accounts for

a small fraction of the total potential users N in IoT scenario, and thus I am motivated

to apply CS to jointly perform period estimation, UAD, channel estimation and signal

detection. Since (4.2) gives a matrix representation of the received signals, it is extended

to a vector format, such as

ỹ = x̃Θ̃ + z̃, (4.4)

where ỹ = vec(Y), Θ̃ = ΘT ⊗ I, x̃ = vec(X), z̃ = vec(Z), and I ∈ CJ×J is an identity

matrix.
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The objective is to recover the transmitted signals x̃ from the superimposed signals

ỹ without the knowledge of active users index, by exploiting the periodic block-sparsity

structure defined in (4.3). Hence, the problem formulation is given as,

min
x̃

∥∥∥ỹ−Θ̃x̃
∥∥∥

2

s.t. (C1) : K < N,

(C2) : (4.3).

(4.5)

The constraint (C1) is in line with scenarios where the number of active user K for

uplink transmission is far less than the total number of users N , while the constraint (C2)

is built on the fact that the data block generated by different users is transmitted in a time

period denoted as P .

4.3.2 Periodic Block Orthogonal Matching Pursuit

Since the optimal solution vector x̃ of (4.5) is sparse, i.e., only a faction of nonzero elements

in x̃, the receiving vector ỹ is a linear combination of a few columns θ̃ from Θ̃. Intuitively,

to find the solution of (4.5), these columns should be captured. For example, based on

the correlation between the columns θ̃ and the remaining part of ỹ at each iteration, one

can find the columns θ̃ in a greedy fashion, where the remaining part of ỹ denotes the

difference between the receiving vector ỹ and reconstructed signal [84]. In particular, the

selected columns form a subspace which is orthogonal to the remaining part of ỹ, and the

least square (LS) algorithm is applied to obtain global solution or local optimal solution.

However, the classical BOMP algorithm requires the knowledge K and fails to consider

the impact of periodic block-sparsity structure.

In order to find the columns of Θ̃ corresponding to nonzero values of x̃ by exploiting

the temporal correlation in the periodic block-sparsity structure. Let begin by choosing

the column of Θ̃ that is the most aligned with the remaining part of ỹ, i.e., the residual

rk−1 between ỹ and the reconstruct signal at the k-th iteration, written as,

λk = arg max
λk,Ωλk∈Ω

∥∥∥Θ̃H
Ωλk

rk−1
Ωλk

∥∥∥2

2
, (4.6)

where Ω={Ω
λk
}|Nk=1 denotes the user index for all users. Ωλk = {Ωλk,u}|Ju=1 chooses element

index that match with nonzero values of x̃, where Ωλk,u = B (λk − 1)+u. After identifying
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the user index, the LS method is applied to make local optimal decisions [84], and the

corresponding subblock index βk can be given by

βk = arg max
βk,Ξβk

∥∥∥Θ̃†Ξβk ỹΞβk

∥∥∥2

2
, (4.7)

where Ξβk = {Ξβk,u}|
Q
u=1 is the index set of βk-th subset of Ωλk\Λ̃ and Ξβk,u = Q (βk − 1)+

u. Ωλk\Λ̃ is denotes the complement of subset in Ωλk . Λ̃ denotes a collection set that has

been selected from the position with nonzero values of x̃ before the k-th iteration. To

obtain the set Λ̃, the active user index βk is firstly merged into a user index set Γk, i.e.,

Γk=Γk−1 ∪ λk. (4.8)

Then the subblock index βk is merged into a subblock index set Λk, i.e.,

Λk=Λk−1 ∪ βk. (4.9)

Considering the periodic block-sparsity structure, the active user set is assumed to

be unchanged in several non-continuous time slots, which leads to the temporal correla-

tion of the received data at the AP. It motivates us to employ transmission period P to

rapidly identify the possible user index. By doing so, the temporal correlation of the non-

continuous transmission data can be utilized to capture the active users refer by (4.6). To

this end, P is collected by finding the largest probability of occurrence of sampling space

in the subblock index set Λk. In this context, the sampling space χk is defined as the set

of the difference between elements of Λk at k-th iteration, which is iteratively calculated

by

ξ=Λk[t]− Λk[t− 1], (4.10)

where Λk[t] denotes the t-th element of Λk.

Accordingly, the refinedm-th subblock index of the n-th user Λn,m of Λ can be expressed

as Λn,m = {Λn,m,µ}|Qµ=1, where Λn,m,µ = J
(
Γk [n]− 1

)
+Q

(
Λk [1]− 1

)
+ PQ (m− 1) + µ.

After Λn,m is acquired, the set Λ̃ is obtained by collecting all Λn,m, ∀n,m. Then, the

reconstructed signal can be given by [84]

x̃
Λ̃

= arg min
supp(x̃)⊂Λ̃

∥∥∥ỹ − Θ̃
Λ̃
x̃

Λ̃

∥∥∥2

2
. (4.11)
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Subsequently, the residual rk is calculated by

rk−1=ỹ−Θ̃
Λ̃
x̃

Λ̃
. (4.12)

Since the number of active users K is unknown by the grant-free system, a stop con-

dition should be designed to avoid the reconstructed error caused by the idle users, i.e.,

redundant estimation of active users. In fact, when the support set Λk is perfectly recov-

ered, the power of the residual signal is equal to the power of noise, i.e.,∥∥∥ỹ−Θ̃
Λ̃
x̃

Λ̃

∥∥∥2

2
=‖z̃‖22. (4.13)

Accordingly, when the power of residual rk is less than the power of noise at the k-th

iteration, the iteration of finding active users and recovering data block can be terminated.

Furthermore, when the power of residual rk at the k-th iteration is larger than the power of

residual rk−1 at the (k-1)-th iteration, the iteration is terminated to avoid the reconstructed

error. Hence, the stop condition is given by,∥∥∥rk−1
∥∥∥2

2
≤
∥∥∥rk∥∥∥2

2
or
∥∥∥rk∥∥∥2

2
≤ ‖z̃‖22. (4.14)

To perform signal detection, it is needed to obtain channel information. To this end, the

index set of pilot in each block is firstly collected. Recall that the first position of each sub-

block of x̃ is a pilot, the pilot position set of the n-th user Ψn can be collected by the active

user set Γk. In this context, Ψn is expressed as Ψn = {Ψn,m}|Mm=1, where M denotes the to-

tal number of subblock in J symbols, and Ψn,m = J
(
Γk [n]−1

)
+Q

(
Λk [1]−1

)
+PQ (m−1)+1.

To obtain the channel information, it is assumed the pilot symbol for the n-th user

is set to be 1, i.e., dΨn = 1, where d = [dH
1 , · · · ,dH

N ]H. Hence the channel gain can be

extracted from

hn = Ex̃[vec−1(x̃Ψn) ∗ s−1
n ]. (4.15)

Next, the transmitted signals for the n-th user of the m-th block is calculated by

dΛn,m = vec−1(x̃Λn,m)(snhn)−1. (4.16)

Finally, based on the analysis above, a so called periodic BOMP algorithm is proposed,

which is summarized in Algorithm 2. The proposed PBOMP algorithm adaptively ac-
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quires the number of active users without the knowledge of K. In particular, period P

is simultaneously captured and fed back to the process of identifying active users, which

accelerates PBOMP convergence speed.

4.3.3 Periodic Block Sparse Bayesian Learning

In Subsection 4.3.2, PBOMP is proposed to solve (4.5), which depends on the exact recon-

structed signals and the support set, i.e., the selected index of active users in each iteration.

The PBOMP inherits the advantage of the low complexity of the greedy algorithm, how-

ever, to exactly reconstruct signals at each iteration may be impractical especially for low

SNR environments. Different from PBOMP, the periodic block-sparsity structure and SBL

is considered to evaluate the posterior distribution of the unknown variables x̃ conditioned

on the received signals ỹ and the posterior mean and variance. By doing so, the solution

of (4.5) relies on the posterior distribution of the unknown variables x̃ and does not need

to reconstruct signals in each iteration. Specifically, the following operation is resorted to

extend (4.4) to the real number field,

ỹR

ỹI


︸ ︷︷ ︸

ŷ

=



Θ̃R −Θ̃I

Θ̃I Θ̃R


︸ ︷︷ ︸

Θ̂



x̃R

x̃I


︸ ︷︷ ︸

x̂

+



z̃R

z̃I


︸ ︷︷ ︸

ẑ

,
(4.17)

where (·)R and (·)I extract the real part and the complex part, respectively. For brevity, ŷ,

Θ̂, x̂, and ẑ are defined to simplify representation of (4.17), as shown in the underscripts.

Now, a Gaussian likelihood model is considered in the context of a real number field and

SBL [85, 86],

p
(
ŷ | x̂;σ2

)
=
(
2πσ2

)−MJ/2
exp

(
−1

2σ2
||ŷ − Θ̂x̂||2

)
, (4.18)

where σ2 is the noise variance. In the framework of PBSBL, x̂ is divided into 2N sub-

block, in which x̂i is the i-th block and indicates J continuous received symbols of real

part or complex part for a potential users. Furthermore, each x̂i is assumed to follow a
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Algorithm 2 PBOMP Algorithm

Input:
Received signals Y;
Sensing matrix Θ;

Output:
Transmission period P ,
activity set Λ̃,
channel Gain h,
transmitted data d;

1: Initialization:
2: The number of subblock B = J/Q;
3: Initial residual r0 = ỹ;
4: for k = 1 to N do
5: Acquire and merge user index

by (4.6) and (4.8);
6: Acquire and merge subblock index

by (4.7) and (4.9);
7: for t = 2 to

∣∣Γk∣∣
C

do
8: Calculate sampling space by (4.10);
9: Merge the sampling space by χk=χk ∪ ξ;

10: end for
11: Extract P by max(χk)

and calculate the number of subblock M by
⌊
(B−Λk[1])

/
P

⌋
;

12: Refine the collected index by feedback P

and form Λ̃=
{
{Λn,m} |Mm=1

} ∣∣∣|Γk|C
n=1

;

13: Reconstruct signal refer to (4.11);
14: Calculate the residual signal refer to (4.12);
15: If (4.14) is satisfied, then quit the iteration;
16: end for
17: Obtain the channel gain refer to (4.15), ∀n;
18: Calculate the modulated data refer to (4.16), ∀n.
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parameterized multivariate Gaussian distribution[87], which can be written as,

p (x̂i;βi,Di) ∼ N (0, βiDi) , i = 1, . . . , 2N, (4.19)

where βi = 1 and βi = 0 denote the active state and idle state of the i-th subblock,

respectively. Di indicates the correlation among x̂i and shows the temporal correlation of

the non-continuous transmission data. Followed by the framework of Bayesian rule, the

posterior for x̂ is given by

p
(
x̂|ŷ;λ, {βi,Di} |2Ni=1

)
∼ N (µ,Σ) , (4.20)

where its mean is

µ = D̂Θ̂T
(
λ−1I + Θ̂D̂Θ̂T

)−1
ŷ, (4.21)

and covariance is

Σ−1 = D̂−1 + λΘ̂TΘ̂, (4.22)

where λ=1
/
σ2 and D̂ = diag (D1, · · · ,D2N ).

Since the probability density curve of a Gaussian random variable reaches the maximum

at mean value, x̂ can be obtained by

x̂ = µ = Ex̂

[
p
(
x̂|ŷ;λ, {βi,Di} |2Ni=1

)]
, (4.23)

when λ, βi and correlation matrix D̂ are specified. These unknow parameters could be

estimated by the marginalized probability density function, written as,

p(ŷ | β, λ) =

∫
x̂
p(ŷ | x̂;λ)p(x̂; D̂)dx̂

∼ N (0,W),

(4.24)

with W = λ−1I + Θ̂D̂Θ̂T and β = [β1, β2, · · · , β2N ]T, which is also referred to as type-II

maximum likelihood [88]. Subsequently, the equivalent cost function can be expressed as,

L
(
{βi,Di} |2Ni=1, λ

)
, −2 log p

(
ŷ | {βi,Di} |2Ni=1, λ

)
= log |W|+ ŷTW−1ŷ.

(4.25)

Since (4.25) cannot be solved in a closed form, the expectation-maximization algorithm
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(EM) is employed to derive λ, βi and Di [89, 90]. However, the performance of parameter

estimation by the EM will be significantly affected by redundant noise subblock. Hence, it

is required to rapidly eliminate noise subblock and identify sparse periodic block. To this

end, the coefficient submatrix Vi,Ξb,Ξb of Di is firstly extracted, whose elements comprise

the intersection between the rows Ξb of Di and the columns Ξb of Di, i.e.,

Vi,Ξb,Ξb = Di[Ξb; Ξb], (4.26)

where Ξb = {Q (b− 1) +u}|Qu=1 is the index set of b-th submatrix of i-th coefficient matrix

Di and b ∈ [1, B]. Apparently,

||ᾱn,m||22 > ||α̇n,m||22, n 6= m and 1 ≤ n,m ≤ Q, (4.27)

where ᾱn,m denotes the element at the n-th row and m-th column of Vi,Ξb,Ξb of the sparse

periodic subblock. Similarly, α̇n,m denotes the element of Vi,Ξb,Ξb of the noise subblock.

Since the n-th and m-th symbols are independent from the noise subblock, ||α̇n,m||22 ap-

proaches zero. Hence, the index set Ξ̄b of Vi should satisfy

∑
Ξ̄b

∥∥∥Vi,Ξ̄b,Ξ̄b

∥∥∥2

2
> ϑ, ∀b, (4.28)

where ϑ is a threshold to capture sparse periodic subblock. The transmission period P is

captured by all the collected b in line with the index set Ξ̄b, ∀b. Then the period is fed back

to identify the sparse periodic subblock and noise subblock, i.e., to exclude the subblock

without temporal correlation from the coefficient matrix D̂. Refer to (4.28) and apply the

EM method, (4.21) and (4.22) can be iteratively updated following the rules as follows,

βi =
1

di
Tr
[
D−1
i,Ξ̄b,Ξ̄b

(
Σi,Ξ̄b,Ξ̄b

+ µi,Ξ̄bµ
T
i,Ξ̄b

)]
,∀i, (4.29)

Di,Ξ̄b,Ξ̄b
=

[
Σi,Ξ̄b,Ξ̄b

+ µi,Ξ̄bµ
T
i,Ξ̄b

]
βi

, ∀i, (4.30)

λ−1=
Tr
[
ΣΞ,ΞΘ̂T

Ξ,ΞΘ̂Ξ,Ξ

]
2N

+

∥∥∥ŷΞ−Θ̂Ξ,ΞµΞ

∥∥∥
2N

,
(4.31)

where µi ⊂ RJ×1 and Σi ⊂ RJ×J are the i-th subblocks of µ and Σ, respectively. Ξ
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denotes the collections of Ξ̄b for 2N blocks in consistent with (4.28) and the identified

transmission period P .

Based on the analysis above, the optimal solution of (4.17) can be found by itera-

tively calculating (4.21), (4.22), (4.28), (4.29), (4.30) and (4.31). Hence, these iterative

calculations are named as period block SBL, which is summarized in Algorithm 3. The

proposed PBSBL consists of three parts, namely Parameter Learning, Pruning with Period

Estimation and Stop Iteration. Parameter Learning aims to learn parameters (e.g., βi and

λ), to serve aforementioned iterative calculation. For the step of Pruning with Period Es-

timation, the transmission period P is extracted from all the collected b satisfying (4.28).

Subsequently, P is fed back to collect Ξ and eliminate the noise subblock. Similar to (4.14)

in Algorithm 2, Stop Iteration shows that the iteration is stopped when the difference

between the k-th iteration and the (k-1)-th iteration of µ below a critical value. After

applying the the inverse process of (4.17), (4.15) and (4.16) are implemented to execute

decoding after the noise subblock is excluded from x̂.

Algorithm 3 PBSBL Algorithm

1: for n = 1 to N do
2: Parameter Learning:
3: Update Σ, µ refer to (4.21) and (4.22);
4: ∀i, update subblock coefficient βi, coefficient matrix Di refer to (4.29) and (4.30);

Update λ refer to (4.31);
5: Prune with Period Estimation:
6: Extract Periodic Information by (4.26), (4.27) and (4.28);
7: Eliminate the noise subblock by collecting Ξ;
8: Stop Iteration:
9: The difference between the current and the last µ is below a critical value;

10: end for
11: Substitute the real number field to the complex field, refer to (4.17);
12: Line 17-18 in Algorithm 2.

4.4 Performance Analysis

In Section 4.3, two approaches, namely PBOMP and PBSBL, have been proposed to per-

form joint channel estimation and signal detection for uplink grant-free IoT in the context

of block periodic block-sparsity structure. In this section, CRLB of channel estimation for

the proposed approaches is analyzed.
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4.4.1 FIM of Channel Estimation for the Proposed PBOMP and PBSBL

As a precursor to the subsection that follow, Lemma 4.4.1 is introduced.

. Lemma 1 (Fisher Information Matrix (FIM), [91]): Let θ = [θ1, θ2, ..., θN ] be a ran-

dom vector and p(θ) be a probability on θ with continuous first and second order partial

derivatives. The FIM of θ, written as J(θ), is given by

J(θ) = E[∆∆T], (4.32)

where ∆=∂logp(θ)
∂θ .

In PBOMP, θ is equal to h, and it can be obtained that

logp(ỹ; h) = −MJ

2
log2πσ2 − 1

2σ2
||ỹ−Θ̃

S̃
h||22, (4.33)

where S̃ denotes the index set of the pilot position of the active user. Based on (4.32) and

(4.33), the FIM associated with this estimation problem is

JPBOMP(h)=
−1

δ2
Θ̃H
S̃[i]

Θ̃
S̃[j]

, 1 ≤ i, j ≤ K, (4.34)

In fact, (4.34) fails to provide any information about the previous parameter β de-

fined in PBSBL. To bridge this gap, θ is split into two groups, i.e., θ=
[
θT

r ;θT
d

]T
, where

θr attributes to deterministic parameters and θd denotes random parameters distributed

according to a known PDF. To find the likelihood function involves parameter β, p(y;θ)

is rewritten as p(y,θr;θd), which denotes a function of the observations y with respect to

θr and θd. Hence, in PBSBL it can be concluded that,

p(y,θr;θd)=p(ŷ, x̂;β), (4.35)

logp(ŷ, x̂;β) =− 1

2

(
2MJ log2πσ2 + 2N log2π + log|Υ|

)
− 1

2

( ||ŷ−Θ̂x̂||22
σ2

+ x̂TΥ−1x̂
)
,

(4.36)

where Υ = diag(β1D1, · · · , β2ND2N ) represents covariance matrix. Refer to (4.32), the

element of the i-th and j-th of the FIM for random parameter x̂, i.e., J (x̂), can be
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computed as [91]

Ji,j(x̂)=



−
Θ̂T
Ŝi

Θ̂
Ŝj

σ2 −2(βiDi)
−1, if i = j,

0, others,

(4.37)

where Ŝi denotes the index set of i-th subblock in x̂. Recall that the first symbol of each

transmitting block serves as pilot and the pilot data is set to be 1. Hence, the real or

imaginary part of channel information of FIM for the i-th block could be given by

JPBSBL(hi)=Ji,i(x̂Ŝi[1]
). (4.38)

4.4.2 CRLB Difference Between the Proposed PBOMP and PBSBL

To provide a more intuitive understanding of the difference between the proposed ap-

proaches, CRLB is employed to compare the proposed PBOMP and PBSBL, which is used

in estimation theory to provide a lower limit on the variance. To this end, Lemma 4.4.2 is

introduced.

. Lemma 2 (Cramer-Rao lower bound (CRLB), [91]): Assuming the FIM is non-singular,

the CRLB matrix of the proposed approaches can be obtained by the inverse of the FIM,

i.e.,

var{θ} ≥ (−J(θ))−1, (4.39)

where var{θ} denotes the variances of parameter θ estimation.

Based on (4.19), the Di indicates the correlation among x̂i. Hence, Di is an identity

matrix for the active state of the i-th subblock. Furthermore, the active state of the i-th

subblock is in line with βi = 1. In this context, it can be concluded that

JPBSBL(hi) = −
Θ̂T
Ŝi[1]

Θ̂
Ŝi[1]

σ2
−2. (4.40)

Refer to (4.17), Θ̂ is symmetric, which comprises of a real part Θ̃R and an imaginary

part Θ̃I of Θ̃. Hence, the item Θ̃H
S̃i

Θ̃
S̃i

in (4.34) is equal to the item Θ̂T
Ŝj [1]

Θ̂
Ŝj [1]

in
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(4.40) for the same element of h, i.e., S̃[i] = Ŝj [1]. In this context, after implementing

(4.34) and (4.40), it is concluded that JPBOMP(h) > JPBSBL(hR) or JPBOMP(h) > JPBSBL(hI).

Accordingly, for the real part or imaginary part of the channel information, the CRLB of

channel estimation for PBSBL is lower than that of the channel estimation for PBOMP.

Furthermore, it is assume to the power of the MA signature Θ̂T
Ŝi[1]

Θ̂
Ŝi[1]

= ω, it can be

concluded that 2,

varPBOMP(h)− varPBSBL(h) =
σ2(2σ2 − ω)

ω(2σ2 + ω)
. (4.41)

Hence, the CRLB difference of the channel estimation between the proposed PBOMP

can be summarized into two parts, which can be written as,

varPBOMP(h)− varPBSBL(h)



≥ 0, if σ2 ≥ ω/2,

< 0, if σ2 < ω/2.

(4.42)

When the noise power σ2 is greater than half of ω, it is clear that the CRLB of the

channel estimation for the PBOMP is larger than or equal to the PBSBL. Furthermore,
ω
σ2 approximates 0 with high noise environment, it can be concluded that

varPBOMP(h)− varPBSBL(h) =
σ2

ω
. (4.43)

It could be inferred therefore that the CRLB difference is proportionate to the increased

power of noise. This suggests that the performance of channel estimation for the PBSBL

is superior to the PBOMP, especially for high noise scenarios. On the other hand, the

PBOMP enjoys a lower CRLB of the channel estimation than the PBSBL when the noise

power σ2 is greater than half of ω. Refer to (4.41), since σ2

ω approximates 0 with small

noise power, it should, however, be noted that the CRLB of the channel estimation for the

PBOMP is similar to the PBSBL. Empirically, it seems that the performance of channel

estimation for the PBSBL can be similar to the PBOMP with a small noise environment.

2Note that Θ̂ is symmetric, and hence JPBSBL(hR) = JPBSBL(hI) refer to (4.40).
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Furthermore, it is assumed that the imaginary part Θ̃I of Θ̃ is omitted, (4.41) can be

rewritten as

varPBOMP(h)− varPBSBL(h) =
2σ4

ω(2σ2 + ω)
. (4.44)

Hence, it can be concluded that the CRLB of the channel estimation of the PBSBL is

superior to the PBOMP on the whole noise region if BPSK or its phase-rotated version is

adopted as a modulation scheme.

4.5 Complexity Analysis

In this section, the computational complexity of the proposed approaches at each iteration

is firstly presented. Then the comparison between the proposed approaches and other

algorithms is discussed.

4.5.1 Complexity of the proposed PBOMP and PBSBL

To present a more detailed insight into different approaches in terms of computational

complexity, this chapter only focuses on the number of multiplications in the theoretical

analysis since multiplication plays a key role in the elapsed time required for running pro-

grams. The computational complexity of the proposed PBOMP and PBSBL are discussed

in this subsection, respectively.

The main calculation of PBOMP attributes to the two processes, refer to Support Es-

timation in line 4 and Signal Reconstruction in line 13 of Algorithm 2. At each iteration,

the former is dominated by the complex multiplication of the correlation operation with

the complexity

C1
PBOMP = NMJ2. (4.45)

The latter is contributed by Least Square operation with the complexity

C2
PBOMP = (nQ)3 + 2(nQ)2MJ + nQMJ, (4.46)

where n is the number of the selected data block transmitted by active users and the

maximum n is KB. Hence, the computational complexity of the proposed PBOMP at
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each iteration can be computed as,

CPBOMP =C1
PBOMP + C2

PBOMP

=(nQ)3 +MJ
(

2(nQ)2 +NJ + nQ
)
.

(4.47)

Compared to PBOMP, the SBL based PBSBL shows a different internal structure

in calculation, leading to an increasing computational complexity. As shown previously,

the convergence rate of the PBSBL relies on the accuracy and efficiency of parameter

learning, including mean (4.21), and variance (4.22), and hence Parameter Learning for

computational complexity is considered. At each iteration, the complexity of mean µ is

given by

C1
PBSBL =Nk

(
(MJ)3 +M2J3 +MJ3

)
+ 2NkMJ2 +NkBkQ

2,
(4.48)

and variance is given by

C2
PBSBL = (NkJ)3 +NkM

2J3, (4.49)

where Nk is the remaining users and Bk is the remaining subblock to be detected at the

k-th iteration. The maximum of Nk and Bk are 2N and B, respectively. Similarly, the

parameter such as β, D and λ are respectively calculated as

C3
PBSBL = NkBkQ

2 (2Q+ 1), (4.50)

C4
PBSBL = NkBk

(
Q2 + 1

)
, (4.51)

C5
PBSBL = MNkJ

2 + (MJ)2 + (NkJ)3+MN2
kJ

3. (4.52)

Hence, the computational complexity of the proposed PBSBL at each iteration can be

computed as,

CPBSBL =C1
PBSBL + C2

PBSBL + C3
PBSBL + C4

PBSBL + C5
PBSBL

=NkMJ2
(
J(M + 1)2 +NkJ

2 + 3
)

+NkBk(2Q
3 + 3Q2 + 1) + (MJ)2.

(4.53)

To intuitively present the complexity comparison between the proposed approaches, as

an example, the numerical results of the number of maximum multiplications for (4.47)
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and (4.53) are shown in Table 4.2. It shows that the complexity of PBOMP is far less than

that of PBSBL at each iteration based on the same parameters defined in Section 4.2.

Table 4.2: Numerical results of complexity for the proposed PBOMP and PBSBL
at each iteration.

Algorithm Number of maximum multiplications1

PBOMP2 2.2907e+09

PBSBL 1.5570e+14

1 As an example, N , M , Q, P , J and K is set to be 256, 128, 4, 8, 40 and 13, respectively.
2 One complex multiplication is equal to four times of real multiplication.

4.5.2 Complexity Comparison

Subsection 4.5.1 presents the computational complexity of the proposed approaches at each

iteration. However, their complexity depends on their iteration number. Clearly, the fewer

the number of iterations, the higher the computational efficiency of the proposed PBOMP

and PBSBL. Hence, iteration number is applied to compare the proposed approaches with

other algorithms in this subsection. It is noted that all analytical procedures derive from the

premise that the sparse degree, i.e., active users K, is known for the fairness concerns. For

simplicity, it is assumed that each successfully detected subblock is successfully detected

within one iteration for comparison schemes.

Since the iteration number of the proposed PBOMP and PBSBL depends on the perfor-

mance of period estimation. Hence, the parameter τ is firstly defined to show the efficiency

of estimating period P , a larger τ indicates the collection of P needs more iterations and

vice versa. Then τ is resorted to provide an intuitive way to explain the superiority of the

proposed approaches in terms of computational complexity. It is straightforward that τ is

set to be one regardless of period estimation. In contrast, for the best scenario where P

is obtained with minimal iteration, τ represents the ratio of the minimum iteration over

the maximum iteration in the PBOMP or PBSBL. For the PBOMP, the lower boundary



Chapter 4. Adaptive Period Estimation and Burst User Detection for Periodic
Grant-Free Communication 61

of τPBOMP is parallel to that the period P and the first active user are simultaneously

captured. Based on the above discussion, it can be concluded that

P
J ≤ τPBSBL ≤ 1. (4.54)

The upper boundary of τPBOMP represents a class of block greedy algorithms without

considering the periodic sparsity-block structure, such as BOMP, BCoSaMP, block sub-

space pursuit (Block-SP), etc. On the other hand, the lower boundary of τPBOMP could

approaches zeros, when the value of J is large. In other words, compared to the block

greedy algorithm mentioned above, the number of the iteration for the PBOMP could be

trivial along with the increase of the length of the received symbols.

For the PBSBL, its minimum and maximum iteration numbers are 2J(N−K)/P and

2J(NP−KQ)/QP , respectively. Build on the above discussion, it can be concluded that,

(N−K)Q
NP−KQ ≤ τPBSBL ≤ 1. (4.55)

Particularly, the number of active users K accounts for a small fraction of the total

potential users N and the lower bound can be expressed as

τPBSBL-LB=
Q

P
. (4.56)

Refer to the definition of τPBSBL, the maximum iteration number can be considered

as the iteration number of other SBL based algorithm. Hence, the number of iterations

required by the proposed PBSBL is far less than the other SBL based solutions.

The complexity analysis is summarized in Table 4.3, which consists of the proposed

approaches and their counterparts (e.g., BCoSaMP and ICASBL), in terms of the number

of iterations for the above-mentioned steps. Refer to [63], the complexity of BCoSaMP is(
8(KJQ/P )3 +8(KJQ/P )2MJ+KMQJ2/P

)
, which is larger than the PBOMP. As for

the ICASBL3, its computational complexity at each iteration is similar to the PBSBL as

both of the ICASBL and the PBSBL are based on the Parameter Learning. Meanwhile,

the Parameter Learning is a linear function of a series of variables, such as Nk, M and

J , in which 3 is the highest power of these variables [64]. Accordingly, the PBSBL enjoys

less computational than that of the ICASBL since the PBSBL aided by period estimation

3Note that this chapter mainly considers the key process of ICASBL consists of (23), (24), (29), (30)
and (31) in [64].
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has less iteration number. As discussed earlier, the number of iterations for the proposed

PBOMP and PBSBL could both be significantly reduced, especially for the scenario where

the transmission period is rapidly captured.

Table 4.3: Number of iterations for PBOMP, PBSBL, BCoSaMP and
ICASBL.

Algorithm Number of iterations

Proposed PBOMP1

Min: K

Max: KJ/P

BCoSaMP [63]1 KJ/P

Proposed PBSBL2

Min: 2J(N−K)/P

Max: 2J(NP−KQ)/QP

ICASBL [64]2 2J(NP−KQ)/QP

1 Classified as block Greedy Algorithm and calculated in the complex number field.
2 Classified as SBL Algorithm and calculated in the real number field.

4.6 Simulation Results

In this section, the performance of the proposed approaches is demonstrated. Also, the

impact of the coefficient matrix on the period estimation of the proposed PBSBL is dis-

cussed. The number of users N and the length of spreading sequence M are set to be

20 and 40, respectively. In particular, K accounts 10% of the total number of potential

users in Figure 4.2, Figure 4.3, Figure 4.4, Figure 4.5 and Figure 4.6, while the number

of active user is increased in Figure 4.7 and Figure 4.8 to evaluate the performance of
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UAD and period estimation in terms of the different number of active users. The length of

transmitted block Q is 4, and period P is an integral multiple of Q, i.e., 2 < P/Q < 20. ϑ

in (4.28) is set to be the mean of off-diagonal elements of correlation matrix D̂. To fulfill

the requirement of the restricted isometry property, the spreading sequence is generated

by the identically and independently distributed Bernoulli random variable [53]. Further-

more, BPSK is considered and four metrics are applied to evaluate the accuracy of signal

reconstruction, consisting of the success rate of UAD, BER, NMSE of channel estimation

and accuracy of period estimation. The success rate of UAD shows the ratio between the

number of active users detected and the number of active users. Similarly, the detection

accuracy of period estimation indicates the ratio between the number of correct periods of

detected active users and the number of detected active users. Furthermore, BER denotes

the percentage of bits that have errors relative to the total number of bits received in a

transmission [92].

The two closely-related algorithms are selected as benchmarks of the simulation, i.e.,

BCoSaMP and ICASBL. The former based on BOMP generally shows a high performance

of signal reconstruction among the typical block greedy algorithms (e.g., Block-SP) [63],

while the latter is the extension of the typical SBL by decomposing the solution matrix

into a multiplication of a sparse matrix and a linear mixing matrix [64].

Figure 4.2 provides the performance of success rate of UAD for the different algorithms.

It appears that the performance of the proposed PBSBL reaches perfect detection of UAD

if SNR is great than 8 dB, which is 5% up over the PBOMP and BCoSaMP at low

SNR in terms of success rate of UAD. In particular, the counterpart of the proposed

PBSBL, i.e., ICASBL reaches perfect detection of UAD at SNR = 16 dB. Furthermore,

it is also observed that the proposed approaches have the ability to reach 90% of the

success rate of UAD if SNR is great than 8 dB. Hence the ability to recognize potentially

active users in the proposed PBSBL and PBOMP has strong robustness for noise, which

is the key element to design a successful uplink grant-free system. On the other hand,

the UAD performance of PBOMP is superior to BCoSaMP. The reason behind is that

the typical block greedy algorithms, such as BOMP [93], block generalized orthogonal

matching pursuit[63] and BCoSaMP [63], need to capture subblock in proper order, which

depend on the accurate estimation of user set at each iteration. To illustrate that, it is

assumed that PΛk=Θ̃Λk(Θ̃H
Λk

Θ̃Λk)−1Θ̃H
Λk

and P⊥
Λk

= I−P
Λk

show the projector and the

orthogonal complement projector on the subspace spanned by the columns of Θ̃Λk with

the support set Λk at the k-th iteration of BOMP, block generalized orthogonal matching
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pursuit and BCoSaMP. The received signals at the k-th iteration can be decomposed into

two components as follows,

ỹ =Θ̃Λk

(
x̃Λk +

(
Θ̃H

ΛkΘ̃Λk

)
−1Θ̃H

Λk z̃
)

+ Θ̃Λ/Λk x̃Λ/Λk + P⊥Λk z̃

,Θ̃Λk x̄ + z̄,

(4.57)

where x̄=x̃Λk + (Θ̃H
Λk

Θ̃Λk)−1Θ̃H
Λk

z̃ and z̄ = Θ̃Λ/Λk x̃Λ/Λk + P⊥
Λk

z̃ indicate the k-th recon-

structed signal and the residual part, respectively.

Evidently, the noise projection term (Θ̃H
Λk

Θ̃Λk)−1Θ̃H
Λk

z̃ in (4.57) is merged to recovered

signal and may significantly impair the performance of the aforementioned block greedy

algorithm. In contrast, by the period estimation method in PBOMP, the potential subblock

can be fast extracted from received signals without experiencing the process of choosing

the support set one by one. Hence, the transmission error can be suppressed and modified

with period estimation in PBOMP.
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Figure 4.2: Success rate of UAD for the PBOMP, the PBSBL and comparison schemes.

The BER performance for different approaches is given in Figure 4.3. The PBSBL

shows the best BER performance among different algorithms in the given SNR regime and

finally reduces to 0 at SNR = 20 dB, which strongly confirms the effective suppression of
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noise for the proposed PBSBL. Refer to (4.57), the false detection of active users leads

to the significant transmission error in the procedure of signal reconstruction, and hence

the proposed PBOMP without knowing the number of active users shows a lower BER

performance than others. Nevertheless, the BER performance of PBOMP with knowing

the number of active users is better than the BCoSaMP, which verifies the superiority of

PBOMP in terms of signal reconstruction compared to the typical greedy algorithms (e.g.,

BCoSaMP).
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Figure 4.3: BER performance of the PBOMP, the PBSBL and comparison schemes.

Figure 4.4 depicts the NMSE performance comparison of the algorithms against SNR.

Furthermore, the oracle LS method is shown as a benchmark to compare different algo-

rithms. The performance of PBSBL with the prior information is superior to other algo-

rithms over the whole SNR and the performance of PBSBL and PBOMP is better than

ICASBL and BCoSaMP, respectively. On the other hand, the performance of PBOMP

and PBSBL verify their superiority compared to their counterparts. This is because a sig-

nificant number of subblock is effectively extracted from periodic block-sparsity structure,

and such block sparsity feature can be fully exploited owing to period estimation. It also

observed that the proposed PBSBL and Oracle LS method have close NMSE performance

at a low SNR regime, which indicates the proposed PBSBL is robust to noise.
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Figure 4.4: NMSE performance of the channel estimation for the PBOMP, the PBSBL and com-
parison schemes.
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Figure 4.5: NMSE difference and the CRLB difference between the PBOMP and PBSBL.
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Figure 4.6: Performance of period estimation for the PBOMP and PBSBL.

The CRLB difference and NMSE difference of the channel estimation between the

proposed PBOMP and PBSBL are presented in Figure 4.5. Note that in the proposed

PBSBL, the NMSE of the channel estimation is related to the second term of the CRLB of

the channel estimation, i.e., βiDi in (4.37). Since βi and Di are iterative parameters to be

estimated at each iteration of the PBSBL. The performance of the NMSE of the channel

estimation for the PBSBL is affected by the performance of βi and Di, which may lead

to the gap between the NMSE difference and CRLB difference in practice. Nevertheless,

the normalized CRLB difference and the normalized NMSE difference indicate that the

channel estimation performance of the PBSBL is superior to the PBOMP in a given SNR

region, which is in line with the analysis of Section 4.4. In particular, it is observed that the

gap between the NMSE difference and the CRLB difference decreases with the increase of

SNR. Hence, it is concluded that the PBSBL shows a close channel estimation performance

to the PBOMP algorithm in a less noisy environment.

The proposed PBOMP and PBSBL for different SNR cases in terms of period estimation

is firstly introduced in Figure 4.6. The simulation results show the proposed approaches

achieve a favorable accuracy of period estimation, especially for moderate-to-high SNR.

However, the performance of PBOMP without prior information deteriorates at low SNR

environments. This is because the iteration condition in Algorithm 2 relies on the accu-

racy of the estimated residual part, which is inevitably affected by noise. The accuracy of
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period estimation for PBOMP with prior information K, in turn, runs at more than 98%

at SNR = 30 dB. The PBSBL remains at a high level and keeps superior to the PBOMP

among the whole SNR, which shows the PBSBL can effectively suppress the noise than

the PBOMP.

Figure 4.7 shows the success rate of UAD with different sparsity degrees. On the

whole, the performance of the success rate of UAD improves with the decrease of active

number for the PBOMP and the PBSBL. In particular, the greater the number of active

numbers, the greater the performance gaps between the proposed PBOMP with/without

prior information. That is because the increase of the number of iteration in Algorithm 2

induced by the increased active users may lead to more iterative errors in (4.14).
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Figure 4.7: Impact of different numbers of active users (e.g., 4, 8 and 12) on the UAD performance
of the PBOMP and PBSBL with different SNRs.

Figure 4.8 shows the impact of sparsity degree on the accuracy of period estimation,

where SNR = 4 dB, SNR = 16 dB and SNR = 28 dB are considered. When the active

number is equal to 8, the PBOMP without prior information shows a sharp drop in terms

of the performance of accuracy of period estimation. Furthermore, it is observed that the

increase of the active number leads to a deteriorated performance of period estimation for

PBOMP. However, this trend is less obvious for PBSBL. Hence, the PSBSBL can support
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more users than the PBOMP.
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Figure 4.8: Impact of different numbers of active users (e.g., 4, 8 and 12) on the performance of
period estimation for the PBOMP and PBSBL with different system SNRs.

Figure 4.9 depicts the impact of different SNR scenarios (e.g., 4 dB, 12 dB, and 20

dB) on the coefficient matrix for the proposed PBSBL. As an example, the block length

and the number of active users are set to be 9 and 6, respectively. Furthermore, the upper

triangle region of different blocks is presented in sequence, in which X-axis is the index of

the elements in the upper triangular block, and Y-axis represents the index of the detection

block. It can be observed that the correlation coefficient of noise blocks fluctuates greatly

at a low SNR regime and the coefficients approach zero with the increase of SNR. In

particular, the larger coefficients of noise block can hardly be recognized at high SNR. The

coefficients of the signal block, by contrast, keep a high recognition at SNR regimes.

Figure 4.10 shows the impact of sparsity degree on the performance of the coefficient

matrix at SNR = 12 dB, where signal block and adjacent noise block are randomly ex-

tracted. Apparently, the coefficients of the signal block are greater than that of the noise

block for different active users. Since the performance of period estimation depends on

the coefficients matrix, this result is consistent with Figure 4.8, where the performance of

period estimation of PBSBL keeps stable for different active numbers. Hence, this property

can be used to eliminate redundant information and capture periodic signals.
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4.7 Summary

In this chapter, a grant-free IoT system is considered, where only a fraction of users are si-

multaneously active and periodically transmit signals to an AP. The number of active users

is unknown to AP. Building upon this scenario, a periodic block-sparsity structure has been

presented, where two joint CS based channel estimation and signal detection approaches

aided by period estimation, namely PBOMP and PBSBL, are proposed, respectively. By

fully exploiting the non-continuous temporal correlation of the received data in the context

of the periodic block-sparsity structure, the proposed approaches can effectively recover the

transmitted signals from the superimposed signals without knowing the sparsity of active

users at AP. The proposed PBOMP has low complexity, while the PBSBL is more robust

against noise. To better understand the proposed approaches, their CRLBs are derived

and compared. It is shown that the CRLB for channel estimation of PBSBL is lower than

PBOMP when the noise power is greater than half of the power of the MA signature. In

particular, the PBSBL enjoys a lower CRLB of channel estimation than PBOMP if BPSK

or its phase-rotated version is adopted as a modulation scheme. The experimental results

verified that the two proposed approaches are superior to the comparison algorithm in

terms of the performance of period estimation and signal reconstruction. Furthermore, the

iteration number of the PBOMP can be significantly reduced, and the abundant blocks

can be fast removed by PBSBL based on period estimation.

The proposed PBOMP and PBSBL focused on periodic communication and assumed

that there are only burst users. However, with the exponentially increasing number of de-

vices, there are not only burst users, but also the users that already have live connection to

the BS. The connected users may introduce interference to the detection of the burst users.

Hence, in the following chapter, UAD and signal detection for grant-free communication

are investigated in the presence of massive connected users.



Chapter 5

Burst User Detection for

Grant-Free Communication in the

Presence of Massive Connected

Users

5.1 Introduction

Grant-free communication [17, 81, 94], which does not require a handshake process, is an

effective approach to reducing the latency and signaling overhead imposed by the con-

ventional request-grant access mechanism. As described in Chapter 2, one of the main

challenges of grant-free communication lies in the massive users that already have live

connection to BS may introduce interference to the detection of the burst users [95, 96].

In practice, the number of connected users is usually much larger than the number of

to-be-connected burst users, imposing strong interference in UAD and signal detection.

Hence, in this chapter, UAD and signal detection for grant-free communication are inves-

tigated in the presence of massive connected users and multiple antennas at the BS. The

contributions in this chapter are as follows.

• This is the first reported work on interference suppression (IS) in grant-free commu-

nication. The number of effective interfering connected users is reduced to only one,

by applying a preconditioning matrix to the received signals at BS. The remaining

73
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interferer, referred to as the signature user, is selected to maximize of the burst users’

SINR.

• An iterative UAD and SD scheme is applied after IS, where the prior information

about the signature interfering user is exploited and the symbols of the burst users

as well as the signature connected user are simultaneously detected by iterative ex-

changing of the soft information of user activity and symbols. The proposed scheme

outperforms the existing algorithms in [71] and [80] in terms of the success rate of

UAD and BE).

5.2 System Model

As shown in Figure 5.1, we consider an uplink grant-free communication, where the BS

is equipped with R antennas for signal reception, and each user is equipped with a sin-

gle antenna. Considering a massive-users scenario, an overloaded uplink transmission is

assumed. Explicitly, signals generated by each user are transmitted on the same physical

resources (e.g., time- and frequency-domain), and the total number of users V is much

larger than the number of antennas R of the BS. It is assumed that there are M users who

have set up the connection with the BS, and let N denote the number of potential burst

users, where we have M + N = V . Simultaneously, there are Ki (Ki � N) burst users

trying to establish connection with the BS at the i-th slot, where N = V −M . Due to the

sparsity transmission, the number of the burst users Ki is far less than the total number

of users V [68, 96].

x

The received signal vector y at the BS can be expressed as

y = HSC
ΞSC

xSC
+ HSA

ΞSA
xSA

+ z, (5.1)

where the under-scripts SC and SA denote the set of the connected users and poten-

tial burst users, respectively. ΞSA
= diag(

√
pA,1, ...,

√
pA,N ) and pA,n is the transmis-

sion power of the n-th potential burst user. ΞSC
= diag(

√
pC,1, ...,

√
pC,M ) and pC,m is

the transmission power of the m-th connected user. HSC
= [hT

C,1, ...,h
T
C,M ]T ∈ CR×M

and HSA
= [hT

A,1, ...,h
T
A,N ]T ∈ CR×N . hC,m ∈ CR×1 denotes the wireless channel be-

tween the m-th connected user and the BS, while hA,n ∈ CR×1 denotes the wireless

channel between the n-th burst user and the BS. xSC
= [xC,1, ..., xC,M ]T ∈ CM×1 and
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xSA
= [xA,1, ..., xA,n]T ∈ CN×1, where xm and xn are the data transmitted by the m-th

connected user and the n-th potential active user, respectively. z ∈ CR×1 is the noise vector

and follows the complex Gaussian distribution CN (0,1R) [48].

V

M
N

ur
ur
ur

ur N 

1

M

Figure 5.1: A typical uplink communication consists of M connected users and N potential
active users, where the burst users become randomly active in different time slots, while
the connected users keep active over the entire time slots.

In grant-free communication, their channel information can be readily estimated from

the uplink reference signals. Furthermore, the channels are assumed under the block-fading,

meaning that the channel matrix is invariant in a transmission block. In this context, the

channel information of the connected users can be considered as the prior knowledge on

the presence of massive users, which is used for the UAD and SD design in this thesis.

Therefore, the channel information of different users is assumed to be readily known by

the BS [47, 68, 71].

In this chapter, we first consider the scenarios that the users dissipate equivalent trans-

mission power for sending signal. [47, 68, 71, 97]. Hence, the transmission power in the

received signal vector is omitted for brevity, written as,

y = HSC
xSC

+ HSA
xSA

+ z. (5.2)
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5.3 Iterative UAD and Signal Detection with Interference

Suppression

In this section, the interference suppression is given in Subsection 5.3.1. As shown in

Figure 5.2, an iterative UAD and SD scheme is proposed in Subsection 5.3.2, where

the prior information of massive connected users after the IS is delivered to the iterative

process of exchanging soft information of the UAD and symbol information. Finally, the

SINR based optimization of the IS is introduced in Subsection 5.3.3.

Figure 5.2: Proposed grant-free communication framework in the presence of massive
connected users.

5.3.1 Interference Suppression

The received data at the BS comes from the users having connected to the BS as well as

the burst users. As a result, when performing UAD for the burst user, it is imperative

to reduce the interference induced by the connected users. To that end, we utilize the

channel information of the connected users to obtain a preconditioning matrix to subtract

the interference caused by the connected users. In detail, singular value decomposition is

employed to extract the preconditioning matrix from the connected users [98], written as

H̃Cm∗ =
[
U1
m∗ ,U

2
m∗
]

[Λm∗ ,0] [Vm∗ ] , (5.3)



Chapter 5. Burst User Detection for Grant-Free Communication in the Presence of
Massive Connected Users 77

where Cm∗ denotes the m∗-th connected user, referred to as the signature user, and H̃Cm∗ =

[hC,1,...,hC,m∗−1,hC,m∗+1, ...,hC,M ]. U2
m∗ can be extracted from left singular matrix of

H̃Cm∗ and is spanned by (R−M) vectors of null space of H̃Cm∗ H̃
H
Cm∗

. Hence, we have

∑
m∈SC,m 6=m∗

UH
m∗hmxm = 0, (5.4)

where Um∗ = U2
m∗ . (5.4) shows that the signal generated by the m-th connected user can

be eliminated by the matrix Um∗ , where m ∈ SC and m 6= m∗. Hence Um∗ , referred to

as preconditioning matrix, is utilized to subtract interference from the connected users.

Accordingly, the source of the interfering signal is reduced to only one. In other words,

though there are M massive connected users, the interference from the M -1 connected

users can be subtracted from the received signal at the BS. The post-processing signal is

written as

ỹ = UH
m∗y = UH

m∗HSA
xSA

+ UH
m∗hm∗xm∗ + UH

m∗z, (5.5)

5.3.2 Iterative UAD and Signal Detection

After eliminating the interference from the connected users, the objective of grant-free

communication is to recover the transmitted signals x = [xSC
xSA

] ∈ CV×1 from the

superimposed signals ỹ. Accordingly, the problem formulation is given as

P1: min
x

∥∥ỹ−UH
m∗HSC

xSC
−UH

m∗HSA
xSA

∥∥
2

s.t. (C1) : ‖xSA
‖0 � ‖xSC

‖0 < V ;

(C2) : R < V.

(5.6)

where (C1) denotes that the number of the burst users Ki and the number of connected

users M are less than the total number of users V . (C2) denotes an overloaded uplink

transmission, where the number of the BS antennas R is less than the number of users V .

At this point, it is ready to solve Problem P1 by examing the indexes of the burst users,

which is equivalent to finding the burst user that corresponds to the maximum value of a

posteriori activity probability.

. Lemma 1 (A posteriori log-likelihood ratio (LLR) of the user activity): Assuming that

alphabet of modulation symbol is ς, the posteriori LLR of the user activity for the n-th
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potential active user is defined as

Ln (ỹ) = ln
P (xn ∈ ς, xm∗ ∈ ς|ỹ)

P (xn = 0, xm∗ ∈ ς|ỹ)
= LE,n(ỹ) + LA,n, (5.7)

where
LE,n(ỹ) = ln

∑
ςj

exp (LE,n,j), (5.8)

LA,n = ln
∑
ςj

exp (LA,n,j). (5.9)

LE,n,j indicates the LLR of the j-th transmit symbol ςj for the n-th user. LA,n,j denotes

a prior LLR of the j-th transmit symbol ςj for the n-th user. The derivations of LE,n,j and

LA,n,j are detailed in Appendix A.1.

To find the burst users among the potential active users, we firstly define the detected

index set of the burst users at the l-th iteration as S(l) and define S̄(l) as the complemen-

tary set of S(l). Then (5.7) can be employed to find the largest posteriori user activity

probability, where the user corresponding to the maximum probability is the selected burst

user, written as

n∗ ≈ arg max
n∈S̄(l−1)

(max
j
LE1,n,j(ỹ) + LA,n), (5.10)

where the proof of (5.10) is shown in Appendix A.2. In particular, LE1,n,j(ỹ) denotes

the soft information of the previously selected users which will be delivered to SD. By

doing so, the soft symbol information, as detailed later, can be updated and employed to

perform SD. The interference-plus-noise vector can be regarded as a Gaussian distributed

variable, and we have Ex
S(l−1)
A

,xm [exp (·)] ≈ exp(Ex
S(l−1)
A

,xm [·]) [68]. Hence, LE1,n,j(ỹ) can

be obtained by (5.11).

LE1,n,j(ỹ) = ln
ExS(l−1) ,xm

[
exp

(
−
∥∥ỹ −UH

m∗HS(l−1)xS(l−1) − ςkUH
m∗hn − xm∗UH

m∗hm∗
∥∥2

Λ
(l)−1
n

)]
ExS(l−1) ,xm∗

[
exp

(
−
∥∥ỹ −UH

m∗HS(l−1)xS(l−1) − xm∗UH
m∗hm∗

∥∥2

Λ
(l)−1
n

)]
= <

{
ςj

[(
r̃− ςjUH

m∗hn
)H

Λ(l)−1
n UH

m∗hn+
(
UH
m∗hn

)H
Λ(l)−1
n r̃

]}
.

(5.11)
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The matrix Λ
(l)
n in (5.11) is given by

Λ(l)
n = Cov

 ∑
k 6=n,k∈S̄(l−1)

x̄kU
H
m∗hk + UH

m∗z

 . (5.12)

Furthermore, r̃(l) in (5.11) indicates the residue of the received signal at the l-th itera-

tion, expressed as

r̃(l)=ỹ −
∑

k∈S(l−1)

x̄kU
H
m∗hk − x̄m∗UH

m∗hm∗ , (5.13)

where x̄k and x̄m∗ are the expectation of the data generated by the k-th potential active

user and signature user, respectively. x̄k is given by

x̄k =

exp (LA,k − ln |ς|)
∑
ςj∈ς

exp(LE2,k,j)ςj

1 + exp (LA,k − ln |ς|)
∑
ςj∈ζ

exp(LE2,k,j)
, (5.14)

where the detailed derivation of x̄k is given in Appendix A.3. In (5.14), LE2,k,j denotes the

soft symbol information of the detected burst users and is delivered from the process of

SD. Based on the fact of Pm∗ = 1 and (5.14), the expectation of the data of the signature

user x̄m∗ in (5.13) is given by

x̄m∗=

∑
ςj∈ς

exp (LE2,m∗,j) ςj∑
ςj∈ς

exp (LE2,m∗,j)
. (5.15)

Since the maximum value of LE1,n,j corresponds to the most probable symbol ςj , it can

be used to perform SD. In particular, after the LE1,n,j is updated, a newly selected burst

user is merged to the active set. Here we denote the updated LE1,n,j as LE2,k,j for clarity.

Following the guideline, the LE2,k,j is given by (5.16) as shown on the top of next page,

where Γ(l) = S(l) − {n} and the matrix Υ
(l)
n at the l-th iteration can be given by

Υ(l)
n = Cov

 ∑
k∈S(l)

x̄kU
H
m∗hk + UH

m∗z

 . (5.17)
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LE2,n,j(ỹ) = ln
Ex

Γ(l) ,xm∗

[
exp

(
−
∥∥ỹ −UH

m∗HΓ(l)xΓ(l) − ςkUH
m∗hn − xm∗UH

m∗hm∗
∥∥2

Υ
(l)−1
n

)]
Ex

Γ(l) ,xm∗

[
exp

(
−
∥∥ỹ −UH

m∗HΓ(l)xΓ(l) − xm∗UH
m∗hm∗

∥∥2

Υ
(l)−1
n

)]
= <

{
ςj

[(
r̃− ςjUH

m∗hn
)H

Υ(l)−1
n UH

m∗hn+
(
UH
m∗hn

)H
Υ(l)−1
n r̃

]}
.

(5.16)

Similar to (5.14), the updated x̄k in (5.17) is calculated by

x̄k=

exp (LA,n − ln |ς|)
∑
ςj∈ς

exp(LE,k,j)ςj

1 + exp (LA,n − ln |ς|)
∑
ςj∈ς

exp(LE,k,j)
, (5.18)

where

LE,k,j=



LE1,k,j if k
(a)
= n∗,

LE2,k,j otherwise.

(5.19)

Once a burst user (e.g., the n∗-th user) is captured, the soft information LE1,k,j is

merged into soft symbol information of SD LE2,k,j . In this context, condition (a) in (5.19)

is performed to update soft symbol information of SD LE2,k,j for the next UAD process.

Since the number of the burst users Ki is unknown at the BS, a termination condition

should be imposed to avoid the reconstructed error caused by the idle users. Assuming

the maximum number of iterations L, the power of the residual signal equals to the power

of noise when the support set S(L) is perfectly recovered. Accordingly, the termination

condition is given by ∥∥∥r̃(l−1)
∥∥∥2

2
≤
∥∥∥r̃(l)

∥∥∥2

2
or
∥∥∥r̃(l)

∥∥∥2

2
≤
∥∥UH

m∗z
∥∥2

2
. (5.20)

After the active users and their transmitted signals are collected, the signal generated

by the m-th connected user is detected by the successive interference cancellation and Least
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Square method, which can be expressed as

xm = min
xm∈ς

∥∥UH
my −UH

mHS(l)xS(l) + UH
mhmxm + UH

mz
∥∥2

2
. (5.21)

Now we are able to devise the whole algorithm. The proposed approach is employed

by exchanging the soft information between UAD and SD through an iterative process.

Specifically, by substituting (5.11) into (5.8), the potential active users at the l-th iteration

can be collected into a set S(l). Subsequently, the set S(l) corresponding to soft information

LE1,n,j is delivered to the soft symbol information, i.e., LE2,n,j in the procedure of SD. By

doing so, the detected data from the collected active users in line with the set S(l) can be

iteratively updated. After the data information is updated, the soft information LE2,n is

delivered to LE1,n,j to find the active users. The proposed iterative UAD and SD approach

is summarized in Algorithm 4.

Algorithm 4 Iterative UAD and signal detection Algorithm

1: Select a signature user and design preconditioning matrix by (5.3);
2: for l = 1 to L do
3: User Activity Detection:
4: Update soft information LE1,n,j by (5.11);
5: Find the index of active user by (5.10);
6: Signal Detection:
7: Update soft symbol information LE2,n,j by (5.16);
8: Quit iteration if (5.20) is satisfied
9: end for

10: Signal detection for connected users by (5.3) and (5.21).

5.3.3 Signature User Selection

In Subsection 5.3.2, we have proposed an iterative UAD and SD algorithm, assuming that

users employ identical transmission power for sending signal. In this subsection, we further

consider a more practical scenario, where users may dissipate different levels of transmission

power. We aim to find a signature user with different transmission power. The selected

signature user corresponds to a preconditioning matrix, which minimizes the interference

caused by the connected users. To this end, the SINR of the burst users directly determines

the option of the signature user. In other words, if a connected user can maximize the

SINR of active users by the preconditioning matrix Um, it can be selected as the signature
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user. Hence, referring to (5.3), the index of the signature user is acquired by

m∗= arg max
m∈SC

E ‖HSA
ΞSA

xSA
‖22

E ‖HSA
ΞSA

xSA
‖22 +E

∥∥√pC,mHmxm
∥∥2

2
+E ‖z‖22

. (5.22)

(5.22) is based on the fact that the preconditioning matrix Um is independent with

burst users, the m-th connected user and noise.

5.4 Simulation Results

In this section, the UAD and SD performance of the proposed iterative algorithm for UAD

and SD is demonstrated. Two metrics are applied to evaluate the accuracy of the signal

reconstruction procedure, consisting of the success rate of UAD and BER. The success rate

of UAD denotes the ratio between the numbers of the detected burst users and the total

number of active users. The total number of users V , the number of antennas at the BS R,

the number of the connected users M are set as 96, 64 and 32, respectively. The number

of the burst users Ki at the i-th slot accounts for 10% of the total number of potential

burst users in Figure 5.3, 5.4 and 5.6, while the number of the burst users is increased

in Figure 5.5 to evaluate the UAD performance in terms of the different number of burst

users. Without loss of generality, transmission power is normalized to 1. The classical CS

algorithm, i.e., OMP [80], and EMP algorithms [71] are selected as benchmarks.

Performance of the success rate of UAD by the different algorithms is shown in Figure

5.3. It is shown that the performance of the benchmarks without preconditioning matrix

is lower than that with preconditioning matrix. However, since the OMP and EMP algo-

rithms rely on the strictly restricted isometry property (RIP) [99], the benchmarks with

preconditioning matrix is still inferior to the proposed algorithm. Explicitly, the RIP mea-

sures the relationship between the sparse degree Ki, i.e., the number of burst users, and

the convergence of CS algorithms. Hence, the CS algorithm with a lower sparse degree

could achieve better performance in terms of the reconstructed signal. By contrast, it is

observed that the proposed approach can reach the perfect UAD performance with 16 dB

SNR, meaning that the proposed approach provides a relaxed condition of RIP.

Figure 5.4 shows BER performance of different algorithms. The proposed approach sig-

nificantly outperforms the benchmarks at all SNR regions, confirming its strong capability

on interference suppression.
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Figure 5.3: Impact of SNR value on success rate of UAD.
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To furthermore verify the robustness against the varying number of the burst users,

Figure 5.5 is given to present UAD performance against different number of the burst

users Ki, ranging from 1 to 6. It is observed that with more burst users at each slot,

the UAD performance is slightly degraded, due to the increased level of uplink multiuser

interference. However, in moderate/high SNR regions, the proposed approach can still

obtain high UAD performance. Hence, it can be concluded that the proposed approach is

applicable for arbitrary number of burst users Ki.
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Figure 5.5: UAD performance against different number of burst users Ki.

Impact of selecting signature user on the accuracy of UAD is presented in Figure 5.6. As

can be observed, by selecting the signature users that results in the minimum interference to

the burst users, the UAD performance can be significantly enhanced. In contrast, random

selection may return a signature user that imposes high residual interference to the burst

users, thus degrading the UAD performance.

To compare the complexity of the proposed algorithm and the benchmarks, the elapsed

time required by the different algorithms is recorded based on MATLAB R2020b and i7-

8700K CPU platform. Since the preconditioning matrix can be calculated offline for a

slow fading channel, the complexity of the preconditioning matrix is dismissed in prac-

tice. Hence, the main complexity of the proposed algorithm is composed of updating soft

information LE1,n,j and LE2,n,j . The simulation results show that the average elapsed

times required by the proposed algorithm, OMP and EMP are 9.9 ms, 0.69 ms and 2.5
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ms, respectively. Accordingly, the classical OMP algorithm enjoys the lowest complexity

among the different algorithms, while the complexity of the proposed is slightly larger

than the EMP. Furthermore, considering K users, Table 5.1 provides the complexities of

the proposed detector and its counterparts.
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Figure 5.6: Impact of SNR on the success rate of UAD, where the users dissipate different
level of transmission power.

Table 5.1: Complexity analysis of different algorithms.

Method Complexity

OMP [80] O(RK3)

EMP [71] O(RK3)

Proposed Algorithm O(2K3(R−M)3)
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5.5 Summary

In this chapter, an iterative UAD and SD scheme in massive-user grant-free communication

have been proposed. The prior information about the interfering users is exploited and

the data from the connected and the burst users is simultaneously detected by iteratively

exchanging of soft information regarding the user activity and symbols. Accordingly, the

proposed approach is capable of providing significant performance gains over the existing

algorithms in terms of the success of UAD and BER.

In Chapter 3, 4 and 5, CS based UAD schemes were proposed for the cases of aperiodic

and periodic traffic, respectively, by employing the temporal correlation of the received sig-

nals. However, the aforementioned works assumed that the pilot matrix keeps unchanged

over the entire transmission period, resulting in serious security problems when an eaves-

dropper has the knowledge of the pilot information. To this end, the following chapter

focus on the secure channel estimation for grant-free communication.



Chapter 6

Channel Estimation for Secure

Grant-Free Communication

6.1 Introduction

As described in Chapter 2, Chapter 3 and Chapter 4, the existing CS based channel esti-

mation techniques depend on the specific pilot matrix. In other words, the constant pilot

matrix may introduce serious security problems when an eavesdropper has the knowledge

of the pilot information. Hence, how to design secure CS based channel estimation is one of

the challenges of user detection for grant-free communication. Motivated by the aforemen-

tioned open challenges, in this chapter, an environment-aware (EA) pilot-based channel

estimation is designed to ensure secure grant-free communication. The contributions of

this chapter are given as follows.

• The standard CS forms of the channel estimation for the proposed approach are

derived based on the time domain and virtual angular domain, respectively. Fur-

thermore, the gain pattern of the uniform linear array (ULA) antenna with fixed

direction angle of arrival (AoA) is given to show sparse signals in the virtual angular

domain.

• Based on different domains, an EA pilot scheme is designed to meet the requirement

of secure grant-free communication, where the channel information of different users

can hardly be acquired by the eavesdropper. Furthermore, the proof of the validity of

the pilot design, i.e., measurement matrix, is given. The performance of the channel

87
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estimation of the proposed scheme is presented based on the different sparse basis in

LTE-A with the frequency selective channel.

6.2 System Model

A typical grant-free communication with a BS and N potential active users is considered,

where the Time Division Duplex (TDD) communication protocol is employed to achieve

the high frequency spectrum efficiency. Furthermore, NOMA is employed as an advanced

radio access technology to fulfill the requirement of massive user connectivity. Without

loss of generality, each user and BS is equipped with a single antenna and R antennas,

respectively. As shown in Figure 6.1, there are N burst users who simultaneously wake up

and transmit signals to the BS. An eavesdropper with the same number of antennas as the

BS keeps monitoring the potential active users and tries to decrypt messages generated by

active users.

BS

Eve

Figure 6.1: A typical attack from the eavesdropper for grant-free communication.

The channel impulse for the n-th user in the time domain can be modeled as

Hn(τ) =

Ln−1∑
l=0

Hl,ne
j2πfdtδ(τ − τl,n), (6.1)

where Ln, τl,n and fd denotes the number of multipath, the l-th path delay and the
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maximum Doppler shift, respectively. Furthermore, the amplitude and phase of the n-

th user are given by

Hl,n = hl,nψBS(θl,n)ψUE(φl,n), (6.2)

where hl,n denotes l-th path of complex gain. The azimuth AoA θl,n and the azimuth angle

of departure φl,n follow the uniform distribution. Furthermore, steering vectors at the BS

and user can be respectively expressed by

ψBS(θl,n) = [e
j2π(0)dsin(θl,n)

λ , . . . , e
j2π(R−1)dsin(θl,n)

λ ]T,

ψUE(φl,n) = [e
j2π(0)dsin(φl,n)

λ , . . . , e
j2π(U−1)dsin(φl,n)

λ ]T,

(6.3)

where U denotes the number of user’s antenna. Accordingly and based on the frequency

domain, (6.2) can be expressed by

Hf
p,n =

Ln−1∑
l=0

Hl,ne
−j2πfsτl,n(1+fd)p

P , (6.4)

where fs and p denote sampling rate and the p-th of P pilots, respectively.

Since each user is equipped with only one antenna, i.e., U = 1. Hence, steering vectors

at the user side are formed into a unit matrix. In this chapter, the low-velocity service is

considered, and hence, the small-scale follows a slowly time-varying channel.

6.3 EA-based Channel Estimation

In this section, CS based grant-free channel estimation in the time domain is firstly given in

Subsection 6.3.1, followed by CS based grant-free channel estimation in the virtual angular

domain in Subsection 6.3.2. Finally, a secure uplink grant-free transmission scheme and

a novel pilot design is proposed to enhance the wireless security, which are shown in

Subsection 6.3.3.

6.3.1 CS based Channel Estimation in Time Domain

The time channel impulse of the k-th orthogonal frequency division multiplexing (OFDM)

symbol between the n-th user and the r-th antenna at the BS can be expressed as hr,n =

[hr,n(0), hr,n(1), · · · , hr,n(Ln−1)]T, where Ln denotes maximum channel delay of the n−th
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user. At the BS, the received pilot sequence of the r-th antenna can be written as

Yk,r =
N−1∑
n=0

diag(α̂k,n)FLhr,n + Z, (6.5)

where α̂k,n, FL and Z denote pilot vector, the first L columns of the DFT matrix and

AWGN, respectively. Furthermore, L = max(Ln), n ∈ (1, N).

6.3.2 CS based Channel Estimation in Virtual Angular Domain

Authors in [31] and [100] introduced the concept of the virtual angular domain, where

the energy of the received signal is limited in a restricted region. Accordingly, the gain

pattern of a uniform linear array antenna with fixed direction AoA is simulated as shown in

Figure 6.2, where the AOA is set to 45 degrees with 16, 32, 64 and 128 antennas at the BS,

respectively. It can be observed that the resolution of AoA in the virtual angular domain

increases with the number of antennas. Furthermore, there are limited scatters around the

BS, where the signal is sparse in the virtual angular domain with finite AoA. Given this

guideline, the channel estimation of sparse users is detailed later in this subsection.

The classical communication theory depicts the explicit channel characteristics on dif-

ferent use cases, where coherence time quantifies the similarity of the channel impulse at

different times [101]. Hence, the coherence time Tc in Rayleigh fading channel is expressed

by

Tc =

√
9

16πf2
d

, (6.6)

where simultaneously estimate consecutive symbols can be performed if transmission time

is far less than the coherence time. Applying the multi-path slowly varying channels,

the received pilot sequence of the p-th pilot of R antennas for K continuous transmission

symbols at the BS can be written as

Yp =

N−1∑
n=0

ᾱn,ph
T
n,p + Z, (6.7)

where Yp = [y0,p, . . . ,yK−1,p]
T ∈ CK×R, yk,p = [yk,0,p, . . . , yk,R−1,p]

T ∈ CR×1, ᾱn,p =

[ᾱ0,n,p, . . . , ᾱK−1,n,p]
T ∈ CK×1 and hn,p = [h0,n,p, . . . , hR−1,n,p]

T ∈ CR×1.
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Figure 6.2: Fixed AOA and gain pattern of the ULA equipped with different number of
antennas.
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The channel matrix can be expressed as a sparse form, such as

h̄n,p = ABShn,pAUE, (6.8)

where ABS = [ψBS(0), . . . , ψBS(R− 1)] and AUE = 1. Hence, it can be concluded that

vec(Yp) =

M−1∑
n=0

AT
BS ⊗ ᾱn,ph̄n,p + vec(Z)

= ΦpIH̄p + vec(Z)

= ΘpH̄p + vec(Z),

(6.9)

where Φp = [AT
BS ⊗ ᾱ0,p, . . . ,A

T
BS ⊗ ᾱN−1,p]. I denotes the unity matrix with a size of

NK × RN . Furthermore, H̄p = [h̄T
0,p, . . . , h̄

T
N−1,p]

T. Based on (6.8) and (6.9), channel

information of sparse users can be obtained [72].

6.3.3 Pilot Design

Based on Subsection 6.3.1 and 6.3.2, it is clear that the eavesdropper needs to know all

users’ pilots to acquire channel information of active users. In other words, grant-free

communications can not be conducted under a blanket of secrecy once the pilot book is

disclosed. Hence, the unchanged users’ pilots may lead to severe security problems in

uplink grant-free communications. To that end, the pilot in my approach is designed to

be extracted from changeable environment, referred to as EA pilot, to keep users’ pilots

updated and thus ensure secure grant-free transmission. In detail, if a user’s amplitude of

channel information at the p-th pilot is higher than a set threshold at current transmission,

the values of this users’ pilot at the p-th pilot for the next transmission are set to 1, other-

wise it is set to -1. In particular, the channel reciprocity in TDD mode is utilized to keep

users’ pilots changing without signaling exchange between users and BS. By doing so, the

transmitter can determine the downlink channel information upon the channel information

obtained through the uplink channel estimation. Hence, it is hard for eavesdroppers to

acquire pilot information and steal information generated by the target users.

Since the value of pilot is set to 1 or -1, it can be observed that the values in α̂k,m and

ᾱm,p are random samples from a Bernoulli distribution and straightforward to implement.

However, the pilot matrix should meet the requirement of the RIP to ensure the decoding

at the BS [102, 103]. To this end, Bernoulli matrix is resorted to construct measurement
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matrix, i.e., random matrix. In fact, the measurement matrix in the time domain and

angular domain can be respectively expressed as

α̂k,r = [diag(α̂k,r,0), . . . ,diag(α̂k,r,N−1)], (6.10)

and
Φp = [AT

BS ⊗ ᾱ0,p, . . . ,A
T
BS ⊗ ᾱN−1,p]

= [Φ0,p, . . . ,ΦN−1,p],
(6.11)

where the element of α̂k,r,n and ᾱn,p are generated by the independent and identically

distributed Bernoulli random process. Accordingly, the pilot sequence α is non-orthogonal.

The proof of the validity of the measurement matrix is shown in Appendix B.

6.4 Simulation Results

In this section, the efficacy of the proposed scheme with EA pilots in LTE-A systems is

demonstrated. Furthermore, the NMSE performance of eavesdroppers without knowledge

of EA pilots is given to show the superiority of the proposed secure grant-free communi-

cations. The pilots are uniformly distributed throughout the symbol. Note that the linear

interpolation algorithm is used to obtain channel information in non-pilot positions.

Considering the property of multipath slowly varying channels, the slight Doppler shift

is employed. For example, given Doppler shift 5 Hz and the conventional Rayleigh fading

channel, the coherence time Tc is equal to 8.46 ms based on (6.6), which is far less than

a transmission subframe in LTE-A. Refer to [104], the channel information performance

of the active users is evaluated based on the Extended Vehicular A model (EVA) channel

model, where the multi-path propagation conditions consist of the maximum delay and

relative power. The simulation parameters are given in Table 6.1.

Figure 6.3 shows impact of SNR for the proposed scheme on the NMSE performance of

channel estimation in the time and the virtual angular domain, respectively. Furthermore,

the NMSE performance at the eavesdropper side is presented to show the superiority of

the EA pilots. It can be observed that by employing CS on the time sparse basis and

virtual angular basis, the EA pilot approach brings high security in terms of NMSE of

channel estimation, which means the eavesdropper is hard to perform channel estimation.

Hence, it can be reasonably inferred that by utilizing the EA pilot in TDD mode, the

uplink grant-free transmission can be conducted in a secure manner. In particular, it can
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be seen that the performance of the channel estimation in the time domain outperforms

the receiver in the angular virtual domain. This result is considered reasonable since the

receiver with a small number of BS antennas is influenced by the leakage power.

Table 6.1: Simulation parameters for EA-based channel estimation

Parameters Values

Mode TDD

Frequency 2 GHz

Bandwith 20 MHz

Cyclic Prefix Normal

Modulation Mode QPSK

Channel Model EVA

Doppler Shift 5 Hz

MIMO Correlation Matrices Low

Number of the BS Antennas 64

Number of the Cluster 5

Number of Users in Cluster 2

Filter Coefficient 1
8
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Figure 6.3: Impact of SNR on the NMSE performance of the proposed EA-based channel
estimation in the time and virtual angular domain, respectively. Furthermore, the number
of BS antennas is set to be 64.

6.5 Summary

CS based grant-free communication proposed in Chapter 3, 4 and 5 rely on the specific

pilot matrix, which may be analyzed by an eavesdropper (Eve) to infer the user’s channel

information. In this context, the pilot design should be considered for secure grant-free

communication. In this chapter, the standard CS form for channel estimation based on

different sparse basis is derived. In particular, the essentially invariant character of the

channel impulse within the coherence time has been utilized to perform channel estimation

in the virtual angular domain. Furthermore, an EA pilot scheme is proposed to meet the

requirement of secure grant-free communication, and the validity of the pilot design, i.e.,

measurement matrix, is proven. Subsequently, the performance of the channel estimation

based on different sparse basis is compared in the LTE-A system. The simulation results

show that the proposed EA-pilots based grant-free communication is conducted in a secure

manner.

Motivated by the requirement of CS based grant-free communication, UAD for aperi-

odic service, periodic service, the massive connected scenario and channel estimation for

secure grant-free communication have been investigated in Chapter 3, 4, 5 and 6, respec-

tively. In the following chapter, the conclusion and future work of this thesis are presented.



Chapter 7

Conclusion and Future Work

7.1 Conclusion

In this thesis, CS based grant-free communication in the presence of massive potentially

active users without moving or in low-speed moving scenarios is investigated. The main

conclusions and findings are summarised as follows.

• Conventional request-grant based NOMA incurs tremendous overhead and high la-

tency. To enable grant-free access in NOMA systems, UAD is essential. In this thesis,

CS aided UAD is investigated, by utilizing the property of quasi-time-invariant chan-

nel tap delays as the prior information. This does not require any prior knowledge of

the number of active users like the previous approaches, and therefore is more practi-

cal. Two UAD algorithms are proposed, which are referred to as g-TIDCS and mean

value based and m-TIDCS, respectively. They achieve much higher UAD accuracy

than the previous work at low SNR. Based on the UAD results, a low-complexity CS

based channel estimation scheme is also proposed, which achieves higher accuracy

than the previous channel estimation approaches.

• The grant-free communication with adaptive period for industrial IoT is investigated,

where only a fraction of users are active at a time. To the best of my knowledge, this is

the first work to exploit the non-continuous temporal correlation of the received signal

for joint UAD, channel estimation and signal detection, while all the previous work

requires continuous transmission. Two schemes are proposed toward this purpose,

namely PBOMP and PBSBL, which outperform the previous schemes in terms of the

96
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success rate of UAD, bit error rate and accuracy in period estimation and channel

estimation. The CRLBs of channel estimation by PBOMP and PBSBL are derived.

It is shown that the two proposed approaches have close CRLBs and normalized

mean square error at high SNR.

• UAD and symbol detection for grant-free communication in the presence of mas-

sive users that are actively connected to base station (BS), where a small portion

of to-be-connected users wake up in a burst. The number of effective interfering

connected users is reduced to only one, by applying a preconditioning matrix to the

received signals from multiple antennas at BS. Subsequently, an iterative UAD and

SD scheme is applied, where the priori information about the remaining interfering

user is exploited and the symbols of the burst users as well as the signature connected

user are simultaneously detected by iterative exchanging of the soft information of

user activity and symbols. The proposed system outperforms the existing work in

terms of the success rate of UAD and bit error rate.

• CS has been extensively employed in grant-free communication, where data generated

from different active users is transmitted to a BS without following the strict access

grant process. Nevertheless, the state of the art CS algorithms rely on a very limited

category of measurement matrix, i.e., pilot matrix, which may be analyzed by an Eve

to infer the user’s channel information. Thus, the physical layer security becomes a

critical issue in grant-free communication. In this thesis, the channel reciprocity in

time-division duplex systems is utilized to design EA pilots derived from transmission

channels to prevent eavesdroppers from acquiring users’ channel information. The

simulation results show that the proposed EA based pilot approach possesses a high

level of security by scrambling the Eve’ normalized mean square error performance

of channel estimation.

7.2 Future Work

The work presented in this thesis could be extended in the aspects of multi-cluster co-

ordination as shown in Subsection 7.2.1. Furthermore, utilizing interference for secure

downlink transmission is also considered to construct a whole communication system with

uplink transmission as shown in Subsection 7.2.2.
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7.2.1 Joint User Detection and Channel Estimation for Grant-Free Multi-

Cluster Coordination

IoT, capable of supporting massive access, sensing and interacting with everyone and ev-

erything, has been envisioned as a potential support for the imminent industry 4.0 [105].

The ubiquitous connectivity, which includes a variety of industrial users, such as robots,

sensors, co-robots and other facilities, enables data collection, exchange and analysis. This

potentially facilitates improvements in efficiency, productivity and other economic benefits.

IoT networks aim to provide heterogeneous services for the massive users, where the use

cases can be roughly classified into MMTC and URLLC. Specifically, MMTC, which is the

focus of this subsection, is featured by massive connectivity, low power consumption and

high energy efficiency, while URLLC is mainly designed to provide high reliability and low

latency for serving mission critical applications, such as industrial real-time automation.

Evidently, wireless communications in IoT cause severe access congestion due to insuffi-

cient frequency, time, power, antennas, and other resources. One of the efficient techniques

is to cluster massive users into a number of small groups [106], with a part of resources

being shared and reused in different clusters, referred to as multi-cluster IoT. Each clus-

ter is equipped with one or more APs to provide high-quality wireless transmissions. A

number of APs are connected by a high-speed optical fiber to data collection module and

application server for resource coordination, authentication and interference management.

The wireless interface management between APs and users is essential in IoT, from the

perspectives of radio spectrum allocation and interference management. The conventional

radio resource management techniques have been extensively investigated in cellular net-

works, where frequency reuse is adopted among base stations. Nevertheless, the number

of connections in IoT overwhelms that in cellular networks, typically requiring a dense AP

deployment. The frequency reuse design leads to a low level of resource utilization and in-

curs stronger inter-cluster interference [107, 108], which is even severer for the users at the

edge of the clusters, and significantly deteriorates their QoS. Considering the infrastructure

of multi-cluster IoT where the deployed APs are connected to a centralized cloud manager

for signal processing, the coordination techniques are naturally suitable for the wireless

interface management in IoT. That is, multiple APs can coordinate with each other to

share CSI and/or the intended transmission data for joint signal processing and interfer-

ence control [105, 106]. More specifically, in [105], a coordination scheme was adopted in

IoT to assist data offloading and assure load balance, while an energy-efficient coordina-
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tion IoT framework was presented for balancing the traffic load, alongside an associated

switching-on/off scheme for prolonging the lifetime of the system in [106]. Nevertheless,

both the coordination designs in [105, 106] are based on the orthogonal multiuser access,

and thus extra resources, i.e., time, frequency and antennas, are required for multiuser

access.

Low latency is an important metric for some IoT applications, such as early warning

of malfunctioned equipments. However, the complicated handshake mechanism, that has

been extensively used for grant access in cellular networks, leading to high access delay

and outdated CSI. Considering the sporadic transmission at uplink, joint active devices

detection and channel estimation would benefit system performance in terms of low access

delay and accurate CSI acquiring. Since in practice the number of the active users may

be much lower than the total number of users, it is reasonable to apply compressive sens-

ing theory for UAD based on the transmission sparsity. The integration of NOMA and

grant-free has been extensively researched, however, how to further improve the detection

performance with the multicluster coordination needs more fundamental analysis.

7.2.2 Interference Utilization-based Precoder for Secure Communica-

tions

Downlink precoding has been regarded as a key technology in multiuser MIMO commu-

nications. With the CSI available at the base station, the multiuser interference can be

calculated prior to transmission. In this way, the interference mitigation (IM)-based pre-

coder techniques have been extensively investigated to strictly suppress the interference.

The dirty-paper coding (DPC) scheme was proposed in [109] by pre-subtracting the in-

terference prior to transmission for achieving capacity, which however assumes infinite

alphabet input and incurs high computational cost. Although the Tomlinson-Harashima

precoding (THP) [110] and vector perturbation (VP) [111] precoders aim to reduce the

computational complexity over the DPC approach, they still need a sophisticated sphere-

search algorithm for algorithm implementation. Hence, low-complexity linear precoders,

such as zero-forcing (ZF) and MMSE [31, 112], have attracted much attention in practices

due to their low-complexity. On the other hand, optimization-based precoding has been

a popular research topic. For example, SNR balancing aims to maximize the minimum

SNR subject to a total power constraint [113]; transmission power minimization problem

aims to reduce the transmission power at the base station, subject to users’ minimum SNR
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requirements [114].

The above designs treat the input as infinite Gaussian signal. Hence, they only exploit

the channel correlation for the precoding design. In practice, modulation size is finite,

and the input is not Gaussian signal. In this case, there is scope to jointly exploit the

correlation among the channels and transmitted data, so that the multiuser interference is

possible to make constructive at each receiver, termed as interference utilization (IE) pre-

coding [115]. The concept of constructive interference (CI) has been applied for anonymous

communications [5], cognitive radio [116], large-scale MIMO [117, 118], constant envelope

[119, 120], hybrid beamforming [121], multi-cell coordination [122], rate-splitting [123],

physical layer security [1, 124, 125], directional modulation [6], and integrated sensing and

communication systems [126].

The essential feature of future communications is that of supporting massive access

in IoT, and therefore, the privacy and security requirements are intended to be more

complicated and diversified due to the limited number of physical resources [55]. For

example, the public broadcast may have a low privacy requirement, while some personal

information requires high confidentiality [127]. A possible solution is to classify security

rank and employ appropriate techniques of PHY security to meet the customized demand

of different users. Hence, it is demanding to fundamental analysis and new metrics for

designing and evaluating the overall system PHY security performance, especially under

the perspective of the IE-based secure Communications [128].



Appendix A

A.1 Proof of (5.8) and (5.9) in Lemma 5.3.2

LE,n(ỹ) in (5.7) is given by,

LE,n(ỹ) = ln
P (ỹ|xn ∈ ς, xm∗ ∈ ς)
P (ỹ|xn = 0, xm∗ ∈ ς)

= ln
∑
ςj

exp(ln
P (ỹ|xn = ςj , xm∗ ∈ ς)
P (ỹ|xn = 0, xm∗ ∈ ς)

)

= ln
∑
ςj

exp (LE,n,j),

(A.1)

Similarly, LA,n in (5.7) is given by,

LA,n = ln
P (xn ∈ ς, xm∗ ∈ ς)
P (xn = 0, xm∗ ∈ ς)

= ln
∑
ςj

exp(ln
P (xn = ςj , xm∗ = ς)

P (xn = 0, xm∗ ∈ ς)
)

= ln
∑
ςj

exp (LA,n,j).

(A.2)
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A.2 Proof of (5.10)

The index of the burst user is in line with the maximum probability of the posteriori LLR

of user activity, we have

n∗ = arg max
n∈S̄(l−1)

Ln(ỹ)

= arg max
n∈S̄(l−1)

(ln
∑
ςj

exp(LE1,n,j(ỹ) + LA,n,j))

(a)
= arg max

n∈S̄(l−1)

(ln
∑
ςj

exp(LE1,n,j(ỹ)) + LA,n)

≈ arg max
n∈S̄(l−1)

(max
j
LE1,n,j(ỹ) + LA,n),

(A.3)

where (a) is due to the fact that the elements ςj of ς are active with equal probability and

constant is omitted for simplicity. n∗ is selected as the index of the burst users.

A.3 Proof of (5.14)

The mathematical expectation of the data generated by the k-th potential active user is

calculated as
x̄k =

∑
ςj∈ς

P (xk = ςj)ςj

=
∑
ςj∈ς

exp(LA1,k,j)ςj
1 + exp(LA1,k,j)

(b)
=

exp (LA,k − ln |ς|)
∑
ςj∈ς

exp(LE2,k,j)ςj

1 + exp (LA,k − ln |ς|)
∑
ςj∈ζ

exp(LE2,k,j)
,

(A.4)

where LA1,k,j indicates a priori information of active symbol at the l-th iteration. LA1,k,j

at the l-th iteration is divided into two parts to obtain the soft symbol information at the

(l-1)-th iteration [68]. Explicitly, LA1,k,j = LA,k,j + LE2,k,j , where LA,k,j is in line with

original priori information of active symbol. As mentioned early, the elements ςj of ς are

active with equal probability, and hence, LA,k,j = LA,k − ln |ς|. Given this guideline, (b)

in (A.4) can be obtained.
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The authors in [129] utilized statistical RIP to construct measurement matrix, where the

measurement matrix fulfill (B.1)-(B.4). Given this guideline, α̂k,r and Φp is proved to can

be used to design measurement matrix based on the different sparse domain, respectively.

For simplicity, α is employed to denote α̂k,r in subsection B.1 and Φp in subsection B.2.

B.1 Proof of the measurement matrix in the time domain

• Since the pilots follow Bernoulli random distribution, it can be concluded that,

∑
j 6=i
αjα

T
i = 0, (B.1)

PM∑
cl=0

αj(cl) = 0, (B.2)

where αj and αi denote the j-th and i-th column of α, respectively.

• The columns of form a group under “pointwise multiplication”,

∀ column j′′ ,∃ j 6= j
′ 6= j

′′
,

αj′′ (cl) = αj(cl)αj′ (cl).
(B.3)

Since non-diagonal element of α̂k,r,n is zero, the diagonal element of α̂k,r,n is con-

sidered. Now recall that the diagonal element of α̂k,r,n is 1 or -1. Hence, (B.3)

holds.
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• For all j ∈ 2, . . . , PM ,

|
P−1∑
row=0

αj(row)|2 ≤ P 2−η, 0 < η ≤ 1. (B.4)

B.2 Proof of the measurement matrix in the virtual angular

domain

Similar to the proof of measurement matrix design in the time domain, (B.1)− (B.4) still

holds in the virtual angular domain. To give the proof in the virtual angular domain and

based on elementary column transformation, (6.11) is rewritten as

Φ̄p =[ᾱ0,0,pA
T
BS, . . . , ᾱK−1,0,pA

T
BS, . . . ,

ᾱ0,N−1,pA
T
BS, . . . , ᾱK−1,N−1,pA

T
BS].

(B.5)

Refer to (B.5), since ABS is a DFT matrix and the rows of Φ̄p are orthogonal each

other. Hence, (B.1) holds. Furthermore, ᾱk,n,p follows Bernoulli random distribution with

1 or -1, the sum of any rows is zero if the number of rows enough long. Hence, (B.2) can

be obtained.

Since the block matrix of Φ̄p denotes a DFT matrix, and the element of the first

column of ABS is set to 1. Hence, it can be always found different rows satisfy (B.3). In

this context, the maximum of element of Φ̄p is equal to 1, and therefore, (B.4) holds.
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