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a b s t r a c t

We propose the use of curved triangles and mesh colours as a vector primitive for image vectorisation.
We show that our representation has clear benefits for rendering performance, texture detail, as well
as further editing of the resulting vector images. The proposed method focuses on efficiency, but it
still leads to results that compare favourably with those from previous work. We show results over a
variety of input images ranging from photos, drawings, paintings, all the way to designs and cartoons.
We implemented several editing workflows facilitated by our representation: interactive user-guided
vectorisation, and novel raster-style feature-aware brushing capabilities.

© 2022 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Vector images define an image as a collection of geometric
rimitives, such as lines, ellipses, or more elaborate shapes. Vec-
or graphics are key in many disciplines, such as graphics and web
esign, or textile and printing industries, due to their ability to
isplay an image at arbitrary resolutions without loss of quality.
mage vectorisation is the process of converting a bitmap (raster)
mage into a vector image. The manual vectorisation of a raster
mage is a slow process, especially for highly detailed input such
s photographs, requiring expertise and immense amounts of
ime [1].

Many approaches to automatic image vectorisation have been
roposed over the years, using various primitives. Nevertheless,
hey have not been widely adopted due to their performance,
uality or controllability issues, although some commercial tools
ike Adobe’s Live Trace [2] have become an artistic style of its
wn despite its limitations. Creating realistic vector graphics thus
emains challenging.

In our recent paper [3], we proposed a new image vectorisa-
ion method that excels at processing time, detail control, ren-
ering efficiency, and the resulting vector images are well suited
or further editing. Our method performs well over a wide variety
f inputs, specially natural images and stylised design graphics. It
ollows a pipeline of three main steps: image feature extraction,
D mesh generation, and colour fitting/texture transfer; see Fig. 1.
ach step has been designed with performance, quality, and con-
rol in mind, leveraging recent advances in texture representation
nd mesh generation. The resulting vectorised images can be
endered in real-time on a wide range of hardware.

∗ Corresponding author.
E-mail address: j.kosinka@rug.nl (J. Kosinka).
ttps://doi.org/10.1016/j.cag.2022.05.004
097-8493/© 2022 The Author(s). Published by Elsevier Ltd. This is an open access a
Vector images are resolution-independent, which has com-
pression benefits with respect to high resolution raster images.
But most previous vector image representations are not editable
as intuitively as raster images. For example, raster brushes al-
low direct editing of pixel values, but most existing 2D vector
representations do not support analogous operations, especially
for soft brushes. Our vectorisation pipeline effectively turns a
raster image into a representation that supports hybrid work-
flows where users can edit colours through brushing, still retain-
ing all the advantages of vector images.

Our original contributions in [3] included the introduction of
mesh colours as an image vectorisation primitive, texture details
and soft feature extraction from the input image, and a fully
automatic and user-guided image vectorisation pipeline.

The present paper adds the following contributions:

• User-controllable adaptive mesh colour resolution. This al-
lows users to choose arbitrary target error thresholds, so the
method can automatically determine the resolution of the
mesh colour patches.

• Improved feature extraction. We filter noisy edges by ap-
plying progressive levels of blur to the image and keeping
only those edges that have correspondence in higher levels.
So edge extraction parameters can be lowered to capture
salient edges without worrying about introducing unwanted
noise.

• Extended editing tools. This include novel raster-style brush-
ing capabilities for our vector representation, which push
vector graphics in new directions beyond typical workflows.

The remainder of the paper is organised as follows. We first
present an overview of related work in vector graphics and image
vectorisation (Section 2). This is followed by an overview of
rticle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Fig. 1. An example input raster image (a) and our vectorised result (b). Please, zoom in to see the full details. The insets show the hard (red) and soft (green) image
features (c) extracted in the first step of our method. These features are then used to build a curved triangular 2D mesh (d), where each triangle is later equipped
with mesh colours (e) optimised from the input image. Our representation can be rendered efficiently in real-time (f), producing accurate renditions of the original
image (g). Our vector images automatically adapt to varying levels of detail within the same image (e.g. petal texture versus blurry background) as seen in (c)–(e).
They also capture both the infinite sharpness around salient image discontinuities and the smooth colour interpolation typical of vector graphics.
Source: Photo ©Jack Tamrong - stock.adobe.com.
our vectorisation method (Section 3) and a detailed description
of its stages: feature extraction (Section 4), mesh generation
(Section 5), and texture transfer (Section 6), including its new
adaptive image detail control. To demonstrate the capabilities of
our proposal, we show the results of applying our method to sev-
eral types of raster images, edits to the resulting vector images,
our improved user-guided vectorisation pipeline as well as our
novel brushing functionality and compare with previous works
(Section 7). Finally, we discuss our method before concluding the
paper (Section 8).

2. Related work

Solid colours & linear gradients. First automatic attempts at vec-
torising images partition them into regions representable by flat,
linear or quadratic gradients [4]. This produces stylised repre-
sentations of the original image. Vectorisation of natural im-
ages based on solid colours often requires a colour quantisation
step to simplify detail [5,6], affecting the detail preservation
of this approach. Additionally, user guidance for this quantisa-
tion is often needed to preserve boundaries between objects
[7–9]. Another early attempt relies on adaptively created image
triangulations [10].

Diffusion curves. Diffusion curves [11] represent an image by
a collection of curves defining sharp transitions in colour. The
colours assigned to either side of these curves are then diffused
over the rest of the image. When vectorising an image into the
diffusion curve representation, image edges are detected and
represented as smooth curves, and their colour is extracted from
the underlying image. The original diffusion curves have been
extended in many ways [12–15] to allow better user control
and increase the fidelity of the primitive itself, and thus also in
the vectorisation process. Although (generalised) diffusion curves
offer a powerful set of primitives, they tend to be expensive to
evaluate as this involves solving large linear systems [11], using
smart solvers [16,17] or even using raytracing [18,19]. Although
diffusion curves provide an excellent way to represent images,
they have not seen wide adoption due to the complex nature of
the solvers [20].

Parametric patches. Originally introduced in Adobe Illustrator [2],
the gradient mesh primitive represents an image as a regular
grid of bicubic patches [21,22], which are the result of interpo-
lation of the colours and colour gradients assigned to the vertices
of the (gradient) mesh. Early attempts at gradient mesh based
vectorisation have used it in combination with (pre-)segmented
regions with progressive subdivision of patches [23] or optimising
meshes [24]. An automatic pipeline based on quadrangulations
guided by frame fields was proposed by Wei et al. [25].

More recently, subdivision surfaces were used over triangular
meshes [26,27], created using an elaborate pipeline of feature
120
extraction, mesh generation as well as colour fitting. However,
despite recent advances [28], subdivision surfaces are relatively
costly to evaluate and special care is needed to ensure inter-
polation of the colours assigned to mesh vertices [29]. Gradient
meshes and subdivision surfaces can model smooth regions of
an image with high accuracy, but require many patches in re-
gions with high-frequency changes in colour. Recently, other
non-standard forms of the gradient mesh have been proposed
to alleviate this problem [25,30–33], including our approach [3],
extended in the present paper.

Thin-plate splines have been used in combination with cubic
Bézier triangles [34]. The Bézier triangle mesh is generated by
simplifying a pixel-dense triangle mesh, which is followed by
optimisation and fitting. Chen et al. [35] combine dense thin-
plate splines, efficiently rendered with a specialised kernel, with
coarser gradient meshes generated from a manual segmenta-
tion of the image. Although most texture details are preserved,
sharp features are only approximated when not preserved by the
segmentation.

Our original method [3] also uses Bézier triangles for the mesh,
but generated directly from detected image features. In contrast
to prior art, we represent the colour inside each Bézier triangle
as mesh colours [36], and further improve on this using a user-
controllable adaptive approach. This allows for detailed texture
preservation and provides a cheap, yet accurate representation of
the original image. We note that recent work on new primitives
for colour manipulation [37] presents similar triangular subdivi-
sions, but the parametric shape of their colour distributions does
not capture spatial texture detail.

Other vectorisations. A related class of vectorisation methods
that focus on abstract/stylised imagery includes pixel art [38,39],
where aliased raster edges can be shape, texture or shading, mak-
ing that inference the core of the problem. Other recent works fo-
cus on perceptually-motivated vectorisations [40,41]. In a similar
vein, vectorisation of drawings and sketches [42–45] focuses on
inferring vector lines. Images can also be vectorised (and poten-
tially edited) using their skeletons/medial axis transforms [46,47].

Vector image editing. Ultimately, the resulting vector images
should allow their geometric and colour properties to be edited.
Most parametric patch-based representations are easily deformed
by deforming the handles of the parametric representations such
as the vertices of a mesh [26] or the control points of a high-
degree patch [27]. Other representations, such as diffusion curves,
can be manipulated by changing the curves themselves, but it
can be tedious to manipulate the image curve by curve. Local
and global deformation can be achieved by discretising the image
domain of diffusion curve images [48]. Our approach supports
such typical geometric edits at different levels, from independent
editing of vertex location and edge control points, to warping of
subsets of the mesh [3].
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Fig. 2. Our vectorisation pipeline presented on an illustrative example. From left to right: The input raster image, banded greyscale image to extract soft edges from,
extracted hard (red) and soft (green) image features, generated mesh, mesh colours with colours fitted, and the final (rasterised) result.
Many representations allow editing of colour through chang-
ng the colour distributions of a local region [25–27,35], by chang-
ng the colour and maintaining the variance. Liao et al. [26]
llow direct colour editing of colour values or their neighbour-
oods. However, this is dependent on the local density of the
esh. Diffusion curves can be colour edited at the curves but
o not allow for arbitrary brushing. Similar representations such
s Poisson vector graphics [49] and thin-plate spline based rep-
esentations [50] only allow editing directly at features or by
pecifying entirely new features. Our proposed usage of mesh
olours is more flexible than parametric solutions. Coupled with
daptive mesh resolution and hard image features, we showcase
ovel raster-style brushing capabilities, including soft brushes.
his is different from vector brushes in some commercial drawing
pplications [51], where the final vector image is a collection of
ard brush strokes.

. Overview

Our method consumes a raster image (of any content) and
utomatically converts it into a vector image. Although the vector
mage needs to accurately represent the input raster content, the
esulting vector representation should meet several other condi-
ions: be editable, render efficiently, and be sparse. To that end,
e extract image features that capture representative geometry,
hading, and texture. In contrast to [3], we now determine image
dges using a Gaussian scale-space [11], which improves control
ver noise filtering and keeping important edges.
Once vectorised using spline curves, the edges turn into intu-

tive handles for high level edits. These image features are also
he constraints for our mesh generation step, where we seek a
urved triangular mesh that follows them faithfully. We strive
or: an efficient mesh generation, enough triangles to obtain a
ood topology to support detailed mesh colour patches, and a
epresentation that is easily editable by the user.

Next, each triangle is equipped with a mesh colour patch. Al-
hough we do not intend to expose the mesh colours to the user,
e allow the user to modify them using a new brushing tech-
ique not present in [3]. Our automatic and now user-controllable
daptive texture transfer process then fits the colours from the
nput pixels to the mesh colours of the patches. To display our
ector representation, we rasterise it in real-time through tes-
ellation shaders, whose level of detail can be controlled on
he fly for detailed offline work or excellent performance for
isualisation.
These steps of our pipeline are visually represented in Fig. 2:

• the main features of the image are extracted (Section 4);
• a conforming mesh is generated (Section 5);
• image colours are transferred to mesh colours (Section 6).

ome of these intermediate steps for a more complex input are
hown in Fig. 1.

. Feature extraction

The key to a successful image vectorisation is to establish
hich features to preserve from the input raster image. Given
121
Fig. 3. Filtering edges with a scale-space approach removes edges that are the
result of noise. Note the difference in the red region on the battery, where hard
edges (red) on the left where removed, allowing for soft edges (green) to replace
them for cleaner geometry that still preserves all the texture detail.

that we aim for a universal method applicable to any input image,
we cannot make any assumptions about their content. However,
we define two types of features: hard and soft edges. A similar
distinction between hard and soft edges was made earlier on
by Lindeberg [52] and Elder [53] who describe differing blur
scales to edges which are extracted using a scale-space approach.
Their approach was later used in a vectorisation setting by Orzan
et al. [11] to estimate blur scales for edges.

Hard edges come mainly from colour discontinuities that typ-
ically capture salient shapes, contours, and textures of the ele-
ments in the image; and they should remain sharp on the vector
image. On the other hand, we use soft edges to model smooth
but complex colour transitions (e.g. shading). Edge detection is
still an active topic after decades of research [54], with recent
neural approaches that do an increasingly good job at inferring
geometrical edges at object level [55–57]. However, these meth-
ods are not that well suited to surfacing progressive texture detail
or complex colour transitions.

Edge extraction. For simplicity and ease of control, and similarly
to previous works [34,35], we use the Canny edge detector [58].
Given the performance of the rest of our method, this choice
provides interactive and intuitive control over the level of detail
of the resulting vectorisation. We typically set the low and high
thresholds to 15 and 100 in the range [0, 255], respectively.
Compared to [3], where a standard single blur pass was applied,
we filter further noisy edges by applying progressive levels of blur
to the image and keeping only those edges that have correspon-
dence in higher levels. Only those edges are kept that have at
least one pixel in the user defined scale. Fig. 3 shows an example
where the edges that are the result of noise are filtered away.
While this approach is good at detecting hard edges and contours,
it fails to pick up soft edges: lower thresholds lead to too much
noise and/or unwanted texture detail. Thus, we propose a simple
procedure to extract soft edges to complement the hard ones
found by Canny.

Upon closer inspection of the vectorisations obtained using
only hard edges, we noticed the missing soft edges we were inter-
ested in are typically orthogonal to the smooth colour gradients
in the image. To expose those features, we quantise a greyscale
version of the input image (20 levels by default), and extract the
discontinuities from the resulting banding using the marching
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Fig. 4. Top row: Original image and the quantised greyscale image with the
extracted hard (red) and soft (green) edges overlaid. Bottom row: Our vectorised
version without using soft edges (left) and with soft edges (right). Note that soft
edges help to capture more detail and to avoid artefacts on the reflections of
the statue and in the background. Please, zoom in for a more detailed view.

squares algorithm. This is similar to the iso-contours used to
vectorise brushstrokes in [59], but our soft edges go through extra
processing before being traced differently.

Edge filtering. Because hard and soft edges may overlap near
areas where the image gradients change quickly, we filter the soft
edges based on their distance to neighbouring hard edges, effec-
tively removing them from areas where hard edges were already
present. We do this by creating the distance transform of the
previously extracted hard edges and using this as a filter for the
extracted edges from the banded image. This filtering promotes
the creation of sparser geometry later on in Section 5, as it re-
moves bands that overlap with hard edges or are closely parallel
to them. Fig. 4 shows the result of quantising the greyscale image,
and the subsequent soft features extracted from them (top right).
These features help us better capture soft image details, such as
all the blurry background elements in the input image (bottom
row).

5. Mesh generation

The goal of the mesh generation step is to create a mesh
f cubic Bézier triangles that conform to the detected image
eatures. We vectorise the detected edges by converting them
o cubic Bézier splines, which are then used to drive the curved
riangulation step.

dge vectorisation. The extracted hard edges are traced and linked
nto pixel chains [60] to be vectorised as cubic Bézier splines.
hese splines help us capture curves and remove the aliasing
resent on the hard edges, and enforce C0 or G1 continuity as
eeded. In the spirit of [61], we progressively fit the splines to
he chains by recursively fitting curves to each whole pixel chain.
122
Fig. 5. Left: A cubic Bézier triangle with control points (the central one is in
red). Middle: Resolution 3 mesh colour texture with (4+1)·(4+2)/2=15 mesh
colours mapped on the cubic Bézier triangle. Right: Linear (top) and quartic
(bottom) interpolation.

We keep each fit only if the maximum error distance between a
polyline approximation of the Bézier curve and the pixel chain
is half a pixel. If not, the pixel chain is split at the pixel with
the largest distance, and new splines are fitted to the respective
halves of the previous pixel chain, until every segment of the pixel
chain is converted.

Soft edges are usually noisier and do not represent salient
image features that need to be preserved as accurately as the
hard edges. Therefore, we found an approximation is sufficient
and we do not have to strictly enforce the start and end points of
the spline piece to lie over the actual pixel-chain. Fig. 4 (top right)
shows the vectorised edges obtained from the input image. As can
be seen, the hard edges closely follow the discontinuous features
in the image, whereas the soft edges offer an approximation of
the bands from the quantisation, without affecting the quality of
the reconstruction. Hard and soft edges are kept separate to be
handled differently in later stages of the pipeline.

Curved triangulation. The soft and hard vectorised edges from the
previous step are curved, so direct application of standard lin-
ear meshing techniques would cause degeneracies if supporting
straight line segments crossed through the curved edges. One
option could be to subdivide the curved segments until only
accurate-enough linear elements remain, but this would quickly
increase the number of faces in the subsequent meshing step.
Instead, we choose to create a curved triangular mesh, as this
allows us to keep a lower number of generated triangles while
directly incorporating the curved edges.

To generate such a mesh we use the method of Mandad and
Campen [62] based on guarding triangles to avoid intersections
and employ standard constrained Delaunay triangulation. We
speed up the mesh optimisation phase by inserting supporting
vertices into the triangulation at regular intervals and only when
the inserted position is some distance from the nearest feature.
Alternatively, other curved triangulation methods [63] can be
used to generate the geometry, but the density of the resulting
mesh may end up being too high [64]. After the triangulation step,
we are left with a non-degenerate curved triangulation. This fixes
the topology of the mesh. Next, we determine its geometry and
parametrisation.

On each (curved) triangle, we construct a cubic Bézier trian-
gle (see Fig. 5, left) by using the control points of the curved
edges as edge control points and converting straight supporting
segments to cubic Bézier curves, which determines all the blue
control points. This ensures that all vectorised (hard and soft)
edges are exactly reproduced in the curved triangulation. To fix
the parametrisation, we add the central control point (red in
the figure) as the centroid of the edge control points of each
triangle. We also keep track of which edges represent hard and
soft features by tagging them. The straight segments generated
by the triangulation step are always deemed to be soft.
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Fig. 6. From left to right: Input image and vectorisations using the same mesh
but different resolution r of mesh colours. On purpose, the mesh does not
capture the features of the input image correctly. Regardless, increasing r leads
to increasingly better approximations of the input image.

6. Texture transfer

As mentioned before, our goal is to use vector primitives able
to handle varying texture detail, while being fast to evaluate. We
propose the use of mesh colours [36], a first in the context of
image vectorisation, when not considering simple vertex colours
and standard linear interpolation. Mesh colours [65] are a conve-
nient way of storing colour and texture information in complex
meshes. This makes it robust to further transformations and
edits, especially when compared with parametric texture rep-
resentations from previous vectorisation work. These properties
make mesh colours a fitting mechanism for transferring texture
information from a raster to a mesh. However, mesh colours have
been used in conjunction with 3D painting tools [66], and there
are no standard ways of transferring texture information to mesh
colours.

Mesh colours. In our setup, we map triangular mesh colours
to the cubic Bézier triangles that were generated in the pre-
vious step (Section 5). Fig. 5, middle, shows a schematic view
of mapped mesh colours. The resolution r handles the number
R =

(2r−1
+1)(2r−1

+2)
2 of mesh colour vertices ti per patch, where i =

i, j, k), i+j+k = r and i, j, k ≥ 0. We follow the procedure of [36]
o interpolate mesh colour values over each patch. For clarity of
resentation and to prepare the ground for our proposed mesh
olour fitting scheme (Section 6.1), in the following we detail the
teps for evaluating a mesh colour texture on a triangular patch.
The barycentric coordinates φ = (u, v, w) with respect to a

riangle △ in the mesh are used to determine the three closest
esh colours: ti, tj, tk. These colours together determine a mesh
olour (sub)triangle of △. From the coordinates φ we determine
he local barycentric coordinates φ inside the mesh colour tri-
ngle. These local coordinates are subsequently used to either
inearly or quartically interpolate between the three colour values
f the mesh colour triangle. The former results in piece-wise
inear C0 colour interpolation over △, and the latter in piece-
ise quartic C1 colour interpolation at the expense of increased
omputational cost. We choose to use the C0 version as there
s not a lot of difference (Fig. 5, right column), except in cases
here mesh colour values vary extremely. The resolution of each
esh colour texture can be changed per triangle [67], effectively
djusting the amount of texture detail that can be represented
nd the storage required for it. Fig. 6 shows a simple example
here a static mesh approximates the same image with different
esh colour resolutions. Higher mesh colour resolutions are able

o approximate the input more clearly.

.1. Mesh colour fitting

At this stage, the mesh geometry is already fully defined and
esh colours can be fitted to them. Ideally, the colour fitting
rocess should be implemented as a global least-squares problem
ver all mesh colours of the entire mesh. This would automati-
ally generate smooth colour transitions over triangle boundaries
123
that are marked as smooth. However, this leads to a large system
of equations that needs to be solved and would not be practical
both with regards to memory and performance. Our approach
simplifies the problem, by fitting each triangle individually and
only afterwards smoothing mesh colours where appropriate.

We first fit mesh colours to each cubic Bézier triangle T
parametrised over △ separately. We sample each T in the mesh
niformly to obtain the pairs (pi, φi) for every sample position pi
n the image with φi its barycentric coordinates in △, i.e., T (φi) =

i. To effectively fit mesh colours, we need to ensure that the
umber of samples m satisfies m > R. Using the image position
i of each evaluated pair, we look up the bilinearly interpolated
olour value I(pi) = ci in the input raster image I . Using φi, we
etermine the local barycentric coordinates φi of pi in its mesh

colour (sub)triangle. We then minimise the following function on
a per-triangle basis, used once per colour channel:

min
∑

i

(
T c(φi) − ci

)2
,

where T c evaluates the colour corresponding to T . This is a stan-
dard least squares problem that we solve for the mesh colours
of T . The matrix of the system can be reused for fitting triangles
with the same mesh colour resolution r , since it is independent of
the actual image positions and it uses only parametric positions
(expressed in terms of φ), which are generated uniformly for each
triangle. We efficiently perform this sample pair creation process
in parallel for each triangle using GPU compute shaders.

To increase the efficiency of this colour fitting step, we can
use different mesh colour resolutions based on the size of each
triangle with respect to the original image, as follows. We assume
that during the feature extraction step most regions of highly
varying colour are split into smaller ones, and that each resulting
triangle after the mesh generation step lies in an area with small
changes in colour. Therefore, the smaller the triangle, the lower
resolution it needs to represent the textured area of the original
image. We bin the triangles based on their pixel area in the
original image into N different bins. These bins correspond to
increasing resolution of mesh colours. This benefits performance
as lower resolution textures require less samples to be generated,
reducing CPU–GPU congestion and improving the speed of the
fitting.

In this paper we introduce an improved strategy to adaptively
find the best resolution of mesh colours to use for a patch,
according to some user defined maximum error threshold Emax.
We start fitting at resolution 0 and increase the resolution and
only stop fitting when the mean squared error has gone below
the threshold. Naturally, this process converges as the resolution
of mesh colours will at some point exceed the resolution of pixels
contained in the triangular area denoted by the current patch
being fitted. Adaptively fitting patches takes more time than the
previous simpler binning approach, as potentially multiple fits
have to be done per-patch. However we can reuse the colours
already sampled from the original image for each subsequent fit.

Offset sampling. We found that bilinear sampling does not fetch
correct colours when sampling close to hard edges, causing colour
bleeding artefacts to appear on the triangles (Fig. 7, top). Inspired
by Liao et al. [11,26], we use a one-pixel padding around hard
edges. When sampling at hard edges, the actual sampling is offset
from the padded region. This ensures that sharp transitions on the
raster image are preserved by sampling on the correct side of the
edge (Fig. 7, bottom). By offsetting the sampling we are able to
create crisp edges without affecting the smooth interpolation on
either side of the edge.
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Fig. 7. Vectorised image without (top) and with (bottom) offset sampling around
hard edges. Insets show the increased sharpness not only on silhouettes, but also
hard edges coming from other sources like shading.

Colour smoothing. After each individual triangle in the mesh has
been fitted with its associated mesh colours, we can increase the
fidelity of our vectorisation by smoothing mesh colours that are
on the edges of the triangles. The smoothing procedure, where
mesh colour values on edges are averaged with respect to their
values on adjacent mesh colour patches, only needs to be done for
edges that were previously deemed to be smooth, i.e., support-
ing (smooth) edges that were created in the triangulation step
(Section 5), or the smooth edges from the feature extraction stage
(Section 4).

When faced with differences in resolution of adjacent trian-
gles, the smoothing step cannot be achieved as a simple averaging
step. In this case we choose to let the lower resolution triangle
dictate the mesh colours on the edge of the higher resolution
one. We achieve this by linearly interpolating the missing mesh
colours so that the mesh colours of the two triangles align. The
mesh colours that are already aligned can simply be copied.
Averaging is used when the resolutions are equal.

This step guarantees at least C0 interpolation of colour in
mooth regions. Fig. 8 shows the difference between before and
fter colour smoothing. Before smoothing, the underlying trian-
ulation is clearly visible in some regions. After smoothing, these
rtefacts vanish and the resulting vector image has C0 colour
nterpolation everywhere except at hard features.

.2. Rendering

The resulting vector graphics representation should lend itself
o efficient rendering. To this end, we employ tessellation shaders
n the modern graphics pipeline. All triangles are rendered as
ubic Bézier triangles. We store the mesh colours in textures as
roposed by [36] and evaluate them using the process outlined
n Section 6.1 in a fragment shader. This of course leads to
uplication of mesh colour data for edges and vertex positions,
ut it is necessary to model hard edges; this gives distinct colours
n either side of the edge and no filtering should be applied there.
We have not focused our efforts on improved filtering of

extures, such as trilinear filtering and MIP-mapping. There have
een recent improvements and variants on the mesh colour tech-
ique that extend them with increased filtering capabilities and
ardware support [66–68].
124
Fig. 8. Top: Input image (left) and our vectorised result (right). Bottom: Without
smoothing (left) the seams of the mesh become apparent (some examples
are highlighted by the red arrows), which is especially undesirable at large
magnification factors typical for vector graphics. The proposed smoothing of the
mesh colour values of neighbouring mesh colour patches removes such seams
for a more natural and higher quality result (right).

7. Results

Fig. 1 (left) shows an intricate input image with lots of detail.
Our extracted image features keep the sharpness of hard features,
while the mesh colour patches capture fine texture as desired;
see also the accompanying video. Fig. 2 shows a simple logo
that turns into a relatively simple vector image that could be
edited further to remove the background, for example. Fig. 4
shows an interesting combination of sharp and soft details, which
our image features help capture accurately. Fig. 7 shows another
example of clean stylised graphics faithfully captured by our
representation.

In the following we focus on the improvements and extensions
over the conference version [3] of this paper.

7.1. Adaptive image fitting

Adaptively fitting mesh colours allows for the mesh colours to
be used in areas where they are most needed. In Fig. 9 we show
different mesh colours fittings of the same geometry, features,
and mesh, but with various maximum permissible mean squared
error (MSE) per-patch thresholds. Naturally, by decreasing the
threshold the input image is reconstructed better. Most of the
small errors with respect to the original image accumulate along
the edges. This can be attributed to the offset sampling we do
along hard edges (Section 6) to hallucinate the infinite sharpness
of vector graphics, and the fact that the vectorised edges might
not perfectly align with the actual edges in the image.

The adaptivity of our solution means that lowering the error
threshold does not translate in a resolution increase in every
patch, since some image regions can be already well approxi-
mated by patches of lower resolution. In Fig. 10 we show the
distribution of patch resolutions when increasing the maximum
error threshold Emax for several examples. We can see that for
lower thresholds the higher resolution mesh colour patches dom-
inate, whilst increasing the threshold allows some patches to
become lower resolution, with an expected gradual increase in
the error.
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Table 1
The performance of our vectorisation pipeline on several of the results featured in this paper. The time measurements
are shown in seconds except for the rendering time, which is shown in milliseconds, and are split over the elements
of our vectorisation pipeline: FE = Feature Extraction, MG = Mesh Generation, CF = Colour Fitting, RT = Rendering
Time, CR = Compression Ratio. △ indicates the number of triangles and Em stands for Emax .
Image Resolution △·103 FE MG CF Total RT CR

Fig. 1 1280 × 853 ∼ 9 1.0 0.2 2.5 3.7 ∼ 22 0.28
Fig. 2 924 × 510 ∼ 1 0.24 0.1 .4 1.1 < 1 0.03
Fig. 4 bottom left 848 × 1280 ∼ 50 0.5 0.7 4 5.3 ∼ 25 0.78
Fig. 7 1280 × 1181 ∼ 4 1.9 0.06 1.9 3.9 ∼ 2 0.06
Fig. 8 441 × 441 ∼ 6 0.2 0.1 4.4 4.7 ∼ 3 1.7
Fig. 9 top 1920 × 1284 ∼ 15 1.5 0.3 1.5 3.3 ∼ 25 0.18
Fig. 9 bottom 1280 × 853 ∼ 15 1.5 0.3 13.3 15.2 ∼ 30 0.65
Fig. 10 top (Em = 50) 1280 × 853 ∼ 8 1.1 0.3 2.8 4.3 ∼ 26 0.27
Fig. 10 top (Em = 1) 1280 × 853 ∼ 8 1.5 0.3 15.3 17.0 ∼ 26 0.93
Fig. 10 mid (Em = 50) 1280 × 853 ∼ 6 0.8 0.1 2.0 2.9 ∼ 16 0.12
Fig. 10 mid (Em = 1) 1280 × 853 ∼ 6 0.8 0.1 4.7 5.7 ∼ 17 0.33
Fig. 10 bottom (Em = 50) 1280 × 853 ∼ 41 1.2 0.7 20.3 22.6 ∼ 30 1.83
Fig. 10 bottom (Em = 1) 1280 × 853 ∼ 33 1.2 0.5 74.9 76.9 ∼ 30 4.46
7.2. Performance

Table 1 shows the performance of our vectorisation method
or several results featured in this paper. In addition to the total
imings, we also show timings of several of the intermediate
teps, and rendering times of the rasterisation of the obtained
ector images. We ran the method on a low-end laptop, with
n NVIDIA MX150 GPU, 8 GB of RAM, and an Intel i5-8250 CPU;
btaining times that make our method practical.
The original method [3] could vectorise any image with rea-

onable performance, taking just a few seconds for the whole
rocess. Although our new adapted method is geared more to-
ards quality rather than performance, it is able to vectorise most
imple images within seconds and more complex images within
ens of seconds. Naturally, when requiring lower error rates the
erformance decreases. This performance difference is due to the
igher prevalence of high resolution mesh colour patches, as can
e seen in Fig. 10. The higher rates of these patches also impact
he compression ratio, as more mesh colours samples are needed
or higher resolution patches.

The feature extraction step (Section 4) is dependent on the
esolution of the input image, and the number of features in
he image. The mesh generation step (Section 5) depends on
he content of the image, and the number of extracted features
nd their orientations. For instance, curved features that lie close
o each other will generate more triangles than just a single
urve. Then the performance of the colour fitting step (Section 6)
epends on the number of generated triangles. However, due
o our parallelisation and our adaptive patch resolution, it can
e achieved quite efficiently. The resulting vector images can be
endered quickly through our use of tessellation shaders. Even
or images with a large number of triangles we achieve real-time
erformance rates (see the accompanying video).

.3. Editing

Key to any image vectorisation method is the editability of
he resulting representation. In the following, we show different
ypes of edits and workflows, some only possible due to the
ntuitiveness of our structure and steps, and/or the efficiency of
he whole pipeline.

eometry editing. We support low-level deformations, i.e., drag-
ing vertex positions and tangent handles of the cubic edges of
he Bézier triangles. However, in some areas a relatively large
umber of elements can be generated and editing can become
edious. Instead, the mesh can be effectively manipulated using
roportional editing tools [26] paired with handling of curves
n the spirit of [69]. We show an example of this in Fig. 11
125
and the supplementary video. Because of our real-time rendering
performance, users can efficiently zoom in and out for precise
control.

User-guided vectorisation. We also created an interactive applica-
tion that allows users to draw spline curves on top of a raster
image. Replacing the automatic feature extraction stage of the
pipeline, the user can mark them as hard or soft features. The
created curved features are used as inputs to the rest of the
pipeline. This user-guided process of vectorisation can be done
fully interactively thanks to the efficiency of our pipeline. In
addition, the user adds curves locally, which requires only local
updates to the triangulation and mesh colours. Fig. 12 shows
interactively generated vectorisations of raster images. Lastly, the
same workflow could be used to clean up automatically vec-
torised images by adding or fixing features that were not captured
correctly in the edge detection phase.

Colour editing. Due to the way mesh colours are connected to the
mesh, we can replicate the expressiveness and editing capabilities
of raster images by allowing the user to brush over the vector
image directly, so the colours of the mesh colours are updated
accordingly; see Fig. 13. Naturally, the higher the resolution of the
mesh colours, the better the capacity to capture the brushstrokes,
becoming akin to brushing on a raster image. After the initial
vectorisation of a raster image, we allow the user to increase the
resolution of the mesh colour patches arbitrarily. This is achieved
without loss of quality given the new mesh colours can be created
using linear interpolation from the initial mesh colours. This pro-
cedure can be used to increase the resolution locally or globally.
Note that this would be harder for representations based on
subdivision surfaces, as this requires global subdivision [28]; or
thin plate splines, as this increases the complexity of computation
(matrix-inversion). Our representation is only spatially affected as
mesh colour evaluation is a constant operation.

The inclusion of the feature curve information in the vec-
torised representation also allows for interesting hybrid interac-
tions (Fig. 14). Stroke colours are propagated from the centre of
the brush outwards, visiting all triangle faces in the perimeter
of the brush which are directly accessible from the centre of the
brush, so hard features can be used as barriers to this propagation.

Free-form authoring workflows. By combining the interactive fea-
ture creation and brushing features we create novel free-form
vector graphics workflows. Using the guided vectorisation pro-
cess described before, the user first draws the main features of the
design. Based on those features, the mesh generation step creates
and initialises a blank mesh colour canvas to receive user brush-
strokes. With the addition of feature-aware strokes this workflow
becomes a novel and powerful tool to create vector images. A
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Fig. 9. Top to bottom, colour fittings of the same image with different maxi-
mum MSE thresholds [500, 200, 100, 50, 10] resulting in mean squared errors
[17.88, 11.84, 9.55, 7.43, 5.32]. Error maps scaled 20 times for visualisation
urposes.

otential limitation comes from the fact that editing the initial
eatures later on might update the underlying triangulation, thus
hanging the distribution of mesh colours unexpectedly. This
ould be alleviated by trying to approximate the mesh colours
rom the original triangulation, but this will most likely incur
ome loss of quality. Fig. 15 shows some examples created using
he proposed free-form workflow, which would be impossible to
uthor using previous representations.

.4. Comparisons with previous work

We compare against recent methods and relevant primitives
or image vectorisation: thin-plate splines (TPS), subdivision
eshes, and diffusion curves. For all comparisons we must state

hat we could only approximately compare. This is because many
126
Fig. 10. Plots showing the distribution of patch resolutions from our proposed
adaptive colour fitting, for the resulting vectorisations on the right. The maps
show the error incurred for Emax = 1.0, scaled 20 times for visualisation
purposes.

Fig. 11. Our vector images are easily editable by manipulating the curved mesh.
From left to right: One of our vectorised results, the mesh of the vector, the
edited mesh, and the rendered edited image. See the accompanying video for
the editing session.

algorithms only vectorise the images partially by first manually
segmenting them and/or we were not able to find the original
input images and were left with a lower quality input image. Still,
we have to the best of our abilities tried to compare our method
to existing methods.

Fig. 16 shows a comparison with a partially automatic TPS-
based method [35]. As can be seen, their method is very good
at capturing fine texture detail, but at the same time it scales
similarly to a raster image, thus loosing some sharpness around
hard edges. In addition, their vector patches often show seams
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Fig. 12. User-guided vectorisations of several images. Left to right: Original
image, user-placed curves in red (hard edges) and green (soft edges) with
the generated mesh in blue, and the resulting vectorisation. Top: 47 curves
generated 460 triangles. Middle: 155 curves generated 993 triangles. Bottom:
186 curves generated 1404 triangles. Please, see also the accompanying video.

Fig. 13. A vector brushing example. Left: Vector image obtained with our
ethod. Right: The same vector image after a localised application of a green
oft brush. While the result resembles the ones achievable in standard raster
diting workflows, this one leverages our whole representation, with strokes
ptionally blocked by hard features (like the ones outlining the red parts of the
hell), and remaining in vector space during the whole process.

nder magnification. In contrast, our method hallucinates vector-
tyle sharpness around hard edges and does not show texture
eams thanks to our colour smoothing around soft edges. Our
exture detail is affected both by the feature extraction step
nd the patch resolution, obtaining less realistic abstracted looks
hen not sufficient.
Because our image quality is often comparable to that of [35],

e chose not to include gradient meshes [24] in our comparisons,
s their limitations when capturing highly detailed textures were
lready demonstrated by Chen et al.
Fig. 18 shows a comparison against another TPS-based method

34], where our simpler and more performant pipeline achieves
127
Fig. 14. Left: Brushing over our vector representation without awareness of hard
features (red line) provides the same experience as when brushing over a raster
image. Right: If we make the strokes aware of hard features, colour updates
stop precisely at their boundaries. When the endpoint of a hard feature is in
the perimeter of the brush (dashed black circle), the stroke naturally wraps
around the feature. Triangle mesh shown in blue.

Fig. 15. Examples of vector images created using the proposed free-form
workflow, by first drawing the outlines of the shapes, and using brushstrokes
to paint solid colours and texture detail afterwards.

comparable results to their more intensive vectorisation method.
Fig. 19 shows a comparison with another mesh-based approach
[26] that uses subdivision surfaces. Our decoupling into a spatial
2D mesh and 3D (RGB) mesh colours allows finer control over
colour whilst not complicating the geometry, capturing higher
level of detail while achieving comparable smoothness and mesh
density.

Fig. 17 shows comparisons with hierarchical diffusion curves
[12]. We found that their image feature extraction translates into
a global loss of clarity and detail for photos. For designed graphics,
their method extracts cleaner features that produce quality closer
to our method. The reported timings of the images in Fig. 17 are
in the hundreds of seconds [12], our vectorisation pipeline is able
to vectorise these same images at least one order of magnitude
faster.

It is also worth mentioning that our precise tracing of hard
edges following the contours of the objects allows straightfor-
ward cut-outs to remove image backgrounds.

7.5. Discussion

Previous vector graphics primitives have focused mostly on
high colour continuity surfaces. Our vector representation is ‘only’
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Fig. 16. Comparisons between [35] (left) and our proposed method (right).
Our method seems better at hallucinating sharpness coming from geometric
discontinuities (petals in the second row, holes in the last row), which are easily
picked up by our extracted image features. However, ours is not that good at
capturing extremely detailed textures like fur (first row). Insets also show the
relevance of our colour smoothing across patches, absent in [35] (second and
bottom rows). Vectorised backgrounds were not available from [35], but included
for completeness.

C0, but given our proposed feature extraction step, the mesh is
generated in a way that all triangles lie on areas with little varia-
tion in colour. These areas can then easily be handled by the mesh
colour patches, removing the need for smoother interpolation
strategies like subdivision surfaces or thin-plate splines, which
are less efficient to evaluate than our representation.

Our pipeline uses standard and also state-of-the-art tech-
niques for extracting features and constructing the geometry,
but while the proposed steps in our method are on top of each
other, the proposed algorithms for them are independent on each
other. This means that the proposed pipeline can be potentially
updated/upgraded in the future. We already did that to the image
feature extraction and adaptive mesh colour resolution, with
respect to the conference version of this paper [3]. In any case,
we also proposed a variety of interactive tools that can be used if
fully-automatic methods fail.

Although tessellation shaders increase the rendering perfor-
mance, it is still possible to render the images using only the CPU,
or alternatively using compute shaders or texture based solutions
for the Web. In addition, a downgraded approximation of the
vector image can be created easily by extracting each mesh colour
patch as a piece-wise linear triangulation, using the evaluated
mesh colour positions as vertices. This may help the compatibility
with current vector format standards such as PDF [21] that do not
directly support our proposed vector representation.

Theoretically, we could push our method to two extremes:
on the one hand, the whole input image could be represented
using only two triangles with a very high resolution of the mesh
colours; on the other hand, each pixel of the input image could
128
Fig. 17. From top to bottom: Input images, our results, results from [12], our
extracted image features, and the ones from [12]. When applied to photos,
our method produces sharper and cleaner results across the whole image
(please, zoom in for details). For simpler inputs with clearer discontinuities,
both methods perform similarly.

be captured by two triangles with a very low (in this case zero)
texture resolution. Both are similar in spirit to [25], which is
an efficient method, but it does not adapt its resolution to lo-
cal regions with higher detail. In addition, not having explicit
image features for geometric edits means the user would need
to move each vertex manually, so having some sort of higher-
level vectorised control features is more desirable. In summary,
one needs to find a good balance between the number (and
geometry) of the mesh triangles and the mesh colour resolution.
We believe our pipeline achieves this balance to a very good
extent, but additional optimisations are still possible, such as
iterative feedback between different steps of our pipeline.

Our method does not readily support one pixel wide features.
All hard edges are deemed to be ‘step‘ edges. The offset sampling
thus misses one pixel wide features as the colours are not picked
up by the fitting step. Single pixel wide features require separate
treatment, such as in combination with some of the methods
focusing on sketch vectorisation mentioned in Section 2.

8. Conclusion

We have presented a fully automatic image vectorisation
method that can vectorise any image, ranging from natural
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Fig. 18. From left to right: Input image, our result, result from [34], our image features and triangle mesh, and the ones from [34]. Final quality is very similar
between both methods, including sharpness around hard edges due to their feature alignment, and our offset sampling and mesh colours. The main differences lie
in the 2D mesh, with theirs being sparser. However, the complexity of their mesh optimisation and the evaluation of their thin-plate splines is higher than our
simpler but more efficient approach. Note that the vectorised background was not available from [34], but we included it in our result for completeness.
Fig. 19. From left to right: Input image, our result, result from [26], our image features and mesh, image features and mesh from [26]. While image features and
riangle structure look similar, our mesh colour patches are able to capture more detail, even in smooth regions such as under the nose.
mages to logos and cartoon images, with good performance and
econstruction accuracy. Through our novel use of mesh colours,
e are able to adaptively transfer detailed colour textures to a
esh of curved triangles generated from our feature extraction
tep.
Our efficient pipeline is capable of vectorising a wide range of

mage types in seconds on commodity hardware. To ensure that
ot only hard edges but also smooth image regions are captured
orrectly, we add soft edges obtained from colour banding to our
mage features. These features are vectorised, and then respected
y the mesh of curved triangles equipped with mesh colours
epresenting the vectorised image. This results in relatively sparse
ector representations that are flexible and easy to edit in a
ariety of ways, as demonstrated in the examples presented
hroughout the paper and the supplementary video.
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