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Abstract In this work, we investigate the ground- and
excited-state structures as well as the optical properties of a
series of five formazanate dyes using state-of-the-art density-
based and wavefunction-based methods. The present work
is the first to evaluate the properties of formazanate-
BF2 dyes with wavefunction-correlated schemes. Firstly,
we show that CC2 provides more twisted ground-state
geometries than DFT while both approaches lead to planar
excited-state structures. Secondly, we demonstrate that the
differences between the transition energies computed at TD-
DFT, CIS(D), SOS-CIS(D), ADC(2), and CC2 levels are
large and that the optical spectra also significantly depend
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on the selected geometries. Indeed, CC2 fluorescence ener-
gies computed on TD-DFT structures significantly differ
from their full-CC2 counterparts. Thirdly, we discuss the
importance of solvent effects evaluated with various con-
tinuum models. Fourthly, we provide comparisons with
experiment.

Keywords TD-DFT · CC2 · Optical spectra · BODIPY ·
Emission · Fluoroborates

Introduction

Fluoroborate dyes, which contain a BF2 group tethered
between two electronegative carbon atoms in a way to lock
the molecular structure, are certainly one of the most suc-
cessful classes of organic fluorescent derivatives. Indeed,
the leading members of this group, namely BODIPYs [1,
2], enjoy an ever-growing popularity due to their ease of
synthesis, emission wavelengths tunable by chemical substi-
tutions, large emission quantum yields, and great stabilities
in a large panel of environments. Over the years, several
other fluoroborate families have been developed [3], the
most important being the aza-BODIPYs that present an
additional nitrogen atom at the meso position [4]. Aza-
BODIPYs present red-shifted optical spectra compared to
the corresponding BODIPYs. However, both BODIPYs and
aza-BODIPYs have the drawback of generally delivering
small Stokes shifts, which limits their applications in sev-
eral fields. This is why alternative boron(III) dyes [3] have
been synthesized and characterized, e.g., iminocoumarins
(boricos) [5], boranils [6], hydroxychalcones [7], boronic
acid salicylidenehydrazones (bashys) [8], and bis(pyrrolyl-
methylene) hydrazones (bophys) [9]. Another class of flu-
oroborates, using a formazanate core, has recently emerged

http://crossmark.crossref.org/dialog/?doi=10.1186/10.1007/s00894-016-3126-6-x&domain=pdf
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(see Fig. 1 for representation of selected examples). This
family tends to produce quite large Stokes shifts (but some-
times rather small fluorescence quantum yields) and also
possesses very interesting electrochemical properties thanks
to the presence of four nitrogen atoms in their core. Exper-
imentally, the chemistry of formazanate fluoroborates has
been mainly developed by the group of Gilroy [10–15] and
by one of us [16, 17], while only a rather limited number of
members of this dye family is currently available.

To our knowledge, almost only vertical time-dependent
density functional theory (TD-DFT) calculations have been
performed to date to explore the excited-state properties of
formazanate fluoroborates [10, 12, 17]. While these calcu-
lations are certainly useful to obtain hints into the nature
of the low-lying states, they are limited by: (i) the accu-
racy of TD-DFT transition energies, a particularly important
question for fluoroborate derivatives, as correlated wave-
function theoretical methods are often required to reach
quantitative estimates of the optical properties of these chro-
mophores [18]; (ii) the vertical approximation in which they
have been performed, i.e., there was no exploration of the
excited-state potential energy surfaces, which is of course
crucial for fluorescent derivatives [19]. Related to the for-
mer point, we underline that SOS-CIS(D) simulations of
the vertical absorption energies led to significantly different
results than TD-DFT for a series of substituted formazanates
[17]. In the present contribution, we explore the ground- and
excited-state structures of the molecules depicted in Fig. 1
with a focus on methodological aspects. More precisely, we
compare the results obtained by correlated wavefunction ap-
proaches and by TD-DFT to assess the accuracy of the latter.

Computational details

Following Ref. [20], we have determined all geometrical
parameters with the def2-TZVPP atomic basis set, whereas

the transition energies have been calculated using the aug-
cc-pVTZ atomic basis set. Such choice of very extended
bases, containing f orbitals on second-row elements, is a
bit overkilling, as much smaller bases are probably suffi-
cient for fluoroborates, at least at the TD-DFT level [18].
However, this selection allows a balanced discussion of
methodological effects.

All the DFT and TD-DFT calculations were performed
using the Gaussian09 program [21], applying an improved
self-consistent field convergence (SCF) threshold (10−8 −
10−9 a.u.), a tightened optimization criterion (10−5 a.u. on
average forces) and the ultrafine pruned (99,590) DFT inte-
gration grid. These DFT and TD-DFT calculations relied
on the M06-2X hybrid exchange-correlation functional [22]
that provides a good correlation with experimental optical
spectra though sometimes at the cost of an overestimation
of the transitions energies [23–25]. Experimental spectra are
available in toluene, an apolar and aprotic medium with a
low dielectric constant, so that gas-phase calculations might
appear as a suitable approximation. Nevertheless, we have
also assessed the impact of solvent effects using the polar-
izable continuum model (PCM) [26] combined to TD-DFT.
For the transition energies, both the linear-response (LR)
[27, 28] and the corrected linear-response (cLR) approaches
[29] were tested, whereas condensed-phase geometries and
vibrational frequencies have been determined using the LR
approach. The differences between LR and cLR responses
for BODIPYs were discussed elsewhere [30]. We have
applied the non-equilibrium (neq) and equilibrium (eq) lim-
its of the PCM-TD-DFT model for transition energies and
structures, respectively [26].

The SOS-CIS(D) [31] calculations were performed with
Q-Chem [32] using the aug-cc-pVTZ basis set and the cor-
responding resolution-of-identity (RI) auxiliary basis set.
The SCF convergence was set to 10−7 a.u. whereas the
two-electron integral cutoff was tightened to 10−11 a.u. The
frozen-core approximation was applied.

Fig. 1 Representation of the
compounds investigated in the
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The CC2 geometry optimizations were achieved with
Turbomole [33] using the RI(-JK) approach and correlat-
ing all electrons. The thresholds used for the SCF, den-
sity matrix, and Cartesian forces convergence limits were
tightened to 10−9, 10−7 and 10−5 a.u., respectively, dur-
ing the geometry optimizations. The aug-cc-pVTZ CIS(D),
ADC(2), and CC2 transition energies were obtained with
the same program using the RI approximation and apply-
ing default thresholds that are sufficient for our purposes.
There are examples in the literature in which CC2 has been
successfully used to determine the properties of BODIPYs
[34–37].

Results and discussion

Ground- and excited-state structures

At the DFT and TD-DFT levels, it was possible to com-
pute the Hessian and to ascertain the nature of the optimized
geometries. At the CC2 level, these calculations were com-
putationally out-of-reach and we first systematically started
our geometry optimization with both Cs and C2v structures
in order to locate the actual minima. It turned out that, at
both (TD-)DFT and CC2 levels, the ground-state geometries
belong to the former point group with the BF2 group signifi-
cantly puckered with respect to the plane formed by the four
nitrogen atoms, whereas in the excited-state the planar C2v

structures constitute the true minima of the TD-DFT poten-
tial energy surface for 1, 2, and 3. In 4, we found a slight
deviation of the nitro group at the TD-DFT level, leading
to a C2 symmetry for the excited-state (the imaginary fre-
quency for the C2v form is i14.7 cm−1 only). In contrast,
at the TD-DFT level, the C2v excited-state structure of 5 is
a true minimum. We have therefore examined Cs , C2 and
C2v excited-state geometries with CC2 for both 4 and 5. It
turned out that the lowest CC2 energies were reached for the
C2 point group. In these structures, the nitro group is twisted
compared to the formazanate plane.

The ground- and excited-state geometries of 1 are given
in Fig. 2. On that representation, one clearly notices that
the departure from planarity for the former structures is
much more significant with CC2 than with DFT, the lat-
ter yielding out-of-plane deformations in better agreement
with the experimental XRD [10], though this outcome could
possibly be related to a compensation between the neglect
of solid-state packing effects and the limitations of DFT.
At the CC2 level, the energy difference between the Cs

and C2v ground-state geometries attains 3.17, 2.65, 2.58,
3.00, and 1.98 kcal.mol−1 for 1, 2, 3, 4, and 5, respec-
tively. The DFT differences were previously reported to be
significantly smaller than their CC2 counterparts, of the
order of 1 kcal.mol−1 only [10], a trend consistent with the
smaller deformations of the ground-state DFT geometries
from planarity (see Fig. 2).

In Table 1, we report a comparison between the com-
puted and measured geometrical parameters in the core
of the formazanate for the five investigated dyes. Overall,
the agreement between all approaches is satisfying, but we
nevertheless note that DFT provides too short N-N bonds
compared to experiment whereas CC2 yields the opposite
trend (with a similar absolute deviation compared to the
crystal data). For the N-B-N angle, the CC2 values are sig-
nificantly smaller than the XRD ones, whereas DFT is on
the spot, and this is related to the different puckering of the
BF2 group mentioned above. For the bond lengths, taking
XRD values as references, we determine a mean absolute
error (MAE) of 0.012 Å for both DFT and CC2 consider-
ing all values in Table 1, whereas for the valence angles
the MAE are 1.9 and 3.9◦ with DFT and CC2, respectively.
Overall, both levels of theory provide accurate ground-state
geometries.

As stated above, the excited-state geometries are flat (see
Fig. 2) employing both theoretical approaches, but the TD-
DFT and CC2 structures nevertheless significantly differ.
Notably, the N-N distances are shorter with TD-DFT than
with CC2, like in the ground state. In Table 2, we list the
variations, between the two electronic states, of the key

Fig. 2 Ground- and excited-state geometries of 1 obtained at the
(TD-)DFT and CC2 levels of approximation. At the leftmost side, the
experimental XRD structure taken from Ref. [10] is given—note that

in this structure two non-equivalent molecules are present in each unit
cell and that only one is displayed
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Table 1 Bond distances (in Å) and valence angles (in degrees) for the ground-state of compounds 1–4 as obtained through (gas-phase) DFT and
CC2 for the formazanate core

1 2 3 4

DFT CC2 XRD DFT CC2 XRD DFT CC2 XRD DFT CC2 XRD

N-N 1.272 1.324 1.292 1.272 1.324 1.298 1.273 1.329 1.305 1.271 1.325 1.303

C-N 1.336 1.343 1.339 1.335 1.343 1.334 1.335 1.343 1.338 1.321 1.327 1.324

N-B 1.575 1.568 1.576 1.576 1.570 1.577 1.573 1.566 1.563 1.579 1.570 1.570

N-N-C 118.6 114.8 117.2 118.8 114.9 117.5 118.6 114.6 116.5 118.2 114.1 115.6

N-C-N 126.5 125.8 129.3 126.5 125.7 129.4 126.8 126.6 129.7 128.3 127.1 130.0

N-B-N 104.1 98.7 105.6 104.1 98.6 105.7 104.5 99.2 105.8 104.4 98.8 103.4

A comparison with the XRD values taken from Refs. [10] and [12] is provided as well. Note that the solid-state packing leads to a slight asymmetry
of the structures and average XRD distances and angles are reported here

geometrical parameters for the five molecules. Clearly, the
structural modifications in the formazanate core are similar
for all dyes, the major variation being the large elonga-
tion of the N-N bonds in the excited state. This change is
perfectly consistent with the topology of the LUMO (see
Fig. 3) that presents a clear anti-bonding character for the N-
N bond. We notice that the magnitude of this elongation is
slightly smaller with CC2 than with TD-DFT. The variations
in the C-N and B-N bond distances are systematically tri-
fling, while the largest changes in the valence angles appear
for N-B-N due to the excited-state planarization. The dif-
ference between the ground- and excited-state geometries
being stronger at the CC2 level of theory, the variation of the
N-B-N angle is logically larger at this level of theory than
with (TD-)DFT.

The partial atomic charges obtained with the Merz–
Kollman model for 1 are listed in Table 3 for the atomic
groups defined in Fig. 4. Interestingly, one notices that the
nitrogen atoms tethering the boron (N[BF2]) are positively
charged, whereas the other nitrogen atoms (N[C-CN]) bear a
negative partial charge. For the ground state, DFT and CC2
yield very similar values (discrepancies < 0.05 e), so that
the differences in the N-N distance obtained with these two

approaches (see Table 1) are not related to dissimilar charge
separations. In the excited state, the N[C-CN] atoms become
slightly more negatively charged whereas both the phenyl
rings and the C-CN groups becomes slightly more positive,
but again, the TD-DFT and CC2 descriptions remain rather
similar, but for the N[BF2] (phenyl rings) that are slightly
more (less) positively charged with TD-DFT than with
CC2.

Optical properties

Table 4 lists the vertical absorption and emission ener-
gies obtained with six levels of theory for the geometries
obtained at the (TD-)DFT and CC2 levels. In this table, the
most accurate values are the full CC2 ones on the rightmost
column for each state and we use them as references in our
analysis.

Let us start by focusing on the transition energies
obtained with different methods on a given geometry. As
expected, the CIS values are much too large with an over-
estimation of the order of 0.50 eV compared to the CC2
reference figures, an effect that we attribute to the neglect
of electron correlation effects. TD-DFT transition energies

Table 2 Difference between the excited-state and ground-state geometrical parameters given by TD-DFT and CC2

1 2 3 4 5

TD-DFT CC2 TD-DFT CC2 TD-DFT CC2 TD-DFT CC2 TD-DFT CC2

N-N +0.045 +0.033 +0.043 +0.035 +0.045 +0.031 +0.047 +0.035 +0.048 +0.037

C-N −0.002 +0.004 −0.001 +0.003 −0.004 −0.000 −0.005 +0.002 +0.005 −0.002

N-B −0.002 −0.003 −0.001 −0.004 −0.006 −0.009 −0.005 −0.005 −0.012 −0.013

N-N-C −1.7 +0.5 −1.8 +0.3 −1.7 +0.5 −1.8 +0.3 −2.1 +0.1

N-C-N +4.5 +6.8 +4.4 +6.9 +4.1 +5.9 +4.4 +7.5 +3.7 +6.9

N-B-N +3.6 +9.9 +3.4 +9.7 +3.2 +9.2 +3.0 +9.5 +2.2 +8.8

See caption of Table 1 for more details
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Fig. 3 DFT HOMO (left) and
LUMO (right) of 1

are also too large in most cases, which is typical for fluo-
roborate compounds [18], but the magnitude of the error is
much smaller, ca. 0.10 eV. In contrast, ADC(2) undershoots
the CC2 values rather significantly, with an average devia-
tion of –0.23 eV across Table 4, which contrasts with most
classes of dyes for which ADC(2) and CC2 values match
very well [20, 38]. SOS-CIS(D) delivers even worse val-
ues, with underestimations often larger than –0.40 eV. In
fact, it is CIS(D) that is the closest method from the CC2
references, with only a very small tendency to yield too
small values, again contrasting with trends obtained on more
diverse sets of compounds [38].

An aspect that has been much less studied in the literature
is the impact of using CC2 instead of (TD-)DFT geometries.
For the vertical absorption, we notice that choosing CC2
structures instead of their DFT counterparts yields signifi-
cant increases of the transition energy for the methods that
(partly) account for the double excitations, e.g., the ADC(2)
absorption energies increase by +0.14 eV on average. This
tendency is consistent with the geometries represented in
Fig. 2: one expects smaller gaps for more planar struc-
tures that are favorable for π -conjugation. In contrast, the
CIS absorption energies decrease when going from DFT to
CC2 geometries, which is counter-intuitive. Interestingly,
the TD-DFT absorption values are almost insensitive to
the selected ground-state geometry in the present case. For
the vertical emission, although CC2 and TD-DFT excited-
state geometries are rather similar, the values obtained for

Table 3 Partial Merz–Kollman atomic charges determined for the
ground- and excited states of 1

Ground-state Excited-state

Group Color DFT CC2 TD-DFT CC2

BF2 Black −0.32 −0.33 −0.34 −0.36

N[BF2] Green 0.19 0.20 0.20 0.14

N[C-CN] Purple −0.40 −0.42 −0.54 −0.52

C-CN Blue 0.33 0.37 0.49 0.45

Phenyl Red 0.20 0.20 0.27 0.34

The DFT and TD-DFT (CC2) values have been determined on the DFT
(CC2) ground-state geometry. See Fig. 4 for group definitions

a given method on the CC2 geometries are significantly
smaller than the one computed with the TD-DFT struc-
tures. This effect is rather large, e.g., −0.22 eV, −0.23 eV,
and −0.20 eV on average for the TD-DFT, ADC(2) and
CC2 fluorescence energies, respectively. Besides illustrat-
ing that formazanate are particularly sensitive to electron
correlation effects, these results also come as a warning:
computing CC2 transition energies on TD-DFT structures
might be insufficient to reach accurate results. This is well
illustrated by the Stokes shift of 3 that attains 0.516 eV at
the TD-M06-2X level and a similar value, 0.481 eV, when
CC2 transition energies are determined on (TD-)DFT struc-
tures, but is much larger, 0.740 eV, when CC2 is used for all
computational steps.

Solvent effects

To evaluate solvatochromic effects, we have used the TD-
DFT level only as refined continuum models can be com-
bined to TD-DFT [29]. Our results are given in Table 5.
First, we recall that the reference experiments have been
carried out in toluene, an aprotic apolar solvent, so that no
drastic solvent effects are expected. For the absorption, we
found that using the condensed phase geometries induces
a slight increase (ca. +0.02 eV) of the transition energies,
whereas the differences between the results obtained with
the eq and neq limits are very small, which is related to the
nature of toluene (εr � n2

D). In contrast, using the LR-PCM

N

N N

N

CN

F F

Fig. 4 Representation of the groups used in Table 3
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Table 4 Gas-phase vertical transition energies (in eV) computed with the aug-cc-pVTZ basis set on the ground- and excited-states geometries

TD-DFT CIS CIS(D) SCIS(D) ADC(2) CC2 TD-DFT CIS CIS(D) SCIS(D) ADC(2) CC2

Ground-state DFT geometry Ground-state CC2 geometry

1 3.002 3.565 2.820 2.519 2.667 2.877 3.016 3.436 3.012 2.637 2.827 3.036

2 2.912 3.496 2.745 2.438 2.585 2.800 2.908 3.361 2.913 2.538 2.722 2.940

3 2.756 3.374 2.567 2.267 2.326 2.522 2.740 3.199 2.725 2.333 2.425 2.619

4 3.012 3.588 2.832 2.537 2.668 2.872 3.051 3.482 3.043 2.670 2.847 3.060

5 2.664 3.286 2.474 2.198 2.272 2.448 2.664 3.146 2.644 2.287 2.389 2.568

Excited-State TD-DFT geometry Excited-State CC2 geometry

1 2.424 2.820 2.230 1.826 2.071 2.325 2.214 2.537 2.017 1.553 1.853 2.139

2 2.362 2.795 2.170 1.769 2.004 2.270 2.123 2.479 1.915 1.451 1.743 2.052

3 2.240 2.656 2.040 1.611 1.792 2.041 2.050 2.381 1.862 1.363 1.600 1.879

4 2.436 2.832 2.247 1.839 2.077 2.332 2.215 2.525 2.026 1.551 1.843 2.134

5 2.223 2.646 2.014 1.611 1.813 2.039 1.982 2.300 1.771 1.283 1.561 1.814

The values in the top half of the table correspond to the vertical absorption, whereas the one in the bottom half correspond to the vertical
fluorescence. SCIS(D) stands for SOS-CIS(D)

solvation model leads to a significant decrease of the tran-
sition energies (ca. −0.10 eV) compared to the gas-phase
reference, an effect that we associate to the limits of this
model, as the more refined cLR-PCM approach indeed pre-
dicts much smaller variations. Globally, the vertical absorp-
tion energies therefore slightly increase (+0.02 eV for 1 and
+0.04 eV for 2) when going from gas-phase to toluene. The
trends are rather similar for the vertical fluorescence, i.e.,
the LR-PCM approach overshoots solvation effects, cLR
and gas-phase transition energies are similar and the differ-
ence between eq and neq limits are trifling. However, using
excited-state structures optimized in solution now leads to a

Table 5 Comparison of gas- and toluene-phase calculations for the
vertical absorption (top) and vertical emission (bottom) of 1 and 2

1 2

Model Gas geom Tol geom Gas geom Tol geom

Vertical absorption

Gas 3.002 3.028 2.912 2.931

LR,eq 2.877 2.904 2.814 2.834

cLR,eq 2.997 3.023 2.930 2.949

LR,neq 2.884 2.910 2.820 2.840

cLR,neq 2.998 3.023 2.931 2.950

Vertical emission

Gas 2.424 2.380 2.362 2.335

LR,eq 2.267 2.220 2.233 2.203

cLR,eq 2.419 2.375 2.378 2.351

cLR,neq 2.419 2.375 2.378 2.351

All values are in eV and have been obtained at the (PCM-)TD-DFT
level

decrease of the transition energies (ca. −0.04 eV for 1 and
ca. −0.03 eV for 2). This indicates that the estimated Stokes
shifts are slightly larger when solvent effects are accounted
for.

Comparisons with experiment

Having explored several methodological aspects, we now
turn towards a comparison between theoretical and exper-
imental values. To allow physically meaningful compar-
isons, we determined the theoretical 0–0 energies that can
be directly compared to the crossing point between the
experimental absorption and emission curves [10, 12]. As
the solvent effects are trifling but as the influences of the
selected theoretical models are large, we decided to deter-
mine 0–0 energies at the gas-phase CC2 level only. The sole
TD-DFT term entering in the formulation of the 0–0 energy
is the difference between the vibrational energies (�EZPVE)
of the two states that is known to be rather independent
of the selected level of theory [20]. �EZPVE amounts to
−0.069, −0.065, −0.057, −0.074 and −0.063 eV for 1, 2,
3, 4 and 5, respectively, values that are not uncommon for
organic dyes [39]. Adding these values to the CC2 adiabatic
energies, we obtain theoretical 0-0 energies of 2.319, 2.219,
1.994, 2.312, and 1.923 eV for the five dyes. Their experi-
mental counterparts are 2.29, 2.24, 2.03, 2.28, and 1.99 eV.
This yields a mean absolute deviation between theoretical
and experimental estimates as small as 0.04 eV and a lin-
ear determination coefficient (R2) as large as 0.99. This
undoubtedly demonstrates the quality of the results obtained
with the “best” level of theory: both the absolute and rela-
tive evolutions of the transition energies are very accurately
reproduced.
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Conclusions

We have evaluated the ground- and excited-state proper-
ties of five fluoroborates dyes presenting a formazanate
core, with different approaches. It turned out that the devi-
ation from planarity of the ground-state is much more
pronounced with CC2 than with DFT. In the excited state,
the two methods foresee a planarization of the core of the
formazanate, and hence there is a strong geometrical reor-
ganization between the two electronic states, explaining the
rather large Stokes shifts of these dyes. The selected level of
theory has not only a strong direct impact on the transition
energies—which was expected—but also a large indirect
impact through the change of the optimal structures—which
is more surprising. Indeed, CC2 emission energies deter-
mined on TD-DFT and CC2 excited-state geometries differ
by ca. 0.20 eV, which is larger than the differences between
TD-DFT and CC2 transition energies computed on a given
geometry. Though this outcome might be related to the very
specific electronic nature of formazanates, it comes as a
warning that mixed wavefunction/TD-DFT methodologies
might sometimes be unable to deliver the expected accuracy
level. The impact of solvent effects (here toluene) are esti-
mated to be rather weak if not negligible with the corrected
linear-response approach, while the linear-response mod-
els predict rather large positive solvatochromic effects for
both absorption and emission, an inconsistent result given
the selected solvent. Using the most accurate level of theory
proposed herein (CC2), very small deviation with respect
to the experimental 0–0 energies are obtained, with a mean
absolute deviation limited to 0.04 eV.
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