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Abstract

It is known that the restarted full orthogonalization method (FOM) outperforms the restarted
generalized minimum residual method (GMRES) in several circumstances for solving shifted linear
systems when the shifts are handled simultaneously. Variants of them have been proposed to enhance
their performance. We show that another restarted method, restarted Hessenberg method [M. Hey-
ouni, Méthode de Hessenberg Généralisée et Applications, Ph.D. Thesis, Université des Sciences et
Technologies de Lille, France, 1996] based on Hessenberg process, can effectively be employed, which
can provide accelerating convergence rate with respect to the number of restarts. Theoretical analysis
shows that the new residual of shifted restarted Hessenberg reduction method is still collinear with
each other. In these cases where our proposed algorithm needs less enough number of restarts to
converge than the earlier established restarted shifted FOM and weighted restarted shifted FOM, the
associated CPU consuming time is also considerably reduced, as shown via extensive numerical ex-
periments involving the recent popular applications of handling structural dynamics, time-fractional
convection-diffusion equations and space-fractional diffusion equations.

Key words: Shifted linear system; Hessenberg process; Pivoting strategy; Restarted Hessenberg
method; Collinear; Fractional differential equations.
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1 Introduction

Considered a real large sparse n× n nonsymmetric matrix A ∈ Rn×n and the right-hand side b ∈ Rn,
we are interested in simultaneously solving the shifted nonsingular linear systems

(A− σiI)x = b, σi ∈ R, i = 1, 2, . . . , ν, (1)

where I denotes the n× n identity matrix. Such shifted systems arise in many scientific and engineering
fields, such as control theory [1, 2], structural dynamics [3, 4], eigenvalues computation [5, 6], numerical
solutions of time-dependent partial/fractional differential equations [7–10], QCD problems [11, 12] and
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¶E-mail: wchun17@163.com
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other simulation problems [13–18]. Among all the systems, when σi = 0, the system Ax = b is often
treated as the seed system.

It is well known that Krylov subspace methods are widely used for the solution of linear systems (see
e.g. [19]). Denoting the k-dimensional Krylov subspace with respect to A and b by

Kk(A,v) := span{v, Av, . . . , Ak−1v}, (2)

we can observe that the relation, so-called shift-invariance property, described below always holds for the
shifted matrices in

Kk(A,v) := Kk(A− σiI,v), i = 1, 2, . . . , ν, (3)

which shows that the iterations of (1) are the same Krylov subspace as the iterations of seed systems.
This implies that if we choose initial vectors x0 properly (for example, all initial guesses are zero), once a
basis has been generated for one of these linear systems, it could also be used for all other linear systems.
Therefore, if we employ a Krylov subspace method to solve (1) simultaneously, a certain amount of
computational efficiency can be maintained if the Krylov subspace is the same for all the shifted systems
each time. This happens when the generating vectors are collinear, for the basis and the square Hessenberg
matrix are needed to be evaluated only once; refer to e.g. [14, 16, 17, 20–22].

Several techniques have been proposed in the past few years that attempt to tackle this kind of linear
systems (1). For shifted nonsymmetric (non-Hermitian) linear systems, iterative methods such as the
shifted BiCGStab(ℓ) [23], the shifted (TF)QMR [4,24], shifted QMRIDR(s) [25] and shifted IDR(s) [26,27]
methods have been developed. Shifted algorithms of short-term recurrence methods of CG [28], CR [29],
BiCG [30], BiCR [31], BiCGStab [32] and BiCRStab [33] were discussed in [21,34]. For the case of shifted
(complex) symmetric linear systems, the shifted COCG and shifted COCR methods have been proposed
in [18,35], respectively. The shifted QMR SYM(B) method with the weighted quasi-residual minimization
strategy was introduced in [36]. Although the above-mentioned short-term recurrence methods have been
successfully generalized to solve the shifted linear systems (1) from many practical applications, most of
them are not numerically stable and often happen to (serious) break-down if the look-ahead techniques
are not exploited, see [37] for instance.

On the other hand, the restarted GMRES-type methods are widely known and appreciated to be
effective on (1), see [4, 38–42] for details, the computed GMRES shifted residuals are not collinear in
general after the first restart so that it loses the computational efficiency mentioned above. Consequently,
certain enforcement has to be made to guarantee the computed GMRES shifted residuals collinear to
each other in order to maintain the computational efficiency; see e.g. [4, 38]. Note that in this case,
only the seed system has the minimum residual property, the solution of the other shifted systems is not
equivalent to GMRES applied to those systems, refer to [4, 22, 38]. In contrast, it is more natural and
more effective for restarted FOM to be applied to shifted linear systems simultaneously handled, for all
residuals are naturally collinear [16, 43, 44]. As a result, the computational efficiency can be maintained
because the orthonormal basis and the Hessenberg matrix are required to be calculated only once each
time. Jing and Huang in [20] further accelerated this method by introducing a weighted norm. In 2014,
Yin and Yin have studied restarted FOM with the deflation technique [46] for solving all shifted linear
systems simultaneously. Due to restarting generally slows the convergence of FOM by discarding some
useful information at the restart, the deflation technique can remedy this disadvantage in some sense by
keeping the Ritz vectors from the last cycle, see [22] for details.

However, as we know, both the restarted GMRES and FOM methods for shifted linear systems are
derived by using the Arnoldi procedure [19, pp. 160-165], which turns to be expensive when m (dimension
of the Krylov subspace) becomes large because of the growth of memory and computational requirements
as m increases. So it is still meaningful for finding some cheaper iterative solvers for shifted linear systems
(1). Here, we consider to use the Hessenberg reduction process [47–50] because it generally requires less
operations and storage than Arnoldi process and is thus favorable for generating a linear system solver.
Moreover, it has been proved that we can establish two families of Krylov subspace methods, namely
Hessenberg method [50] and CMRH method [47, 48, 50, 51], by using the basic principles behind the
(restarted) FOM method and GMRES method, respectively, refer to [50, 52] for this discussion. Some
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recent developments concerning the CMRH method, which is very similar to the GMRES method, and the
Hessenberg process can be found in [47,51,53,54]. Since the restarted FOM method is built via combining
the Arnoldi process and Galerkin-projection idea [19, pp. 165-168], so it is natural to extend the restarted
FOM method for solving shifted linear systems (1), refer to [43]. Meanwhile, the restarted Hessenberg
method is also established via combining the Hessenberg process with Galerkin-projection philosophy.
Moreover, as mentioned earlier, the Hessenberg process has many similar algorithmic properties of the
Arnoldi process. To sum up, the framework of restarted FOM method for shifted linear systems gave us
a simple and natural problem: Does there exist a variant of the original restarted Hessenberg method
for shifted linear systems? Our major contribution is to answer this question. The answer is yes, and
it requires a similar but efficient idea from that used in restarted shifted FOM method. As a result,
a feature of the resulting algorithm is that all residuals are naturally collinear in each restarted cycle;
and the computational efficiency can be maintained because the (non orthogonal) basis and the square
Hessenberg matrix are required to be calculated only once each time. Our method indeed may provide
the attractive convergence behavior with respect to the less number of restarts and CPU time elapsed,
which will be shown by the numerical experiments in Section 4. Moreover, our algorithm is able to
solve certain shifted systems which both Restarted Shifted FOM and Restarted Weighted Shifted FOM
methods cannot handle sometimes.

The remainder of the present paper is organized as follows. In Section 2, we briefly review the
Hessenberg process and the restarted Hessenberg method for nonsymmetric linear systems. Section 3
discuss the naturally collinear property of residual during each cycle of the restarted Hessenberg method.
Then, we show how to generalize the restarted shifted Hessenberg method for solving the shifted linear
systems. Implementation details will be described. In Section 4, extensive numerical experiments are
reported to illustrate the effectiveness of the proposed method. Finally, some conclusions about this
method are drawn in Section 5.

2 The restarted Hessenberg method

In order to extend the restarted Hessenberg method for solving the shifted linear systems well, we
should recall the restarted Hessenberg method, which is established from the Hessenberg process. Ac-
cording to Refs. [50, 53], it is not hard to conclude that the restarted Hessenberg method is greatly
close to the restarted FOM method, which is derived from the well-know Arnoldi process. Although
the restarted Hessenberg method has been proved to be cheaper than the restarted FOM method, the
restarted Hessenberg method is often not popular in the field of Krylov subspace methods. However, we
want to revive the restarted Hessenberg method to solve the shifted linear systems (1) here.

2.1 The Hessenberg process

Starting point of the algorithms derived in this paper is the Hessenberg process for reducing the
nonsymmetric matrix to a Hessenberg decomposition [47,49]. In [55], the Hessenberg process is described
as an algorithm for computing the characteristic polynomial of a given matrix A. This process can also
be applied for the reduction to the Hessenberg form of A and is presented as an oblique projection in [49].
For ease of notation we will assume that the matrix and the vectors involved in the solution algorithms
are real, but the results given here and in other sections are easily modified for a complex matrix and
complex vectors.

Let v be a column vector of Rn and A an n × n real matrix. The Hessenberg reduction process
(without pivoting strategy) computes a unit trapezoidal matrix Lm = [l1, . . . , lm] whose columns form a
basis of the Krylov subspace Km(A,v) by using the following formulas:











β = (v)1, l1 = v/β,

hk+1,klk+1 = Alk −
k
∑

j=1

hj,klj , for k = 1, 2, . . . ,m.
(4)
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The parameters hj,k are determined such that

lk+1 ⊥ e1, . . . , ek and (lk+1)k+1 = 1. (5)

Assume that {li}i=1,...,k have been computed such that the i−1 first components of li equal zero and the
i-th component equals one. To obtain lk+1, we first compute u = Alk and then we subtract multiples of

l1, . . . , lk in order to annihilate the components 1, . . . , k of the u to obtain the w = Alk −∑k
i=1 hi,kli.

Finally we choose hk+1,k = (w)k+1 and take lk+1 = w/hk+1,k.
In addition, it is important that the entry hk+1,k never becomes zero. If this occurs-such situation

is called a breakdown-the Hessenberg process cannot proceed. In addition, small values of hk+1,k can
cause severe loss of accuracy. To avoid such a breakdown and also ensure numerical stability, the process
can be modified to include a pivoting strategy such as in Gaussian elimination method. This is done by
replacing the orthogonality condition (5) with the following one:

lk+1 ⊥ ep1
, . . . , epk

and (lk+1)pk+1
= 1, (6)

where pj ∈ {1, 2, . . . , n}. To compute pk+1, we follow the practical procedure described in [49]. We
suppose that p1, . . . , pk have already been obtained, then we compute u = Alk and subtract multiples
of l1, . . . , lk in order to annihilate the k components p1, . . . , pk of the vector u to obtain a vector w =
Alk −∑k

i=1 hi,kli. Then we set pk+1 = i0, where i0 satisfies ‖w‖∞ = |(w)i0 |. Finally we normalize the
vector lk+1 by taking hk+1,k = (w)i0 and lk+1 = w/(w)i0 .

Notice that if ‖w‖∞ = 0 at step k, then, in exact arithmetic, the minimal polynomial with respect to
the vector v has the degree k which means that we have constructed an invariant subspace and the process
must be stopped. Using the pivoting strategy described above, the Hessenberg process is reproduced in
Algorithm 1.

Algorithm 1 The Hessenberg procedure with pivoting strategy

1: p = [1, 2, . . . , n]T and determine i0 such that |(v)i0 | = ‖v‖∞
2: Compute β = (v)i0 , then l1 = v/β and p(1) ↔ p(i0)
3: for j = 1, 2, . . . , k, do
4: Compute u = Alj
5: for i = 1, 2, . . . , j, do
6: hi,j = (u)p(i)
7: u = u− hi,jli
8: end for

9: if (j < n and u 6= 0) then
10: Determine i0 ∈ {j + 1, ..., n} such that |(u)p(i0)| = ‖(u)p(j+1):p(n)‖∞;
11: hj+1,j = (u)p(i0); lj+1 = u/hj+1,j; p(j + 1) ↔ p(i0)
12: else

13: hj+1,j = 0; Stop
14: end if

15: end for

Letting Lk be the n×k matrix with column vectors l1, . . . , lk, H̄k be the (k+1)×k upper Hessenberg
matrix whose nonzero entries are the hj,k and by Hk the matrix obtained from H̄k by deleting its last
row. Then it is not hard to demonstrate that these matrices given either by Algorithm 1 satisfy the
well-known formulas

ALk = Lk+1H̄k,

= LkHk + hk+1,klk+1e
T
k

(7)

and PkLk is lower trapezoidal where PT
k = [ep1

, ep2
, . . . , epn

] and the pi’s (for i = 1, . . . , n) are de-
fined in Algorithm 1, refer to [47, 48] for details. In [47], it was interesting to note that Heyouni and
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Sadok introduced the Hessenberg process with over-storage to deal with the dense matrix for saving the
computational storage, but here we will not pursue it in details.

At the end of this subsection, it is remarkable to mention that the earlier work1 of Howell and
Stephens [56] and Stephens’s Ph.D. dissertation [57] have really made some further progress on the
backward error analysis for Hessenberg process. They had obtained the following theorem, which can be
regarded as a slight improvement on Wilikinson’s results [49]. For a proof, one can consult Stephens’s
Ph.D. dissertation [57].

Theorem 2.1 Let Hk be the first k columns of H̄k computed in floating point arithmetic by the Hessenberg
algorithm. Then assume that Ã is a permutation of A from which Hk is produced. If the (i, j)-th entry
of Ã is aij and denote |Ã| as the matrix with entries |aij |.

(Ã+△A)Lk = Lk+1H̄k, |△A| ≤ γn(|Ã||Lk|+ |Lk+1||H̄k|),

where γn = nǫ/(1− nǫ) and ǫ is the smallest number such that 1 = fl(1 + ǫ) in which “fl(·)” indicates
correctly rounded floating-point arithmetic.

According to Theorem 2.1, the Hessenberg process with pivoting strategy is not backward stable in
finite precision arithmetic. However, in practice for most of the test problems that we considered in
our study, it showed to be numerically accurate. We give an insight on the quality of the Krylov basis
computed by Algorithm 1 by plotting in Fig. 1 the four smallest singular values of the matrices Lk and
Vk generated after k steps of the Hessenberg and the Arnoldi process, respectively, for different values
of k. We use a normalized random vector as initial vector for both algorithms. A singular value close
to zero indicates near-singularity, and consequently loss of linear dependence of the basis vectors. The
experiments refer to four test matrices extracted from Tim Davis’s matrix collection at the University
of Florida [58]. As we can see, for low to moderate values of k, the Krylov basis computed by the
Hessenberg process maintain linear independence very well as four smallest singular values of Lk are far
from zero. The Arnoldi process ensures in addition vectors orthogonality for the first three test matrices,
but this comes at the price of higher computational cost. Moreover, for the last test problem, when the
k increases, the Arnoldi algorithm starts to loose linear independence of the basis, in contrast to the
Hessenberg method.

It is well known that the convergence of Ritz values plays an important role in the rate of convergence
of Krylov methods (see e.g. the analyses presented in [59] for the CG method and in [60] for the GMRES
method). An improvement of the speed of Krylov methods (the so-called superlinear convergence) seems
to appear in the iterative procedure due to a modest degree of convergence of the Ritz values. In Fig.
2, for some problems we compare the Ritz values of the matrix Hk after k = 40 steps of the Hessenberg
and Arnoldi procedures against the eigenvalues of the coefficient matrix. The Ritz values generated by
both procedures are good approximation of (part of) the spectrum of the test matrices. The Hessenberg
process can capture the spectral information effectively, sometimes even better than the Arnoldi process.

Based on these observations, Algorithm 1 can be accurate and thus represent a cost-effective alterna-
tive to the Arnoldi method in iterative solutions of some systems of linear equations.

2.2 The restarted Hessenberg method

As we know, we derive the restarted FOM method from the specified Hessenberg decomposition like
(7), which is generated by Arnoldi process. Here we follow this framework of restarted FOM method to
derive the restarted Hessenberg method via combining the Hessenberg decomposition with the Galerkin-
projection idea. Given an initial guess x0 to the seed linear system Ax = b, we now consider an orthogonal
projection method [19], which takes L = Km(A, r0) in which r0 = b−Ax0. Then we seek an approximate

1A short note for describing the relations between their ELMRES method [56, 57] and Sadok’s CMRH method [48] are
available at http://ncsu.edu/hpc/Documents/Publications/gary_howell/contents.html#codes.
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solution xm from the affine subspace x0+Km of dimension m, i.e., we can express it as xm = x0+Lmym

for some vector ym. Furthermore, the residual vector can be computed

rm = b−Axm = b−A(x0 + Lmym)

= r0 −ALmym

= r0 − LmHmym − hm+1,mlm+1e
T
mym

= Lm(βe1 −Hmym)− hm+1,mlm+1e
T
mym.

(8)

So if we want to make the residual close to zeros, we can enforce the “local” solution condition:

Hmym = βe1. (9)

As a result, the approximate solution using the above m-dimensional subspaces is given by

xm = x0 + Lmym, where ym = H−1
m (βe1). (10)

Finally, an iterative solver based on Algorithm 1 and called the Hessenberg method (Hessen) is
obtained, but for practical implementation, here we give the pseudo-codes of the restarted Hessenberg
method as Algorithm 2.

Algorithm 2 The restarted Hessenberg method (referred to as Hessen(m))

1: Start: Choose x0 ∈ Rn, the restarting frequency m ∈ Z+. Compute r0 = b − Ax0 and set
p = [1, 2, . . . , n]T and determine i0 such that |(r0)i0 | = ‖r0‖∞

2: Compute β = (r0)i0 , then l1 = r0/β and p(1) ↔ p(i0), where ↔ is used to swap contents.
3: Hessenberg process: Generate the Hessenberg basis and the matrix Hm using the Hessenberg

process (i.e. Algorithm 1) starting with l1.
4: Approximate the solution: Solve y = H−1

m (βe1) and update xm = x0 + Lmym, where Lm =
[l1, l2, . . . , lm].

5: Restart: If converged then stop; otherwise set x0 := xm and goto 1.

The above algorithm depends on a parameter m which is the dimension of the Krylov subspace. In
practice it is desirable to select m in a dynamic fashion. This would be possible if the residual norm of
the solution xm is available inexpensively (without having to compute xm itself). Then the algorithm
can be stopped at the appropriate step using this information. The following proposition gives a result
in this direction.

Proposition 2.1 The residual vector of the approximate solution xm computed by the Hessenberg Algo-
rithm (without restarting) is such that

rm = b−Axm = −hm+1,meTmymlm+1

and therefore,
‖b−Axm‖2 = hm+1,m|eTmym| · ‖lm+1‖2, (11)

Proof. We have the relation,

rm = b−Axm = b−A(x0 + Lmym)

= r0 −ALmym

= r0 − LmHmym − hm+1,mlm+1e
T
mym

= Lm(βe1 −Hmym)− hm+1,mlm+1e
T
mym.

By the definition of ym, Hmym = βe1, and so r0 − LmHmym = 0 from which the result follows. ✷
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At the end of this subsection, it follows that

rm = b−Axm = b−A(x0 + Lmym)

= r0 −ALmym

= −hm+1,m[ym]mlm+1,

(12)

where [ym]m represents the last element of ym. Denote βm = −hm+1,m[ym]m, then we have rm =
βmlm+1, which indicates that rm is collinear with βmlm+1.

Without considering the restarting strategy, just like analyzing the convergence relations between
CMRH method and GMRES method, we can also follow the analogous idea of Sadok and Szyld [53]
to present the specified analysis which explains why Hessenberg method can have the good convergence
behavior. But this is not the emphasis we pursue here.

3 The shifted variant of restarted Hessenberg method

Based on the above mentioned, we follows Simoncini’s framework [43] about deriving the restarted
shifted FOM method to establish the shifted variant of restarted Hessenberg method. Consider now the
shifted system (1). Shifting transforms (7) into

(A− σiI)Lm = Lm(Hm − σiIm) + hm+1,mlm+1e
T
mym, (13)

where Im is the identity matrix of size m. Due to (13), the only difference in Hessenberg method is that
ym is computed by solving the reduced shifted system (Hm − σiIm)y = βe1. Therefore, the expensive
step of constructing the non-orthogonal basis Lm is performed only once for all values of σ of interest,
i ∈ {1, . . . , ν}, whereas ν reduced systems of size m need be solved. This is the case if the right-hand sides
are collinear. In the following, we shall assume that x0 = 0 so that all shifted systems have the same
right-hand side. Restarting can also be employed in the shifted case. The key fact is that the Hessenberg
method residual rm is a multiple of the basis vector lm+1, see Eq. (12) for details. The next proposition
shows that collinearity still holds in the shifted case when the Hessenberg method is applied.

Proposition 3.1 For each i = 1, 2, . . . , ν, let x
(i)
m = Lmy

(i)
m be a Hessenberg method approximate solution

to (A − σiI)x = b in Km(A − σiI, b), with Lm satisfying (13). Then there exists β
(i)
m ∈ R such that

r
(i)
m = b− (A− σiI)x

(i)
m = β

(i)
m lm+1.

Proof. for i = 1, 2, . . . , ν, we have

r(i)
m = b− (A− σiI)x

(i)
m = r0 − (A− σiI)Lmy(i)

m

= r0 − Lm(Hm − σiIm)y(i)
m − hm+1,mlm+1e

T
my(i)

m

= Lm

[

βe1 − (Hm − σiIm)y(i)
m )

]

− hm+1,m[y(i)
m ]mlm+1.

Setting β
(i)
m = −hm+1,m[y

(i)
m ]m, i = 1, 2, . . . , ν, we obtain r

(i)
m = β

(i)
m lm+1. ✷

It is observed that all the residuals r
(i)
m are collinear with lm+1, and thus they are collinear with each

other. This property is excellent so that we could restart the shifted Hessenberg method by taking the
common vector lm+1 as the new initial vector, and the corresponding approximate Krylov subspace is

Km(A, lm+1). Just as the first cycle, all the new residuals still satisfy the formula r
(i)
m = β

(i)
m lm+1, and

the restarted Hessenberg process can be repeated until convergence. This leads to the shifted restarted
FOM method for simultaneously solving shifted linear systems (1). We described this final algorithm in
detail as following Algorithm 3.

Similarly, it was shown in [43] that the information sharing does not cause any degradation of conver-
gence performance, and the convergence history of shifted Hessenberg method on each system is the same

9



Algorithm 3 The restarted shifted Hessenberg method

1: Given A, b,x
(i)
0 = 0, {σ1, . . . , σν}, I = {1, 2, . . . , ν} and the restarting frequency m ∈ Z+.

2: Set r0 = b and take p = [1, 2, . . . , n]T and determine i0 such that |(r0)i0 | = ‖r0‖∞
3: Compute β

(i)
0 = (r0)i0 , then l1 = r0/β

(i)
0 and p(1) ↔ p(i0), where ↔ is used to swap contents.

4: for ℓ = 1, 2, . . ., do
5: Compute Hessenberg decomposition ALk = LkHk + hk+1,klk+1e

T
k by Algorithm 1.

6: Solve y
(i)
m = (Hm − σiIm)−1(β

(i)
ℓ−1e1), i ∈ I.

7: Update x
(i)
m,ℓ = x

(i)
m,ℓ−1 + Lmy

(i)
m , i ∈ I.

8: Update I. If I = ∅, exit. EndIf
9: Set β

(i)
ℓ = −hm+1,m[y

(i)
m ]m, i ∈ I.

10: Set l1 = lm+1.
11: end for

as that of the usual restarted Hessenberg method applied individually to each shifted system. We should
point out that an outstanding advantage of this approach is that the non-orthogonal basis {l1, . . . , lm}
is only required to be computed once for solving all shifted systems in each cycle, so that a number of
computational cost can be saved. In addition, Algorithm 3 is also attractive when both A are real while
the shifts {σi}’s are complex. Indeed, at each cycle after restarting, all the complex residuals are collinear
to the (m+1)-st real basis vector Lm+1, and the expensive step for constructing the non-orthogonal basis
Lm+1 can be performed in real arithmetics, see Section 4 for this issue.

Here, we shall analyze the computational cost of implementing the restarted shifted Hessenberg
method, the restarted shifted FOM method, and the weighted restarted shifted FOM method. It is
known from Section 3 and Refs. [20,43] that the difference of arithmetic operations of these three methods
comes from processes in generating the basis vectors. Other operational requirements, like solving ν linear

sub-systems defined as line 6 in Algorithm 3 and the update of y
(i)
m , are similar for the three mentioned

methods. Therefore, it makes sense to only consider the computational cost of the Hessenberg, Arnoldi
and weighted Arnoldi processes which underpin the implementation of Algorithm 3, restarted shifted
FOM and weighted restarted shifted FOM methods. Let us denote by Nz the number of nonzero entries
of A in (1). The cost of an inner product is assumed to be 2n flops. Since the first j−1 elements of lj are
zero, then some arithmetic operations can be saved. For instance, the cost of updating the vector lj (the j-

loop in Algorithm 1) in Hessenberg process reduces to
∑m

i=1

∑i
j=1 2(n−(j−1)) = m(m+1)(n−(m−1)/3)

flops instead of 2m(m+1)n and 5
2m(m+1)n flops in the Arnoldi and weighted Arnoldi processs, respec-

tively. If we neglect the cost of computing the maximum of the vector lj in the Hessenberg process, then
we obtain the number of operations per restart (i.e., m steps) by the Hessenberg process, the Arnoldi
process and the weighted Arnoldi process (see [20] for instance) as following Table 1.

Table 1: Comparison of the Arnoldi, weighted Arnoldi, and Hessenberg procedures
Process Number of operations Orthogonal basis

Arnoldi 2mNz + 2m(m+ 1)n Yes
Weighted Arnoldi 2mNz + 5

2
m(m+ 1)n D-orthogonal

Hessenberg 2mNz +m(m+ 1)n− 1

3
m(m− 1)(m+ 1) No

In Table 1, m is the restarting frequency; and the definition of “D-orthogonal” basis can be found
in [20, Algorithm 2]. Firstly, it is remarkable that the restarted shifted Hessenberg method, the restarted
shifted FOM method, and the weighted restarted shifted FOM method have the similar implementations
of lines 6-10 of Algorithm 3. As seen from Table 1, when the computational cost of (similar) lines 6-10 in
these three mentioned shifted iterative solvers are comparable, e.g., the required number of restarts are
similar, the computational cost of the restart shifted Hessenberg methods can be less than that of both
restarted shifted FOM and weighted restarted shifted FOM methods, also refer to Section 4 for futher
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discussion.
At the end of this section, it is still worth noting that the preconditioning techniques can be often

exploited to accelerate the Krylov subspace methods for solving the linear systems Ax = b. However,
the development of particular preconditioners for the iterative methods, which are used to solve shifted
linear systems, is not prosperous in most of cases. It is chiefly because most of preconditioning techniques
cannot make the preconditioned systems maintain the shift-invariance property, i.e. Eq. (3), of the Krylov
subspace. As far as we know, the particular preconditioning techniques in current research concerning
shifted linear systems can be almost classified into the following cases:

1. Shift-and-invert preconditioners: The main idea of these preconditioners is to transform the
original shifted linear systems into a new shifted linear systems. More precisely, from [2, 3, 14, 61],
it is well-known that the shift-and-invert preconditioner P = A − τI applied to the shifted linear
systems (1) leads to:

(A− σiI)(A− τI)−1(A− τI) =
[

(A− τI)− (σi − τ)I
]

(A− τI)−1(A− τI)

= [I − (σi − τ)(A − τI)−1](A− τI),

=
[ 1

σi − τ
I − (A− τI)−1

]

(σi − τ)(A − τI),

so we define the following auxiliary vectors,

y(i) = (τ − σi)(A − τI)x(i) ⇔ x(i) =
1

τ − σi

(A− τI)−1y(i),

the preconditioned shifted problem can be rewritten as the new unpreconditioned shifted linear
systems

[

(A− τI)−1 − ηiI
]

y(i) = b, ηi =
1

σi − τ
, x(i) =

1

τ − σi

(A− τI)−1y(i).

As a result, solving systems with the preconditioner P only involves the matrix A − τI; only
one LU-decomposition of the matrix A − τI has to be computed that can be used for both the
preconditioning operations and for computing the solutions of the unpreconditioned shifted systems.
The shift-and-invert preconditioner described above has, however, some significant disadvantages.
The preconditioner is very effective for shifted systems with σi close to τ , but is much less effective
for shifts further away from τ . Another disadvantage is that computing the LU decomposition of
A− τI may still be prohibitively expensive for large 3D problems, [2, 14].

2. Polynomial preconditioner: Generally speaking, we apply a preconditioning polynomial Pn(z)
and solve the system of linear equations Pn(A)Ay = b, x = Pn(A)y. Pn(z) will generally depend
on the shift σi, so we are looking for polynomials Pn,σi

(z) which satisfy

Pn,σi
(A− σiI)(A− σiI) = Pn,0(A)A − ηiI

and which are good preconditioners. Suitable polynomials can for example be constructed from
Chebychev-, Leja- or GMRES-polynomials, refer to [21]. Recently, Ahmad et al. have designed
an efficient Chebychev-polynomial preconditioner [2] for two shifted linear systems arising from
H2-optimal model reduction, their numerical results shown the effectiveness of the proposed pre-
conditioner for accelerating the shifted BiCG for solving two shifted linear systems simultaneously.
In 2012, Wu et al. also proposed an efficient polynomial preconditioner for accelerating shifted
restarted GMRES algorithms to handle the PageRank problems, see [15] for details. Although the
polynomial preconditioner is easier to established and more efficient than those of the shift-and-
invert preconditioners, the polynomial preconditioners are always not popular among the research
of preconditioning techniques.
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3. Flexible preconditioner: This preconditioning idea was firstly introduced by Gu and Zhou in [44].
Then it was successfully used to solve the shifted linear systems coming from some interesting
practical applications [16, 17]. They began to use the flexible Arnoldi process with some suitable
parameters τk to generate the basis of Krylov subspace, then the flexible FOM and GMRES (in-
cluding their restarted versions) for shifted linear systems can be derived directly. In general, we
think it still belongs to the shift-and-invert preconditioner techniques, the difference is just using
some variable (approximation) shifted parameters τk during the each preconditioned step. Although
many numerical results had been done for illustrating the effectiveness of the flexible precondition-
ers, they still suffer the similar difficulties of shift-and-invert preconditioners: (i) need to call the
LU-decomposition for solving k sub-linear systems in the flexible Arnoldi process, which turns to
be prohibitively expensive for large 3D problems; (ii) Moreover, we still require to select the ap-
proximation shifted parameters τk (although only two or three different {τk}’s) carefully according
to the clustered distributing of the shifts σi.

4. Nested iterative techniques: In order to remedy the mentioned difficulties of above different
preconditioning techniques, Baumann and Gijzen [14] recently made full use of the collinear property
of residual and Krylov subspace to establish a new family of nested iterative techniques. The
proposed techniques do not need to select the approximation shifted parameters. Meanwhile, we
only need to use a inner Krylov subspace method (such as shifted FOM and shifted IDR(s) methods)
to solve sub-shifted linear systems roughly but the outer Krylov subspace methods (such as shifted
GMRES and shifted QMRIDR(s) methods) for shifted linear systems (1) can still converge to the
desired approximation solutions very well. From the numerical results presented in [14], the nested
iterative techniques are very useful to accelerate the iterative solvers for shifted linear systems
arising in the (numerical) solutions of the elastic wave equations.

Finally, it is remarkable to mention that all these four frameworks of preconditioning techniques can
be employed to accelerate the proposed restarted shifted Hessenberg method for solving the shifted linear
systems (1). For instance, we can derive the flexible Hessenberg process [54] by following the framework
of flexible Arnoldi process, which will be similar to the Hessenberg decomposition in [44], then the flexible
(restarted) shifted Hessenberg method is not hard to construct via following the philosophy of flexible
(restarted) shifted FOM method for handling the shifted linear systems (1). But for the sake of simplicity,
we will not pursue the specified preconditioning techniques for the restarted shifted Hessenberg method
proposed in this paper for shifted linear systems.

4 Numerical examples

Far from being exhaustive, in order to show the attractive convergence behavior with respect to both
the number of restarts (abbreviated as Rests), CPU time elapsed2 (abbreviated as CPU) and the final
true relative residual 2-norms of ν linear systems (i.e. TRRi := log10(‖b − (A − σiI)xk‖2/‖b − (A −
σiI)x0‖2), i = 1, 2, . . . , ν) using Algorithm 3 to solve (1) simultaneously, some numerical experiments
have been reported in this section. In addition, we define the “mean value” of TRRi as follows,

TRRi =
TRR1 + TRR2 + . . .+ TRRν

ν
, i = 1, 2, . . . , ν.

The dimension of approximation subspace is chosen to be different m. We will compare the proposed
method (referred to as sHessen(m)) with the restarted shifted FOM method (referred to as sFOM(m))
proposed by Simoncini in [43] and the restarted weighted shifted FOM method (referred to as wsFOM(m))
introduced by Jing and Huang in [20].

Unless otherwise noted, the initial guess solution x0 and the right-hand side vector b are taken as
x0 = [0, 0, . . . , 0]T and b = [1, 1, . . . , 1]T respectively. Suppose xk is the approximate solution in the k-th

2All timings are averages over 10 runs of our algorithms.
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cycle, we stop the procedure if xk satisfies

‖b− (A− σiI)xk‖2
‖b− (A− σiI)x0‖2

< tol = 10−8, i ∈ I

or the maximal number of restarts, e.g., 500, is reached. All experiments were performed on a Windows
7 (64 bit) PC-Intel(R) Core(TM) i5-3740 CPU 3.20 GHz, 8 GB of RAM using MATLAB 2014a with
machine epsilon 10−16 in double precision floating point arithmetic.

Example 1. In the first example, we consider a classical test problem: let the test matrix A be
a 800 × 800 upper bidiagonal matrix, with entries 0.01, 0.02, 0.03, 0.04, 0.05, 0.06, 0.07, 10, 11, . . . , 802 on
the main diagonal and all ones on the super diagonal. In our numerical experiments, two sets of shifted
values I1 = {σ1 = −0.5, σ2 = 0.5} and I2 = {σ1 = −1, σ2 = 1}, for shifted systems are considered.
The numerical results of different shifted iterative solvers for handling the shifted linear systems (1) are
displayed in Tables 2-3.

Table 2: Comparison for Example 1 in terms of the Rests, CPU and TRRi (i ∈ I1).

sHessen(m) sFOM(m) wsFOM(m)

m Rests CPU TRRi Rests CPU TRRi Rests CPU TRRi

20 24 0.0782 -8.7680 † † † † † †

-8.2676 † †

30 17 0.0805 -8.2224 † † † 22 0.1142 -8.0110
-8.2676 † -8.0417

40 14 0.0824 -8.4611 † † † 19 0.1168 -8.5784
-9.8259 † -8.0907

50 13 0.0848 -8.5224 50 0.3099 -8.9028 † † †

-10.2510 -8.9778 †

Table 3: Comparison for Example 1 in terms of the Rests, CPU and TRRi (i ∈ I2).

sHessen(m) sFOM(m) wsFOM(m)

m Rests CPU TRRi Rests CPU TRRi Rests CPU TRRi

20 19 0.0728 -8.0473 † † † 49 0.1218 -8.2434
-8.3069 † -8.6141

30 14 0.0751 -8.7570 35 0.1336 -8.6597 19 0.1013 -8.0891
-8.6746 -8.9933 -8.8851

40 10 0.0787 -9.0297 33 0.1616 -8.0348 12 0.0917 -8.1719
-8.1725 -8.0140 -8.2135

50 10 0.0841 -8.4248 27 0.1667 -8.9799 12 0.1196 -9.2894
-9.0494 -9.5218 -8.9802

As seen from Tables 2-3, our proposed iterative solvers (sHessen(m)) with different m can be success-
fully employed to solve the shifted linear systems (1), whereas sFOM(m) and wsFOM(m) solvers can not do
it in some cases. More precisely, the proposed method, sHessen(m), is more efficient and cheaper than
both sFOM(m) and wsFOM(m) solvers for shifted linear systems (1) in terms of the number of restarts
and CPU time elapsed. At the same time, apart from wsFOM(50) in Table 2, the weighted strategy for
Arnoldi process behind the shifted iterative solvers of Jing and Huang improves indeed the convergence
behavior of restarted shifted FOM method, which is constructed by classical Arnoldi process. When all
these shifted iterative solvers converge to the desired approximation solutions of shifted linear systems,
they almost lead to the similar accuracy of solutions in aspects of TRRi. In conclusion, the proposed
sHessen(m) method can be viewed as the best solvers for shifted linear systems in Example 1.
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Example 2. Here, we still consider a classical test problem [22]: the test matrix A ∈ R2000×2000 is
defined as following form

A =











































1 0.21 1.2 0 0.13 1.42
0.45 2 0.21 1.2 0 0.13 1.42
0 0.45 3 0.21 1.2 0 0.13

0.12 0 0.45 4 0.21
. . .

0.11 0.12 0 0.45
. . . 0.13 1.42

0.11 0.12
. . . 1.2 0 0.13

. . . 1997 0.21 1.2 0
. . . 0 0.45 1998 0.21 1.2

0.11 0.12 0 0.45 1999 0.21
0.11 0.12 0 0.45 2000











































.

Similarly, in our numerical experiments, only one set of shifted values I1 = {σ1 = −0.5, σ2 = 0.5} for
shifted linear systems is considered.

Table 4: Comparison for Example 2 in terms of the Rests, CPU and TRRi (i ∈ I1).

sHessen(m) sFOM(m) wsFOM(m)

m Rests CPU TRRi Rests CPU TRRi Rests CPU TRRi

20 91 0.2622 -8.0328 63 0.1957 -8.0073 † † †

-8.1289 -8.0830 †

30 86 0.3498 -8.7528 25 0.1417 -8.0121 † † †

-8.3199 -8.4126 †

40 18 0.1253 -8.2803 16 0.1288 -8.2030 † † †

-10.0432 -8.4805 †

50 16 0.1563 -8.2780 13 0.1489 -8.7887 † † †

-8.6143 -8.4539 †

According to the results reported in Table 4, sFOM(m) outperforms the others two shifted iterative
solvers, sHessen(m) and sFOM(m), in terms of the number of restarts. Even apart from sFOM(40) and
sHessen(40), the performance of sFOM(m) is much better than that of sHessen(m) for solving shifted
linear systems (1) in terms of CPU time elapsed. However, it is remarkable that sHessen(40) needs
more Rests but still slightly less CPU to converge for solving shifted linear systems (1) with compared
to sFOM(40). That is because the Hessenberg process is often slightly cheaper to implement than the
Arnoldi process, especially when the number of restarts of these two algorithms are similar, refer to [47,48]
for this discussion. Unfortunately, all kinds of wsFOM(m) solvers fail to solve the shifted linear systems
(1) in Example 2 completely. Similarly, when all these shifted iterative solvers converge to the desired
approximation solutions of shifted linear systems, they almost lead to the same accuracy of solutions
in terms of TRRi. In conclusion, our proposed algorithm (sHessen(m)) still can be regarded as an
acceptable alternative considerably.

Example 3. In this example, we consider a large set of publicly available test matrices arising from
several application areas and having increasing levels of difficulty. These test matrices are extracted from
Tim Davis’s matrix collection at the University of Florida. We summarize in Table 5 the characteristics
of these shifted linear systems that were solved.

From the results reported in Table 6, the proposed sHessen(40) can solve the first, sixth and eighth
test problems very well, whereas both sFOM(m) and wsFOM(m) are not at all able to converge to the
desired approximation solutions of shifted linear systems (1). Besides, the proposed algorithm is more
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Table 5: Set and characteristics of test matrices in Example 3 (listed in increasing matrix size).

Matrices Size Field nnz(A) Set of shifts
bfwa782 782 Electromagnetics 7,514 {σ1 = −0.003, σ2 = 0.003}
orsirr 2 886 Oil reservoir modeling 5,970 {σ1 = −0.5, σ2 = 0.5}
orsirr 1 1,030 Oil reservoir modeling 6,858 {σ1 = −0.5, σ2 = 0.5}
rdb1250l 1,250 Chemical engineering 7,300 {σ1 = −0.2, σ2 = 0.2}
orsreg 1 2,205 Oil reservoir modeling 14,133 {σ1 = −1, σ2 = 1}
cavity16 4,562 Finite element modeling 137,887 {σ1 = −0.1, σ2 = 0.1}
shyy41 4,720 Computational fluid dynamics 20,042 {σ1 = −1, σ2 = 1}
memplus 17,758 Circuit simulation 303,468 {σ1 = −0.01, σ2 = 0.01}
matrix 9 103,430 Semiconductor device problem 1,205,518 {σ1 = −0.9, σ2 = 0.9}

Table 6: Results of different solvers for Example 3 with different m in terms of the Rests, CPU and TRRi.
sHessen(m) sFOM(m) wsFOM(m)

Matrix m Rests CPU TRRi Rests CPU TRRi Rests CPU TRRi

bfwa782 40 98 0.3706 -8.0955 † † † † † †

-8.5808 † †

orsirr 2 20 146 0.2637 -8.4626 210 0.3534 -8.6617 † † †

-8.0278 -8.0666 †

orsirr 1 30 100 0.3068 -8.0730 137 0.4222 -8.0538 † † †

-8.0601 -8.0404 †

rdb1250l 40 18 0.0914 -8.0377 17 0.0956 -8.8174 † † †

-9.0494 -9.4118 †

orsreg 1 50 12 0.1271 -8.6118 9 0.1332 -8.3282 † † †

-8.5994 -8.0713 †

cavity16 40 90 1.5435 -8.2723 † † † † † †

-8.0371 † †

shyy41 20 16 0.0922 -8.1014 125 0.7497 -8.3370 71 0.5035 -8.2818
-8.2407 -8.0434 -8.1367

shyy41 30 11 0.1061 -8.0967 11 0.1839 -8.9070 13 0.2405 -8.6073
-8.6036 -8.1820 -8.0881

shyy41 40 7 0.0981 -8.4446 16 0.3519 -9.1335 9 0.2635 -9.2537
-8.0639 -8.9935 -8.0711

shyy41 50 6 0.1172 -8.5789 7 0.2472 -8.6861 6 0.2541 -8.8901
-8.6889 -8.4041 -8.8895

memplus 40 35 1.8512 -10.3687 † † † † † †

-8.6259 † †

matrix 9 40 1 0.4634 -15.6015 1 0.6390 -15.3415 1 0.7054 -15.2871
-15.6400 -15.0908 -15.3918
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efficient than both sFOM(m) and wsFOM(m) in terms of the number of restarts and CPU time elapsed,
when these three shifted iterative solvers are applied to solve test problems: orsirr 2, orsirr 1 and
shyy41 (m = 20, 30, 40, 50). Moreover, although sHessen(m) need more number of restarts for solving
rdb1250l and orsreg 1 than those required by sFOM(m), sHessen(m) still needs slightly less CPU time
elapsed to converge than those needed by sFOM(m). For rdb1250l, orsreg 1, matrix 9 and shyy41

(m = 30, 50), these three shifted iterative solvers require the similar number of restarts to converge, but
the proposed sHessen(m) still needs slightly less CPU time elapsed than other shifted iterative solvers.
Especially, for matrix 9, our proposed sHessen(m) method can achieve more accurate solution than
other two iterative methods in terms of TRRi. In fact, we had given an explanation to these phenomena
in Example 2. That is because the Hessenberg process is often cheaper to implement than the Arnoldi
process, especially when the number of restarts of these two algorithms are similar. The wsFOM(m)

solvers fail to solve the shifted linear systems (1) in Example 3 except shyy41 (m = 20, 30, 40, 50). We
also note that when all these shifted iterative solvers converge to the desired approximation solutions
of shifted linear systems, they almost lead to the similar accuracy of solutions in aspects of TRRi. In
conclusion, our proposed algorithm (sHessen(m)) still can be regarded as a highly recommend choice
for shifted linear systems (1) with compared to other two mentioned shifted iterative solvers.

Example 4. In this example, we consider test problems stem from a structural dynamics engineering
problem, whose algebraic formulation was discussed in detail in [3]. Direct frequency analysis leads to
the solution of the following algebraic linear system

[(−ω2
jM +K) + ι(ωjCV + CH)]x = b, ι =

√
−1, (14)

where ωj, j = 1, 2, . . . , ν are the driving circular frequencies, M and K are the inertia and the stiffness
matrices, CV and CH are the viscous and the hysteretic damping matrices, respectively. We take M =
I, CV = 10I, CH = µK with µ = 0.02 a damping coefficient, and K the five-point centered difference
matrix approximating the negative Laplacian operator with homogeneous Dirichlet boundary conditions
on an uniform mesh h = 1/(p + 1) in the unit square [0, 1] × [0, 1]. The matrix K ∈ Rn×n possesses
the tensor-product form K = Bp ⊗ I + I ⊗ Bp, with Bp = h−2 · tridiag(−1, 2,−1) ∈ R

p×p. Hence, K
is an n × n block-tridiagonal matrix, with n = p2 = 642. We set the right-hand side vector b to be
b = e1160 + e2298, with ei being the i-th column vector of identity matrix. As before, we normalize the
system by multiplying both sides through by h2; see [43,62] for details. Due to M = I, then linearization
yields the algebraic system (14),

[

(

ιh2CV h2(K + ιCH)
h2(K + ιCH) 0

)

− ωj

(

h2M 0
0 h2(K + ιCH)

)

]

[

y

x

]

=

[

h2b

0

]

⇔ (T − ωjS)z = f

⇔
[

(

ιCV I
K + ιCH 0

)

− ωj

(

I 0
0 I

)

]

ẑ = f ,

[

h2M 0
0 h2(K + ιCH)

]

z = ẑ.

Whenever S is nonsingular, we can write the problem above as in (1), namely (TS−1 − ωjI)ẑ = f and
Sz = ẑ. For the sake of simplicity, we only report results for two parameters ω1 = 2π and ω2 = 6π. The
linearized problem has dimension 8192.

As observed from Table 7, our proposed sHessen(m)methods outperform both sFOM(m) and wsFOM(m)

methods in terms of the number of restarts and CPU time elapsed. Especially, it is remarkable that
sHessen(40) almost needs only half of the number of restarts and CPU time elapsed with compared to
sFOM(40). Again, the wsFOM(m) methods still fail to solve the resulting shifted linear systems (1) in
Example 4. Again, when all these shifted iterative solvers converge to the desired approximation solu-
tions of shifted linear systems, they almost lead to the same accuracy of solutions in terms of TRRi. In
conclusion, the proposed sHessen(m) method is the best solver among these mentioned shifted iterative
methods for handling the resulting shifted linear systems in Example 4.

Example 5. In this example, we consider the semi-discretization by finite difference method of
the following three dimensional time-fractional convection-diffusion problems, which are modified from
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Table 7: Comparison for Example 4 in terms of the Rests, CPU and TRRi.
sHessen(m) sFOM(m) wsFOM(m)

µ m Rests CPU TRRi Rests CPU TRRi Rests CPU TRRi

µ = 0.02 40 27 2.2267 -8.4181 59 5.2156 -8.0859 † † †

-8.0418 -8.2960 †

50 19 2.2042 -8.8472 24 3.3261 -8.1201 † † †

-8.3296 -8.0489 †

µ = 0.04 40 22 1.8625 -8.0957 55 4.8742 -8.1618 † † †

-8.2702 -8.2534 †

50 18 2.0801 -8.0754 23 2.9937 -8.2278 † † †

-8.0704 -8.3017 †

Ref. [63].










Dλ
t u−∆u + τ1ux1

+ τ2ux2
= 0, on (0, 1)3 × (0, T ),

u(x, t) = 0, ∂(0, 1)3 for all t ∈ [0, T ],

u(x, 0) = u0(x), x ∈ (0, 1)3.

(15)

The operator Dλ
t is Caputo’s fractional derivative, defined for 0 < λ < 1 by

Dλ
t f(t) =

1

Γ(1− λ)

∫ t

0

f ′(s)

(t− s)λ
ds,

where Γ(·) is the Gamma function. As λ → 1, the fractional derivative approaches the ordinary derivative,
and (15) reduces to the standard partial differential equation, the PDE is classified as sub-diffusive [63].
Discretizing the Laplacian by the usual five/seven-point stencil and the first-order derivatives, ux1

and
ux2

, by central differences on a uniform grid with step size h = 1/(n + 1) leads to an ordinary initial
value problem

{

dλ
u(t)
dtλ

= Au, t ∈ (0, T ),

u(0) = u0

(16)

with the matrix

A = In ⊗ In ⊗ C1 + [B ⊗ In + In ⊗ C2]⊗ In ∈ R
N×N , N = n3,

where In is the identity matrix of order n, and

B =
1

h2
tridiag(1,−2, 1), Cj =

1

h2
tridiag(1 + µj ,−2, 1− µj), j = 1, 2

with µj = τjh/2. The nonsymmetric matrix A is a popular test matrix because its eigenvalues are
explicitly known: If |µj | > 1 (for at least one j), they are complex; more precisely (cf. [45]),

Λ(A) ⊂ 1

h2
[−6− 2 cos(πh)Re(θ),−6 + 2 cos(πh)Re(θ)]× 1

h2
[−2ι cos(πh)Im(θ), 2ι cos(πh)Im(θ)

with θ = 1 +
√

1− µ2
1 +

√

1− µ2
2. As in [45], we choose T = 1, h = 1/20, τ1 = 80, τ2 = 120 which leads

to µ1 = 2, µ2 = 3, respectively. Then the analytical solution to the semi-discrete problem (16) can be
expressed in terms of the Mittag-Leffler function [8, 65]

u(t) = Eλ,1(At
λ)u0 = u0 + tλEλ,λ+1(At

λ)Au0, where Eλ,ς(z) =

∞
∑

k=0

zk

Γ(λk + ς)
.

As λ → 1, this reduces to u(t) = exp(At)u0, which is the matrix exponential solution to the semi-
discrete differential equations. According to the numerical method introduced in [7], we require to solve

17



the shifted linear systems (A − σiI)x = v0, σi ∈ C. Here refer to [8] for choosing the complex shifts
σi. For simplicity, here we set v0 = Au0

‖Au0‖2
, u0 = b and the set of complex shifts {σ1, σ2, . . . , σ8} can be

drawn as Fig. 3.
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Fig. 3: Poles localization of the Carathéodory-Fejér (CF) approximation [8] to Eα,α+1 for ν = 8.

Table 8: Comparison for Example 5 in terms of the Rests, CPU and TRRi (t = 1, h = 1/20, τ1 = 80, τ2 = 120).

sHessen(m) sFOM(m) wsFOM(m)

λ m Rests CPU TRRi Rests CPU TRRi Rests CPU TRRi

0.2 20 12 0.1967 -8.6435 7 0.1548 -8.0349 † † †

30 5 0.1276 -8.6894 5 0.1675 -8.1463 † † †

40 4 0.1348 -10.5550 4 0.1948 -9.2291 † † †

50 3 0.1339 -14.6137 3 0.2047 -12.5138 † † †

0.4 20 12 0.1958 -8.6581 7 0.1561 -8.0435 † † †

30 5 0.1253 -8.6981 5 0.1682 -8.1553 † † †

40 4 0.1352 -10.5638 4 0.1957 -9.2383 12 0.5513 -8.4688
50 3 0.1344 -14.6183 3 0.2079 -12.5220 5 0.3548 -8.4630

0.6 20 12 0.1963 -8.6661 7 0.1553 -8.0483 † † †

30 5 0.1248 -8.7028 5 0.1669 -8.1602 † † †

40 4 0.1325 -10.5686 4 0.2010 -9.2433 12 0.5429 -8.7063
50 3 0.1317 -14.6042 3 0.2025 -12.5267 5 0.3556 -8.7585

0.8 20 12 0.1889 -8.6682 7 0.1534 -8.0495 † † †

30 5 0.1199 -8.7040 5 0.1659 -8.1614 † † †

40 4 0.1278 -10.5698 4 0.1898 -9.2445 11 0.4958 -8.7903
50 3 0.1269 -14.6271 3 0.2006 -12.5278 5 0.3399 -8.6269

As observed from Tables 8, the sFOM(20) method outperforms both wsFOM(20) and sHessen(20)
methods in terms of the number of restarts and CPU time elapsed for different cases of λ. However,
it is remarkable that our proposed sHessen(30) method is preferable to both sFOM(30) and wsFOM(30)
methods in terms of CPU time elapsed and TRRi for different λ. Moreover, both sHessen(40) and
sHessen(50) methods are also two good alternatives in aspects of CPU time elapsed and TRRi for the
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various cases of λ. Again, the wsFOM(m) methods often are expensive and easily fail to solve the shifted
linear systems (1) in Example 5, such as the case of λ = 0.2. In conclusion, the proposed sHessen(m)

method, rather than the sFOM(m) method, can be regarded as a highly recommend choice for handling
shifted linear systems in Example 5 with compared to other two mentioned shifted iterative solvers.

Example 6. From the methods introduced in [7], the numerical evaluation of matrix exponential plays
a fundamental role in solving linear differential equations. In this example, we consider the computation
of the product of a matrix exponential with a vector, which arises from the numerical solution of the
following fractional diffusion equation [64]











∂u(x,t)
∂t

= d(x)aD
α
xu(x, t) + f(x, t), (x, t) ∈ (0, 1)× (0, 1],

u(x, 0) = x3, x ∈ [0, 1],

u(0, t) = 0, u(1, t) = e−t, t ∈ [0, 1]

(17)

with the coefficient

d(x) =
Γ(4− α)

6
x1+α.

and the source term f(x, t) = −(1 + x)e−tx3. Here 1 < α < 2 and for the definition of the fractional
order derivative, we refer to [65].

After the spatial discretization by the second-order numerical scheme proposed in [66], the equation
(17) reduces to a semi-discretized ordinary differential equations of the form

{

du(t)
dt

= Au+ b(t), t ∈ (0, 1),

u(0) = u0,
(18)

where A = DQ
hα with h being the grid size, D is a diagonal matrix arising from the discretization of the

differential coefficient d(x), and Q is a lower Hessenberg Toeplitz matrix generated by the discretization
of the fractional derivative. In addition, it mentioned that the matrix A is very ill-conditioned and it is
not a Toeplitz matrix; see [64, 66] for the details of the discretization. The vector b(t) = e−tb̃, where be
consists of the discretization of f(x, t)/e−t and boundary conditions, and it is independent of t. By the
variation-of-constants formula, the solution of (18) at time t can be expressed as

u(t) = etAu0 +

∫ t

0

e(t−ε)Ae−εb̃dε

= etA[u0 + (A+ I)−1b̃]− e−t(A+ I)−1b̃,

(19)

provided that A+I is invertible. In this example, we consider two different discretized gird nodes N = 512
and N = 1024. In light of (19), to compute the solution u(t), we have to approximate the product of the
matrix exponential etA with the vector

b̂ = u0 + (A+ I)−1b̃,

which is the major computational cost for this problem. From the numerical treatments introduced
in [10], we need to solve several shifted linear systems

(A− zjI)x = b̂, zj ∈ C j = 1, 2, . . . , ν.

More details and choosing ν = 14 complex shifts can be found in [10] and references therein. For
simplicity, we plot these 14 complex shifts (i.e., poles localization of CF approximation) in Fig. 4.

As observed from Tables 9-10, our proposed sHessen(m) methods considerably outperform both
sFOM(m) and wsFOM(m) methods in terms of the number of restarts, TRRi and CPU time elapsed.
Especially for the case of α = 1.3, it is remarkable that sHessen(40) and sHessen(50) almost needs
only 30% of the number of restarts and CPU time elapsed with compared to sFOM(40) and sFOM(50).
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Fig. 4: Poles localization of the CF approximation to ex with ν = 14.

Table 9: Comparison for Example 6 in terms of the Rests, CPU and TRRi (N = 512).

sHessen(m) sFOM(m) wsFOM(m)

α m Rests CPU TRRi Rests CPU TRRi Rests CPU TRRi

1.3 20 48 0.8447 -8.1742 † † † † † †

30 14 0.4618 -8.5087 † † † † † †

40 10 0.3492 -8.2594 92 1.4897 -8.1044 † † †

50 8 0.2978 -8.2864 29 0.6620 -8.1839 † † †

1.7 20 39 0.9092 -8.1705 † † † † † †

30 28 0.8468 -8.4024 † † † † † †

40 23 0.7453 -8.3276 70 1.4605 -8.0964 † † †

50 17 0.5686 -8.6098 35 0.9918 -8.1551 † † †

Table 10: Comparison for Example 6 in terms of the Rests, CPU and TRRi (N = 1024).

sHessen(m) sFOM(m) wsFOM(m)

α m Rests CPU TRRi Rests CPU TRRi Rests CPU TRRi

1.5 20 46 5.8556 -8.1449 † † † † † †

30 28 4.0957 -8.2141 † † † † † †

40 24 3.8067 -8.2320 † † † † † †

50 16 2.7466 -8.0921 † † † † † †

1.8 20 128 16.6387 -8.2001 † † † † † †

30 59 8.7667 -8.1602 † † † † † †

40 46 7.7286 -8.2009 † † † † † †

50 31 5.7586 -8.4335 † † † † † †
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Again, the wsFOM(m) methods still fail to solve all the shifted linear systems (1) in Example 6. Again,
when all these shifted iterative solvers converge to the desired approximation solutions of shifted linear
systems, they almost lead to the same accuracy of solutions in terms of TRRi. However, our proposed
method still can archive the slightly better accuracy of final solutions in aspects of TRRi. Moreover,
for the case of N = 1024, the sFOM(m) methods are also not able to solve any resulting shifted linear
systems. In conclusion, the proposed sHessen(m) method is the best solvers among these mentioned
shifted iterative methods for handling the shifted linear systems in Example 6.

5 Conclusions

Based on the results of numerical experiments we conclude that our proposed algorithm-the Restarted
Shifted Hessenberg method-indeed can show considerably attractive convergence behaviors with respect
to CPU time elapsed compared to the Restarted Shifted FOM proposed in [43], the Restarted Weighted
Shifted FOM introduced in [20] and the shifted restarted FOM method with deflation established in [22].
Moreover, in some cases where sHessen(m) requires less enough number of restarts to converge, this
algorithm can significatively reduce the CPU consuming time. In addition, since the Hessenberg process
often needs slightly less computational storage than the classical Arnoldi process, so the sHessen(m)

method seems to be preferable to the other Arnolid-based shifted iterative solvers (sFOM(m), wsFOM(m)

and dsFOM(m)) especially if the number of restarts of these four shifted iterative solvers is similar. Besides,
sHessen(m) is able to handle certain shifted linear systems while sFOM(m) and wsFOM(m) cannot.

However, the body of theoretical evidence is not available recently for the fact that sHessen(m) has
advantage over sFOM(m) in terms of convergence analysis. The numerical and computational efficiency of
sHessen(m) in respects of restarting number and CPU time elapsed is just illustrated on a set of prob-
lems arising both from extensive academic and from industrial applications. Furthermore, convergence
analysis is also under consideration. In addition, as earlier mentioned, the preconditioning techniques
are meaningful for accelerating the Krylov subspace methods to solve the shifted linear systems (1). We
will develop the suitable and efficient preconditioning framework, such as Baumann and van Gijzen’s
idea [14] and our recent work [67], to enhance the convergence behavior of the proposed iterative solvers
for shifted linear systems (1) in the future work.
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Technologies de Lille, France, 1996.

[51] S. Duminil, M. Heyouni, P. Marion, H. Sadok, Algorithms for the CMRH method for dense linear sys-
tems, Numer. Algorithms, in press, 20 May, 2015. Available online at http://dx.doi.org/10.0.3.239/

s11075-015-9997-2.
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