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Abstract 

This work extends a result of Crouch and 
Lainnabhi which characterized Hamiltonian sys- 
tems described by second order SISO input- 
output differential equations. A general for- 
malism is given which defines the adjoint vari- 
ational equations from the input-output differ- 
ential equation representation. This is then used 
to characterize Hamiltonian systems by employ- 
ing the general results of Crouch and van der 
Schaft: Hamiltonian systems are those systems 
for which the variational and adjoint variational 
systems coincide. 

1 The adjoint system 

We consider state-space systems which may be 
written in the form 

e, x = f ( s , u ) ,  y = I + ) ,  (1) 
U E R'", y E R", 

and corresponding input-output representations 

F (y ,  j l , .  . . , y ( N ) , u , u , .  . . ,?AN- ' ) )  = 0. 
(2) 

If the system (1) is niinimal in the sense of 
Crouch and van der Schaft [a], the corresponding 
representation (2) will also be called a iiiininial 
representation. Note that we do not insist here 
on the relationship between state-space represen- 
tations (1) and input-output differential equa- 
tions representations (2). We assume that all 
conditions are met for obtaining one representa- 
tion from the other representation. See Sontag 

France The Netherlands 

and Wang [9, 101 for a coinplete solution to this 
problem. 

A variational systeiii E:, about a given tra- 
jectory of E,, is defined in the usual way, see [a]. 
We write the input-output map of the variational 
system in the form 

where y, E R"& is the variation in y due to a 
variation U ,  E R'" in U .  (We assuiiie ~ ~ ~ ( 0 )  = 0 
and ~ ~ ( 0 )  = 0) 

The input-output variational systems E;"/. are 
defined by the system of equations 

d F  d F  d F  
: -yv + -y, + . . . + -yy) + dY dy(N) 

along solutions of (2). Note that (3) results from 
differentiation of an one-parameter family of so- 
lutions to  (2). In [11] conditions are derived un- 
der which the linearization of the system (2) is, 
indeed, (3). 

Definition(See also [SI): Consider a varia- 
tional system (3). The adjoint variational system 
E? consists of the following set of input-output 
pairs ( u a ,  ya): there exists a function 

q o  

such that for all t E R. 
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for all input output pairs (U,, y,) which are so- 
lutions of . 

An explicit expression for Q is provided by the 
state space representation of E, . Indeed, define 
the variational and adjoint variational systems 
as in [2, 31. Then 

T T d T  
Ya u7J - U ,  Yv = -P U, d t  

where p is the state of the adjoint variational 
system and v is the state of the variational sys- 
tem. Denote the variational and adjoint varia- 
tional system along a particular trajectory of E, 
by the equations: 

In the following we are aiming to express (5) di- 
rectly as function of 

The most direct way of obtaining Q and an  
explicit representation of the adjoint variational 
system, in inpu t-ou t pu t differential equation 
forin, is given by the following method based on 
partial integration. For siiiiplicity we will only 
consider the case N = 2 in the rest of the pa- 
per but no intrinsic difficulty is presented by the 
general case. Thus we have: 

: { P = -FT(t)p+ H T ( t ) U ,  
Y n  = GT(t)p 

It is well known that is observable if 

= 78 and that E: is 

n which is equivalent to the fact that E: is con- 
trollable. If this holds we will see that p and v 
can be expressed as functions of (un,  yay. . .), re- 
spectively (U,, g,,. . .), and thus 

PTv = Q(Y,  !I, * * * 7 U ,  6, - * - 7 Yn, jra, * 7 

U,, U,, . * * 7 Y,, jrv,  . . - , U,, U,, . .). 

On the other hand, direct calculation yields: 

U:( r ) H  ( T ) @ (  T ,  a)G(a)u,( a)dadr] 

where 

and the components of the 7 n  x 7 1 ~  matrices 
A ,  B , C ,  D and E are given by 

m T  Y, = (Yh:, . . .,Yv ) , U ,  = (+;, . . . , U p ) T ,  

We shall always assuine that the matrix C' is in- 
vertible. Using sumination convention, two con- 
secutive partial integrations yield, 

o =  

where H(T)@(T ,  a)G(a) is the impulse response 
of the variational system. This suggests that Q 

Thus the adjoint variational systems are 
-- 

U! = t iA;k  - PB;k + t i c i k  
(8) { ~5 = - - J ; D ~ ~  + p~~~~ 

is equal to E i , l O  1 

k = 1,. . . , 7 n  while Q is given by the term be- 
tween the brackets I . I. 

UT( T ) H ( ~ ) @ (  7, a)G'(a)uv( a)dadr. 

( 5 )  



In order to express Q as a function of y,, U,, y ,  
and U,, we must solve (8) for [. The assumed 
invertibility of C ensures that we may write 

[j = P j k ~ t  + T j k j l k  + Rjkyk, j = 1,.  . . , m 

which upon substituting from (8) yields the 
defining equation for [ 

which is reminiscent of a Bezout identity. We go 
even further by relating the solution of the equa- 
tions to controllability and observability condi- 
tions. 

Lemma 1: SoZ.uability of the Bezout identity 
(9) is equivalent to observability of the adjoint 
variational system ( 8 ) )  and thus to controllability 
of the variational system. 

Proof: Let us consider again (7) where without 
loss of generality we may assume C = I,,,. This 
equation can also be written 

; j , + B y , + ( A - B ) y , + E z l , + ( D - ~ ) u ,  
= o  ( 10) 

The associated variational system is then 

where D is a 2m-dimensional vector 

and where 

F ( t )  = 

-E  
E - D  G( t )  = [ * ] and H ( t )  = (I,,,,()). 

Moreover, we have 

Therefore, i f  we can sohe equations (9)  for the 
matrices P,T and R then p = ( p ~ , p i ) ~  = 
(-i, [)T can be expressed as function of (urn, ya ) .  

Now, by equating coefficients of derivative of [, 
solvability of the Bezout identity (9) is equivalent 
to the existence of m x m-matrices P,T and R 
such that 

P(AT - bT) + T ( - b T  + E T )  
+ R( -DT + f i T )  = I,,, 

P ( - B ~ )  + T ( - D ~  + W )  t  RE^ = o 
P + T E T = O  

Using the third equality gives 

T ( - E * ( A ~  - B T )  + (-bT + E T ) )  
+ R ( - D ~  + f i T )  = I,,, 

and 
T ( E ~ B ~  + (-oT + 2 f i T ) )  +  RE^ = 0. 

The matrices T and R exist if and only if 

= 27n, 1 - E ~ ( A ~  - BT)+ E ~ B * + ,  
rank (-bT + E T )  (-LIT + 2ET)  I 

1 -DT+bT ET J 
but this condition is nothing else than the con- 

trollability condition of the variational system 

We can summarize the previous results in the 
following theorem 

Theorem 1: (:onsider a control systeiii (2).  
If the variational system given by (4) is control- 
lable then the variables ( u n , y n )  of the adjoint 
variational system are given by (8) after solving 
the Bezout identity (9) for [. Moreover the state 
variables p and D can be expressed as functions 
of (U,,  y a ) ,  respectively (U,, y?,) and their deriva- 
tives. 

(11)- 

2 Hamiltonian systems 

In the next section we will use the self- 
adjointness property of the variational system 
for Hamiltonian system, i.e. the fact that the 
adjoint variational system and the variational 
systems are identical. This will allow us to char- 
acterize Hamiltonian systems froin a set of input- 
output differential equations. 
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Note that for a system described by a set of 
equations (6) with m = 1 the conditions under 
which this system represents a Hamiltonian sys- 
tem have been found already in an earlier paper 
by Crouch and Lamnabhi-Lagarrigue [l] i.e., 

i3F 
au 
- -  - 0, 

i3F d i 3 F  aF d F d d F  
i3u dt i3$ ay ay d t  i3u' 
-[ ] = --- 

for every point y,y,. . .,u,u,. . . such that 
F ( y ,  6,. . . , U , & ,  . . .) = 0. 

Self-adjointness in the second order case (6) 
follows if the equation (7) for (U,, yv) is satisfied 
by the expressions (8) for (urn, y n )  : 

Hence we have the following theorem, 
Theorem 2: Consider a niiniinal system (6). 

Then it is Haniiltonian if and only if the following 
con clition s hold 

(9.  

(ii). 

(iii). 

(iv). 

at  

CET + ECT = 0 ,  

BET - CDT + x E T  + DCT - EBT + 
3E(YT = 0, 

AET - BDT + 2BET - 2CDT + 3CET - 
D BT + 2DCT + EAT - 2EBT + 3ECT = 0 ,  

-ADT + A @  - B@ + B E T  - cDT + 
CE(3IT +DAT - obT +DeT+EAT - EBT+ 
EC(31T = 0 . 

every point y,y,. . .,u,iL ,... such that 
F ( y , Y , .  . .,U,U,. . .) = 0. 

For a general probleni ( 2 )  of order N in the 
time derivative of y, it is not difficult to see that 
the number of conditions is 2 N .  

This result assumes controllability of the vari- 
ational system (or observability of the adjoint 
variational system) and also the existence of a 
state-space representation. We believe that these 

conditions are not necessary. Indeed, the equa- 
tion we have to solve for ( in (9) using the above 
method is of the form 

But we know that for a simpler structure of it: 

there exists (see for instance [5, 61) a uniinodular 
matrix U ( s )  such that 

U ( s )  [ D(s )  N ( s )  ] [ ; ] = 

where is of full row rank. Therefore there is 
no more condition for the eliinination of (. The 
solution is given by 

However no such result exists for the general 
form (12). This will be a theine of a future in- 
vestigation, perhaps using results from [4]. 

Now let us sketch a second approach in or- 
der to find the conditions of theorein 2. Self- 
adjointness of the input-output map may be ex- 
pressed as the following condition 

H ( t ) @ ( t ,  a )G(a)  = -GT(t)@(a,  t ) H ( a ) ,  (13) 

where F ( t ) , G ( t )  and H ( t )  are defined in ( l l ) ,  
and 

zq5(t, d a )  = F ( t ) @ ( t ,  a ) ,  with @(a,  a )  = I?,,. 

Now the conditions of theorem 2 can be also ob- 
tained by repeatedly differentiating with respect 
to t the equality (13) and setting t = a. Indeed 
let us consider equation (10) corresponding to 
the input-output representation of the form (7) 
with C = I,,,. Setting t = a leads to 

HG = -GTHT, 

which implies that 

E = -ET.  



Now if C + I,,,, and if detC # 0, (7) inay 
be written as equation (10) where A ,  B, D, 
and E have been replaced respectively by 
C-’A,  C-’B, C-’D, and C-’E. Therefore 
equation (14) becomes 

c - 1 ~  = -ETc;-~T or E<?’ = - C E ~  

which the first condition. We can repeat ex- 
actly the same computation using the derivative 
of equation (13) and by setting t = 6. Assuming 
first that C = I,,, we obtain 

, - v  

or 

B E  + E - D = E T B ~  + ET - D~ + ET 

Using E = -ET leads to  condition ii). We would 
proceed in the same way to  find the two other 
conditions. 

3 Elaboration of the condi- 
tions in a special case 

Let us assume that the input-output representa- 
tion F;, i = 1, .  . . , 713, have the following particu- 
lar form 

F;(y, i ,  j i ,  U ,  iL) = S;(y, i ,  j i )  - ui. (15) 

This is a classical case ( see Santilli [7]). Condi- 
tions of theorem 2 reduce to: 

(i). void 

(ii). $$ - (G)’ = 0 
3Y 

Y ay 
(iii). 

(iv). % - - ( X I  as T + z ( % )  d as T - d2 (-1 as T - - 0  

+ (=IT - 2 $ ( E ) T  = 0 

P a y  

These conditions are precisely the condition 
(2.1.17) in [7]. It follows that ( 1 5 )  represents the 
input-output behavior of a Hamiltonian system 
if and only if 

S; = ~ ; k ( y ,  i)jjk + T~(Y, $1, i = 1, .  . . , m 

where R;k and Ti satisfy (2.2.9) in [7]. 

References 

P.E. Crouch and F. Lamnabhi-Lagarrigue, 
State-space realization of nonlinear systems 
defined by input-output differential equa- 
tions, in “Analysis and Optimization Sys- 
tems”, Lect. notes Contr. Inform. Sc . , l l l ,  
pp. 138-149, 1988. 

P.E. Crouch and A.J. van der Schaft, Vari- 
ational and Hamiltonian Control Systems, 
Lect. notes Contr. Inform. Sc.,lOl, 1987. 

P.E. Crouch and A.J. van der Schaft, Hamil- 
tonian and self-adjoin t control systems, Sys- 
tems and Control Letters, 8, pp. 289-295, 
1987. 

A. Ilchmann, I. Nurnberger and W. 
Schmale, Int. J .  Control, 40, pp. 329-362, 
1984. 

C.C. Macduffee, The theory of matrices, 
Chelsea, New York, 1956. 

M. Newman, Integral matrices, Academic 
Press, New York, 1972. 

R.M. Santilli, Foundations of theoritical me- 
chanics 1, Springer Verlag, New York, 1978. 

A.J. van der Schaft, Duality for linear sys- 
tems: external and state space character- 
ization of the adjoint system, in Analysis 
of Controlled Dynamical Systems, B. Bon- 
nard, B.Bride, J.P.Gauthier, I.Kupka, eds., 
Progress in Systeins and Control Theory, 
Birkhauser, 1991, pp.393-403. 

Y. Wang and E. D. Sontag, Algebraic Differ- 
ential equations and Rational Control Sys- 
tems, To appear in SIAM J.  Contr. and Op- 
t im . . 
Y. Wang and E. D. Sontag, Generating Se- 
ries and Nonlinear Systems: Analytic As- 
pects, Local Realizability, and 1/0 Repre- 
sentations, to appear in Forum Math.. 

J.C. Willeiiis and F. Lamnabhi-Lagarrigue, 
A note on linearization around an equilib- 
rium, Appl. Math. Lett., 4, pp.29-34, 1991. 


