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Preface

I started my PhD project with a more ambitious goal than what might have been
achieved in this dissertation. I wanted to touch most issues of language acquisition,
developing computational models for a wider range of phenomena. In particular, I
wanted to focus on models of learning linguistic ‘structure’, as it is typically observed
in morphology and syntax. As a result, segmentation was one of the annoying tasks that
I could not easily step over because I was also interested in morphology. So, I decided
to write a chapter on segmentation. Despite the fact that segmentation is considered
relatively easy (in comparison to learning syntax, for example) by many people, and
it is studied relatively well, every step I took for modeling this task revealed another
interesting problem I could not just gloss over. At the end, the initial ‘chapter’ became
the dissertation you have in front of you. I believe I have a far better understanding of
the problem now, but I also have many more questions than what I started with.

The structure of the project, and my wanderings in the landscape of language
acquisition did not allow me to work with many other people. As a result, this
dissertation has been completed in a more independent setting than most other PhD
dissertations. Nevertheless, this thesis benefited from my interactions with others. I
will try to acknowledge the direct or indirect help I had during this work, but it is likely
that I will fail to mention all. I apologize in advance to anyone whom I might have
unintentionally left out.

First of all, my sincere thanks goes to my supervisor John Nerbonne. Here, I
do not use the word sincere for stylistic reasons. All PhD students acknowledge the
supervisor(s), but if you think they all mean it, you probably have not talked to many
of them. Besides the valuable comments on the content of my work, I got the attention
and encouragement I needed, when I needed it. He patiently read all my early drafts on
short notice, even correcting my never-ending English mistakes.

I would also like to thank Antal van den Bosch, Petra Hendriks and Padraic
Monaghan for agreeing to read and evaluate my thesis. Their comments and criticisms
improved the final draft, and made me look at the issues discussed in the thesis from
different perspectives. In earlier stages of my PhD project, I also received valuable
comments and criticisms from Kees de Bot and Tamas Biré. Although focus of the
project changed substantially, the benefit of their comments remain. Later, regular
discussions with fellow PhD students Barbara Plank, Dorte Hessler and Peter Nabende
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kept me on track, and I particularly got valuable comments from Barbara on some of
the content presented here. Barbara and Dorte also get additional thanks for agreeing
to be my paranimphs during the defense.

A substantial part of completing a PhD requires writing. Writing at a reasonable
academic level is a difficult task, writing in a foreign language is even more difficult and
writing in a language in which you barely understand the basics is almost impossible.
First, thanks to Danié¢l de Kok for helping me with the impossible, and translating the
summary to Dutch. Second, I shamelessly used some people close to me for proof
reading, on short notice, without much display of appreciation. My many mistakes
in earlier drafts of this dissertation were eliminated by the help of Joanna Krawczyk-
Coltekin, Arzu Coltekin, Barbara Plank and Asena and Giray Devlet. I am grateful for
their help, as well as their friendship.

My interest in language and language acquisition that lead to this rather late PhD
goes back to my undergraduate years in Middle East Technical University. I am likely
to omit many people here because of many years past since. However, the help I got
and things that I learned from Cem Bozsahin and Deniz Zeyrek are difficult to forget. I
am particularly grateful to Cem Bozsahin for his encouragement and his patience in
supervising my many MSc thesis attempts.

This thesis also owes a lot to people that I cannot all name here. I would like to
thank to those who share their data, their code, and their wisdom. This thesis would not
be possible without many freely available sources of information, tools and data that we
take for granted nowadays—just to name a few: GNU utilities, R, ISTiEX, CHILDES.

There is more to life than research, and you realize it more if you move to a new
city. Many people made the life in Groningen more pleasant during my PhD time
here. First, I feel fortunate to be in Alfa-informatica. Besides my colleagues in the
department, people of foreign guest club and international service desk of the university
made my life more pleasant and less painful. I am reluctant to name people individually
because of certainty of omissions. Nevertheless here is an incomplete list of people that
I feel lucky to have met during this time, sorted randomly: Ellen and John Nerbonne,
Kostadin Cholakov, Laura Fahnenbruck, Dorte Hessler, 11diké Berzlanovich, Gisi
Cannizzaro, Tim Van de Cruys, Daniél de Kok, Martijn Wieling, Jelena Prokic, Aysa
Arylova, Barbara Plank, Martin Meraner, Gideon Kotz¢, Zhenya Markovskaya, Radek
Simik, Jorg Tiedemann, Tal Caspi, Jelle Wouda.

My parents, Hosnaz and Sel¢uk Coltekin, have always been supportive, but also
encouraged my curiosity from the very start. My interest in linguistics likely goes
back to a description of Turkish morphology among my father’s notes. I still pursue
the same fascination I felt when I realized there was a neat explanation to something
I knew intuitively. My sister, Arzu, has always been there for me, not only as a
supportive family member, but I also benefited a lot from our discussions about my
work, sometimes making me feel that she should have been doing what I do. Lastly,
many thanks to two people who suffered most from my work on the thesis by being
closest to me, Aska and Franek, for their help, support and patience.
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A witty saying proves nothing.

Voltaire

The aim of language acquisition research is to understand how children learn
languages spoken in their environment. This study contributes to this purpose by
investigating one of the first steps of the language acquisition process, the discovery of
words in the speech stream directed to children, by means of computational simulations.

We take words for granted, we identify them effortlessly when listening to others
speaking a language we understand, and we use them to construct utterances possibly
never uttered before. We learn the sound forms of the words, associate them with
meanings, discover how to use them appropriately in company of other words, and in
presence of different people. Despite apparent ease with which we process and learn
words, learning a proper set of words, a lexicon, to effectively communicate with our
environment is a challenging task. The challenge starts with identifying these words in
a continuous speech stream. Unlike written text where we typically put white spaces
between the words, the speech signal does not contain analogous reliable markers for
word boundaries.

A competent language user is aided, to some extent, by his/her knowledge of
words to extract them from a continuous stream: itisannoyingbutyouprobablycanfigure-
outthewordsinthissequence. However, at the beginning of their journey to becoming
competent speakers, children do not know the words in the language they are acquir-
ing. As a result they cannot make use of words. If this is not convincing, try to
locate the word boundaries in this sentence: egertiirkcebilmiyorsanizbudizidekisozciik-
leribulmanizgokzor. This is approximately what happens when you hear an unfamiliar
language (in this case, Turkish). Without knowing the words of the input language,
discovering words in a continuous speech stream does not seem possible, which leads
to a chicken-and-egg problem. In spoken language, we are not as helpless as in the
written stream of letters. There are several acoustic cues that indicate word boundaries.
However, although these cues correlate with the boundaries, they are known to be
insufficient, noisy and sometimes in conflict with each other. Furthermore, the cues are
language dependent, that is, one needs to know the boundaries to learn when and how
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these cues correlate with the boundaries. We are back to the chicken-and-egg problem
again.

Fortunately, there are also some simple and general segmentation strategies that
seem to work universally for all languages. A byproduct of the fact that the natural
speech stream is formed by concatenating words, the flow of basic units (such as
syllables or phonemes) in an utterance follows certain statistical regularities. Particu-
larly, the basic units within words predict one another in sequence, while units across
boundaries do not. It is even more encouraging that children seem to be sensitive to
these statistics at a very young age. Another source of information for word boundaries
that does not require knowledge of words in advance comes from utterance bound-
aries. Utterance boundaries are also word boundaries, and words are formed by certain
regularities, for example they share common beginnings and endings. This provides
another source for discovering words before knowing them. Once we start discovering
words using these general strategies, we can also learn to use the language-specific
cues.

This is a good point at which to summarize the problem:

Given a list of unsegmented utterances formed using an unknown set of
words, and a set of incomplete, noisy and sometimes conflicting cues
that correlate with the word boundaries in unknown ways, find the word
boundaries.

If you have ever taken a programming class, this might look familiar: it looks like a
rather tricky programming exercise. And if you have taken a class in machine learning,
you may already have some ideas on how to go about solving it. Regardless of whether
it is solved by a human brain or a computer, this is a computational (or information
processing) problem. This statement is true for many cognitive processes. As a result,
a common method of studying cognitive processes, including language acquisition, is
to model them formally, and study the model using computational simulations. The
methodology in this study follows this general practice. In a nutshell, a computational
model helps us understand the natural phenomenon it models by: (1) finding parallels
between the natural phenomenon and the computational model, (2) testing hypotheses
that are difficult or impossible to test directly, and (3) providing more insight into the
problem by describing it in detail.

I will present computational models of segmentation that offer solutions to the
segmentation problem guided by the strategies mentioned in the discussion above,
namely, predictability statistics and utterance boundaries followed by cues that are
available from the words discovered previously. Special attention will be paid to be
consistent with what we do know about child language acquisition. The models will
be tested using transcriptions of actual child-directed speech. The modeling effort
will follow the cues mentioned in the discussion above. I will start presenting models
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and results of computational simulations with language-neutral methods, or cues, and
demonstrate their usefulness in combination with other language-specific cues.

Before presenting the computational models of segmentation outlined above, the
next two chapters will discuss some general issues in the field of language acquisition
literature and computational modeling of language acquisition processes. The problem
of language acquisition in general, and the debates and issues in the broader field
will be discussed Chapter 2. After a discussion of a central debate in the field, the
nature—nurture debate, the chapter will review a number of general theories about
language acquisition and the solutions they offer for the problem.

Chapter 3 will discuss the computational modeling practice in detail, and how this
approach can be helpful in answering questions about cognitive phenomena in general,
and language acquisition in particular. The chapter will discuss the differences and
similarities between two separate but related methods to study computational models,
namely, mathematical analysis of the models and computational simulations. I will
argue that these two methods are complementary, yet, in some cases computational
simulations may avoid the difficulties faced by analytic methods by adopting sometimes
loose, and sometimes more accurate formalizations of certain aspects of the problem
being modeled. In studying language acquisition processes, the computational simula-
tions are at an advantage modeling the input to the learner. Even though it is difficult
to model the utterances a child hears during language acquisition by mathematical
formulas, it is relatively easier and more accurate to model them using appropriately
large amounts of child-directed speech corpora. There will be some discussion on the
nature—nurture debate in this chapter as well, this time focusing on the formal aspects
of it.

Chapter 4 will focus on the problem of segmentation. I will demonstrate the
problem in detail, review the relevant developmental psycholinguistic literature, and
introduce the cues that are known or believed to be used by children in solving this
problem.

Chapter 5 discusses the computational problem of segmentation in more detail.
Along with descriptions of different ways of modeling the segmentation problem
computationally, I will review relevant previous studies. The chapter discusses the
general issues with computational models of segmentation such as the questions
they answer, how to evaluate their performance, and how to interpret their results.
Furthermore, this chapter will present a reference computational model of segmentation
that follows a successful strategy different from the strategy advocated in this study.
This model will be used as a reference throughout the rest of the thesis for comparison
of the performance of the models developed during this study.

Chapter 6 takes the first step towards the intended computational models of segmen-
tation in this work. After a detailed analysis of a number of measures of predictability
(or uncertainty), a predictability-based segmentation model will be presented. The
model has two main components. First, given a certain predictability measure based



4 Infroduction

on statistical information extracted from previous input utterances, the model uses an
unsupervised method for finding word boundaries in the current utterance. Second,
the model uses a method to combine the decisions obtained from a set of individual
boundary indicators, or measures. These two components will be used in the following
two chapters while incorporating additional indications of word boundaries.

Chapter 7 and Chapter 8, extend the model described in Chapter 6 using information
from utterance boundaries and already discovered words, respectively. These two
chapters demonstrate that information from different sources are useful in combination,
and the cues that are language specific may start being useful once we start learning
some words in the input language.

Chapter 9 summarizes the segmentation models presented in the preceding three
chapters, provides a qualitative analysis, compares the results among these models and
the other models presented in the literature, and finally suggests possible extensions in
the future work.

Chapter 10 gives a brief general summary and concludes.



2 The Problem of Language Acquisition

The most essential characteristic of
scientific technique is that it proceeds from
experiment, not from tradition.

Bertrand Russell

A typical introduction in many books and articles on language acquisition starts
with defining language acquisition with expressions like, ‘the greatest intellectual
achievement of one’s lifetime’, ‘endlessly fascinating’, ‘a snap’, ‘an astonishing pro-
cess’, a ‘fascinating feat’, ‘a monumental achievement’, or ‘a great gift’.1 Clearly, we
are impressed with the way children acquire the languages spoken around them. The
difficulty of learning languages in general, and the apparent ease with which children
acquire them is what lies behind these big words of appreciation. For those of us who
have tried learning a second language, it is clear that learning a language is a difficult
task. Children, on the other hand, seem to learn languages, even multiple languages,
spoken in their environment in an effortless way. They do not rehearse word lists, they
do not need aid from teachers, they do not spend time in language labs, they do not do
any grammar exercises, nor do they use any other training material that adult second
language learners typically use.

The difficulty of learning languages and the impressive performance children
show in this task make research on language acquisition an interesting inquiry. Our
knowledge about how children achieve this impressive task is limited, and the theories
in the field drastically disagree. As well as providing a broader introduction to main
issues in language acquisition literature, the aim of this chapter is to clarify the place
of the present study in respect to influential theories or viewpoints in the broader
field of language acquisition. The next section will have a closer look at the major
disagreement about what enables children to learn languages quickly and effortlessly.

I'The phrases quoted above are only a few of the words of astonishment that reoccur in the literature
with slight variation in wording. The first one can be sourced to Bloomfield (1933, p.29). The others, at
least, appeared in Pinker (1995, p.175), Crain and Pietroski (2002), Guasti (2002, p.2) and Akmajian et al.
(2010, p.481), in order presented above, and Saxton (2010, p.3) successfully fits the last three into a single
paragraph.
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Section 2.2 will briefly summarize some of the popular theories of language acquisition,
and Section 2.3 will conclude after a brief discussion.

2.1 The nature-nurture debate

Stating that ‘the aim of language acquisition research is understanding how children
acquire languages’ may sound like a tautology. However, to a large extent, the research
in language acquisition focuses on providing evidence for or against the existence of
an innate language capacity. The underlying purpose of this divergence is to support
one of the two philosophical viewpoints on human cognition: nativism or empiricism.
These viewpoints have been under constant debate (also known as the nature—nurture
debate) as far as known human intellectual history extends, and language acquisition
research has been the battlefield of this debate for the last 50 years. This thesis takes
no side in this debate, and I find it counter-productive to keep the debate at the main
focus of the research agenda. Nevertheless, the debate is too central to the field to go
unmentioned.? This section presents a brief discussion of the nature-nurture debate in
the context of language acquisition, and provides arguments against taking an a priori
side in it.

Nativism is the view that certain skills, abilities or knowledge are innate, that
they are not learned from the environment. The roots of nativism can be traced, at
least, back to Plato, and Descartes was probably the most influential thinker for the
modern nativist (or rationalist) standpoint. However, modern linguistic nativism gained
popularity because of Chomsky’s ideas on language acquisition (Chomsky, 1959b,
1965). According to linguistic nativism, humans are born with an innate endowment
specific to language, commonly referred to as language faculty, language acquisition
device (LAD) or universal grammar (UG). The UG enables acquisition of languages,
while environmental factors are regarded as making a minor contribution. As Chomsky
(1980) puts it,

[ ...] in certain fundamental respects we do not really learn language;
rather, grammar grows in the mind.

When the heart, or the visual system, or other organs of the body develop
to their mature form, we speak of growth rather than of learning. [ ...]
In both cases, it seems, the final structure attained and its integration
into a complex system of organs is largely predetermined by our genetic
program, which provides a highly restrictive schematism that is fleshed
out and articulated through interaction with the environment (embryonical
or postnatal). (Chomsky, 1980, p.134)

2The terms ‘acquisition’, ‘learning’ and ‘development’ often indicate the side a researcher has taken in
this debate. In parallel with the arguments in this chapter and Chpater 3, this thesis does not make any clear
distinctions between these terms.
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Empiricism, on the other hand, is the opposing position that individuals are born
without any innate knowledge (the term tabula rasa or blank slate is frequently used to
define this state), that the knowledge comes from perception and experience. This view
can be traced as far back as Aristotle, and Locke is the most influential philosopher
in this camp. However, current empiricist (or non-nativist) theories of language
acquisition diverge from the historical empiricism. In the language acquisition literature,
connectionist models and theories of language acquisition (see, e.g., Elman et al., 1996)
have been the main representatives of this viewpoint. Contemporary non-nativist
theories do not exclude all forms of innate capacities. However, the role of environment
and domain-general learning mechanisms are regarded as more important from this
perspective.

Indisputably, acquiring languages requires some biological mechanism that we are
born with: any normally developing child learns the language(s) he/she is exposed to,
but the kitten born and raised in the same environment does not. Likewise, languages
are learned: children born in different language environments learn different languages.
Hence, besides the domain-specificity of the innate capacity, the disagreement is on
the degree—rather than existence— of the innate knowledge or mechanisms.

As can be guessed from phrases like ‘largely predetermined’ or ‘more important’,
the distinction is a fuzzy one.? In language acquisition, the role of genetic factors or
importance of the environment are not easily quantifiable. Even in their qualitative
sense, they seem to be moving targets. For example, while earlier proposals by
Chomsky (1981) suggested a complex innate linguistic knowledge in the form of
principles and parameters theory (P&P, see Section 2.2.1), his later view seems to be
reduced only to recursion (Hauser, Chomsky and Fitch, 2002). Even if we could state
how much and what type of innate knowledge proves a certain point, our knowledge
of language and how it is acquired is not sufficient to solve the debate: we know
very little about the nature of our linguistic knowledge, and how we acquire it. This
information should eventually come from neuroscience. However, we are a long way
from a full characterization of neurological processes involved in language acquisition
and language use.

Providing a detailed account of the debate is beyond the scope of this thesis.*
Besides presenting a short overview of common arguments of the debate, the main
point of this section is to argue that taking the nativist-empiricist debate as the main
focus of language acquisition research is often counter-productive.

3There are a number of testable arguments as well, such as ‘argument from poverty of stimulus’ to
which we will return to in Chapter 3.

4A popular reference on nativist side of the debate is Pinker (1994), and Sampson (1999) gives an
accessible empiricist response to linguistic nativism. Most textbooks on language acquisition take clear sides
on this debate. For a recent textbook that provides a balanced account of the debate along with the issues in
language acquisition see Saxton (2010).
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2.1.1 Difficulty of learning languages

The perception that learning a natural language is a difficult task is hardly controver-
sial. However, the difficulty of learning languages as an argument in the nature—nurture
debate requires more scrutiny than it typically receives. In this section I will briefly
review a few aspects of natural languages that are assumed to be difficult to learn, and
relate it to the debate. Some points which will be discussed in detail in later chapters
will also briefly mentioned here. The discussion related to input and formal learnability
theory will be left for Chapter 3, and the segmentation problem will be discussed in
depth in later chapters.

The difficulties of learning a language start with this very first step: segmenting flu-
ent speech into discrete units is a difficult task (see Chapter 4 for a detailed discussion).
Despite its difficulties, children take first steps towards the solution of the segmentation
problem as early as their first few months of life, and by their first birthdays they get
very close to the solution (Jusczyk, 1999). The segmentation problem rarely makes
its way into the nature—nurture debate. However, segmentation is a necessary step for
identifying linguistic units like phonemes, syllables or words from a continuous stream
of acoustic input. Learning to identify words, or lexical units, is the main focus of this
thesis, and the problem will be discussed in detail in Chapter 4 and the chapters that
follow.

Even if the segmentation problem is solved, learning words of a language alone
is a challenging task. Words are arbitrary and ambiguous sound units. Nevertheless,
children around 6 months of age start recognizing the words they hear frequently,
such as their names (Bortfeld et al., 2005). With a large individual variation, children
start producing their first words around their first birthday, but it is estimated that
they understand much more (about 80 words, Fenson et al., 1994). It is a common
assumption that sometime between ages 1:6° and 2:6 an explosive growth of lexicon,
so called vocabulary spurt, starts (Bloom, 1976). Despite empirical evidence against
certain forms of vocabulary spurt (Ganger and Brent, 2004), it is clear that children
learn new words at an increasingly high rate. An estimate that is frequently cited in
the literature for the rate of word learning in preschool children is 10 words per day
(based on Carey, 1978). However, caution is needed for interpreting this number. Even
if the number may be accurate for the complete process, reporting a single number
can be misleading: a two-year-old’s word learning speed is nowhere near ten words
a day. The estimates in the literature suggest a slow start, about 1.6 words per day
in the second year of life. The rate reaches to its peak, 12.1 words per day, between
ages eight to 10 (Saxton, 2010, p.146 presents estimates of learning rate between ages
one to 17). Estimation of lexicon size at age six varies between 10,000 (Bloom and
Markson, 1998) to 14,000 (Clark, 1993; Templin, 1957) words. Estimated number of

5The age notation follows the standard age notation in language acquisition literature. The ages of
children are indicated using three numbers ‘year;month.day’, separated by semicolon and dot in this order.
For example 1;3.10 means one year, three months and ten days.
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words in the lexicon of an 18-year-old is around 60,000 (Aitchison, 1994). The figures
reported here are based on the average values calculated for children learning English.
Precise estimation of the vocabulary size is far from trivial (Miller, 1996, pp.134—137),
and acquisition paths of children show a large individual variation. As a result, the
estimates in the literature tend to show large variation as well. However, it is clear
that lexical acquisition starts before the first year of life, and the rate of words learned
increases until school years, with an overall rate of eight to ten words per day.

Even with conservative estimates, the ability to learn words that quickly is indeed
impressive. However, since word learning also means learning their meaning and
usage, the problem is even more difficult than storing sequences of phonemes. An
apparent difficulty related to word learning is referential uncertainty. It is claimed
that when a learner hears a word (or any other linguistic unit), finding the correct
referent of the unit in the real world is intractable. The philosophical discussion of this
problem can be traced back to Quine (1960, Chapter 2). Quine discusses a hypothetical
problem where a linguist who is trying to learn an indigenous language hears the word
‘gavagai’ referring to a rabbit. The question is ‘how can the linguist conclude that the
word means rabbit?’ He argues that it may as well mean ‘the tail of the rabbit’, ‘this
particular rabbit’, ‘any mammal’, ‘color of the rabbit’, ‘tasty!’, ‘nice day’ or (infinitely)
many other possibilities. The problem of associating words with their meanings is a
popular subject in the linguistic literature, and it is addressed by a large number of
researchers from a broad perspective (e.g., Bloom, 2000; Markman, 1989; Siskind,
1996; Tomasello, 2001; Xu and Tenenbaum, 2007).° Quine’s original discussion, and
many appearances of the problem in the literature are rather informal. However, it is
clear that in many circumstances, possible referents of a novel word are ambiguous.
Despite this problem, people seem to learn words quickly. In most cases, only a few, or
even a single exposure, are enough for people to learn meanings of newly-heard words.

The difficulty of word learning, particularly the problem of assigning meanings to
words from the information available in the environment, is sometimes put forward as
an argument for nativism. However, no concrete proposals exist for what sort of innate
linguistic mechanisms may aid word learning. Words are, after all, arbitrary sound
sequences, and specific to the particular language being acquired.

The main arena of the nature—nurture debate is learning syntax. Natural language
sentences are not just random collection of words that are stringed together. To use a
language properly, one needs to learn how to combine words together to form gram-
matical utterances. Certain assumptions about the nature of the utterances children
hear during the acquisition process, the input, and negative learnability results from
computational learning theory are frequently put together as an argument for linguistic
nativism. The formal results from the computational learning theory and their impli-

As well as the attention it received in the linguistic literature, the appearance of the problem in
SpecGram (van der Sandt, 2005) is probably a good indication of the popularity of the problem in the
linguistic literature.
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cations on difficulty of learning languages are discussed in more detail in Chapter 3.
For now, it suffices to note that these arguments are misguided because, (1) the input is
more structured and richer than portrayed by these arguments; (2) the results from com-
putational learning theory are based on restricted learning settings, such as a concept of
learning requiring an ability to distinguish the language learned perfectly, and formal
languages, neither of which is satisfied in the case of child language acquisition.

2.1.2 How quick is quick enough?

It is a common assumption that children learn languages very quickly. Most of the
language acquisition studies cover only the first two or three years of life. The reason
behind this is partially the fact that this period covers most of the interesting language
acquisition phenomena. However, it is also widely assumed that by the age of three or
four, children acquire most of the language. The claims go even further to assume that
they show ‘adult competence’ by three or four (McGilvray, 2006). Even though the
observation that a four-year-old child uses language effectively is hardly controversial,
the stronger version of the claim that they show adult competence does not seem to hold.
The facts about vocabulary learning presented in the previous section already point that
most active period for acquiring new lexical items is a lot later than this period (between
the ages eight to 10). The vocabulary learning aside, the language acquisition literature
is full of examples of late-acquired linguistic phenomena. For example, it is well
known that children acquiring Dutch show difficulties with interpretations of pronouns
until age six (see, for example, Hendriks et al., 2007; van Rij et al., 2010). Similarly,
children acquiring German do not seem to show adult competence in interpretation of
case marking until age of seven (Dittmar et al., 2008). Even more dramatically, Omar
(1973) reports that children acquiring Egyptian Arabic had difficulties with acquisition
of noun plural at the age 15. In the light of this evidence, it is difficult to dismiss the
importance of the later acquisition process, and (for example, as Crain and Pietroski,
2002, do) claim that the language acquisition process is ‘a snap’.

Language acquisition seems to span a larger time period than most researchers
commonly assume. However, the general agreement is that by the age of three or four,
children’s use of the languages resembles adult competence to a large extent. Now, we
can return to the question of whether children learn languages in a short time or not.
Claiming that a process takes a short time requires some reference amount of time it
should take. In other words, how quick is enough for announcing victory for nativism,
or how slow is enough for announcing victory for empiricism?

A possible path to take is to compare children with adults. However, this compari-
son is problematic for at least two reasons. First, children have rather limited cognitive
capabilities compared to adults. Second, the learning settings are very different. Chil-
dren acquire languages while communicating with adults and other children in their
environment without explicit training. However, typically, adults learn languages using
various training aids and with hard work. If we attempt to compare children and adults
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despite these differences, it is doubtful that we would find it impressive that an adult
gains a four-year-old competence in a non-native language in four years. For example,
in some universities, students who do not speak the language of education are required
to reach an academic-level competence in a year or even a shorter time.’

It should be noted that neither argument puts adults in a more privileged posi-
tion than children. There is no evidence that the methods used in second language
acquisition are more effective than the child language acquisition setting. Possible
interferences from the adult’s first language aside, a second language learner rarely has
the time and the motivation of a child trying to communicate with his/her environment.
Furthermore, the limited capabilities of children may provide some ‘maturational con-
straints’ which in turn may help acquisition of languages (Krueger and Dayan, 2009;
Newport, 1988, 1990, 1993).

Again, even if we reliably establish that children are faster or slower language
learners, it does not necessarily answer the question of innateness. Age affects many
cognitive tasks in complicated ways, and even if we can isolate effects of other cognitive
functions, we return to a slightly modified version of the same question: How do faster
or slower learning rates prove a certain view point?

A possible criticism for the above comparison between adult and child learning is
that we are comparing first and second language acquisition processes. Comparing
child language acquisition to delayed first language acquisition is, in principle, what
we need to do for a fair comparison. And there have been claims based on delayed
first language acquisition observed on so-called feral children.® However, these cases
are far from normal in other aspects of the biological and cognitive development, and
(fortunately) these cases are too few to serve for reliable conclusions.

2.1.3 Ciritical periods

The comparison between adult and child language learning brings us to another
popular subject in the debate: critical periods. Existence of a critical period for
language acquisition has been popularized by Lenneberg (1967). Critical period
hypothesis states that successful language acquisition is only possible if the child is
exposed to language within an early time window.® The critical periods are known
to exist in other domains of biological development. A well known example of this
kind is filial imprinting. Members of many bird species attach to a moving figure they
observe shortly (typically in the first few days) after they were born and follow it as
their parent. Similarly, in their Nobel prize winning work, Hubel and Wiesel (1970)
found that cats can develop a normal vision only if they were exposed to visual stimuli

"It should be noted, however, that adult second language learners normally do not achieve native-like
performance in some aspects of the language.

8Genie, who was deprived of normal human contact until age 13, is the most popular example docu-
mented in the literature (Curtiss, 1977, but see also, Rymer, 1994).

9 According to Lenneberg (1967), before puberty. But more recent proposals suggest even earlier ages.
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in the first 10-12 weeks of life. If a cat is deprived of vision during this period, it
becomes permanently blind.

The critical periods are typically used as an argument for nativism: since critical
periods are biologically determined, and if human language acquisition is also subject
to critical periods, it must be biologically determined.

The problem with this argument is that it is far from being well established that
the language acquisition is subject to a critical period. As discussed previously, like
many other cognitive functions, language learning ability is linked to age. However,
second language acquisition creates an interesting case: people can learn languages
even at later ages. People not only are capable of learning languages during adulthood,
limited use of the first language may even cause it to deteriorate and even loose its
dominance, a process commonly called language attrition (Schmid, 2009). Unlike
well-established cases of critical periods, the ability to learn languages seems to show
a gradual deterioration, not a complete inability to learn after a certain age. The
evidence from delayed learning cases, on the other hand, seems to be indecisive (for a
thorough discussion see Saxton, 2010, chapter 3), and the data is interpreted differently
depending on the inclinations of the researcher presenting it (Jones, 1995).

2.1.4 Summary

The nature—nurture debate is an exciting philosophical debate which has gained a
central position in language acquisition literature. However, the empirical evidence
put forward in favor of either theory in the language acquisition literature are far from
being conclusive. Furthermore, most of these arguments are often not well defined, or
very difficult (or sometimes impossible) to test concretely.

Taking positions based on fuzzy philosophical viewpoints may cause theories to
be put forward and data to be interpreted in heavily biased ways. For example, the
main motivation of the popular P&P theory of language acquisition is largely based
on accepting the nativist viewpoint from the beginning, rather than on available data.
Decades of research tried hard to support the theory, yet it has largely been abandoned
by its inventors and most of its supporters (see Lappin and Shieber, 2007, for a
discussion). Meanwhile, statistical approaches which were popular among structural
linguists of the 1950’s (e.g., Harris, 1955) had been neglected due to the dominant
position of the nativist viewpoint until the 1990s. Saffran, Aslin and Newport (1996a)
and subsequent research showed that children are good statistical learners and use
statistical learning methods in various tasks in language acquisition, rekindling new
interest in these methods.

Arguably, the debate can be fruitful as it may stimulate research and result in an
active field. However, it also polarizes the field heavily, causing biased interpretation
of scientific findings, making the field more susceptible to problems with the current
scientific practice, such as confirmation bias (Nickerson, 1997) and publication bias
(Dickersin, 1990). The confirmation bias is the tendency of people to favor the results
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that confirms their beliefs. The reflection to this psychological phenomenon in science
occurs when scientists resist new discoveries or methods, selectively cite evidence that
favors their presumptions. The publication bias is the tendency of publishing research
with positive results. The studies that do not support the initial hypothesis tend to be
neglected and stay unpublished.

The discussion above already touched on a number of these cases. For example,
the case of the feral child known with the name Genie has been interpreted differently
depending on who analyzed the case. Genie was kept in a closed space and deprived of
normal human contact until she was discovered at the age of 13. A summary of mostly
non-linguistic aspects of Genie’s case can be found in Rymer (1994), and Curtiss (1977)
is the most comprehensive overview of the case from a linguistic perspective. Starting
with Curtiss (1977), the linguistic development of Genie has been used as a strong
argument in favor of the critical periods in language development. However, Jones
(1995) argues, based on the data presented in Curtiss (1977), that Genie’s development
was not as bad as it was portrayed by research with a nativist inclination. Furthermore,
the linguistic data collected and presented in the literature seems too scarce to serve
as concluding evidence. And last but not least, as Rymer (1994) clearly demonstrates,
Genie’s psychological development was far from normal. She not only had a traumatic
start to her life, but the trauma continued in the foster homes after she was discovered.
These aspects are never mentioned when Genie is brought up as an example that proves
the existence of critical periods.

Another, less traumatic, case is the ongoing debate with learning regular and
irregular forms, such as the past tense forms of verbs in English. Since the study of
Rumelhart and McClelland (1986) there has been a constant debate as to whether
the irregular forms are learned using a different mechanism than the regular forms.!°
The problem itself is interesting. However, the motivation in this debate is fueled by
the bigger debate of innateness. Although there are no clear reasons for symbolic
systems to prove a nativist standpoint (or statistical learning mechanisms to prove an
empiricist one), since Chomsky’s rejection of statistical methods (Chomsky, 1957),
symbolic and rule-based methods of explaining linguistic phenomena have been in
favor in nativist linguistic literature. The heated discussion caused this problem to be
investigated well. However, the reason behind the missing consensus on how people
learn these forms is not the lack of data. A closer look at the research on the subject
shows that most researchers start with one of the conclusions and aim at supporting
it. Arguably, a more neutral approach would allow us to learn more about the issue.
Another unfortunate effect of this debate is due to the fact that it is commonly taken as
the problem of learning morphology, causing a large number of interesting aspects of
learning morphology to be overlooked behind the dominant interest in this particular
problem.

10For an analysis of child language data from an alternative approach in this debate, so-called single-route
vs. dual-route learning, see Marcus et al. (1992).
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There are numerous other questions in the field that have been affected by the biases
of the researchers studying it. Not all of the conclusions are contested by opponents or
less biased researchers. However, a number of the cases where disagreement surfaced
can be identified by reading Pinker (1994) and Sampson (1999) side by side.

Having said all this, I do not claim that the nativism—empiricism debate is irrelevant
to language acquisition research. The long-lasting debate indeed shows that this
question about human nature is an intriguing one, but it is also clear that it is far from
being resolved yet (see Scholz and Pullum, 2006, for a relevant discussion). Like any
other study of human cognition, the language acquisition research may also contribute
to this debate. However, it is fruitless to take any a priori sides in this debate, or even a
hasty one (as a ‘working hypothesis’). Instead of this largely philosophical question, it
is more productive to focus on specific questions and theories of the field.

2.2 Theories of language acquisition

Theorizing about nature plays an important role in our scientific inquiry. We
typically build formal, testable theories of natural phenomena to explain, understand
and predict the phenomena being modeled. Language acquisition is not an exception.
Researchers put forward a number of theories with the aim of explaining the child
acquisition data, providing more insight into the language acquisition process, and,
hopefully, predicting yet unobserved, or unobservable aspects of language acquisition.

In this section I will review three influential theories, or rather frameworks, namely
the principles and parameters theory, connectionist networks, and usage-based theories
that are used in language acquisition research. A fourth approach, statistical modeling,
will be discussed next.

Before describing these frameworks, a few notes are in order. First, in principle,
the frameworks described here are not necessarily mutually exclusive, it is possible,
and not uncommon to see models that cross-cut this classification in some ways. Some
examples of these models will be presented in Section 2.2.4. Second, it is well known
that all learning systems have to start with certain initial assumptions about the nature of
the problem. In other words, there is no ‘general-purpose’ learning algorithm (see the
‘no free lunch’ theorem, Wolpert and MacReady, 1997). However, initial assumptions
or knowledge do not always entail innate knowledge. For this reason, unless there is a
clear theoretical commitment that a certain aspect is innate, borrowing the term from
machine learning, I will refer to the initial assumptions of a model as inductive bias.

2.2.1 Parametric theories

The nativist conclusion that human languages are not learnable without rich innate
linguistic knowledge led researchers to adopt theories that posit an innate UG. In
these theories, the UG plays a central role by constraining the learning. The common
path taken in these theories is reducing the acquisition process to adjusting a set of
parameters. In parametric theories, the learner is assumed to (innately) know what the
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parameters are. The learning task is setting these parameters to one of the allowed
values by observing relevant aspects of the input. Probably the most influential theory
of this form is the principles and parameters theory (P&P, Chomsky, 1981) that I will
describe here. Another well known theory of this form is optimality theory (OT, Prince
and Smolensky, 1993/2004). P&P and OT differ in their theoretical backgrounds,
the linguistic questions they are typically applied to, and the nature of the parameters
used.!! However, from a computational perspective, both theories view learning process
as finding values for a number of linguistically motivated parameters.

The solution to the learnability problem proposed by the P&P is based on a set of
universal principles and parameters that all possible languages share. The principles
are considered to be shared by all human languages. The parameters are also universal,
however, the particular values the parameters take define a particular language.

A frequently cited example of universal principle is that the rules of the grammar
have structure sensitivity. For example, assuming that English interrogative sentences
are formed from their declarative versions, the correct way to turn the declarative
sentence the dog that is in the corner is hungry to an interrogative question is moving
the second is to the front. That is, the correct question sentence is is the dog that is in
the corner hungry? We move the second is instead of the first one, because we need
to move the auxiliary in the main clause, and this can only be achieved by structure,
e.g., clause, sensitive rules. Furthermore, it is claimed that this cannot be learned from
the linguistic input, and hence, it must be an innate principle (Chomsky, 1965; Crain
and Nakayama, 1987). Principles are not learned, and do not vary among different
languages.

Like the principles, the specifications of the parameters are also assumed to be
innate and universal. However, their values are set during the acquisition process.
Parameters are set in one particular way when the child learns one language, and they
set another way when another language is learned. The parameters proposed are almost
exclusively binary. So, for N parameters it is possible to hypothesize 2N grammars. A
common example of parameters is null-subject, or pro-drop, parameter. This parameter
defines whether it is allowed to skip the pronominal subjects in the language. This is
true for languages like Italian, but not for English. So, children in an English speaking
environment determine at some point that their language does not allow null-subjects
and set the parameter to false, while children learning Italian set the parameter to
true. Combination of many such parameters define different possible grammars. The
language acquisition proceeds by setting these parameters based on the linguistic input
received.

Among attempts to formally define P&P-based language acquisition procedures
are Gibson and Wexler (1994) and Fodor (1998). Both procedures are rule based, they
make parameter changes based on single examples. This allows the algorithms to

11OT stems from an empiricist tradition, and researchers working in OT framework do not typically
share the nativist conclusion. The classification here signifies the similarities regarding parametric structure.
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generalize quickly using fewer examples. However, they are sensitive to noise and it is
not clear if they would recover from an incorrectly learned grammar (see also Niyogi,
2006, for a formal analysis.).

Yang (2002) presents one of the rare P&P-based models that combines statistical
techniques with the classical P&P approach. Yang’s variational learner learns a set of
parameters by a statistical system inspired by evolutionary selection. The variational
learner alters the weights of all grammars in the space of possible grammars based on
input. The simple statistical augmentation compared to previous rule based approaches
makes the variational learner more robust against the noise. However, the criticisms
listed below are valid for Yang’s (2002) variational learner as well.

From the perspective of language acquisition, the main motivation behind P&P
approach is that it makes learning easier. One can obtain a large number of possi-
ble languages defined by a relatively small set of parameters. Then, the learning
task is reduced to setting these small number of parameters. However, if P&P learn-
ing procedures are analyzed more carefully, one observes that this certain form of
parametrization is neither necessary, nor sufficient for successful learning (see, Clark
and Lappin, 2011a; Lappin and Shieber, 2007). However, even if we are convinced
that a form of P&P approach makes learning problem easier, there are still a number of
issues.

* Despite popularity of the P&P theory in the literature for decades, there is no
explicit list of established parameters. Even the highly popular and widely
accepted parameters cannot be applied to all languages reliably. For example,
another example of a highly, if not most, cited parameter is the head-direction
parameter that is set as head-initial for languages like English, and head-final for
languages like Japanese. However, the place of Dutch and German is not clear
with regard to this parameter. As pointed out by others, for example Newmeyer
(2004, 2006) and Trask (2002), the attempts to come up with a list of parameters,
e.g. Baker (2001), did not succeed. In Trask’s words, ... “all grammars leak”,
but the parametric approach begins to look uncomfortably like a sieve’.

 Even if a set of parameters is found to explain the differences between languages,
it is not clear how these parameters lead to an actual language processing system.
For example, there are no explanations for how one can arrive at a generative
grammar, e.g., in form of a phrase-structure grammar, from a set of parameter
values. As a result, most work on language acquisition with the P&P framework
focuses on showing that the learner choose one sort of grammar rather generally,
and detailed models following P&P framework do not go beyond ‘proof of
concept’.

* Most of the P&P-style learning procedures learn from particular aspects of the
languages, commonly called triggers. The explanation of why learners are
sensitive to these particular aspects of the input is left unexplained.

* The parameters commonly listed in the literature generally depend on knowled