
 

 

 University of Groningen

Synthesis of Dissipative Systems Using Quadratic Differential Forms
Trentelman, H.L.; Willems, Jan C.

Published in:
EPRINTS-BOOK-TITLE

IMPORTANT NOTE: You are advised to consult the publisher's version (publisher's PDF) if you wish to cite from
it. Please check the document version below.

Document Version
Publisher's PDF, also known as Version of record

Publication date:
2002

Link to publication in University of Groningen/UMCG research database

Citation for published version (APA):
Trentelman, H. L., & Willems, J. C. (2002). Synthesis of Dissipative Systems Using Quadratic Differential
Forms: Part II. In EPRINTS-BOOK-TITLE University of Groningen, Johann Bernoulli Institute for
Mathematics and Computer Science.

Copyright
Other than for strictly personal use, it is not permitted to download or to forward/distribute the text or part of it without the consent of the
author(s) and/or copyright holder(s), unless the work is under an open content license (like Creative Commons).

The publication may also be distributed here under the terms of Article 25fa of the Dutch Copyright Act, indicated by the “Taverne” license.
More information can be found on the University of Groningen website: https://www.rug.nl/library/open-access/self-archiving-pure/taverne-
amendment.

Take-down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.

Downloaded from the University of Groningen/UMCG research database (Pure): http://www.rug.nl/research/portal. For technical reasons the
number of authors shown on this cover page is limited to 10 maximum.

Download date: 08-06-2022

https://research.rug.nl/en/publications/3cd51325-3f66-496c-bea8-2479f37de683


70 IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 47, NO. 1, JANUARY 2002

Synthesis of Dissipative Systems Using Quadratic
Differential Forms: Part II

H. L. Trentelman, Senior Member, IEEE,and Jan C. Willems, Fellow, IEEE

Abstract—In this second part of this paper, we discuss several
important special cases of the problem solved in Part I. These are:
disturbance attenuation and passivation, the full information case,
the filtering problem, and the case that the to-be-controlled plant
is given in input–state–output representation. An interesting as-
pect is the notion of full information, which we define in terms of
the observability of the to-be-controlled variables from the control
variables. When the system is given in state space form, we obtain
conditions for the existence of a controller that renders a system
dissipative in terms of two coupled algebraic Riccati inequalities.
The controller turns out to be a feedback system with a transfer
function that is proper, but, in general, not strictly proper. Another
issue that we study in this paper is feedback implementability. We
find conditions under which, in the context of synthesis of dissipa-
tive systems, a controlled behavior can implemented by a feedback
controller.

Index Terms—Disturbance attenuation, feedback imple-
mentability, filtering, full information, -control, passivation,
Riccati equations, state space systems.

I. INTRODUCTION

I N THE SECOND part of this paper, we continue studying
the control configuration shown schematically in Fig. 1. We

will use the same notation and terminology as in [23]. For a
review of the background material on linear differential systems
and quadratic differential forms needed in this paper, we refer
to [23, Sec. II, IV.1, and VI.1].

The basic ingredients for the problems discussed in this
two-part paper are

• the full plant behavior v c, consisting of all
trajectories that satisfy the equations of the to-be-
controlled plant;

• the plant behavior v, consisting of the to-be-con-
trolled trajectories that the full plant behavior allows,
before control is applied;

• thehidden behavior v, consisting of the trajectories
in the full plant behavior that are compatible with the

control trajectories ;
• the weighting functional,given by a nonsingular matrix

v v that defines, through the integral
of the quadratic differential form , the

control performance functional that needs to be made
nonnegative.
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In [23], we obtained a precise characterization of the con-
trolled behaviors that can be obtained by interconnecting the full
plant behavior with a controller through the control variables.
These implementable behaviors consist exactly of the behaviors

v that are wedged in between and . Hence, is an
implementable behavior if and only if . In [23], we
obtained necessary and sufficient conditions for the existence
of an implementable behavior that meets the control specifi-
cations. Such an implementable behavior exists if and only if
and are dissipative and a certain quadratic differential form,
made up by coupling storage functions for, , is nonnegative.

In the present part, we discuss some special cases that are of
much independent interest. They serve to illustrate the problem
statement and its solution, and the generality and unifying fea-
tures of our approach and of the results.

The first two special cases that we consider have to do with
the weighting functional . Taking for the difference of
two norms, leads to disturbance attenuation. Taking foran
ordinary inner product, leads to passivation. The specifications
on can then be expressed as conditions on the transfer func-
tion of the controlled system.

The third and fourth special case are and
v , respectively. Both have very nice interpretations.

The first case corresponds to what we call “full information”
control. In the control literature, full information control is usu-
ally taken to mean that the sensor outputs consist of the full state
of the plant. Unfortunately, such a definition is not particularly
intrinsic. First, because the state itself is not intrinsic, due to the
possible nonminimality of the state, and second, because in op-
timal - or -control problems, the state also incorporates
variables that originate from the cost-functional, whose measur-
ability in terms of sensor outputs is not particularly meaningful.
In a behavioral context, however, we obtain a very crisp defini-
tion of full information control. We say that we have full infor-
mation control if the to-be-controlled variables are observable
from the control variables, equivalently, . The fourth spe-
cial case, v , corresponds to filtering. The fact
that both full information control and filtering both appear as
simple special cases of our general control problem, is a matter
of interest.

The final special case that we consider is the state space case,
i.e., when the full plant behavior is given in input-state-output
representation, and the weighting functional is a constant
two-variable polynomial matrix. In this case, our general re-
sults of [23] lead to solvability conditions in terms of algebraic
Riccati equations and inequalities. This problem has been
studied very intensively in the 1990s, for example, in [1], [4],
[7], [12]–[15], [3], [18], [16], [17], [5], [6], [9], and [10].

0018–9286/02$17.00 © 2002 IEEE



TRENTELMAN AND WILLEMS: SYNTHESIS OF DISSIPATIVE SYSTEMS USING QUADRATIC DIFFERENTIAL FORMS: PART II 71

Fig. 1. Plant and controller configuration.

Fig. 2. Disturbance attenuation control.

Fig. 3. Passivation control.

In Section VI of this paper, we address the important issue of
feedback implementability. We find conditions under which a
controller that renders a system dissipative, can be implemented
as a feedback controller.

The proofs of the results can be found in Section VII.

II. DISTURBANCE ATTENUATION AND PASSIVATION

We now discuss the first two special cases of the main
problem solved in [23]. In particular, we show how to convert
the dissipativity requirement into more classical statements
about the input-output behavior and the transfer function of
the controlled system. It is quite apparent, of course, that

-disturbance attenuation and passivation are special cases
of our general problem formulation. However, the translation
to the abstract setting of [23] needs some extra work.

A. Disturbance Attenuation

In the important case of -disturbance attenuation (see
Fig. 2) we have with exogenous disturbance vari-
ables, endogenous to-be-controlled variables, and

. Whence, d f . The following propo-
sition reformulates the problem in this case into a more trans-
parent one.

Proposition 1: Assume that and
. Let v . Then the following conditions are equiva-

lent:

i) is -dissipative on , and ;
ii) f d for all ,

the exogenous disturbancesare free in [i.e., for all

d , there exists f such that
], and implies that goes to

zero as ;
iii) in , is input and is output, and the transfer function

from to satisfies .

B. Passivation

A similar story holds, with disturbance attenuation replaced
by passivity, when ( for “effort,” for “flow”)
and , with the “power” flowing into the
plant through the th exogenous port or terminal (see Fig. 3),
whence

e

e . Here, .
The following proposition in turn reformulates the problem in
this case into a more transparent one.

Proposition 2: Assume that and .
Let v . Then the following conditions are equivalent:

i) is -dissipative on , and ;
ii) for all , there is a com-

ponent-wise input/output partition of
such that for all , either or , is input,
and the other is output, and and imply
that is bounded [ denotes the restric-
tion of to ];

iii) there is a component-wise input/output partition
of such that for all , ei-
ther , or , is input, and the other is output, and the
transfer matrix from to in is positive real,
i.e., for all , with

.
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Fig. 4. Plant and filter configuration.

III. FULL INFORMATION CONTROL

Consider the plant shown in Fig. 1, and recall its description
as discussed in [23, Sec. II], with the formal definitions of the
full plant behavior , the manifest plant behavior, and the
hidden behavior . The controller is assumed to act through the
control variables .

In keeping with the behavioral definition of observability (see
[23, Sec. VI.1]), we call the to-be-controlled variablesobserv-
ablefromthecontrolvariablesin if ,
implies , equivalently if there exists a polynomial matrix

v c such that implies .
We call this situationfull information control,since in this case
knowledge of the control variables allows to reconstruct com-
pletely the to-be-controlled variables. In particular, the controller
then has complete information of the exogenous disturbances. It
is as if the constraint that the controller is restricted to act through
the control variables is inoperative. In particular, if we consider
the control variables as being measured, these measurements
allow to deduce all relevant to-be-controlled signals acting on
the plant. The following proposition relates full information
control to the hidden behavior.

Proposition 3: Full information control holds if and only if
.

In the case of full information control, our main result ([23,
Th. 5]) immediately specializes to the following theorem.

Theorem 4 (Full Information Control):Let v and
v v be nonsingular. Then there exists v

such that
1) (implementability);
2) is -dissipative on (dissipativity);
3) (liveness);

if and only if is -dissipative on , equivalently,
if and only if there exists a two-variable polynomial ma-
trix v v , such that and

for .
This theorem is an immediate consequence of [23, Th. 5]. It

is actually the main result of [19], where, however, a much more
involved proof was given.

IV. FILTERING

The problem discussed in [23] solves some interesting system
theoretic problems that are, properly speaking, not control prob-
lems. It turns out, in fact, that the “dual” of full information con-
trol is filtering.

Consider the signal processing problem depicted in Fig. 4.
In this set-up, theplant relates three types of variables:distur-
bances , to-be-estimated variables, andmeasured variables
. The problem is to design afilter that relates the measured vari-

ables to theestimate , such that theestimation error
is small in an appropriate sense. Denote the number of compo-
nents of by , of (and hence and ) by , and of by . The
variables of interest whose relationship we are trying to shape
by means of a filter are .

Define thefull plant behavior, , to be the signals
that the plant allows, themanifest plant behavior, , to be the
signals that the plant allows, hence with the measured
variables eliminated, and thehidden behavior, , to be those
signals that are compatible with the plant equationsand
with the measured variables equal to zero. Define further,
thedisturbance behavior,to be the signals that are possible,
whence with and eliminated from . The formal defini-
tion of these behaviors is hence

d f y

satisfies the plant equations

d f

such that

d f

d

such that

We assume throughout this section that in is free, i.e.,
that d .

A filter is a dynamical system that relates the measured vari-
ables to the estimate of . The filter imposes a relation
on the variables . We take this to mean ,
with y f the behavior of the filter. Before the filter
acts, the variables, , , and are constrained to satisfy

and . However, with the filter in ac-
tion, they have to obey also . This yields the manifest
behavior of the variables in the interconnected system
shown in Fig. 4, formally defined as

d f f y f

such that
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The behavior is calledthe estimation error behavior. Obvi-
ously, by the elimination theorem, d f. If, for a given
element d f, there exists y f such that the above
relation holds, then we say that the filterimplements . The
question what ’s are implementable is answered in the fol-
lowing theorem.

Theorem 5 (Filter Implementability Theorem):The behavior
d f is implementable by a filter y f if and only if
. Moreover, if is implementable, and if is input and

is output in , then it can be implemented by a filter y f

such that in , is input and output.
The problem that we consider is to find a filter that renders the

estimation error behavior dissipative with respect to a QDF in
the variables . We consider only the case of -filtering.
The following theorem shows when such a filter exists.

- Assume that d f

Then there exists d f such that

implementability

the disturbances are free in liveness

implies f d

disturbance attenuation

and for implies

stability

if and only if is -dissipative on , with

d f , equivalently, if and only if there

exists a two-variable polynomial matrix
d f d f such that

and for

We now explain the meaning of these conditions. The idea
is that before the filter acts, the variables are free: for ,
this is trivially so, and for , it holds by assumption. With the
filter put into place, as shown in Fig. 4, the variables are
constrained to belong to. The first condition is thus merely
the implementability condition of Theorem 5. The second con-
dition states that the filter is not allowed to restrict the free
exogenous disturbances: the interconnected systems should
still be allowed to accept arbitrarys. By [23, Prop. 2], and
with also the third condition, this is equivalent to .
The third condition expresses disturbance attenuation: for all

there should hold .
The fourth condition states that without the disturbances acting,
the estimation error must go to zero. Actually conditions 3 and
4 combined are equivalent to-dissipativity of on : for all

there should hold .
The theorem therefore states that dissipativity ofon , an
obvious necessary condition (since ), is also sufficient.

Theorem 6 shows that, in a sense, -filtering is a rather
easy problem. It is possible to obtain disturbance attenuation
from to if and only if disturbance attenuation already holds
from to when . The content of Theorem 6 is to show
that this obvious necessary condition is also sufficient. We note

that our result does not involve any particular representation of
the full plant behavior, nor ana priori given input/output parti-
tion. For systems in state space representation, a similar result
is found in [7] and [8]. We also refer to [9] and [11].

We remark, without going into the details, that theorem 6
is readily extended to the case of weighted -norms. It is
a simple matter to include frequency weighting in the formu-
lation of the filtering problem, by letting and be related
to the “physical” exogenous input disturbanceand endoge-
nous estimation error by ,

, with and square, nonsingular,
and Hurwitz.

We emphasize that the problem with which we deal here is
filtering, in contrast tosmoothing. The smoothing problem cor-
responds to the case thatis dissipative w.r.t. on
(instead of ). Equivalently, the problem solved in theorem
6, but without condition 4, the stability requirement. When
is dissipative w.r.t. on , then there exists for each

d , a f , such that . How-
ever, in order to obtain this, the initial conditions of the cor-
responding should be chosen well, and this choice involves
both the past and the future of.

Assume that the dissipativity condition on the hidden be-
havior of theorem 6 is satisfied. Then there exists an imple-
mentable such that conditions 2, 3, and 4 are satisfied. By [23,
Prop. 2], condition 3 implies that . Together with con-
dition 2, this yields that in , in fact, is input and is output.
Thus, by applying Theorem 5 we find that there exists a filter
which implements , and has as input and as output. In other
words, there exists a filter that acts as asignal processorthat ac-
cepts any input signal y and produces as output
the estimate of . There is noa priori reason, of course, for
the transfer function of this signal processor fromto to be
proper, since singular filtering is very much part of our setup.
However, properness may be obtained by imposing some ad-
ditional structure on the plant. We will return to this issue in
Section VI.

V. THE STATE SPACE -PROBLEM

In this section we apply the results of [23] to the special
case that the plant is given in input/state/output representation.
We shall see that our results and proofs concerning the general
problem set-up lead to a solution for the state space case, analo-
gous to those on the standard problem obtained in [1]. This
double Riccati equation solution and its variations have been the
subject of very intensive research, see, e.g., [7], [18] and gener-
alizations in [12], [13], [16], [17], [9], [10], [5], [6], and [3].

Whereas most of the existing literature deals with the problem
of finding an internally stabilizing controller such that the
norm of the closed loop transfer function isstrictly less than
1, we deal with the problem of making the norm of this
transfer functionless than or equalto 1, see [4], [14], [15]. Also
this problem turns out to admit a solution in terms of two Riccati
equations, together with a coupling condition. A difference with
the strict suboptimal problem is, that the dimension of the state
space of the controller depends on the solutions of the Riccati
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Fig. 5. Feedback control.

equation, and may be smaller than the dimension of the state
space of the plant.

The structure of this section is as follows. In Section V-A we
state the problem, and in Sections V-B–V-H we derive condi-
tions for the existence of suitable controllers, and convenient
representations for them. Finally, in Section V-I we summarize
these results in a theorem. Connections with the double Riccati
equation solution from [1] are discussed in Section V-J.

A. Plant Description

Consider the plant given in input-state-output represen-
tation by

(1)

Assume that the following three regularity conditions hold:

A.1) is surjective and is injective;
A.2) d is

a controllable pair of matrices;
A.3) f is an

observable pair of matrices.
In terms of the usual feedback diagram (see Fig. 5)are the

inputs to the actuators,are the outputs of the sensors,the ex-
ogenous disturbances, andthe endogenous to-be-controlled
outputs. The problem is to find a controller acting on the con-
trol variables such that the controlled system meets cer-
tain specifications. We are looking for a controller that is also in
state representation, more exactly, in input–state–output repre-
sentation, with the input, the output, and with the controller
state denoted as :

(2)

Our aim is to derive conditions for the existence and algorithms
for the computation of the controller parameter matrices

such that the controlled system has the
following properties:

1) disturbance attenuationwith gain factor normalized to
1, i.e., for all d f for which there
exist satisfying both the plant equations
(1) and the controller equations (2), there should hold

f d ;
2) internal stability,meaning that in the controlled system

should imply that the signals all go
to zero as .

Note that in the controlled system given by the combined
equations (1) and (2), is free. This implies that is also free in

. Hence, from Proposition 1, it follows that conditions 1 and
2 above are equivalent to requiring that the controlled system
is internally stable and has transfer function satisfying

.
In terms of the notation used in [23], we have as

the to-be-controlled variables, as the control vari-
ables, and d f as the weighting matrix. In this
section, hence, d f .

Observe that internal stability is a slightly stronger stability
notion than the one used in the disturbance attenuation problem
treated in Section II-A. There it is only required that
implies as . We refer to this latter property as
external stability.

B. Calculation of Subbehaviors

In order to apply [23, Th. 5], we first derive the various be-
haviors that are involved. In particular, for the full plant be-
havior represented by (1), we will derive specific repre-
sentations for the manifest plant behaviorand its -orthog-
onal complement , and the hidden behavior and its -or-
thogonal complement. Subsequently, we will derive conditions
under which and satisfy the conditions of [23, Th. 5].
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Eliminating from (1), yields the following driving vari-
able representation for the plant behavior:

Putting yields the following output nulling represen-
tation for the hidden behavior :

Assumptions A.2) and A.3) made in the beginning of this sec-
tion ensure that the behaviors and are controllable. More-
over, their state space representations obtained above are con-
trollable and observable.

From these equations and the relations between an output
nulling representation and driving variable representation of a
behavior and its orthogonal complement (see [23, Sec. IV.1]),
we obtain the following output nulling representation for :

and driving variable representation for

These equations immediately yield the following output nulling
representation for :

and driving variable representation for

We frequently use the obvious partitions , etc.,
for the s, and the analogs for thes.

C. Verification of Dissipativity

The next step, after cataloging these behaviors, is to verify
-dissipativity of and -dissipativity of . The fol-

lowing lemma comes in useful in these verifications.

Lemma 7: Let , , , be real matrices of ap-
propriate dimensions, and assume thatis surjective. Then the
quadratic form is nonnegative on
the subspace defined by if and only if

in which case the quadratic form on the subspace equals

Using [23, Prop. 3], we know that-dissipativity of is equiv-
alent to the existence of a storage function. It is implied in [23,
Prop. 10] that a storage function is a state function. Henceis

-dissipative if and only if there exists a matrix
n n [with ] such that

for all satisfying the equations for , equiva-
lently

for all satisfying . We now ex-
press this as an inequality in terms of the system matrices. Using
Lemma 7, it follows that -dissipativity of is equivalent to
the existence of a matrix n n such that the al-
gebraic Riccati inequality

(3)

holds, in which case

Similarly, -dissipativity of is equivalent to the exis-
tence of n n such that

for all satisfying the equations for .
Using lemma 7 again, it readily follows that ( )-dissipativity
of is equivalent to the existence of n n

such that the algebraic Riccati inequality

(4)

holds, in which case
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Now apply [23, Th. 5], using the interpretation of
and as storage functions for and respectively,
and the fact that the minimal states appearing in the
equations for and satisfy .
It follows that a necessary and sufficient condition for the ex-
istence of a controlled behavior satisfying ,

-dissipativity, external stability, and free in , is that there
exist solutions and to the algebraic Riccati inequalities
(3), (4) such that

This nonnegativity is easily seen to be equivalent to the com-
bined inequalities

1) ;
2) ;
3) , i.e., , where denotes

the spectral radius.
The theory of the algebraic Riccati equation and its relation

with the algebraic Riccati inequalities allows to analyze the situ-
ation further. The final conclusion becomes that a necessary and
sufficient condition for the existence of a required controlled be-
havior is that the two algebraic Riccati equations

(5)

(6)

have symmetric solutions and , and that
the maximal real symmetric solution of (5) combined with
the minimal real symmetric solution of (6) should satisfy

There are actually four matrices which may be obtained from
combining the storage functions for and that are all
four relevant in our development. One is anyderived from
storage functions obtained from algebraic Riccati inequalities.
The second is the one obtained by substituting both the ex-
treme storage functions obtained from algebraic Riccati equa-
tions. The third and fourth are obtained by substituting one ex-
treme storage function. We denote these four cases as

Obviously, , . The condition
is necessary and sufficient for the existence of a con-

trolled behavior . However, in order to construct, we need
(or, in the dual case, ). The standard solutions of the

state space -problem work with .

D. Specification of the Controlled Behavior

Next, we derive an inequality that makes it evident in the state
space case how to specify the controlled behavior, using ideas
from the proof of [23, Th. 5]. Introduce the variables, n

and impose the constraint . Note that this equa-
tion merely expresses that must belong to . Com-
bined with the equations for , this constraint actually
defines the behavior introduced in the proof of [23, Th. 5].
In the regular case [which corresponds to , since for the
case at hand it is readily shown that

d f ] the existence of obviously imposes no
conditions on , but in the singular case, it does. A
straightforward calculation using the algebraic Riccati inequal-
ities yields

for all satisfying the equations
for , and with . Combining this equality
with the analogous ones derived in Section V-C forand
yields that for , , and

, with , , , , the variables introduced in the state
representations of these behaviors, and , there
holds

(7)

In the case under consideration, we have
d f . The above equation shows how the right hand

side can be made nonnegative, thereby achieving a-dissipative
sub-behavior of d f . Indeed, we should make sure
that

1) , and ; this ensures that only , the
-dissipative part of , is incorporated in ;

2) ; this is achieved by taking , yielding
;

3) ; this ensures
that only a -dissipative part of is incorporated
in .

It goes without saying that there is also a dual construction. Note
that also here, as was the case in the proof of the main result in
[23], one of the storage functions needs to be an extreme one,
while the other is arbitrary. In the case at hand, this corresponds
to taking a solution of an algebraic Riccati equation combined
with a solution of an algebraic Riccati inequality.
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The resulting controlled behavioris obtained by combining
these relations with the equations for and .
This yields

as a state-space representation of. Specializing (7) to leads
to

(8)

The fact that as defined above satisfies the controller specifi-
cations follows from the proof of [23, Th. 5], since the construc-
tion of given here for the state-space case is exactly the one
used in the proof of [23, Th. 5] for the general case. However,
for the case at hand, it is instructive to verify the satisfaction of
the specifications directly. That satisfies follows
immediately from the construction of. That is -dissipative
on follows from the equality (8) combined with the nonnega-
tive definiteness of . The inequality
for all of compact support, also yields external sta-
bility. Proving that is, as it is for [23, Th. 5] the
difficult part, especially in the case that is singular. We
will give a proof in the next sections, together with the specifi-
cation of the controller and a proof of internal stability.

E. Specification of the Controller

It is implied in [23, Th. 1], since , that can
be implemented by a controller acting on the variables .
However, the equations for that we just derived fail to make
this apparent. In these equations, the controlled behavior is
given as added to a suitable sub-behavior of .
What we need to do, is rewrite as the manifest behavior of
the variables of , interconnected with a control law
acting on the variables . Note that is given by

Now introduce new state variables ,
, and the new variables ,

, . Rewritten in terms of these
new variables, the equations forbecome

n

The last three equations merely serve to define, , and
and do not contribute to . Hence, the controlled be-

havior is given by the plant equations

combined with the control law

n n

n

Note that when n is singular, this is a singular-state
system. The manifest behavior of the equations in can
be viewed as a control law restricting that, when acting
on the plant, achieves the control specifications.

These equations, while rather simple, still have two draw-
backs. First, whenn is singular, they fail to make
apparent that the transfer function fromto of the controller
exists, or is proper. They do not even make apparent thatis
free in the controller. Second, the equations do not display the
cherished observer-error-feedback structure commonly found in

- and -controllers.

F. Error Feedback

In order to overcome these drawbacks, we rewrite the con-
troller equations using the following relation that is readily de-
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duced from the algebraic Riccati equation for and the alge-
braic Riccati inequality for :

(9)

Substituting this relation into the controller equations, and
defining , yields

We can also write these equations as

(10)

Note that this very attractive expression displays the controller
both as an input/output system driven by the sensor outputs that
returns the actuator inputs, and as an observer driven by error-
feedback, with the estimate of the sensor output, andthe
estimate of the worst disturbance.

G. Properness of the Transfer Function of the Controller

We now address the issue of the properness of the transfer
function of the controller. In order to do this, we decompose
the singular state system that specifies the controller in its reg-
ular and singular parts. Let and

be matrices whose columns span
and ,

respectively. Define , by . Whence
if the columns of and are orthonormal, and
are the orthogonal projections ofonto and

. Pre-multiplying equation (10) for the con-
troller by yields the following relation between, ,

This equation shows that may be solved in terms ofand .
In order to express the solution conveniently, denote

Define y
y, y

y,
, and n n by

y (11)

y y (12)

(13)

Since contains both
and , these equations may be

solved for y, y, . Hence, is given in terms of and
by

y

with some signal taking values in .
We now prove, using (9), that the variabledoes not appear in

the equation for the controller, by showing that it is annihilated
both by the controller gain and by the differential equation that
governs the evolution of . To show that

, pre- and postmultiply (9) by and . Subse-
quently, use this equation again to show that

.
It follows that is also represented by (1) combined with the

controller

y

(14)

with and
matrices whose columns span

and
respectively, and y

y and n n as defined above.
These equations show that the transfer function of the

controller is indeed proper. The feed-through term is given
by y, while the strictly proper
part is given by the differential equation part of the above
expression. This differential equation is a regular one, since

is a nonsingular matrix.
The above expression for the controller also makes it apparent

that is free in .
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H. Internal Stability

In this section, we show that the controlled system obtained
by interconnecting the plant (1) with the controller (14) is inter-
nally stable, i.e., we prove that any satisfying both (1)
and (14), satisfies as , when .
For any and satisfying (14), , with
y , and are related by

(10). Obviously, ,
so, to prove that as , it suffices to
prove that as .

Note that the controlled system obtained by interconnecting
(1) and (10) (with ) is a singular state system with state

. The following Lyapunov function argument that applies
to singular systems (see [22, Th. 4.3]), is the basis of the proof
of internal stability.

Lemma 8: Consider the singular state system
, where , . Let satisfy ,

and define the Lyapunov function . Assume that
, , is such that for all satisfying

, we have

i) ;
ii) .

Then the system is asymptotically stable, i.e., all solutions
satisfy as .

We now apply this lemma to the controlled system. Consider
the Lyapunov function

Clearly for all . A straightforward computa-
tion shows that for all satisfying the singular state equa-
tions (1), (10) we have

Hence, along solutions of the controlled system, the
derivative of is a negative–semidefinite quadratic
form. This yields condition i) of Lemma 8.

Now, turn to condition ii). Clearly , along
solutions of the system described by the combined equations (1),
(10) if and only if satisfies the following two additional
equations:

Premultiplying the first equation by yields
, so, using (10), .

Using (1), and , yields

By regularity condition A.3), i.e., observability of the pair
, , this implies .

The second equation yields

After multiplication with , it yields .
Now define . Combining the previous two
equations, we obtain . By com-
bining the controller equations (10) with (9), and using these re-
lations derived from , we obtain, after some
calculations, that satisfies the differential equation

Consequently, satisfies

By the regularity condition (A.2), which is equivalent to
the observability of the pair ,

, we hence obtain .
We conclude that if satisfy both the plant and controller

equations, and if , then , and .
In order to complete the proof, we show that ,
implies , . Recall that

. This shows that implies . Also, for ,
y . Thus ,

implies and hence . Now use lemma 8 to
conclude that the controlled system is indeed internally stable.

I. Statement of the Results for State Representations

We collect our results on the state-space-control problem
in the following theorem.

Theorem 9: Consider the plant (1). Assume that the regu-
larity conditions A.1), A.2), and A.3) are satisfied. Then, the
following statements are equivalent.

i) There exists a feedback controller (2) such that the con-
trolled system is internally stable, and the closed loop
transfer function satisfies .

ii) There exist real symmetric solutions and of the
algebraic Riccati inequalities (3) and (4), satisfying the
conditions , , and .

iii) There exist real symmetric solutions of the algebraic Ric-
cati equations (5) and (6), and the supremal real sym-
metric solution of (5) and the infimal real symmetric
solution of (6) satisfy , , and

.
Assume that any of these conditions hold. Let be the

largest real symmetric solution of the algebraic Riccati equation
(5), and let be any real symmetric solution of the algebraic
Riccati inequality (4). Then a suitable feedback controller that
satisfies i) is given by the singular state space representation
(10).
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Alternatively, a suitable feedback controller is given by the
regular state space representation (14). In these equations,is
an injective matrix whose columns spans , is
an injective matrix whose columns spans , and
y

y and n n are given by (11)–(13). The dimen-
sion of the state space of this controller is equal to

.

J. Remarks

1) We first recapitulate the procedure followed in obtaining
the controller. Application of [23] leads to a representa-
tion of a controlled behavior that meets the design speci-
fications. By suitably rewriting the expression of the con-
trolled behavior, it achieves the structure of the plant in-
terconnected with a controller that has the sensor output

as its input, and the actuator inputas its output. This
controller is a singular state space system, and it is not
evident that it has a proper transfer function. However,
by rewriting the controller, it may be de-singularized by
introducing a feed-through term in order to obtain an ex-
pression that puts the properness of the controller transfer
function into evidence. In the case thatn is
nonsingular, this transfer is, in fact, strictly proper. The
controller obtained also has the structure of an observer
driven by error feedback.

2) It is worth emphasizing that here we solve the
-problem with nonstrict inequality specifications:

. It is this nonstrict inequality that leads
to the feed-through term in the controller.

3) We now demonstrate that our conditions for the existence
of a controlled behavior that meets the specifications,
as given in Theorem 9, and the construction of the con-
troller, as given in the proof, specialize in the state space
case to conditions involving a double algebraic Riccati
equation as in [1]. By pre- and postmultiplying (5) and
(6) by and , we obtain the following neces-
sary and sufficient conditions for the existence of a suit-
able -controller: there exist real symmetric solutions

and of the “mixed sign” algebraic Riccati equations

satisfying , , and .
Since we only require the closed loop transfer function

to satisfy the nonstrict inequality , our
conditions are somewhat weaker than those obtained in
[1], where the strict inequality is re-
quired. Concretely, the strict inequality of [1]
is weakened to , and the condition of [1] that
the matrices
and should
have their eigenvalues in the open left half plane does not
show up in our result.

4) In our formulas for the controller, we need the supremal
real symmetric solution of the algebraic Riccati equation

(5), andanyreal symmetric solution of the algebraic Ric-
cati inequality (4). This may be “dualized” into a con-
troller that uses any real symmetric solution of the al-
gebraic Riccati inequality (3), and the infimal solution
of the algebraic Riccati equation (6). Note also that the
formulas for the controller (10) simplify somewhat if we
use both the supremal real symmetric solution of (5) and
the infimal real symmetric solution of (6). In that case
the last term of the right-hand side of the formula for

in (10) is absent. The combined use
here of both the algebraic Riccati equation and the alge-
braic Riccati inequality is one of the two main differences
with our earlier paper [20]. The other difference is that in
[20], we treat only the so-called “standard” state-space
system structure.

VI. I MPLEMENTABILITY BY FEEDBACK CONTROLLERS

In [23, Th. 5], we obtain the controlled behavior directly. By
[23, Th. 1], we are guaranteed that the controlled behavior is
implementable by a controller that acts on the control variables.
However, in the classical view of control, a controller is always
regarded as a feedback signal processor that accepts the sensor
outputs of the plant as its own inputs, and that produces the
actuator inputs to the plant as its own outputs. It is important
to be able to concludea priori when a controlled behavior is
implementable by a feedback processor. Some, less definitive,
results on this problem can be found in [21]. In this section, we
show how, by imposing certain restrictions on the input/output
transfer functions of the plant and of the controlled behavior, we
can obtain such feedback implementability results.

We refer to [23, Sec. IV.1 and VI.1] for a review of what is
meant in a behavioral context by inputs, outputs, input/output
representations, and the associated transfer function. Assume
that the plant variables consist of disturbance and actuator in-
puts, and of to-be-controlled and sensor outputs (see Fig. 5).
More precisely, assume that the to-be-controlled plant variables
are partitioned as , with (exogenous) disturbance
inputs, and (endogenous) to-be-controlled outputs, and that
the control variables are partitioned as , with the
actuator inputs, and the sensor outputs. Let the full plant be-
havior be represented by

and assume that is square with . This assumption
on implies that the variables are indeed inputs, and that
the variables are outputs. The matrix of rational functions

is the transfer function associated with
. In the obvious partition suggested by the notation, we have

In both theorems of this section, is a ma-
trix of proper rational functions. Define

. The matrix
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f y d u is called thefeed-through termof the plant. In the
obvious partition again, we have

The theorem that follows shows that if the transfer functions
of the plant and the controlled behavior are both proper, and
if certain surjectivity and injectivity conditions on the feed-
through term of the plant are met, then the following holds. For
any implementable behavior, and any controller that implements
that behavior we have: the controller is a feedback controller
with a proper transfer function if and only if the implementable
behavior itself already has a proper transfer function.

Theorem 10:Assume that the full plant behavior
d f u y has the input/output structure described in the pre-

amble, with input and output . Assume also that
the transfer function associated with has the
following properties:

i) is proper;
ii) is injective;
iii) is surjective;
iv) .

Let d f be the hidden behavior, and d f be the
plant behavior associated with . Assume that the behavior

d f satisfies , i.e., is an implementable
behavior. Let u y be a controller that implements.
Then, the following statements are equivalent:

1) in , is input and is output, and the transfer function
from to in is proper.

2) in , is input and is output, and the transfer function
from to in is proper.

The above theorem gives natural conditions under which
implementability by means of feedback control is a straight-
forward consequence of certain properness assumptions of the
transfer functions of the plant and of the controlled system.
These assumptions are often implicit in many controller
design questions. It shows that the behavioral idea of control,
while being formulated as a general interconnection, captures
feedback by simply imposing natural conditions on the plant
and the to-be-controlled system.

A. Feedback Implementability and Dissipativity

In the case of the synthesis of dissipative systems, the
problem discussed in [23], we readily obtain the following
useful corollary of Theorem 10.

Corollary 11: Consider the full plant behavior
d f u y. Assume it has the input/output structure described

in the pre-amble of theorem 10, with input variables
and output variables , and assume that conditions i) to
iv) of Theorem 10 are satisfied. Let d f and d f

be the hidden behavior and the plant behavior, respectively,
associated with the plant and d f . If there
exists d f such that , is -dissipative on

and , then every controller that implements
has the property that in, is input and is output, and the
transfer function from to in is proper.

We remark, without going into details, that under the condi-
tions of Theorem 10 and Corollary 11, in both cases the transfer
function of the controller is uniquely specified by the controlled
behavior, equivalently, there is auniquecontrollable controller
that implements . This follows from the fact that under the as-
sumptions of the theorem and the corollary, for a given
the equation (20) in the proof of theorem 10 is uniquely solvable
for .

Our second implementability result gives conditions on the
feed-through term of the plant such that if there existsany
controller that achieves a certain -gain, then there exists a
strictly properone that achieves an -gain that is arbitrarily
close to the original one. Basically, the result is a behavioral
restatement of a result that dates back to the earliest work on

control, see, e.g., [24], [2]. We include it here for the sake
of completeness, but we omit the proof.

Theorem 12:Assume that the full plant behavior
d f u y has the input/output structure described in the

pre-amble of theorem 10, with input variables and
output variables . Assume also that the transfer function

associated with has the following properties:

i) is proper;
ii) ;

iii) either , or
iii) the behavior u f y

f u yis controllable, and is observ-
able from in .

Let d f be the hidden behavior, and d f the
plant behavior associated with . Assume that there exists
a behavior d f such that

iv) , i.e., is an implementable controlled
behavior;

v) in , is input and is output;
vi) the transfer function from to in is proper

and has finite -norm.

Then for all , there is a controller u y

such that

1) in , is input, is output, and the transfer function
from to in is strictly proper;

2) in , the controlled behavior implemented by, is
input and is output;

3) the transfer function from to in has
-norm less than : .

The combination of Theorems 10 and 12 with [23, Th. 5]
give methods for constructing a feedback controller with input
, output , and (strictly) proper transfer function, such that the

closed loop transfer function fromto has -norm less than
or equal to 1 (or, at least, less than with sufficiently
small). First verify that the appropriate conditions of [23, Th. 5]
are met in the case of disturbance attenuation, i.e., with respect
to the quadratic differential form . If these condi-
tions are indeed satisfied, then there exists a controlled behavior
that achieves -norm less than or equal to 1. This controlled
behavior may not be implementable by a controller that has
the desired input/output structure of a feedback controller. How-
ever, as shown in Corollary 11, if on the one hand conditions i) to



82 IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 47, NO. 1, JANUARY 2002

iv) of Theorem 10 are satisfied, then theorem 10 guarantees that
any controller that implements is in fact a feedback controller
with as input and as output, and proper transfer function. If,
on the other hand, conditions i) to iii)of Theorem 12 are satis-
fied, then, for any , there exists a feedback controller with

as input and as output, and strictly proper transfer function
that achieves -norm less than . An alternative to The-
orem 12 is toregularizethe system first, such that conditions i)
to iv) of Theorem 10 are satisfied. This can be achieved, for ex-
ample, by replacing , , ,
with sufficiently small. Next, one can compute, using the-
orem 10, a feedback controller with proper transfer function that
achieves -norm less than .

B. Implementability by Filters With a Proper Transfer Matrix

In Section IV we explained, in the context of the filtering
problem, that if for the full plant behavior there exists
a filter that implements a given estimation error behavior,
then there also exists a filter which implements, and has
as input and as output. Hence, such filter acts as a signal pro-
cessor from to . We noted that there is noa priori reason for
the transfer function from to of this signal processor to be
proper. Now, we give conditions on which guarantee that
this transfer matrix is proper.

Assume that in the full plant , is input and and are
output. Denote the transfer functions fromto in
by and , respectively.

Theorem 13:Assume that in the plant is input and and
output, with the transfer functions and proper.

Assume further that , the feed-
through term of , is surjective. Then the estimation error
behavior of Theorem 6 (assuming it exists) can be imple-
mented by a filter y f such that in , is input and

output, and , the transfer function of the -filter, is
also proper.

VII. PROOFS

Proof of Proposition 1: i) iii): We first prove
that i) implies that the variables must be free in .
Since , there are free
variables in . Therefore, if is not free, the behavior

f contains free variables,
whence contains nonzero elements. However, sinceis

-dissipative, implies , a contradiction.
Note that, as a consequence, in is input and is output.

Let be a full row rank kernel repre-
sentation of . Then, since is input and is output, is square
and ,and , the transfer function from to ,
equals . We now prove that is Hurwitz. Let be any el-
ement of the autonomous behavior . Then, since

is controllable, there exists and such that
for , and for .

Now, consider for this , the integral .
Since is -dissipative on , this integral is nonnegative for
all . This implies that . Consequently,
all solutions of satisfy . There-
fore, is Hurwitz.

We will now prove that
. For this, let

be an observable image representation of. Then we have
. Also, for all latent variable trajectories

we have . Taking
Fourier transforms in the integrand, it follows from Parseval’s
theorem that for all

, whence for all . Together with
the fact that is Hurwitz, this yields .

iii) i): In , is input and is output, hence
. To prove that and

imply , write in minimal i/o
representation as , . Now use
[22, Th. 6.4] to prove that there exists such that

. Integrating yields

.
iii) ii): Let be a full row rank

kernel representation of. Then . Since
is controllable, this implies that is Hurwitz. From this it

follows that implies that goes to zero as .
The inequality f d for

follows from and Parseval’s
theorem.

ii) iii): From the fact that free and that im-
plies that goes to zero as , it follows that is input,
and output. Let be a full-row rank
kernel representation for . Hence, is square, ,
and is Hurwitz. Finally, f d for
all and Parseval’s theorem again yield

. Combined with Hurwitz, this
yields .

Proof of Proposition 2: We first prove that i) implies the
existence of an input/output representation of the type claimed
in ii) and iii). Obviously, i) implies that is dissipative on
with respect to , and that
. It hence follows from proposition 1 that admits a minimal

input/state/output representation of the form
, , with . We need

the following matrix lemma, stated here without proof.
Lemma 14: Let and assume that

. Let
. Assume that implies

. Let denote theth column of . Then there is a
selection of linearly independent columns
of such that for all , either , or , but not
both, belongs to .

Now apply this lemma to the matrix . The
equation may hence be rewritten as

, with for all , either , or , but
not both, components of, and the others the components of.

It follows that without loss of generality, we may hence as-
sume that and , for otherwise, reverse the roles
of and appropriately. We will make this assumption in the
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remainder of the proof. The state equations formay then be
written as , .

i) iii): The existence of the required input/output partition
has already been proven. Let , i.e.,

be a full row rank kernel representation of. As-
sume, as in the pre-amble, that and . Using
the input/state/output representation ofderived in the pre-
amble shows that is square and (and also that

is proper, but we do not need this). To prove positive re-
alness, note that the transfer functions and
are related by .
From here it follows that is positive real if and only if

. The latter is a consequence of dissi-
pativity of on with respect to ,
and proposition 1.

iii) i): Use again the fact that is positive real if and
only if . Subsequently, use the impli-
cation iii) i) of proposition 1.

i) ii): The input/output partition has already been proven.
To show for all , use that
i) implies that is dissipative on with respect to

, and proposition 1. Finally, note thatmay
hence be written as , ,
and that, by [22, Th. 6.4], there exists such that

. Now take , and deduce that, and,
hence, , are bounded on .

ii) i): Follows from [22, theorem 6.4 (in particular 3′)],
interpreting that theorem as a statement about transfer functions.

Proof of Proposition 3: We have to prove that
if and only if is observable from. Assume and let

, . Then
, so . This implies , hence observ-

ability. Conversely, assumeobservable from . Let .
Then . Since also , we conclude, by
observability, .

Proof of Theorem 4:Apply [23, Th. 3] with .
Proof of Theorem 5:We give two proofs of the first part of

the theorem. The second proof also covers the second statement
of the theorem.

First Proof: This theorem is actually an immediate conse-
quence of [23, Th. 1]. Simply make the following identifications
(the variables on the left are those appearing in [23, Th. 1], those
on the right are those appearing in Theorem 5):

d f

Second Proof:We also give a direct proof. That the con-
ditions of are necessary for implementability is obvious. The
proof of sufficiency uses kernel representations. Let

(15)

be a kernel representation of . Then

(16)

is obviously a kernel representation of. Since , there
exists, by [23, Lemma 14], a such that

(17)

is a kernel representation of. We claim that

(18)

is a kernel representation of a filter that implements . To
see this, eliminate , and from (15), (18), and ,
and show that (17) is the resulting equation governing .
Pre-multiply (15) by and subtract (18) from it, to obtain
equivalent equations (15), (17), and . Now, observe
that since is free in (15), for any satisfying (17), there exist

such that (15) holds. Hence, (17) is the resulting equation
governing .

Now assume implementable, and, in, is input and is
output. Repeat the above argument, but now choosesuch that
(17) is a minimal kernel representation of, i.e.,
has full row rank. Then (18) represents a filter that implements

. However, since in , is input and is output, is square
and nonsingular. Consequently, in, is output and is input.

Proof of Theorem 6:From [23, Prop. 3] and the main re-
sult, [23, Th. 5], we deduce that-dissipativity on of is
equivalent to the existence of d f such that i) , ii)

, and iii) is -dissipative on . In turn, by Propo-
sition 1, ii) and iii) are equivalent to the conditions 2, 3, and 4
in the Theorem statement.

Proof of Lemma 7:Denote by . If
, then

A simple calculation yields that for all such we have

(19)

Assume now that for all and such that ,
we have . Take an arbitrary
and let be such that and ,
equivalently

This equation is solvable for any given, since the image of
is contained in the image of . Applying

(19) to this and yields

Since is arbitrary, this proves the required nonnegativity of
. To prove

the converse, note that . Hence the right-hand side of
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(19) is nonnegative for all and . As a consequence, the
left-hand side of (19) is nonnegative for all and satisfying

. The remaining statement of the theorem is
immediate.

Proof of Theorem 10:Let d f be an implementable
behavior, and let u y be a controller that implements.

(1. 2.) Assume in , is input and is output, and the
transfer function from to in is proper. This part of
the proof is divided into a number of steps.

1) Analyze the input/output structure of , and observe
that surjectivity of , and hence of , implies
that is free in .

2) Define . We
now analyze the input/output structure of , and prove
that in , is input and output. Since
is input and output in , it suffices to prove
that in , is free, and that there are no additional
free components in . Since is in put in , it is also
free in . By assumption ii), and, hence,
are injective. This implies that, when , there are
indeed no free components inin , since injectivity
of implies that when , a free component in
is carried over to .

3) Prove that . In order to see this, we revert to
the notation , . There obviously
exists a minimal kernel representation for of the
form , , with
and polynomial matrices of full-row rank. Since, as
shown in step 1, is free, the term is
absent. Let be a minimal kernel repre-
sentation of . This yields and

. as minimal (full row rank) kernel rep-
resentations of the plant and the controller, respectively.
These equations combined form a minimal kernel repre-
sentation of . Hence ,
and . It fol-
lows that . Write the represen-
tation in terms of as

. From it follows that is square.
4) We want to prove that is in fact nonsingular. For this,

we first prove that is free in . In order to see this,
we first prove that the transfer function in is
proper. Indeed, . Whence,
since , and are proper and
is injective, is proper. The transfer function from

to in , , equals .
This transfer function is proper, and its feed-through term
equals . Since is surjective, so is . This
implies that is free in . Next, we prove that is
nonsingular. Indeed, if not, there exists a polynomial row
vector such that . Since has full row
rank, . This implies that all s appearing in
satisfy the differential equation , which
contradicts the fact that is free in .

5) We have now shown that in, is input and is output.
The transfer function of from to is equal to

. It remains to be proven that is proper. In
order to do this, we first prove that is
nonsingular. Let

be a minimal kernel representation of the behavior

d u y f

such that

Obviously, since in this behavior is input, and
output, is square and invertible, and .
Then

is a kernel representation of

d u y f

such that

Since, by step 2, is input and output in this
behavior, it follows that the polynomial matrix
is square and nonsingular. This is equivalent to the
nonsingularity of , which equals

.
6) Observe that the transfer function in is given by

(20)

Now examine the feed-through terms and use surjectivity
of and injectivity of to conclude that

is proper. Finally,
since and since is
strictly proper, this implies that is indeed proper.

(2. 1.) The converse implication is immediate. This con-
cludes the proof of Theorem 10.

Proof of Corollary 11: Since satisfies and
for all , is input and output in

, and the -norm of the transfer function from to
is finite. In particular, is proper. Now apply Theorem 10.

Proof of Theorem 13:Examine the transfer function
from to . Note that it equals .

The -norm of is bounded (actually, by 1). Since
is proper, this implies that is proper. Since
is surjective, this implies that is also proper, as

claimed.

VIII. C ONCLUSION

In this second part, we have discussed several special cases
of the results obtained in the first part of this paper.

The first two special cases disturbance attenuation and passi-
vation. We have shown that the control synthesis question then
reduces, as expected, to an -norm restriction or a positive
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realness condition on the transfer function of the controlled be-
havior.

We have also discussed two extreme situations: when the
hidden behavior is zero, and when the plant behavior contains
all trajectories. The first of these corresponds to what we call
full information control. It implies that the to-be-controlled vari-
ables are observable from the control variables. In the context
of the synthesis of dissipative systems, this leads to the result
that a controlled behavior that meets the specifications exists
if and only the orthogonal complement of the plant behavior
is dissipative. The second of these situations leads to-fil-
tering. The resulting existence condition for a filter that meets
the specifications is intuitively very appealing and easy to com-
prehend: a filter exists if and only if the dissipativity required for
the estimation error behavior is already satisfied for the hidden
behavior.

We have also given ample attention to the state-space case,
the system representation that has been commonly used in the
synthesis of -controllers. We obtained conditions for the ex-
istence of a controlled behavior that meets the specifications in
terms of two coupled algebraic Riccati inequalities. The syn-
thesis of the controller, however, requires the solution of one
algebraic Riccati inequality, and one algebraic Riccati equa-
tion. The controlled behavior can in this case always be imple-
mented by a feedback controller. However, because we treat the

-problem with nonstrict inequality, the resulting controller
is proper, but in general not strictly proper.

We have also derived two general results on the imple-
mentability of a controlled behavior by means of a sensor
output to actuator input feedback processor. These results
require a suitable input-output structure of the plant and the
controlled behavior, and properness conditions of their transfer
functions. These results recover many of the classical problem
formulations in control. However, in our case, the feedback
structure is imported as a consequence of the properties of the
plant and the control problem formulation.

A few words about the (many) research directions that em-
anate from this 2-part paper. The most pressing direction is the
development of specific algorithms. The main result of [23]
gives necessary and sufficient conditions for the existence of an
implementable dissipative controlled behavior in terms of the
full plant behavior. However, in applications, the plant behavior
will be given in a parameterized form, for example in terms
of polynomial matrices, or (what is actually not all that dif-
ferent) by matrices of rational functions, or by matrices (as in the
state-space case discussed in Part II, or as descriptor systems).
The most flexible parametrization, of course, is in terms of la-
tent variables, since this model class has most other parametriza-
tion as special cases. The algorithmic question that emerges is
to find algorithms for the construction of the storage functions
and verification of the existence conditions in terms of these
parametrization. This leads to polynomial-matrix versions of
semidefinite programming. Some results in this direction were
included in an earlier draft of these papers, but had to be re-
moved because of length restrictions. A subsidiary problem is
to develop algorithms that aim directly at the specification of the
controller, instead of via the controlled behavior. A fruitful av-
enue of generalization is to systems described by PDEs, where

the framework of models in terms of polynomial matrices (in
many indeterminates) and QDFs makes perfect sense. And, of
course, there is also the question of how to cast robust control in
the framework QDFs, the generalization to nonlinear systems,

-versions, treating the case when the weighting functional is
a general two-variable polynomial matrix, etc.

The combination of the two parts of this paper gives a rather
complete and self-contained theory of the synthesis a dissipative
systems. We emphasize that our treatment was completely rep-
resentation independent. This was achieved by systematically
using the behavioral approach, not only for the system models,
but also for the specification of the desired controlled behavior.
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