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CLASSIFIER COMBINATION: THE ROLE OF A-PRIORI KNOWLEDGE

V.DI LECCEY, G.DIMAURQO? A.GUERRIERO!, SIMPEDOVO? G.PIRLO? A.SALZO?

(1) Dipartimento d Ing. Elettronica -Politemico di Bari-
via Re David -70126 Bari- Italy
(2) Dipartimento d Informatica - Universita di Bari -
Via Orabona, 4 - 70126 Bari — Italy

The aim of this paper is to investigate the role of the a-priori knowledge in the process of
clasdgfier combination. For this purpose three combination methods are compared which use
different levels of a-priori knowledge. The performance of the methods are measured under
different working conditions by simulating sets of classifier with dfferent characteristics. For
this purpose, a random variable is used to smulate each classfier and an estimator of
stochastic correlation is used to measure the agreement among classfiers.

The experimental results, which clarify the conditions under which each combination method
provides better performance, show to what extend the a-wpriori knowledge on the
characteristics of the set of classifiers can improve the dfectiveness of the process of
classfier combination.

1 Introduction

Clasdfier combination is a diffuse strategy that has been widely used in complex
clasdficaion poblems for which very high performance is required [1]. For classfier
combination, many methods have been proposed so far which are generaly classified into
three caegories depending on the anount of information they combine [2,3]. Abstract-leve
combination methods use the top candidate provided by ead clasdfier [4,5,6] ; Ranked-leve
combination methods use the antire ranked list of candidates [7,8] ; Measurement-leve
combination methods use dso the mnfidence value of ead candidate in the ranked list
[9,10]. Among the others, classfier combination at abstract-levé is the most general
approach since every classifier isable & least to provide results at abstrad level.

In the process of classfier combination, some kind o a-priori knowledge can aso be
used in order to adhieve better performance On the basis of the kind of a-priori knowledge
the combination methods use, they can be dasdfied into three caegories. Methods of the first
caegory do nd require any kind o a-priori information on the combined clasdfiers [4,7,8].
Methods of the second caegory use information at the level of individual classfiersas a
priori knowledge [5]. Methods of the third category require information at the level of the
entire set of combined classfiers[6,9,10].

In this paper, the role of a-priori knowledge in the process of classfier combination is
investigated by comparing three @mbination methods: the Mgjority Vote Method (MV)
which is of the first category [4]; the Dempster-Shafer Method (DS) which is of the second
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caegory [5]; the Behavioural Knowledge SpaceMethod (BKS) which is of the third category
[6]. For this purpose, a recent methodology is considered for the evaluation o methods for
clasgfier combination. The behaviour of a method is evaluated by using sets of clasdfiers
with dfferent charaderistics. Each clasdfier is considered as a randam variable and a
suitable estimator of complementarity is used to measure the areement in the set of
combined classfiers. This paper isorganised as follows. Sedion 2 presents the methodology
used in evaluating the methods for clasdfier combination based on simulated data sets.
Sedion 3 dscusses the processof data set generation. The combination methods used in the
experimental test are briefly illustrated in Sedion 4 Sedion 5 reports the experimental
results. They clarify the condtions under which ead combination method is the best, and
show to what extend the use of apriori knowledge on the daraderistics of the set of
clasgfiersis useful to improve the performance of classfier combination.

2 A Methodology to Evaluate Abstract-Level Combination M ethods

In this paper a recent methodology is used for the evaluation d abstract-levé combination
methods. The performance of a mmbination method is measured by using severa sets of
clasgfiers which dffer in terms of recgnition rate and level of correlation. For this purpose,
ead clasdfier is considered as arandom variable and it is smulated by its outputs (which are
simple dass labels) and a “Similarity Index” is used to estimate the stochastic correlation
among the dasdfiers of each set [11]. Predsely, let be A; and A, two classfiersand T a
database of N patterns. Let be A;(x) and A,(x) the top candidate provided by A; and A, for
the pattern x, x( T, the ayreement between A; and A, for x is evaluated by the function:

it A®= A D
QUA (1), A (1) = @

D otherwise

and the “Simil arity Index” between A; and A, is defined as:

Pan = IQUAMLAM) g

For instance figure 1 shows two sets of simulated classfiers. Each set consist of two
classfiers. It is assumed that N=20 input patterns belonging to the dass“0" are fed to the
classfiers and therefore that the @rred recognition result is “0". Although the recognition
rate of the dasdfiersis 60% in bah cases, in Fig. lait results p=1, while in Fig. 1b it results
p=0.2. It should be noted that, in order to achieve p=1 the two clasdfiers must always
produce the same resporse bath in the ca&e of corred recognition and in the cae of
misreqognition.
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Figure 1: Variability range of “Similarity Index”
Now, if aset A of K classfiersis considered, A =[A; | i=1,2,...K the Simil arity Index
pa for Alisdefined as:

i,j;zl,_...K Paia
i<
0K O ©)
0,4
020

Moreover, for a set of K classfiers eah ore with a reagnition rate equa to R, the
“Similarity Index” pa rangesin [Pmin, 1], Where pmin is equal to [11]:

kl
k' R'+E E
2
Pmin = K (4)
2
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where:

, K _ O K K _C
K= Rio , R=3FR-RC
=1 O i=1 =1 C

The procedure for the evaluation o a combination method foll ows threesteps:

Selection of the characteristics of the sets of classifiers. This gep defines the number of
classfier of the set (K) and the recognition rate of ead individual classfier (R) (for the sake
of simplicity in this paper we suppose that al clasdfiers have the same recgniti on rate);

Classifiers Simulation. For eat value p~ of the Similarity Index (starting from p=ppin to
p=1, and wsing a suitable step 6p) generate m lists of outputs for K classfiers with Similarity
Index equal to p* (an effedive procedure used for data set generation is discussed in Sedion
3);

Perfor mance Evaluation. For ead value R of the recognition rate and p of the Simil arity
Index, evaluate the performance of the combination methods for the m lists avail able.

3 Data Set Generation

In order to evaluate the performance of a dassfier combination method in different working
condtions, different sets of individual classfiers must be simulated. Since abstract-leve
classfiers output ssimple dass labels, they can be simulated by generating suitable lists of
outputs. The dam of the procedure described in this ®dion is to generate aitomaticdly
outputs of sets of clasdfiers with different charaderistics to be used for the testing of the
combination method. The input data of the procedure ae:

* thenumber K of classfiers of the set;

» theremgnitionrate R; of each clasdfier A ,i=1,2,....K;

»  thenumber N of outputs that must be generated by ead classfier.
In the first phase, the input data ae used to generate by a random number generation routine
aninitial list of outputs, which simulates only one set of K clasdfiers. Figure 2 shows alist of
outputs (N=10) simulating a set of 4 clasdfiers having the same recgnition rate R=60%,
i=1,2,3,4. Corred outputs are indicated by R, while substitutions are indicaed by S1, S2 S3
and 4, where O i#] , we have S£5. It is easy to verify that the Similarity Index of the set is
p=2.3/6.

Starting from this initial set of classfiers, new sets are generated by modifying the
list of outputs. The basic idea is to generate new sets of classifiers having different
correlation values without changing the recognition rate of the individua classfiers. For
instance, if we set A3(9)=S2 the mrrelation for the new list of outputs is p=2.4/6. If we dso
set A4(3)=R and A4(9)=S2 it results p=2.5/6. This modificaion procedure @ntinues urtil a
pool of different sets of classifiers is obtained with fixed individua charaderistics
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(recognition and reliability rate of the individual clasdfiers), which have, however, a
correlation spanning the entire range of posshle values, from p=pp,i, to p=1.

A A, Az Ay
Pattern 1 R R R R
Pattern 2 R R R (S
Pattern 3 R R MR
Pattern 4 =
Pattern 5 R
Pattern 6 R
Pattern 7 R
Paens |8 I
Pattern 9 D o R
Pattern 10 i R

Figure. 2: Lists of outputs of 4 classifiers: R - Recognition; S1,S2,S3,$4 - Substitution.

4  Combination M ethods

In order to evauate the dfea of the apriori knowledge on the dfedivenessof methods for
classfiers combination, three abstract-levd combination methods have been considered in
thiswork.

The M ajority Vote Method (MV) does naot require any kind o a-priori knowledge on
the combined clasdfiers. MV asdgns to ead classw, i=1,2,.../m, a score S(w;) equal to the
number of classfiers for which the dassw is the top candidate [4]. The fina response of the
combined clasdfier is the dass label wy for which the score is the maximum (i.e.
S(wy)=max[B(wy ), i=1,2,...,m0).

The Dempster-Shafer Method (DS) uses as a-priori knowledge the performance of
ead individua clasdfier. DS combines different clasdfiers using their recognition and
substitution rates as a-priori knowledge [5]. For an input pattern x, all clasdfiers having the
same output are mlleded into a group Ey, k=1,... K’ (K’ is the number of different outputs),
which is equivalent to a new classfier with a new recognition and substitution rates.
Successvely, from the analysis of the set of equivalent clasdfiers E,, k=1,...K’, two belief
measures are computed (see[5] for details): the belief of corred output Bel(A;) and the beli ef
of misrecognized ouput Bel(~A;). The final resporse of the combined classfier is the dass
label wy for which the difference is maximum between the belief measures for corred output
and misrecognition (i.e. Bel(A;)- Bel(- A)) =max [Bel(A)- Bel(-A)) |i=0,1,..m0).

The Behaviour Knowledge Space (BK'S) uses as a-priori knowledge the behaviour of
the whole set of classfiers extracted in a suitable “leaning” procedure (top—candidate
vedors correspording to the dassficaion results of the whole set of clasdfiers). BKS is
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based on two processng phases: the “leaning” phase and the “operation” phase [6]. The
“leaning” allows to fill a suitable K-dimensional space Each dmension d this gace
corresponds to the dedsion of a spedfic dasdfier and the K-tuple of dedsions provided by
the K clasdfiers defines a “Focd Unit”. When a “Focd Unit” is addressed by the vedor of
recognition responses, the index I(j) corresponding to the dass wy of the input pattern is
incremented. Thisindex counts the number of timesin which a pattern belonging the dassw

generates the spedfic K-tuple of dedsions. In the “operation” phase, when a “Focd Unit” is
addressed by the K-tuple of dedsions, the final result of the combined classfier is the dass
label w, for which the crresponding index is maximum (i.e. 1(wy) = max O(wy ), i=1,2,...m0).

5 Experimental Results

The effedivenessof MV, DS and BKS has been evaluated by simulating 1000 dfferent sets
of clasgfiers for the training and 1000 for the test. Figure 3 shows the structure of a typicd
output generated by the simulation procedure. In this case it has been asaumed that K=4,
R=0.75 and N=20 input patterns belonging to the dassof the numeral ‘0’ were inputted to
the dasdfiers (therefore “0” is the mrred output). The values of the “Similarity Index” are
P1=15/20, p,3=13/20, p3,=12/20, p15=10/20, p,,=12/20, p»,=12/20, and p;,3~0.617.
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Figure 3: Output of the simulation procedure
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The performance of MV, DS and BKS are ampared for the cae of K=3,4 and 5
clasgfiers. The recognition rate of ead clasdfier is equal to 90% and o rejedion is al owed
at the level of individual clasdfier. Acoording to eg. (4), for al K=3,4 and 5, the "Simil arity
Index" changes within the range [0.8,1]. The results are shown in Figure 4 (obtained for
0p=0.1) in which the performance of the methods are evaluated in terms of reaognition rate
and reli ability rate (defined as. Reli ability Rate=Reagnition Rate/(1-Rejedion Rate) [3]).

*  When K=3, DS is the best method in terms of recognition rate when the @mbined
clasdfiers are weakly corrdlated (p<0.93); for more mrrelated clasdfiers the best
performance ae achieved by BKS. Concerning reliability, MV is the most reliable
method for very low correlated classfiers (p<0.86). As the mrrelation increases the
most reliable method lecomes DS first (0.86< p< 0.92) and BKS successvely (p>0.92).

*  When K=4, the best method in terms of reagnition rate is DS, for weakly correlated
clasdfiers (p<0.85), and BKS for strongly correlated clasdfiers (p>0.85). In terms of
reliability the best methodis MV, for weakly correlated clasdfiers (p<0.92), and BKS
when the crrelation among classfiersincreases (p>0.92).

*  When K=5, concerning reagnition the best method is MV if the dassfiers are very
weakly correlated (p<0.85). As the mrrelation increases the best method becomes DS
first (0.85< p< 0.9), and BKS successvely (p>0.9). In terms of reliabili ty rate the best
methodis MV, for we&ly correlated classfiers (p<0.86), and BKS for more arrelated
clasgfiers (p>0.86).

These results confirm the well -known concept that combination methods achieve best results
when complementary classfiers are mmbined (i.e. p as close to pyin as possble). Moreover
they demonstrate that when weakly correlated classfiers are mmbined, the apriori
knowledge is not necessary to achieve high-performance from the dasdfier combination
process In fad, MV works generaly very well when wedkly correlated clasdfiers are
combined. Conversely, as the crrelation increases, the apriori knowledge becomes the key
asped for clasdgfier combination. As matter of this fact, we observe that an increasing level of
a-priori knowledge is necessary as correlation becomes close to the maximum (i.e. p=1). In
fact, as the dasdfiers become more @rrelated the DS beames very effective, while BKS
adieve the best performance when classfiers are very strongly correlated.
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Ancther experimental test has been carried out with red data by using five different
clasdficaion agorithms for handwritten numeral recognition [13] : A- Region-Based
Clasdfier, B- Contour-based Clasdfier, C- Enhanced-Loci Clasdfier, D- Histogram-based
Clasdfier, E- Crossng-based Classfier. Data sets from the CEDAR database (BR and BS
diredories) have been used for training and test. After training, the performance of ead
individual classfier is abou 90%. Table 1 reports the results for differently correlated sets of
K=3,4, and 5 clasdfiers. For ea set of combined classfiers, the best results in terms of
reqognition rate and reiability are on grey background These results confirm the
considerations obtained in the previous experimental test (carried out by using simulated
data) about the relevance of a-priori knowledge in clasdfiers combination when strongly
correlated clasdfiers are mnsidered.

Table 1: Performance of the combination methods

MV DS BKS

Classfication | Recogn. | Reliab. | Recogn. | Reliab. | Recogn. | Reliab.

Set p Algorithm
K=3 [ 0.82 A-B-C 94,1 94,7 94,3 94,4 91,3 93,5
0.87 A-B-D 91,7 92,2 921 92.1 90,3 92,0
K=4 [ 0.85 A-B-C-E 90,6 97,3 93,7 94.2 94,2 95,2
0.86 A-B-C-D 89,7 96,5 92,5 931 93,7 94,8
K=5 | 0.84 | A-B-C-D-E 96,4 96,7 96,1 96,4 91,8 94,6

6 Conclusion

This paper presents an investigation an the role of a-priori knowledge in the
processof classfier combination. For this purpose, a recat methodology for the analysis of
abstract-levé methods for classfier combination is applied to evaluate the dfectiveness of
three ombination methods: Mgjority Vote, Dempster-Shafer and Behaviour Knowledge
Space The results point out the relevance of using the apriori knowledge in the process of
clasgfier combination spedally when strongly correlated classfiers are combined.
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