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VERIFICATION OF GRAPHEMES USING NEURAL NETWORKS
INAN HMM-BASED
ON-LINE KOREAN HANDWRITING RECOGNITION SYSTEM

SUNG J. CHO, JAHWAN KIM, AND JIN H. KIM
Department of Eledrical Engineeing & Computer Science KAIST
3731, Kusong-dong Yusong-ku,Tagjon, 305701
Korea
E-mail: {gchojahwan, jkim}@ai .kaist.ac.kr

This paper presents a neural network based verificaion methodin an HMM -based
online Korean handwriting recognition system. It penaizes unreasonable
grapheme hypotheses and complements global and structura information to the
HMM -based recognition system, which is intrinsicdly based on locd information.
In the proposed system, each grapheme has one neural network verifier as well as
one HMM rewgnizer. The verifier takes as an input the grapheme hypothesis
generated by the HMM and outputs a pcsteriori probability as its validity. This
probability is then incorporated into the seach processby Viterbi agorithm during
reaognition. The global and structural information to the verifier is obtained from
the relationship between primitive strokes in ead grapheme by analyzing their
correspondence with the HMM states. The experimental result shows that the
reaognition error of the baseline HMM network can be reduced by 39.2% with the
proposed verification scheme.

1 Introduction

In this paper, verificaion means to validate hypotheses generated by HMM
recognizers during the recognition process There ae & least two purposes for its
use. Thefirst isto penalize the unreasonable grapheme/alphabet hypaotheses as ealy
as posshle, generated by the HMM remgnizers [5]. The second purpose is to
complement the HMM recognizers which miss global and structural information
due to the first order Markov assumption [4,9].

A number of studies have been proposed that use postprocessng and
verification steps in HMM based recognition systems. The duration distributions of
HMM states in the most probable path were used for postprocessng [3,4,7]. The
portions of a handwriting input corresponding to the HMM states were dso used for
postprocessng by measuring various datistics between them [8]. Another system
used DP matching for complementing global information to the HMM remgnizers
[6]. Statisticd grammar rules were dso used for verificaion [5]. These mechanisms
reduced recogniti on errors by about 15~48% [5,8].

Despite their success in reducing errors, the @ove approades have two
problems when applied to the previous HMM based reaogrition system for on-line
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Korean hendwriting [1]. First, they lack systematic integration scheme of the
verification result and the HMM probability. The verificaion neelds various sources
of information. However, if they are expressed as separate probability distributions,
the overall verification probability drops down rapidly as their numbers increase
because of probability multiplication [5,8]. Furthermore, it is not aso easy to
normali ze them acwrding to their importance and reliability. Thisis also true when
DP matching is used for verification [6]. Second, they have limitation in extrading
global and structural feaures reliably. These feaures are espedally important in the
reaognition of Korean charaders [10] whose graphemes are structurally constructed
from primitive strokes such as line segments and circles. However, the previous
approacdhes such as utilization of duration statistics in the HMM  states [8], the
attributed grammars [5] or DP matching methods [6] have limitation to refled them.

In order to remedy the integration problem, we propcse a neural network
verifier in this paper. Each grapheme has one HMM recognizer and one neural
network verifier. The HMM remgnizer generates a grapheme hypothesis, i.e, the
position of the grapheme in the given feaure sequence ad its likelihood The
verifier then approximates a posteriori probability of its validity. This probability is
then incorporated into the HMM network during the Viterbi seach. All the
measurements for the verification are utili zed in our study as feature inputs to the
neural network, which were usualy represented as the separate probability
digtributions in the previous gudies. Consequently, regardless of how many
measurements are used, the verification result is represented by only one a
posteriori probability. Their normalizations are dso dane by the neura network
weights.

In order to extrad structural and globa feaures in a grapheme, we use the
relationship between its primitive strokes. The position and the length of ead
primitive stroke ae used for the feaures in the paper. The primitive strokes are
extraded by analyzing their correspondence with the HMM states after Viterbi
seach. Our past experience on HMM system shows that ead state in a HMM
recognizer models a primitive stroke reliably. The notion of maao states [8] is also
asimilar idea

Our experimental results on the Korean charader data show that our method
effectively reduced the recognition error compared to the baseline HMM system.
From this result, we may conclude that rich information from the globa and
structural feaures is successfully incorporated in our hybrid framework of the
HMM recognizer and the neural network verifier.

The present paper is organized as follows. In sedion 2, we discuss the necessity
and the integration scheme of a neural network verifier to the HMM regnizer. In
sedion 3, we explain the structural and global features for the verifier and how they
are obtained from the correspondence between the primitive strokes and the HMM
states. In sedion 4, the experimental results are described. Conclusion then foll ows
in sedion 5.
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2 Neural Network Verification System

2.1 Advantagesof a neural network as a verifier

The purpose of a verifier is not to recognize agrapheme but rather to determine

whether a grapheme hypathesis generated by a baseline HMM recognizer isvalid o

not. This means that an incorred hypothesis should be penalized while a ©rred one

passd intact. It should also complement the wegkness of the HMM reagnizer.

Therefore, a verifier should satisfy the foll owing properties.

1. The verification result should be systematicdly integrable with HMM
probabili ty. The verifier uses various urces of information. Therefore, adding
information should not affed the overall verification scheme. Probability is a
preferable representation of a verification result becaise an HMM network uses
Viterbi seach which finds a maximally probable path.

2. The verifier should complement the HMM recognizer by using global and
structural feaures. The HMM usually uses locd fedures only, thus missing
global trend information. It is because dl observation vedors are assumed to be
independent of one another by the first order Markov assumption.

3. The verifier should be &le to discriminate similar shapes. Many Korean
graphemes, espedally vowels, can only be discriminated based on a small but
criticd portion of a handwriting input. HMM has difficulty in this regard
because of the maximum likelihood estimation (MLE) training method.

So far, no method has been proposed that satisfies al these properties. When DP

meatching is used [6], the probability of HMM is mixed with non probabili ty values,

i.e, distance This makes it difficult to normalize the distance and probability to the

same scde. When measurement statistics are used such as distribution of duration,

distance between portions of handwriting input and structural feaures, the overall
verification probability deaeases as the number of them increases [5,8], because of
multi plication of several probability terms. Furthermore, it is not easy to normalize
their scdes acording to their importance and reliabili ty. Also, none of the proposed

methods have discrimination capability except pairwise discrimination method [5],

in which criticd feaures for confusing pairs are manually pre-spedfied.

A neural network verifier satisfies al these aiteria. The verification result can
be smoathly integrated into the HMM probability in the probabili stic framework
because the neural network is known to model a paosteriori probability if properly
configured [2]. The global and structural feaures are represented as feaure inputs
of the neural network. Therefore, overall verificaion probability doesn’'t deaease &
more measurements are employed. The eror badkpropagation training algorithm
makes it possble to discriminate similar graphemes by giving larger weights to the
criticd fedures. These reasons drive us to choose aneural network as the verifier in
the proposed study.
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Figure 1. The baseline HMM network(‘ BongNet') [1]. Each arc represents a grapheme or &
ligature HMM recognizer.

2.2 Baseline HMM network for Korean handvriting recognition

A typical Korean charader (Hangul) is structuraly constructed from one first
consonant, one vowel and one optiona last consonant. There ae 19 first
consonants, 21 vowels and 27 last consonants. Therefore, the recognition of a
Hangul charader resembles that of an English word because an English word is also
composed of alphabets, only more difficult because of the way those graphemes are
combined two-dimensionaly.

The baseline system was an HMM network previoudy reported in [1]. The
graphemes and ligatures between them were modeled as separate discrete left-to-
right HMM s. The number of statesin each HMM was different, depending upon the
complexity of the grapheme. The feaure was a simple chaincode sequence with
sixteen diredions and a pen up/down status. These grapheme and ligature models
were mnneded acwrding to the mmpasition rule of a Hangul charader as shownin
Figure 1. A path from the leftmost node to the rightmost node determines a unique
charader.

2.3 Integration d the neural network verifiers with the HMMs

Eadh grapheme has one HMM reaognizer and one neural network verifier as shown
in Figure 2(b). The HMM generates grapheme hypotheses during recognition. It
gives the portion of the grapheme in the handwriting input sequence ad the
duration in each HMM state. From this, the global and structural feaures for the
verifier are extraded. Further detail s are described in the next sedion.

We use @ a verifier amulti-layer perceptron(MLP) with one input, one hidden
and one output layers. It uses alogistic function for nonlinearity and has one output
node. The value of the output node becmes one when the hypothesis under test is
corred and zero aherwise. The desired output is one if the input belongs to the
grapheme and zero otherwise. Under this gructure and badkpropagation training
agorithm, it is known that the adivation value of the output node approximates
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- ‘ HMMVlH NNy,

(b)

(a)
P(HO(G.T1.T2) O
Hypothesis HO(G,T1,T2): |ﬁ>
The grapheme is 'G'
HMM recognizer of a grapheme: given the observation

Let's say label is 'G' during T1 and T2

(c)
Figure2. (@) A path in the baseline HMM network  (b) The neural network verifier follows
the HMM in each grapheme. (c) The structure of the HMM and the verifier. the HMM gives
hypothesis to the verifier. Then verifier approximates a pasteriori probability of its validity.

aposteriori probability that the hypothesisisvalid [2].

Thisa pasteriori probability isintegrated with the probability of HMM network
in probabili stic framework. Figure 3 shows how this can be done. The final result
shows that the adivation value of the output node of the neural network is
multi pli ed with the HMM probability.

A, ¢ The HMM recognizer of the grapheme g
N4 1 The neural network verifier of the grapheme g
O, ' The portion of a handwriting input aligned to the grapheme g

F(}\g ,Og) ‘The duration and partitioned o, by each HMM state
after O, isalignedtoA, by Viterbi search

N, (X) : The activation value of the output node when x is given
P(A4, Ny [O,)=P(A, |[O4)P(N, [A,,0,)

P(A,)P(O, 14,)

=P(Ay [O4)P(N, [T (A,,0,)) = P(N, [T, (A4,04))

P(O,)
_ P&y .
~PO,) P(Oy [A4)Ny (M4 (A5.04)) = P(Og [A,)N (M (A4,0,))
.. P(Ay)

. is assumed to be same for all the graphemes)
P(Oy)

Figure 3. Integration of a pasteriori probability of the NN verifier and the HMM probability

3 Featuresfor Neural Network Verifier

3.1 Primitivestrokes

The shape of eah Korean gapheme is dructurally constructed from its
primitive strokes. There ae two sorts of primitive strokes as shown in Figure 4. One
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(a)
Figure 4. Primiti ve strokes in Korean graphemes. Almost all the graphemes have straight lines only.

(a) Straight lines  (b) Circles

is a straight line and the other is a circle. Almost all the graphemes have straight
lines only. Only four of them contain circles. This gructural composition of the
primitive strokes gives a foundation of structural analysis of graphemes[10].

However, it is difficult to extract them reliably, since they are modified and
conneded smoothly in a handwritten grapheme similarly to the carticulation
phenomena in the speed [3]. Therefore, simple segmentation methods auch as
finding extreme points do not work well .

To extrad them reliably, we use the correspondence between them and the
HMM states. In this paper, a primitive stroke is defined as the portion in a
handwriting input aligned to the crresponding HMM states after Viterbi search. It
is also similar to the ideain [8] in which the HMM states were used for extrading
structural information. Figure 5 shows examples of this correspondence observed in
the training data. It shows that the primitive strokes from the crresponding HMM
states coincide with our conceptual ones.

From such a mapping table, they can be eaily extraded. For example, in the
grapheme data“ 71’ , the horizonta stroke can be obtained by extrading the portion
in the handwriti ng input aigned to the HMM state 1.

i I G I T I PN

Figure 5. Examples of mapping between the primitive strokes and the HMM states. The
grapheme labels are shown on the left of the arrows and the typical data aligned to the HMM
states are shown on the right. The small digits near the pen strokes represent the HMM state
number matching them. These are observed in the training data.

3.2 Detail s of the features

In the present system, three different feaures are used based on these primitive
strokes. They are the pasition of the primitive strokes (structura feaure), the
duration in eat HMM state and the acamulated diredion change (global fegure).
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71 7
Figure 6. The above two vowels have the same primitive strokes and writing order, but they
differ in the position of the rightmost vertica lines. Theleft vowel is‘ 1 andthe other is‘ 1°.

The position of the primitive strokes is important in Korean graphemes,
espedaly inthe vowels. Thisisillustrated in Figure 6. Both vowels have the similar
primitive strokes and the writing order. The only difference between them is the
position of the rightmost verticd lines. For this reason, we use their position as the
structural fedure. It is represented by the starting and ending point of ead primitive
stroke normalized by a bounding bax. Figure 7(a) shows an example of extrading
the fedure.

One of the global feaures is the duration information in eady HMM state,
which is known to be useful complementary information [3,4,7]. It is becaise that
the conventionad HMM models the duration in ead state with urredistic
exponential distribution but the postprocessng step gives more redistic duration
distribution. The duration is defined as the number of chaincodes consumed in eat
HMM dstate in this paper. It can aso be interpreted as the length of the
corresponding primitive stroke. It is own in figure 7(b).

Another global feature is the acaumulated diredion change. It is the sum of
diredion changes in a handwriting input. It refleds the global orientation of the pen
movement and measures the complexity of a grapheme because it is large in the
complex grapheme. Clockwise and counterclockwise diredion changes are summed
separately, as rown in the figure 7(c).

iT P2=(X2'y2)
L EICR AT
> |
& R=04w) | 3
il i
,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, P, =
« Y 5 = (%0 Ys)
_3w+h b= w+3h
W=—y == I, : thedurationin the statei
flz(% %,---,%,%) fz :(Ilrlzr"'!IN)

(a) (b)

Figure 7. Threefeatures used in the neural network verifier:

(a) Position of primitive strokes, (b) Duration in each state, and (c) Accumulated drection change
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4  Experimental Results

4.1 Data set

The data® for the experiment were mlleded from high school and coll ege students.
There was no restriction or guidance in the writing styles. As a result, cursive
writing style as well asrun-on style were found in the data.

For training, graphemes were extraded manually from charaders as there was
no indication of any explicit grapheme boundary in the data. The training data had
49,049 charaders written by 48 writers.

2l B [EE

Figure 8. Examples of the test data. (a) Nation (b) High Schod (c) JungAng

The test data mnsists of three separate sets, labeled ‘Nation’, ‘High Schoal’
and ‘JungAng' . The different writing styles were observed in the data sets as rown
in Figure 8. By subjedive judgment, their writing styles were dassfied and shown
inTable 1.

Table 1. Properties of the test data. Writers of the test data were diff erent from those of the training data.

Nation High Schoadl JungAng
Writers 9 9 39
Charaders 3,127 15,250 16,427
Writing style well written highly variable, normally written
cursive

4.2 Neural network training

The neural network was trained by the badpropagation agorithm. Each grapheme
had two kinds of data set. One was the positi ve data set composed of that grapheme.
The other was the negative data set compaosed o all but the positive data. When
training the MLP, the desired output for the positive data was 1, whereas that for the
negative data was 0.

The ligatures, i.e, the connedion strokes between graphemes were not verified
in this system. We believed that their shapes were too much varied to be verified
effedively, espedally in the aursive writing style.

To assessperformance of the verifiers, errors were cdegorized into two types.

! Half of the data is avail able from our web page(http://ai.kaist.ackr/)
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1. Typel error: The handwriting input belongs to the grapheme, but the verifier
answers negatively. This error is mewhat criticd becaise the orred
hypothesisis penalized.

2. Type Il error: The handwriting input doesn’t belong to the grapheme, but the
verifier answers pasitively. This error is not so criticd compared to the type |
error because the @rred hypothesis is intad and the baseline system may still
be @leto discriminate the hypotheses.

Table 2 showed the recognition results in terms of above erorsfor the training data.

The verifiers were well trained with less than 0.8 % error rate for all the data

However, type | error rates were dways more than type Il error rates. We believe

that this was due to the ladk of positive data.

Table 2. Type | and Il errors in the training data set. This result shows that the verifiers were well

trained. (When a posteriori probability of the positive data was lessthan 0.5, then we regarded it as type
| error. Also when that of the negative data was more than 0.5, then we regarded it astype I error.)

First Consonant Vowel Last Consonant
Typel errors 0.78% 0.65% 0.70%
Typell errors 0.30% 0.21% 0.21%

4.3 Reoogntiontest

To examine the alvantage of our neural network verifier, we performed the
grapheme recognition test and the complete charader recognition test.

In the grapheme regnition test, the neural network verifier reduced errors by
about 59.9% for the training data & shown in the Table 3. This result suggested that
it was well trained and had reli able discrimination power.

Table 3. The grapheme recogniti on rate of the baseline HMM network and the neural network verifier for
thetraining data

First Vowel Last Average

Consonant Consonant
Baseline 94.83% 89.90% 91.92% 92.22%
Baseline + NN verifier 97.65% 96.55% 96.44% 96.88%

Because the graphemes were more rrectly classfied, the recognition rate of a
complete charader also became higher as down in Table 4. The arors were
reduced aaossall the data sets. The overall error reduction was about 39.2%.

Table 4. The complete character recognition rate of the baseline HMM network and the neural network
verifier for the test data

Nation High JungAng | Average Error
Schoadl reduction
Baseline 9107% | 89.77% | 8836% | 89.73% -
Baseline + 9511% | 9381% | 9237% | 93.76% | 39.2%
NN verifier
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Conclusion

A neura network verifier was developed to complement the baseline HMM
network. The grapheme hypothesis generated by the HMM reaognizer was verified
with the structural and global feaures based on the @rrespondence between the
primitive strokes and the HMM states. A posteriori probability of its validity from
the verifier was then merged with the probability of the HMM. The neural network
made it eassy to systematically utilize various surce of information for the
verification. The experimental results showed that this verification scheme reduced
the aror of the baseline HMM recognizer by 39.2% in the Korean charader
recogniti on.
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