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ABSTRACT

The notion of organising centre of a bifurcation diagram is used as an ordering principle in the analysis
of nonlinear problems in pure and applied dynamical systems theory. When considering a given,
generic n-parameter family of dynamical systems the codimension n bifurcations are isolated in the
parameter space, generating a more global array of lower codimension bifurcations. It often makes
sense to add one extra parameter to the system, e.g., by varying a ‘constant’ coefficient. In such
cases, semi-global parts of the given n-dimensional bifurcation set can be understood as generic
slices in versal unfoldings of codimension n + 1 singularities. This can give great insight in the
structure of the given system, as we shall illustrate in two extensive case studies.

Keywords: Organising Centre, Bifurcations, Predator-prey Model, Normal-internal Reso-
nance.

2000 Mathematics Subject Classification: 58K45, 37C10, 34C23.

1 Introduction

Singularity Theory and Catastrophe Theory as originated by Whitney, Thom and Arnold [82,
94,7,8,92] are known to have wide applications in the field of dynamical systems and beyond.
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In particular this holds for modelling problems where ‘system parameters’ play a role. An
important example, which also is the focus of the present work, concerns bifurcation theory.
The theoretical studies of bifurcations deal with so-called universal problems. This means that
sufficiently many parameters are available for (uni-) versality of generic families of dynamical
systems in the context at hand, under a relevant equivalence relation. This has led to the
classification of generic, local bifurcations as reported in, e.g., [5,52,63,43].

In many applications models have a certain number, say n, of parameters. Moreover, the bi-
furcation analysis, taking place in the product of phase space and parameter space, is not
restricted to local features only. On the contrary, often the interest is the global organisation of
the parameter space regarding bifurcations, which can be both local and global. Here global bi-
furcations refer to homoclinic and heteroclinic tangencies [72], or to periodic and quasi-periodic
bifurcations [16, 23]. The present work focuses on the (semi-) global organisation of the pa-
rameter space in terms of local bifurcations. Generically we only meet bifurcations of codi-
mension not exceeding the given number n of parameters. The bifurcations of codimension n

correspond to isolated points in the parameter space and these act as organising centres of
the bifurcation diagram, according to the principle of Singularity Theory. With V.I. Arnold ( [8],
Part II. Catastrophe Theory) we say: “It may be that the most astounding conclusion from the
large number of ‘classification’ problems in singularity and bifurcation theory is that a compar-
atively small list of standard forms (the cusp (semi-cubical), the swallowtail, ...) turns out to be
universal, and serves in a large number of different theories, between which, at first glance, no
connection at all is present.”

The main interest of this research is the following. In many examples the (semi-) global array
of codimension n points (and their connections) is generated by one or more codimension
n + 1 bifurcation points outside the given family, but in a certain sense ‘near’ to it. This can
be made clear by adding a suitable extra parameter to the family (often one of the coefficients
of the model). The given family then can be viewed as a generic n-dimensional section or
slice in a (n + 1)-dimensional parameter space. Compare with the so-called ‘path formalism’
[49, 50]. As we shall illustrate by our examples, the codimension n + 1 points then generate
the array of codimension n bifurcations in a semi-global or even global way; in this way the
bifurcations of codimension less than or equal to n are subordinate to one or more codimension
n + 1 singularities. Colloquially we say that they act as ‘organising centres’, also compare
with [31,32,33,34,95,61,85]. To fix thoughts consider the following example.

(Organising Centre) A two-parameter family with cusps and folds, as they occur in the catas-
trophe set of the two-parameter family of functions [7,82,94]

fκ,η(x) = x5 + bx3 + κx2 + ηx,

where x ∈ R and where η, κ ∈ R are parameters. Recall that the catastrophe set of a family of
functions is given by the projection of the set of singular points (i.e. points for which f ′κ,η(x) = 0)
on the parameter space. Figure 1(a) shows the catastrophe set for the case that b > 0: two
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cusp points are joined by three fold curves. In the case b < 0 (not shown), there is just a single
fold curve in the form of a parabola.

If we consider b to be a parameter as well, then Figure 1(a) is a slice of the three-dimensional
catastrophe set of the family, which has a swallowtail bifurcation occurring at (κ, η, b) = (0, 0, 0)
as organising centre; see Figure 1(b).

Catastrophe theory deals with critical points of real functions, but the above idea applies just
as well within the context of local bifurcations of vector fields, where the codimension 0 strata
contain Morse-Smale dynamics, e.g., compare with [71, 43]. For similar examples see below.
For an interpretation of the present example in an optimisation problem, see §5.

A second message that we shall touch upon more briefly is the complication of the bifurcation
geometry by resonances. To fix thoughts, consider an autonomous model, where the coeffi-
cients are made time-periodic or quasi-periodic in a perturbative way. In practice this situation
often is attained by a normalisation or averaging process. Our claim is that the dynamics and
bifurcation geometry of the autonomous ‘principal part’ in the product of phase- and parameter
space is complicated and fine-structured by perturbative (quasi-) periodicity. Generically, this
occurs in a way that is theoretically predictable. Here key notions are Cantorisation of bifur-
cation diagrams in the product of phase- and parameter space, and in particular the fraying of
certain bifurcation boundaries, c.f. [15,24,23,20,18,22,54,88,75].

2 A Predator-prey Model

The first example consists of a particular family of planar vector fields, which models the dy-
namics of the populations of predators and their prey in a given ecosystem, and which is a
variation on the classical Volterra-Lotka system [65, 86]. For the latter system the change of
the prey density per unit of time per predator, called the response function [76], is proportional
to the prey density. This means that there is no saturation of the predator when the amount
of available prey is large. However, it is more realistic to consider a nonlinear and bounded
response function, and in fact different response functions have been used in the literature to
model the predator response, see [3,12,55].

For instance, Zhu et al. [95] have studied recently the following predator-prey model

⎧⎪⎨
⎪⎩

ẋ = x(a− λx)− yP (x) (prey),

ẏ = −δy + yQ(x) (predator).
(2.1)

The variables x and y denote the density of the prey and predator populations respectively,
while P (x) is a non-monotonic response function [2] given by

P (x) =
mx

αx2 + βx + 1
, (2.2)
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where α, m are positive and where β > −2
√

α. Observe that in the absence of predators, The
number of prey increases according to a logistic growth law. The coefficient a represents the
intrinsic growth rate of the prey, while λ > 0 is the rate of competition or resource limitation
of prey. The natural death rate of the predator is given by δ > 0. In Gause’s model [48] the
functionQ(x) is given byQ(x) = cP (x), where c > 0 is the rate of conversion between prey and
predator. For further discussion on the biological relevance of the model see [75,29,95,74].

In this section, we investigate the following family

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

ẋ = x

(
1− λx− y

αx2 + βx + 1

)
(prey),

ẏ = y

(
−δ − μy +

x

αx2 + βx + 1

)
(predator),

(2.3)

where α ≥ 0, δ > 0, λ > 0, μ ≥ 0 and β > −2
√

α are parameters. We note that (2.3) is
obtained from (2.1) by adding the term −μy2 to the second equation and after scaling x and y,
as well as the parameters and the time t. In this way we take into account competition between
predators for resources other than prey, see [10,11]. The non-negative coefficient μ is the rate
of competition amongst predators.

Our goal is to understand the structurally stable dynamics of (2.3) and in particular the attrac-
tors with their basins where we have a special interest for multi-stability. We investigate the
bifurcations between the open regions of the parameter space that concern such dynamics,
thereby giving a better understanding of the family.

We also address the modification of this system where a small parametric forcing is applied in
the parameter λ, as suggested by Rinaldi et al. [73]. We put

λ = λ(t) = λ0

(
1 + ε sin

(
2π

w
t

))
, (2.4)

where ε < 1 is a perturbation parameter and w is a constant. We shall discuss how this
modification effects the results for the autonomous system (2.3), which then serves as principal
part of the forced system. We are particularly interested in the occurrence of ‘large scale’
strange attractors.

Remark 2.1. In addition to (2.4), we could also have set

a = a(t) = a0

(
1 + ε sin

(
2π

w
t

))
,

which models seasonal growth rate fluctuations, see for instance [73]. More generally, the
periodic forcing terms may be replaced by quasi-periodic terms.

2.1 Sketch of Results

In what follows we describe the results on the autonomous system (2.3).
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Trapping domains and Reduced Morse-Smale portraits. The investigation concerns the
dynamics of (2.3) in the closed first quadrant clos(Q) where Q = {(x, y) ∈ R

2|x > 0, y > 0}
with boundary ∂Q, which are both invariant under the flow. We shall show that system (2.3)
has a compact trapping domain Bp ⊂ clos(Q): all orbits in clos(Q) enter Bp after finite time
and do not leave it again. For the moment we restrict the attention to structurally stable (or
Morse-Smale) dynamics. In the interior of Bp, there can be at most two stable equilibria and
possibly one saddle-point. We study these singular points using algebraic tools, occasionally
supported by computer algebra. Also we numerically detect several cases with one or two
limit cycles. Here we often use numerical continuation, where algebraic detection of Hopf or
Bogdanov-Takens bifurcations helps to initiate the continuation process.

Since limit cycles are hard to detect mathematically, our approach is to reduce, by surgery,
the structurally stable phase portraits to new portraits without limit cycles. During surgery we
change a part of the phase space by smooth cutting and pasting [66, 69]. Next, with the help
of topological means (Poincaré-Hopf Index Theorem, Poincaré-Bendixson Theorem [66, 71])
we find a complete classification that is of great help to understand the original system (2.3).
Compare with Figure 2.

Notation Name Incidence
TC1 Transcritical
TC2 Degenerate transcritical SN1 + TC1

TC3 Doubly degenerate transcritical SN2 + TC2

PF 1 Pitchfork
PF 2 Degenerate pitchfork PF 1 + SN1

SDZ2 Symmetric double zero PF 1 + H1

SN1 Saddle-node
SN2 Cusp SN1 + SN1

BT 2 Bogdanov-Takens SN1 + H1 + L1

BT 3 Degenerate Bogdanov-Takens BT 2 + H2 + DL2

NF 3 Singularity of nilpotent-focus type SN2 + BT 2 + L2 + H2

NE3 Singularity of nilpotent-elliptic type SN2 + BT 2 + L2 + H2

H1 Hopf
H2 Degenerate Hopf H1 + SNLC1

L1 Homoclinic (or Blue Sky)
L2 Homoclinic at saddle-node L1 + SN1

DL2 Degenerate homoclinic L1 + SNLC1

SNLC1 Saddle-node of limit cycles
HE1 Heteroclinic

Table 1: List of bifurcations occurring in systems (2.3), (3.6) and (3.7). This notation will be kept throughout. All
bifurcations are local except the latter five, which are global. In all cases the subscript indicates the codimension
of the bifurcation. In the column ‘Incidence’ we put the subordinate bifurcations of the highest codimension. See
[1,43,44,52,63] for details concerning the terminology and fine structure.

Organization of the parameter space. Our main interest is the dense-open subset of the
parameter space 5 = {α, β, μ, δ, λ} with structurally stable dynamics. The complement of this
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set is the bifurcation set, which consists of strata of different codimension.

It turns out that the parameters δ and λ play a minor role and that we can describe the bifur-
cation set as follows. Let Δ = {(δ, λ) ∈ R

2|δ > 0, λ > 0} and W = {(α, β, μ) ∈ R
3|α ≥ 0, β >

−2
√

α, μ ≥ 0}. We fix (δ, λ) ∈ Δ and bifurcations of (2.3) are described in the space W. To
discuss this we introduce the projection

Π : W ×Δ → Δ, (α, β, μ, δ, λ) �→ (δ, λ),

studying all fibers Π−1(δ, λ). This argument works as long as the fibers are transversal to the
bifurcation set consisting of singularities of nilpotent-focus type (NF 3), in which case we only
have to consider bifurcations of codimension less than or equal to 3. It turns out that this is
the case in the complement of a smooth curve C in Δ, compare with Figure 3(a). Indeed the
bifurcation set in W, up to diffeomorphisms, is constant above each open region Δ1 and Δ2,

separated by C, see [27, 28, 29]. Above the curve C there is a folding of the bifurcation set
whenever the fiber Π−1(δ, λ) is tangent to it.

When restricting to Δ1 and Δ2 the codimension 3 bifurcations inW act as organising centres.
This means that when taking two-dimensional sections in W we see a semi-global picture or-
ganized by the trace of the codimension 3 bifurcations, compare with [29]. For each region
Δ1 and Δ2 the associated bifurcation set in W is depicted in Figure 3(b) and Figure 3(c), re-
spectively. Figure 3(c) shows that the bifurcation set possesses several codimension 2 curves
subordinate to four codimension 3 points which act as organising centres. Now we explain how
to understand the bifurcations up to codimension 1.

Organising centres and two-dimensional bifurcation diagrams. Given the organising cen-
tres of the bifurcation sets inW, we take two-dimensional sections Si, i = 1, . . . , 6, transversal
to the codimension 2 curves as indicated in Figure 3. Each two-dimensional section intersects
codimension 0 strata in several open regions separated by codimension 1 curves. The two-
dimensional bifurcation diagrams are depicted, emphasising the basins of attraction and the
possible multi-stability.

We illustrate our strategy in Figure 4 by presenting one of the two-dimensional bifurcation
diagrams (in S1). For the other two-dimensional diagrams see [29,74].

Limit cycles and homoclinic loops. Limit cycles may be created by Hopf bifurcations (H1)
(see for instance regions 1 and 7 of Figure 4, by saddle-node bifurcations of limit cycles
(SNLC1) (see regions 9 and 11 of the same Figure 4 and by homoclinic bifurcations (L1)
(or Blue Sky catastrophe [1], see regions 1 and 12 in Figure 4. The occurrence of limit cycles
is investigated numerically (continuation) with help of Matlab [53], Matcont [51] and AUTO [42].

As said before, all local bifurcations can be detected algebraically, which is not the case for
the global bifurcations L1 and SNLC1. Again we resort to numerical continuation methods,
using various codimension 2 bifurcations to create initial data. For example, in Figure 4, the
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degenerate Hopf bifurcation H2 ‘generates’ the curve SNLC1, while the Bogdanov-Takens
bifurcation BT 2 ‘generates’ the curve La

1.

2.2 Parametric forcing

Dynamical properties of system (2.3) with parametric forcing (2.4) can be expressed in terms
of the stroboscopic map

Pε : R
2 → R

2, (x, y) �→ ϕ1
ε(x, y), (2.5)

where ϕt
ε denotes the flow of the time-periodic system written as a three-dimensional vector

field Xε = Xε(x, y, t;α, β, μ, δ, λ). Fixed points of Pε correspond to periodic solutions ofXε with
period w, and similarly invariant circles of Pε correspond to invariant 2-tori of Xε.

We discuss here the general relationship between the autonomous system X0, which here
plays the role of principal part, and the time-periodic perturbation Xε for |ε| small. A number of
dynamical properties of Pε are considered, as these follow from more or less classical pertur-
bation theory [4, 30, 31, 52]. First of all hyperbolic periodic points (including fixed points) of P0

persist for Pε, for ε � 1, as well as their local stable and unstable manifolds. We note that glob-
ally the stable and unstable manifolds generically will behave different by separatrix splitting,
giving rise to (transversal) homoclinic and heteroclinic tangles. Secondly, local bifurcations are
persistent. In particular, this holds for saddle-node and cusp bifurcations of periodic points but
also for the Hopf bifurcations of these periodic points. In the latter case (for which the three-
dimensional vector fieldXε gives Neı̆mark-Sacker bifurcations), we encounter resonances due
to the interaction of internal (‘natural’) and forcing frequencies. The strong resonances are
more involved [4, 30, 31, 59, 73, 81], but in the case of weak resonances, near the Hopf curve,
the limit cycle turns into a Pε-invariant circle. In a corresponding three-dimensional section in
W, the associated rotation number is rational in a dense-open array of Arnol’d tongues em-
anating from the Hopf curve. Here the circle dynamics is of Kupka-Smale type [71], which
corresponds to frequency locking with periodic forcing. For a large measure set outside the
tongues the invariant circles are quasi-periodic with Diophantine rotation number. The invariant
circles break up further away from the Hopf curve in a complicated way, compare with [30]. The
saddle-node bifurcation of limit cycles in X0 turns into a quasi-periodic saddle-node bifurcation
for Pε [23,24] with all the ensuing dynamical complexity [38,39,40], also compare with [26]. In
a systematic study of the attractors of Pε as a function of the parameters, we expect the same
complexity as described in [25,30,31], for more background also compare with [67,72]. In this
investigation the present study of the autonomous system provides a skeleton.

In this section we restrict to the numerical detection of a few attractors of Pε near homoclinic
connections in the autonomous system X0. More precisely we consider the two-dimensional
bifurcation diagrams of X0, looking for the loci of homoclinic orbits (L1 in Figure 4 and La

1, Lb
1

in Figure 4. These loci can be continued in the ε-direction for ε ≥ 0. In particular, we look at
a neighbourhood of L1 where complicated dynamics related to homoclinic tangencies are to
be expected. As an example, we plot a few attractors for Pε in Figures 5 and 6, for parameter
values near the homoclinic curve La

1 in region 9 of Figure 4. We have numerical evidence for
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the following statements. Figure 5 shows a strange attractor that consists of 11 connected
components mapped by Pε to one another in a cyclic way. These components in Figure 6
‘connect’ in a scenario called heteroclinic tangency (or boundary crisis), compare [30]. A more
systematic approach of this and related time-periodic systems is subject of future research.

Remark 2.2. When applying quasi-periodic forcing to system (2.3), local bifurcations in (2.3)
give rise to quasi-periodic bifurcations [24,23]. In the case of Hopf bifurcation, resonances are
encountered between internal and forcing frequencies [75, 85]. See §3 and §5 for details on
resonant dynamics.

3 Quasi-periodic Response Solutions at A Strong Resonance

Our second case originates from Stoker’s problem [79], which asks for response solutions in
quasi-periodically forced damped oscillators. To be definite, as a leading example we consider
the forced Duffing – Van der Pol oscillator

ÿ +
(
a + cy2

)
ẏ + by + dy3 = εf(ω1t, . . . , ωmt, y, ẏ, a, b, c, d, ε).

Here the perturbation f is assumed to be periodic in its first m arguments with period 2π. This
non-autonomous second order differential equation can be written as a vector field (in system
form) ⎧⎪⎨

⎪⎩
ẋj = ωj , j = 1, . . . ,m,

ẏ1 = y2,

ẏ2 = − (
a + cy2

1

)
y2 − by1 − dy3

1 + εf(x1, . . . , xm, y1, y2, a, b, c, d, ε),

(3.1)

defined on the phase space m×2 = {(x1, . . . , xm), (y1, y2)}. Here m =m /(2πm) denotes the
standard m-torus and x = (x1, . . . , xm) ∈m is called internal variable. Moreover, y1 = y

and y2 = ẏ are called normal variables. To begin with, we may take f independent of (c, d),
including only (a, b) as parameters. Accordingly, for the moment we abbreviate σ = (a, b).
However, we note that for later purposes and as an illustration of our main message we shall
take (a, b, c, d) as parameters. Throughout we fix the frequency vector ω ∈m, but in certain
other cases ω may be included as an extra multi-parameter. Finally ε ∈, with |ε| � 1, is a
perturbation parameter. We assume f and all other functions to depend infinitely differentiably
(or smoothly) on all their arguments.

Note that (3.1) is a skew system in the sense that the internal dynamics are independent of
the normal variables. This allows one to focus on the influence of the internal dynamics on the
normal dynamics, without having to take care of internal resonances. It is assumed that the
frequencies ω1, . . . , ωm are rationally independent, in which case the forcing is called quasi-
periodic.

The existence of a quasi-periodic response solution of frequency vector ω reduces to the ex-
istence of an invariant m-torus of (3.1) in the phase space m×2, which is a graph y = y(x)
over m × {0}; each such m-torus corresponds to an m-parameter family of response solutions
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y = y(x(t)). In the case of strong damping |a| 	 1 (with a either positive or negative) the
problem is solved in [79]: in a more contemporary language, it reduces to the persistence of
normally hyperbolic invariant m-tori close to m × {0} ⊂n ×2; the corresponding region in the
parameter space often is called the ‘Stoker domain’. The problem is more involved in the case
of small damping |a|, as we shall discuss now. For details see [15,24,23,41,20,75].

3.1 Quasi-periodic Hopf Bifurcation

In the case that |a| � 1 small divisors enter into the problem, as was already observed by
Moser [68], which makes application of KAM theory necessary. This, among other things,
involves Diophantine conditions on the frequency vector ω = (ω1, . . . , ωm). Given positive con-
stants τ and γ, these conditions require that

|kω − �α(σ)| ≥ γ|k|−τ ,

for all k ∈m \{0} and for � = 0, 1, 2. Here is the standard inner product and |k| = Σ|kj |.
Moreover α(σ) =

√
4b− a2 is the normal frequency, also see below. For τ > m − 1 and

γ > 0 small, the corresponding set of Diophantine frequency vectors has positive measure; for
details see, e.g., [23, 24, 41]. Note that a Diophantine frequency vector surely has rationally
independent components, which brings us in the above quasi-periodic set-up.

Generically this setting involves a Hopf bifurcation of the corresponding free oscillator. Fixing
a Diophantine frequency vector ω, one needs at least two parameters to describe the phe-
nomenon well; we first restrict to cases where we can take σ = (a, b), for a near 0.

Normal-internal resonance. To explain what is going on, we generalize the above set-up by
considering the family of vector fields

Xσ,ε(x, y) = ω + Zσ,ε(x, y) (3.2)

= ω + (A(σ)y + B(y, c, d) + εF (x, y, σ, c, d, ε)) y,

where (x, y) ∈m ×2, using the shorthand notation ω =
∑m

j=1 ωj
∂

∂xj
. Note that in the above

example (3.1)

A(σ) =

(
0 1
−b −a

)
, B(y, c, d) =

(
0

−cy2
1y2 − dy3

1

)
,

recalling that σ = (a, b). Also we consider the vector field

Nσ(x, y) = ω
∂

∂x
+ A(σ)y

∂

∂y
,

which is the normal linear part of the unperturbed invariant m-torus m × {0} ⊂m ×2, see
[24]. We note that Nσ is of Floquet form, i.e., independent of the internal variable x ∈m . Let
μ(σ) ± iα(σ) denote the complex conjugate eigenvalues of A(σ). In the Duffing – Van der Pol
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example (3.1) we assume that a2 < 4b, noting that μ(σ) = −a and α(σ) =
√

4b− a2. In general
we call ω1, . . . , ωm the internal frequencies and α the normal frequency of the unperturbed
m-torus.

A normal-internal k : � resonance of m × {0} occurs if

kω + �α(σ) = 0, (3.3)

for some k ∈m and � ∈ not both equal to zero. The smallest absolute value |�|, where �

ranges over all integers for which there is a k ∈m such that (3.3) holds, is called the order of
the resonance. Resonances of order up to 4 are called strong resonances [81, 5]; all other
resonances are called weak. If for σ = σ0 the torus m × {0} is respectively non-resonant,
weakly resonant or strongly resonant, the value σ0 is called a non-degenerate, weakly resonant
or strongly resonant quasi-periodic Hopf bifurcation value.

The weakly resonant case. The non-degenerate quasi-periodic Hopf bifurcation, as well as
its weakly resonant analogue, have been investigated by Braaksma and Broer [15] for Diophan-
tine internal frequency vectors ω. For small positive values of , system (3.2) has in its parameter
space a codimension 1 submanifold H, carrying a quasi-periodic Hopf bifurcation set Hc that
has positive measure inH. The setHc is found by KAM theory. At every point σ ∈ Hc, two open
disk-shaped regions Aσ and Rσ exist in the complement of H and separated by H meet with
infinite order of contact at Hc. For parameter values in Aσ, the vector field has an attracting
normally hyperbolicm-dimensional invariant torus close to m×{0}; for values inRσ, a repelling
one. Moreover, there are two possibilities regarding invariant (m + 1)-dimensional tori of (3.2).
This distinction depends on the type (supercritical or subcritical) of the autonomous Hopf bifur-
cation as it occurs in the free oscillator given by (3.2) for ε = 0. Indeed, there exists a subset
H+

c ⊂ Hc of positive (relative) measure, such that for σ ∈ H+
c there is another disk A+

σ ⊂ Aσ

in the supercritical case, or R+
σ ⊂ Rσ in the subcritical case. In the first case, for parameter

values inA+
σ there exists an invariant attracting (m+1)-torus in the system; in the second case,

there is an invariant repelling (m + 1)-torus for parameter values in R+
σ . All these invariant tori

are of finite differentiability; the size of sets Aσ,A+
σ etc. shrinks if we impose a higher degree

of differentiability. The disks A+
σ , Aσ, R+

σ and Rσ are all found by centre manifold theory. For
more details see [15,23,24].

In the context of the Duffing – Van der Pol example (3.1), we sketch in Figure 7 the situation
in the parameter space for the case where σ = (a, b), so in a two-dimensional parameter
space. At the present level the quasi-periodic Hopf bifurcation has codimension 2. Loosely
speaking, μ serves as bifurcation parameter, while α keeps track of the normal frequency.
For a discussion how a one-parameter Hopf-Landau family relates to a two-parameter quasi-
periodic Hopf bifurcation, see [23]. Now we shall consider cases of strong normal-internal
resonances, a proper discussion of which requires the availability of more parameters.

Remark 3.1.
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1. Central for the above results is a quasi-periodic normalisation process [15,24], also see
below, which leads to a principal part based on the standard Hopf bifurcation for planar
vector fields (and close to the one in the underlying free oscillator). After normaliza-
tion and truncation a m+1-symmetry can be factored out. Here the normal linear part
N = Nσ(x, y), for σ ∈ Hc, plays a fundamental role. The (relative) equilibria then roughly
correspond tom-tori and the periodic solutions to (m + 1)-tori. For more details, general-
isations and references see [15,18,24,23,41,20,57,58].

2. We recall that in the periodic case m = 1 the boundary between the attracting and
repelling m-tori (i.c., periodic solutions), away from the strong resonances, is smooth;
this case is known by the names Hopf-Neı̆mark-Sacker [52,63]. The weak resonances do
play a role in the occurence of Arnold tongues [5,80,21] related to phase-lock dynamics
on the normally hyperbolic 2-tori that branch off. In the present casem ≥ 2 the boundary
between the attracting and repellingm-tori is expected to become ‘frayed’ by the normal-
internal resonances (3.3).

It is to be noted that in [15,24,23] the resonance holes have a somewhat proof generated
character. In [75, 87] the expectation of a ‘frayed’ (and non-smooth) boundary is given
further ground by showing the existence of resonant dynamics.

3.2 Normal-internal Resonance: Setting of the Problem

We are interested in the complement of the parameter domains with normally hyperbolic in-
variant m- and (m + 1)-tori. This complement consists of countably many resonance holes
(or bubbles) related to the normal-internal resonances (3.3), in particular for the cases with
� ≥ 3. Compare with Figure 7. For persistent case studies in the context of a quasi-periodic
saddle-node bifurcation, see Chenciner [38,39,40].

We extend the research initiated by Gambaudo [45] and Wagener [87] on the strong reso-
nances with � = 1, 2, both for the casesm = 1 andm = 2, compare with [75]. After appropriate
averaging [19, 16, 77] and truncation, in [45, 87] a m-symmetry can be divided out and a bifur-
cation analysis of the resulting principal part is held, centered around the (relative) equilibria.
The corresponding ‘local’ bifurcations have been tracked down, and also certain ‘semi-global’
phenomena occur in the analysis. This is exactly what makes the example fit in the present
discussion.

To be precise, for the cases � = 1 and � = 2, the bifurcation diagrams are completed. For the
former case, the bifurcation diagram of the principal part is understood completely by taking the
codimension 3 singularity of nilpotent-elliptic type [43], found in [87] as organising centre. As a
direct consequence, we also find a codimension 2 degenerate Hopf bifurcation, which was still
absent from [45,87]. For both the cases � = 1, 2 we add curves of homoclinic and heteroclinic
global bifurcations to the bifurcation diagram, with help of AUTO [42] and Matlab [53].

The first step in the analysis of the quasi-periodic case amounts to understanding the peri-
odic case. Though these two scenario’s are strongly related the quasi-periodic case is more
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involved than the periodic one. The fact that the resonating normal frequencies are dense in
the set of all normal frequencies implies that the overall quasi-periodic picture has a lot more
fine-structure.

3.3 Further Background

For a systematic bifurcation analysis of the periodic resonances see Takens [81]. There, with
help of normal form theory the generic strong (1 : � for � = 1, . . . , 4) and weak (� ≥ 5) reso-
nances of periodic response solutions were studied by their Poincaré mappings and a corre-
sponding vector field principal parts. For the 1 : 4 resonance see [59,60].

In this respect, the 1 : 1 resonance, also see [5, 6, 13, 14], gives rise to the Bogdanov-Takens
bifurcation. However, from a practical point of view, the Bogdanov-Takens bifurcation does not
fully describe what happens generically to the response solutions of a driven damped oscillator
at resonance. Indeed, for certain parameter values, there are two response solutions, while
for others there are none. However under natural hypotheses, like e.g. the friction coefficient
growing sufficiently quickly with amplitude, a topological argument can be employed to show
the existence of at least one response solution in the oscillator [37]. With help of index theory
it is shown that at least one equilibrium exists in the oscillator dynamics.

This implies that simultaneously to the response solutions related to the Bogdanov-Takens
bifurcation, there is yet another response solution, which, for parameter values close to the
Bogdanov-Takens bifurcation value, is ‘far away’ and thus is not captured by a local analysis.
Holmes and Rand [56,52] gave a semi-global analysis of the 1 : 1 resonance in a special case
where all response solutions are captured. The term ‘semi-global’ here means that after aver-
aging and scaling, we consider phenomena in a given ‘large’ region of the phase space, rather
than in the infinitesimally small regions related for purely local bifurcation analysis. Compare
with, e.g., [87,62,70,61].

The analysis of Holmes and Rand was extended by Gambaudo [45] to a semi-global bifurca-
tion analysis of the generic codimension 2 cases of strong resonances. Note that recently a
beginning has been made of analysing resonances of periodic response solutions at degen-
erate resonant bifurcations [21]. In that case resonances 1 : � are strong if � ≤ 6 and weak
otherwise. As we find families of degenerate Hopf bifurcations in our analysis, the phenomena
reported in [21] will probably occur in our system as well.

3.4 Sketch of Results

In [87] Wagener has taken up the semi-global analysis of driven damped anharmonic oscilla-
tors at resonant bifurcation in case that the driving is quasi-periodic instead of periodic, see
the set-up (3.2). In this context, the 1 : 1 resonance gives rise to quasi-periodic Bogdanov-
Takens bifurcation. As mentioned before, in the first step of such an investigation normalising
or averaging techniques are applied [6, 80, 35, 36, 19, 60], that permit to write the system as a
periodically forced system with a small quasi-periodic perturbation term. Working in a different
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parametrisation from [56, 52, 45], and considering a third natural parameter, analysis of the
periodic part yields that in the 1 : 1 resonance, the two generic cases reported in [45] can be
seen as subfamilies of a generic three-dimensional bifurcation diagram that is organised by a
singularity of nilpotent-elliptic type (see [43]).

The analysis initiated in [87] is completed in [75], also see [76], by taking the singularity of
nilpotent-elliptic type as organising centre of the bifurcation diagram and exploring the implica-
tions of this. In this way, the occurrence of degenerate Hopf bifurcations in the 1 : 1 resonance
case is shown. We compute all global bifurcation curves that are known from the analysis of
the singularity of nilpotent-elliptic type, except those relating to ‘boundary bifurcations’. The
latter concerns tangencies of the vector field to the boundary of any small neighbourhood con-
taining the singularity [44]. Note that this concept is not related to the transcritical bifurcation.
Further, a complete two-dimensional bifurcation diagram for the case 1 : 2 resonance is given,
also see [61,62,70,45,84]. In the quasi-periodic context, this gives rise to quasi-periodic 1 : 2
resonant bifurcation.

Moreover, the differences between periodicity and quasi-periodicity are spelled out more fully.
For instance, as said before, in the periodic case the Hopf bifurcation set is a smooth manifold.
In the quasi-periodic case, it is shown in [87] that every resonance between the perturbing
quasi-periodic frequency ω and the Floquet exponent α of the free oscillator generically gives
rise to a resonance hole. This gives further ground to the expectation that the Hopf bifurcation
set is frayed. We shall invoke quasi-periodic bifurcation theory [38,24,91] to investigate which
portions of the local bifurcation diagram persist under small perturbations. In the bifurcation
diagram there are quasi-periodic Hopf bifurcation sets for which the present analysis can be
applied repeatedly: in this way resonance within resonances are found, as in, e.g., [9]. For a
Hamiltonian analogue of the present program see [22].

Resonant normal forms. Let kω + �α0 = 0 for either � = 1 or � = 2. For λ close to iα0,
performing successive ‘normal form’ or ‘averaging’ transformations [19,16,36,22] and scaling
of phase phase and parameter space, yields a coordinate system relative to which the vector
field X is of the form

X = ωx + δ2 �
(
λz +iθ |z|2z + z̄	−1

)
z + δ3Z̃ .

See [75] for details. We put

Z0 = �(λz +iθ |z|2z + z̄	−1)z . (3.4)

From the more precise results derived in [76, 29] it follows that X can actually be put in the
form

X = ωx + δ2
(
Z0 + δZ1 + δNZ2

)
, (3.5)

where Z1 is an integrable vector field, and where N can be choosen arbitrarily large. The
present semi-global context motivates the study of this equation for � = 1 and � = 2.
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Bifurcation analysis of the k : 1 resonance. Now we perform a bifurcation analysis of the
vector field Z0, see (3.4), for the case � = 1. The analysis is complete with respect to local
bifurcations, which are obtained analytically. Using numerical tools like Matlab [51, 53] and
AUTO [42], we detect global bifurcations, i.e., homoclinic loops and saddle-node bifurcations
of limit cycles.
Consider the principal part

Z0 = �
(
λz +iθ |z|2z + 1

)
z . (3.6)

We shall see that the bifurcation diagram of this family has a codimension 3 singularity of
nilpotent-elliptic type as organising centre ‘outside this family’. Observe that Z0 is symmetric
with respect to the group generated by the involutions

(t, z, λ, θ) �→ (t, z̄, λ̄,−θ) and (t, z, λ, θ) �→ (−t,−z,−λ, θ + π).

Because of this symmetry, we can restrict our attention to the part of parameter space for which
0 ≤ θ ≤ π/2.

Figure 8 gives a graphical overview of our results on the position of the bifurcation manifolds
that correspond to local bifurcations of codimension 1 and 2. The codimension 2 bifurcation
curves corresponding to cusp and Bogdanov-Takens bifurcations are indicated in Figure 8(a).
Figure 8(b) shows the relative positions of the codimension 1 bifurcation manifolds in the vicinity
of a NE3 point.

We extend the description of the bifurcation diagram of equation (3.6) given in [87]. In Figure
9, we plot all singularities of system (3.6) for the two-dimensional section S2 of Figure 8(a),
as well as the generic phase portraits of the system for parameters in different regions of the
bifurcation diagram. For the two-dimensional section S1 see [76,75].

We find all local bifurcations of (3.6): saddle-node (SN1), Hopf (H1), cusp (SN2), Bogdanov-
Takens (BT 2) and degenerate Hopf (H2) bifurcations, which are expected from the bifurcation
diagram of a singularity of nilpotent-elliptic type [44]. We also retrieve homoclinic (L1) and
saddle-node of limit cycles bifurcations (SNLC1); these are found using the numerical pack-
ages AUTO [42] and Matlab [53,51] respectively.

Remark 3.2. System (3.6) also contains a global feature, namely, a large homoclinic loop of a
hyperbolic saddle-point, which is not explained by the NE3 point. This large homoclinic loop is
detected by AUTO [42]. See Figure 9.

Bifurcation analysis of the k : 2 resonance. As in our previous investigation, here we
perform a bifurcation analysis of the vector field Z0, see (3.4), for the case � = 2. As remarked
before, in this case it is sufficient to consider two bifurcation parameters. The local bifurcations
in the � = 2 case have already been given in [45, 87]; in this section, after briefly recalling
those results, global bifurcations are determined numerically whose existence follows from our
knowledge of the local bifurcation diagram.
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Consider the principal part
Z0 = �

(
λz +iθ |z|2z + z̄

)
z . (3.7)

As before, this is a two-parameter family of planar vector fields (parameterised by λ ∈ C) as
we shall treat θ as a generic constant. Observe that Z0 is symmetric with respect to the group
generated by the two involutions

(z, λ, θ) �→ (z̄, λ̄,−θ) and (z, λ, θ) �→ (−z, λ, θ).

Because of this symmetry, we restrict our attention to those values of θ satisfying 0 ≤ θ ≤ π.

The bifurcation diagram of (3.7) is depicted in Figure 10. From the occurrence of a Bogdanov-
Takens bifurcation, we infer the existence of a homoclinic bifurcation curve L1. One symmetric
double zero SDZ2 bifurcation gives rise to curves of saddle-nodes of limit cycles SNLC1,
Hopf bifurcations H1 and homoclinic loops L1. This last curve ends on the curve of pitchfork
bifurcation PF 1; at that point, a curve of heteroclinic bifurcation points HE1 departs that ends
on a line of saddle-nodes of equilibria SN1. At the other SDZ2 point, we have a second curve
of heteroclinic bifurcations HE1, also ending on a saddle-node line.

For � ≥ 3 techniques from KAM theory (see [16]) can be applied to show the existence of
invariant tori close to T

m × {0}, also compare with [31,32,24].

4 Related Settings

The approaches in §3 and §4 both fit into a larger frame of related research, including many
applications. For details we refer to [29,75] and their bibliographies. In this section we present
a few further illustrations of the organising centre principle, though we do not attempt to be
complete.

4.1 Meteorological Dynamics

The Lorenz84 climate model [64] is a three-dimensional vector field depending on four ‘phys-
ical’ parameters a, b, F and G. The model is obtained from the so-called ‘primitive equations’
(which are Navier-Stokes based) of the atmosphere by a procedure involving a Galerkin pro-
jection, i.e., truncation to low modes of a Fourier expansion of the solution, see [83]. Regarding
the numbers of degrees-of-freedom and of control parameters the Lorenz84 system is the sim-
plest model describing atmosphere dynamics at midlatitudes of the northern hemisphere. Due
to the severe truncation, however, the model is not suitable for quantitative predictions or sta-
tistical studies. Its main climatological appeal lies in the simple representation of a dominant
physical process in the atmosphere, namely the interaction between westerly jet stream and
baroclinic waves.

In [78] a bifurcation analysis is given of a principal part vector field, in dependence of the two
parameters F,G; in most research on the subject a and b are kept constant. This analysis
forms the basis of many ensuing studies on Lorenz84. For the present purposes we just
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mention [31,32,83,85]; referring for further reading to their extensive bibliographies. In [83], the
effect on the (F,G) bifurcation diagram of varying a third parameter b is studied. Next, in [31,85]
the parameters (F,G) are made periodic in a perturbative way, thereby modelling seasonal
effects. This amounts to a three-dimensional Poincaré return map analysis, depending on
three parameters.

In all these cases, it turns out that quite a few local codimension 2 bifurcations act as organising
centers, among which a Hopf saddle-node (HSN) bifurcation [52,63] as well as several strong
resonances [5,81]. Moreover, behind the semi-global array of bifurcations a few singularities of
higher codimension act as organising centers; among those are certain degenerate Bogdanov-
Takens and Hopf bifurcations [43] and degenerate versions of the HSN bifurcation. Many
of the latter have not yet been studied theoretically and certain models are recently being
investigated [34]. It should be mentioned that in the HSN model for maps, in the analysis of
a normal-internal resonance, once more underlying degenerate Bogdanov-Takens and Hopf
bifurcations act as organising centers. Compare with §4 above and with, e.g., [75]. For a
theoretical link of the climate models with chaos see [32,33].

4.2 Economic Dynamics

The Brock-Hommes [17] model for price dynamics of risky assets sketches a simplified picture
of a stock market. There are many agents on this market, who can invest in either a risky asset
(a stock) or a riskless asset (e.g. a bond). All prices are expressed in units of the riskless
asset, which pays a known fixed interest each period. The risky asset pays a random dividend;
moreover, the market price of this asset in the next period is unknown and therefore subject to
speculation.

Though there are many traders, in the simplest set-up it is assumed that their beliefs (or pre-
dictions) on the next-period price of the risky asset is of either of two types: there is the fun-
damental belief, which holds that the ‘true’ or ‘fundamental’ value of the risky asset is equal
to the discounted stream of future dividends, and which therefore expects that the next-period
price will be closer to the fundamental value than the current price. The other group of traders
is more pragmatic and expects, for example, that the next-period price can be predicted by
some linear extrapolation of recent prices. This prediction method is called ‘trend-chasing’ or
‘technical analysis’, as it mimics the kind of price chart analysis which is actually performed by
stock traders. Every period, a trader decides on the prediction rule to be used to determine his
demand for the risky asset on the basis of the past success of the two rules.

In a recent set of papers [47, 46], a variant of this model has been subjected to bifurcation
analysis, where three parameters were considered: the switching rate β (‘intensity of choice’),
which determines how precisely the traders perceive which strategy is the better of the two;
the adaptation rate v of the fundamentalist belief, determining the speed at which the price is
assumed to converge to the fundamental price; and the trend parameter g, which controls the
price change that trend chasers expect from the recent price data.
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Keeping first the parameters v and β at some ‘typical’ values, the following bifurcation scenario
is observed: for values of the trend parameter g smaller than 1, the fundamental steady state is
stable, and both fundamentalists and trend chasers make the same predictions: the market is
homogeneous. Then, as g increases, a pair of invariant circles are generated in a saddle-node
bifurcation far away from the fundamental state. The unstable circle then shrinks in size until it
vanishes in a subcritical Hopf bifurcation involving the fundamental steady state.

The economic interest of this scenario is the following: the deterministic dynamical system is
seen as an approximation to a stochastic situation, where for instance the supply of the risky
asset on the market is taken as a random quantity. Consider now parameter values such that
there are a stable fundamental steady state and a stable invariant circle in the system, each
having a basin of attraction. The stochastic dynamics follow the deterministic dynamics most of
the time, but if the shocks are great enough, the system can jump from one basin of attraction
to the other. These jumps will by necessity be uncorrelated in time. It follows that the resulting
market will have ‘quiet’ periods, for which the price is close to the fundamental, and ‘lively’
periods, for which the price is tracking the dynamics on the invariant circle.

The two bifurcations, saddle-node of invariant circles and subcritical Hopf bifurcation of the
fundamental steady state, seem to be unrelated in a one-parameter bifurcation study. But they
are seen to be connected when the system is studied with three parameters, for there is a
curve of degenerate Hopf bifurcations (H2 in Table 1.1) acting as organising centres of this
system.

4.3 Dynamic Optimisation

In a typical dynamic optimisation problem an evolution law of a system variable is given, for
instance the amount of capital available to a firm, the stock of pollutant in a lake or the position
of a ship with respect to the harbour. It is assumed that this evolution can be influenced by
exercising a control, like investing in capital in the first example, reducing pollution in the second
and changing speed or direction of the course of the ship in the last example. The object of
controlling the system is either to minimise some total cost or to maximise some total benefit
derived from the system. There is always a trade-off between several conflicting interests at
work. For instance, the manager of the firm tries to reach high production and high profits
through an accumulation of firm capital, but investment is costly; the local government dealing
with the lake has to weigh the interests of the farmers, whose use of artificial fertiliser pollutes
the lake, against those of tourists and water companies, who prefer very much a clean lake.
Finally, the ship’s captain tries to reach the harbour quickly, but without using too much fuel.

The optimal choice for the control is obtained from the solution of a certain dynamical system,
the state-costate system, that has twice as many variables as the dimension of the system’s
state. For the economic applications that we are interested in, this system is a perturbation of
an autonomous Hamiltonian system, where the perturbation term is related to the amount of
discounting of future costs relative to present costs. In this case, the autonomous system acts
as a principal part.
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Pollution of a lake. In the lake system as investigated in [89], there are three basic parame-
ters: the sedimentation rate b, which determines the speed at which the pollutant moves from
the water in the lake to the sediment at the lake’s bottom; the economic parameter c, which
determines the relative weight of the tourists’ interest relative to those of the farmers; and the
discount rate ρ described above.

As the sedimentation rate is a physical characteristic of the lake, in a first analysis this is kept
fixed. Also the discount rate is fixed, giving us a one-dimensional ‘slice’ or ‘probe’ of the three-
dimensional parameter space. For typical values of b and ρ, there are then three different
solution structures: for low values of c, it is always optimal to let the lake serve as a waste
dump, leading to a steady state of the lake where it is highly polluted. For high values of c, it is
likewise always optimal to restrict severely the use of fertiliser on the farmland surrounding the
lake, such that the lake can reach a clean steady state at which there is but little pollutant in
the lake. Finally, for intermediate values of c, one of the two options described is optimal, but
now this depends on the initial state of the lake.

It turns out that the separate regions are bounded by two codimension one heteroclinic bifurca-
tions of the state-costate system. If we now consider the system in the full three-dimensional
parameter space, the corresponding heteroclinic bifurcation surfaces end on two saddle-node
surfaces of equilibria of the state-costate system, that in turn meet in a curve of cusp bifurca-
tions. All these bifurcation curves are finally seen to originate in a Hamiltonian cusp bifurcation,
which, in this special set-up, is a codimension three organising centre. Note that the situation
here is different from a ‘generic’ dynamical system, where a Hamiltonian bifurcation would be
of infinite codimension; the difference is due to the special structure of economic optimisation
problems.

Optimal investment. The optimal investment problem of a monopolistic firm investigated
in [90] is analysed similarly. Here there are four parameters; the discount rate ρ and three
more parameters that model the ‘firm structure’, that is the structure of the firm’s costs and
revenues. There are now three different possible steady states, corresponding to a firm of
small, medium and large size, which may be reached by optimal investment schedules. The
structure of the bifurcation diagram that summarises which firm size will be obtained optimally
is suitably complicated, but it is as in the Lake Pollution problem organised by a single bifurca-
tion, in this case a Hamiltonian swallowtail that has codimension 4 in the set-up of an economic
optimisation problem. From the codimension 4 point, there is a curve of ‘ordinary’ codimension
3 swallowtail catastrophes projecting into our three-dimensional space of parameters. See
Figure 1.1 for the ordinary swallowtail catastrophe.

5 Concluding Remarks

We briefly summarize the program of this research, which mainly sits within the ‘general dissi-
pative’ setting without preservation of structure. In other cases (Hamiltonian, volume preserv-
ing, reversible, equivariant) the program has to be adapted, e.g., compare [22,20].
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A general and widely used approach to dynamical systems is the following, as reflected in the
textbooks [52,5]; also compare with, e.g., [92,6,19,35,49,50,77,81,80,59,60,87].

The first step is to identify and analyse a relevant principal part of the system, obtained by pro-
jections and truncations of the Taylor-Fourier series and in such a way that the original system
can be viewed as a perturbation of this principal part. Next, in the dissipative context, the at-
tention goes to the structurally stable or Morse-Smale ‘strata’ and a corresponding bifurcation
analysis, beginning with the principal part.

Our main message is that the analysis of the principal part often benefits from considering
more parameters. Certain semi-global arrays of bifurcations turn out to be subordinate to one
or more bifurcations of higher codimension.

Next, conclusions from the principal part analysis to bifurcations of the original systems run
by perturbation theory, often containing an application of Singularity Theory and an underlying
universal problem.

A second message then is how this bifurcation analysis of the principal part gets compli-
cated when periodic and quasi-periodic perturbations are applied. This complication and fine-
structuring is due to resonances and, generically, the effects on the bifurcation diagrams can
be well-described, [15,24,23,20,18,22,38,39,40,54,88,75]. We note that by the information
thus obtained, it is often possible to identify parameter regions where chaos might be found,
compare with §3.2 and, e.g., [29,32,33].
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[34] Broer, H.W., Simó, C. and Vitolo, R. 2005. The Hopf-Saddle-Node bifurcation for fixed
points of 3D-diffeomorphisms, analysis of a resonance ‘bubble’, preprint.

[35] Broer, H. W. and Takens, F. 1989. Formally symmetric normal forms and genericity, Dy-
nam. Rep. 2: 39–59.

[36] Broer, H. W. and Vegter, G. 1992. Bifurcational aspects of parametric resonance, Dynam.
Rep. (New Series) 1: 1–53.

[37] Cartwright, M. L. and Littlewood, J. E. 1945. On nonlinear differential equations of the
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