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#### Abstract

Retailers face the problem of finding the assortment that maximizes category profit. This is a challenging task because the number of potential assortments is very large when there are many stock-keeping units (SKUs) to choose from. Moreover, SKU sales can be cannibalized by other SKUs in the assortment, and the more similar SKUs are, the more this happens. This paper develops an implementable and scalable assortment optimization method that allows for theory-based substitution patterns and optimizes real-life, large-scale assortments at the store level. We achieve this by adopting an attribute-based approach to capture preferences, substitution patterns, and cross-marketing mix effects. To solve the optimization problem, we propose new very large neighborhood search heuristics. We apply our methodology to store-level scanner data on liquid laundry detergent. The optimal assortments are expected to enhance retailer profit considerably ( $37.3 \%$ ), and this profit increases even more (to $43.7 \%$ ) when SKU prices are optimized simultaneously.


Key words: retail assortments; optimization; product attributes; substitution; similarity; endogeneity; heuristics; micromarketing; pricing; hierarchical Bayes; Gibbs sampling
History: Received: May 29, 2009; accepted: May 3, 2013; Eric Bradlow and then Preyas Desai served as the editor-in-chief and Bruce Hardie served as associate editor for this article.

## 1. Introduction

Assortment is a key element of a retailer's marketing mix (Levy and Weitz 2004). It differentiates a retailer from its competitors and has a very strong influence on retail sales (Fox et al. 2004). Retailers face the problem of selecting the assortment that maximizes category profitability. The proliferation of stock-keeping units (SKUs) in the last few decades has made the problem of assortment selection even more challenging.

The academic literature has looked at assortment issues. One stream focuses on the impact of assortment reductions on purchase behavior and category sales (Boatwright and Nunes 2001, Borle et al. 2005, Broniarczyk et al. 1998, Drèze et al. 1994, Sloot et al. 2006). However, these studies offer little or no guidance on finding the optimal assortment.

Our study fits in a second stream of papers that offer methods to find the assortment that optimizes category profits. Both the marketing literature (e.g., Borin and Farris 1995, Chong et al. 2001, McIntyre and Miller 1999, Urban 1998) and the operations management literature (e.g., Kök et al. 2009, Mahajan
and van Ryzin 2001) have made significant contributions to solve the issue of assortment optimization. Although some headway has been made, practitioners and academics agree that more research is needed to provide feasible solutions to realistic assortment problems (Bucklin and Gupta 1999, Kök et al. 2009, Mantrala et al. 2009).

Specifically, the challenge of assortment optimization is compounded by the fact that the demand for SKUs cannot be assumed to be fixed; it is instead affected by the presence of other SKUs as a result of product substitution. Another challenge is to account for similarity effects: an item is a stronger substitute for similar items than it is for dissimilar items (Rooderkerk et al. 2011, Tversky 1972). Demand is also driven by own- and cross-marketing mix instruments such as price, promotion, and shelf space and by heterogeneous preference across stores (e.g., Montgomery 1997). Capturing these aspects in a response model is further complicated by the fact that assortments and prices observed in empirical data are unlikely to be exogenous. Finally, retailers have to decide not only about assortments but also about
pricing, and these decisions need to be customized to the store level (Rigby and Vishwanath 2006).

This paper develops an implementable and scalable assortment optimization method that meets these challenges. Our method allows for realistic, theorybased substitution patterns and is feasible to estimate and to optimize. The starting point is a SKU-level demand model with price, promotion, and shelfspace effects and with heterogeneous parameters across stores. Instead of SKU-specific intercepts and response parameters, we develop an attribute-based approach inspired by Fader and Hardie (1996) to obtain a parsimonious model. The model accounts for cross-SKU substitution and marketing mix effects, where the cross effects are moderated by the similarities between SKUs. Model estimation accounts for assortment and price endogeneity by using a Bayesian instrumental variable approach.

The paper also proposes a comprehensive optimization approach to find the assortment that maximizes retailer profit for a product category. We solve the assortment selection problem at the store level to address the need for store-level customization of the assortment (Rigby and Vishwanath 2006). We extend the optimization to jointly set SKU prices.

The assortment optimization problem is a highly nonlinear extension of a knapsack problem that is very hard to solve, especially for many SKUs. To overcome this challenge, we propose new local improvement heuristics that start from the current assortment and iteratively improve profitability by searching for better neighboring solutions.

We apply our methodology to three years of weekly store-level scanner data provided by Information Resources, Inc. (IRI). The data concern a liquid laundry detergent category with 61 SKUs from a French hypermarket retail chain. The optimal assortments are expected to enhance retailer profit considerably (37.3\%); this profit increases even more (to 43.7\%) when SKU prices are optimized simultaneously.

The remainder of this paper is organized as follows. Section 2 reviews the relevant literature on assortment optimization. Section 3 describes our methodology, consisting of an attribute-based SKU sales model and an optimization procedure. Section 4 describes the data, and $\S 5$ describes the model results. Next, §6 reports the optimization results. We conclude in $\S 7$ with a discussion of our results.

## 2. Literature Review

This section briefly discusses normative studies on assortment selection. For extensive reviews of this literature, we refer to Kök et al. (2009) and Mantrala et al. (2009). Table 1 offers a number of key characteristics of the studies.

A first point of differentiation between studies is the type of data that has been used. Borin et al. (1994) and Borin and Farris (1995) consider a supermarket assortment selection based on synthetic model parameters. Their objective is to maximize the return on inventory subject to space constraints. They solve a "small" problem (6 SKUs) and a "large" problem (18 SKUs) using a simulated annealing heuristic. Using the same data as Borin et al. (1994), Urban (1998) extends this methodology by proposing a greedy and genetic heuristic to solve the problem of jointly optimizing item selection, space allocation, and inventory policy. McIntyre and Miller (1999) consider an assortment selection problem based on data from an individual choice experiment regarding backpacks. They find a solution to their problem by applying an exhaustive search to a set of eight backpacks. The studies based on synthetic (Borin and Farris 1995, Borin et al. 1994, Smith and Agrawal 2000) or experimental (McIntyre and Miller 1999, Miller et al. 2010) data raise the issue of external validity. To overcome this issue, several of the studies reviewed in Table 1 (including ours) use empirically observed data.

We structure the rest of the discussion alongside the six key challenges that retailers face when optimizing assortments. These challenges were briefly mentioned in $\S 1$ but are discussed in more detail below. The columns in Table 1 correspond closely with these challenges, which highlight the points of differentiation between studies.

1. Choosing among large numbers of SKUs: A typical product category contains many dozens or hundreds of SKUs (Bucklin and Gupta 1999). Modeling a large set of SKUs imposes challenges for the demand model. We have to construct a parsimonious sales model to predict the sales for all SKUs in an assortment, including low-selling ones. Using SKU-specific parameters (which is what most studies in Table 1 do) means that every additional SKU needs extra parameters (e.g., an intercept). To mitigate this problem, we adopt the attribute-based approach that replaces intercepts by attribute dummies (Fader and Hardie 1996).

A large set of items complicates not only model estimation but also the optimization problem. It becomes very hard to solve, and exhaustive search is infeasible. Therefore, this study develops new heuristics that solve the problem within a reasonable amount of time.
2. Allowing for similarity effects: Key to any assortment optimization exercise is that the demand model accounts for similarity effects. Similarity effects imply that items whose attributes are more similar are more likely to compete for demand (Rooderkerk et al. 2011, Tversky 1972). Although some of the reviewed studies in Table 1 account for similarity effects, none of

Table 1 Overview of Selected Assortment Optimization Studies

| Study | Data type | Modeling of SKU parameters ${ }^{\text {a }}$ | Accounting for similarity effect | Marketing mix | Assortment endogeneity | Price endogeneity | Store-level optimization | Joint assortment and price optimization |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Borin and Farris (1995) | Synthetic | SKU-specific | No | Shelf space | No | No | No | No |
| McIntyre and Miller (1999) | Empirical ${ }^{\text {b }}$ | SKU-specific | No | Price | No | No | No | Yes |
| Smith and Agrawal (2000) | Synthetic | SKU-specific | Yes | None | No | No | No | No |
| Chong et al. (2001) | Empirical | Brand-specific | Yes | Price, Promotion | No | No | Yes | No |
| Mahajan and van Ryzin (2001) | Synthetic | SKU-specific | Yes | None | No | No | No | No |
| Kök and Fisher (2007) | Empirical | SKU-specific | Yes | Price, Promotion | No | No | Yes | No |
| Misra (2008) | Empirical | Attribute-based | Yes | Price | Yes | No | No | No |
| Miller et al. (2010) | Empirical ${ }^{\text {b }}$ | SKU-specific | Yes | Price | No | No | No | No |
| Sinha et al. (2012) | Empirical | Attribute-based | Yes | Price | No | No | Yes | Yes |
| This study | Empirical | Attribute-based | Yes | Price, Shelf space, Promotion | Yes | Yes | Yes | Yes |

${ }^{\text {a }}$ Modeling of SKU-specific parameters is SKU-based (separate parameter per SKU) or attribute-based.
${ }^{\text {b }}$ These studies use experimental data.
them allows for substitution patterns that are governed by attributes. We use choice theory to allow for attribute-based similarity effects in the demand model. Thus, we extend the Fader and Hardie (1996) approach by not only modeling preferences (intercepts) as a function of attributes but also modeling substitution patterns and cross-marketing mix effects.
3. Controlling for the marketing mix: Many studies ignore the role of (part of) the marketing mix (e.g., price, shelf space, promotional support) during demand estimation and/or assortment optimization. However, the marketing mix instruments have a profound effect on the demand for individual SKUs and need to be accounted for.
4. Accounting for assortment and price endogeneity: Retailers are likely to include SKUs in the assortment that (are expected to) sell well. Similarly, prices are set based on demand shocks that can be observed by the retailer but not by the researcher. Hence, assortments and prices are likely to be endogenous. Accommodating endogeneity is needed for consistent parameter estimates in the sales response function that are used in the optimization. To our knowledge this study presents the first method accounting for assortment and price endogeneity simultaneously.
5. Store-level optimization: Differences in store characteristics and demographics of the trade area challenge retailers to customize their marketing mix to the store level (Bambridge 2007, 2008; Campo et al. 2000; Mantrala et al. 2009; Montgomery 1997), including assortments. Leading retailers such as Macy's have realized that a "one size, one style fits all" strategy does not work and have begun tailoring a substantial part of their assortment to the local level (O'Connell 2008). Hence, Mantrala et al. (2009) label store-level customization as one of the key challenges that demands more research attention. To address this
issue, we develop a model that allows for heterogeneity in parameters across stores, and we then conduct store-specific assortment (and price) optimization.
6. Joint assortment and price optimization: Besides the assortment, another important element of the retailer's marketing mix are SKU prices. Personal communication with retailers has made it clear to us that most retailers use a two-stage optimization approach. First, they optimize the assortment. Next, they optimize the prices of the available SKUs. There seems to be potential to jointly optimize the assortment and SKU prices, and our approach offers this.

To conclude, Table 1 clearly shows that whereas some papers address some of the challenges, our paper addresses all of them. The key contribution is that we develop an implementable and scalable assortment optimization method that allows for theory-based substitution patterns yet is feasible to estimate and to optimize for real-life, largescale assortments. Our new method includes (i) an attribute-based demand model to capture preferences, substitution patterns, and cross-marketing mix effects; and (ii) heuristics that optimize retailer category profit subject to constraints such as the amount of available shelf space. The next section details the methodology of our approach.

## 3. Methodology

Our approach consists of a sales model, described in §3.1, and an optimization methodology, outlined in §3.2.

### 3.1. Sales Model

Before formulating our model, we look at a significant challenge encountered when developing a sales model: modeling SKU sales while retaining parsimony. We explain how modeling SKU sales at the
store level using attribute-based modeling helps overcome this challenge.
3.1.1. Modeling Framework. To model SKU sales, we develop a model for SKU sales at the store level. We choose store-level scanner data (as opposed to household-level scanner data) because they are often readily available, cost relatively little, and provide a census of sales of all SKUs in a store. This is especially important for low-selling items. Reliable sales measurement for these items (which could be problematic with household data) is crucial to assortment optimization, because these are the items that are possibly eliminated.

A critical issue when modeling sales at the SKU level is parsimony. A typical product category consists of many SKUs, which means that a large set of SKU-specific intercepts would have to be estimated (Hardie et al. 1998). A parsimonious approach to overcome this problem is using an attribute-based way of modeling, proposed by Fader and Hardie (1996). This approach is motivated by the assertion that consumers do not form preferences for each individual SKU in a particular product category but that these preferences are derived from preferences for the underlying attributes (e.g., size, flavor, color). Theoretical justification for this approach is offered in economics (Lancaster 1971) and psychology (Fishbein 1967).

Our model thus replaces SKU-specific intercepts by SKU attributes as in Fader and Hardie (1996). We take the approach one step further to accommodate the substitution between SKUs, both because of the mere presence of other SKUs and because of their marketing mix activities. Using SKU-specific parameters would increase the number of cross-effect parameters quadratically in the number of SKUs. Consequently, the number of parameters would quickly grow too large to estimate. To overcome this problem, we model cross-SKU substitution and cross-SKU marketing mix effects based on attribute-based similarity between SKUs. ${ }^{1}$
3.1.2. Model Formulation. We now develop our attribute-based demand model and highlight the role similarity variables play. We then compare our model with the commonly used aggregate logit model.

SKU Sales. Modeling SKU sales at the store level, we allow for flexible substitution patterns and nonlinear effects by starting with a log-log model

[^1]similar to the SCAN*PRO model (Wittink et al. 1988):
\[

$$
\begin{aligned}
& \log \left(S_{k t i}\right)=\underbrace{\alpha_{k i}}_{\text {[A] SKU-store intercept }}+\underbrace{\sum_{q=1}^{2} \beta_{k q i} \log \left(D_{k q t i}\right)} \\
& \text { [B] Own-price and shelf-space } \\
& +\underbrace{\sum_{q=3}^{5} \beta_{k q i} D_{k q t i}}+\underbrace{\sum_{\substack{k^{\prime}=1 /\{k\} \\
x_{k^{\prime} t i}=1}}^{K} \zeta_{k k^{\prime} t i}} \\
& \text { [C] Own-promotional support } \\
& \text { responsiveness } \\
& \text { [D] Cannibalization due } \\
& \text { to mere presence }
\end{aligned}
$$
\]

$$
\begin{align*}
& \text { [E] Cross-price and shelf-space } \\
& \text { responsiveness } \\
& +\underbrace{\sum_{\substack{q=3 \\
k_{k^{\prime}+i=1}^{\prime}=1 /\{k\}}}^{5} \sum_{k k^{\prime} q i} D_{k^{\prime} q t i}}_{\begin{array}{c}
\text { [F] Cross-promotional } \\
\text { responsiveness }
\end{array}}+\varepsilon_{k t i}^{\text {Sales }}, \tag{1}
\end{align*}
$$

where
$S_{k t i}=$ volume sales of SKU $k \in\{1, \ldots, K\}$ in week $t \in$ $\{1, \ldots, T\}$ in store $i \in\{1, \ldots, I\}$;
$x_{k t i}=1$ if SKU $k$ is present in week $t$ in store $i$ and is 0 otherwise; and
$D_{k q t i}=$ the value for marketing mix instrument $q$ for SKU $k$ in week $t$ at store $i$, where
$q=1$ represents the actual unit price,
$q=2$ represents the amount of shelf space,
$q=3$ represents the feature only activity ( 1 if yes, 0 if no),
$q=4$ represents the display only activity ( 1 if yes, 0 if no), and
$q=5$ represents the feature and display activity (1 if yes, 0 if no).
Our model offers three key extensions to the classic SCAN*PRO model. First, it controls for SKU shelf space. The more facings a SKU receives, the more shelf space it occupies and the more salient the product is. Second, our model allows for store-level heterogeneity (all parameters are indexed $i$ ). Third, the model explicitly accounts for cannibalization effects via term [D] in Equation (1) with parameters $\zeta_{k k^{\prime} t i}$ (explained below).

Parsimony. There are four ways in which parsimony is achieved in our model.

1. Parsimony in SKU intercepts: Following Fader and Hardie (1996), we replace SKU-store intercepts in (1) by a set of fixed store intercepts $\left(\alpha_{i}\right)$ and attribute dummies:

$$
\begin{equation*}
\alpha_{k i}=\alpha_{i}+\sum_{l=1}^{L} \sum_{m=1}^{M_{i}-1} \delta_{i l m} A_{k l m}, \tag{2}
\end{equation*}
$$

where $A_{k l m}=1$ if SKU $k$ possesses level $m$ of attribute $l$ and 0 otherwise.
2. Parsimony in own-marketing mix effectiveness: To achieve parsimony, we decompose the own effect $\beta_{k q i}$ for SKU $k$ belonging to brand $b$ in store $i$ and for marketing mix variable $q$ into two components:

$$
\begin{equation*}
\beta_{k q i}=\gamma_{q i}+\theta_{q b(k)}, \tag{3}
\end{equation*}
$$

where $\theta_{q b(k)}$ is brand-specific responsiveness to marketing variable $q$ and $\gamma_{q i}$ is the store-specific effect. The rationale for (3) is that SKUs from the same brand react in a similar way to changes in their own marketing mix, whereas there may be systematic differences across stores in the marketing mix responses (e.g., Hoch et al. 1995).
3. Parsimony in the cross-marketing mix effectiveness: Most of the model complexity is due to the high number of cross effects (i.e., the number of marketing mix instruments $\times$ the number of SKUs $\times$ (the number of SKUs -1$) \times$ the number of stores). To alleviate this problem, we model the cross-marketing mix effects as follows: ${ }^{2}$

$$
\begin{equation*}
\forall k^{\prime} \neq k: \quad \beta_{k^{\prime} k q t i}=\lambda_{q i}+\sum_{l=1}^{L} \mu_{q l i} \operatorname{SIM}_{k k^{\prime} l t i} \tag{4}
\end{equation*}
$$

where $\operatorname{SIM}_{k k^{\prime} l t i}$ is the similarity between SKU $k$ and $k^{\prime}$ on attribute $l$ in store $i^{\prime}$ s assortment in week $t$. We operationalize the similarity variables below. The rationale for (4) is that the more similar two SKUs are, the stronger their cross effects are expected to be (e.g., van Heerde et al. 2004). Parameter $\lambda_{q i}$ captures between-store heterogeneity.
4. Parsimony in the cannibalization terms. Consistent with the idea that more similar SKUs have stronger substitution patterns (e.g., Tversky 1972), we model the substitution effects by attribute-level similarity measures:

$$
\begin{equation*}
\forall k^{\prime} \neq k: \quad \zeta_{k k^{\prime} t i}=\sum_{l=1}^{L} \kappa_{l i} \operatorname{SIM}_{k k^{\prime} l t i} . \tag{5}
\end{equation*}
$$

After substituting Equations (2)-(5) in the sales Equation (1), we obtain the final sales equation:

$$
\begin{aligned}
& \log \left(S_{k t i}\right)=\underbrace{\alpha_{i}+\sum_{l=1}^{L} \sum_{m=1}^{M_{l}-1} \delta_{i l m} A_{k l m}}_{[\mathrm{A}] \text { SKU-store intercept }}+\underbrace{\text { ris. }}_{\begin{array}{c}
{[\mathrm{B}] \begin{array}{c}
\text { Own-price and shelf-space } \\
\text { responsiveness }
\end{array}}
\end{array} \sum_{q=1}^{2}\left(\gamma_{q i}+\theta_{q b(k)}\right) \log \left(D_{k q t i}\right)}
\end{aligned}
$$

[^2]\[

$$
\begin{align*}
& +\sum_{q=1}^{2} \lambda_{q i} \sum_{k^{\prime}=1 /\{k\}}^{K} \log \left(D_{k^{\prime} q t i}\right) \\
& \underbrace{\text { responsiveness }}_{\text {[E1] Cross-price and shelf-space }} \text { } \\
& \text { responsiveness } \\
& +\underbrace{\sum_{q=1}^{2} \sum_{l=1}^{L} \mu_{q l i} \sum_{\substack{k^{\prime}=1 /\{k\} \\
x_{k^{\prime} t i}=1}}^{K} \mathrm{SIM}_{k k^{\prime} l t i} \log \left(D_{k^{\prime} q t i}\right)}_{\begin{array}{c}
\text { [E2] Similarity-based moderation of } \\
\text { cross price and shelf space responsiveness }
\end{array}} \\
& +\underbrace{\sum_{q=3}^{5} \lambda_{q i} \sum_{\substack{k^{\prime}=1 /\{k\} \\
x_{k^{\prime} t i}=1}}^{K} D_{k^{\prime} q t i}}_{\begin{array}{c}
\text { [F1] Cross-promotional } \\
\text { responsiveness }
\end{array}} \\
& +\underbrace{\substack{\text { Sales }}}_{\substack{q=3 \\
\sum_{l=1}^{5} \sum_{\begin{subarray}{c}{k^{\prime}=1 /\{k\} \\
x_{k^{\prime} t i}=1} }}^{L} \mu_{q l i} \sum_{\substack{\text { Similarity-based moderation of cross- } \\
\text { promotional responsiveness }}}^{K} \mathrm{SIM}_{k k^{\prime} l t i} D_{k^{\prime} q t i}}\end{subarray}} . \tag{6}
\end{align*}
$$
\]

Similarity Variables. The similarity between SKU $k$ and $k^{\prime}$ on either the nominal or metric attribute $l$ in store $i^{\prime}$ s assortment in week $t, \operatorname{SIM}_{k k^{\prime} l t i}$, is specified such that it varies between 0 (minimum similarity) and 1 (maximum similarity). A key requirement is that the similarity between two SKUs on a given attribute should not only reflect the similarity of their own attribute levels in an absolute sense but also vis-à-vis the full distribution of attribute levels in the assortment. In particular, if two items share the same level of a nominal attribute (e.g., fragrance), their perceived similarity should be stronger when their shared attribute level occurs less frequently (Goodall 1966). We obtain this by defining

$$
\mathrm{SIM}_{k k^{\prime} l t i}=\mathrm{I}\left\{A_{k l}=A_{k^{\prime} l}\right\} \cdot(1-\underbrace{\frac{1}{N_{t i}} \cdot \sum_{\substack{k^{\prime \prime}=1 \\
x_{k^{\prime \prime} t i}=1}}^{K} \mathrm{I}\left(A_{k^{\prime \prime} l}=A_{k l}\right)}_{\begin{array}{c}
\text { Fraction of SKUs sharing } \\
\text { an attribute level }
\end{array}})
$$

if attribute $l$ is nominal, (7a)
where
$I(\cdot)=$ an indicator function that is 1 if its argument holds and is 0 otherwise;
$A_{k l}=$ the level attained by a SKU on attribute $l$ such that $A_{k l}=m \Leftrightarrow A_{k l m}=1$; and
$N_{t i}=$ the number of SKUs present in week $t$ in store $i$.
Figure 1 illustrates how this works for a fragrance attribute. If $90 \%$ of the SKUs share the same Aloe vera attribute level (panel a), the fragrance similarity between two Aloe vera SKUs is 0.10 . However, if the
attribute is less common and only $50 \%$ of the present SKUs have it, the similarity increases to 0.50 (panel b), whereas it would be as high as 0.90 if $10 \%$ of the SKUs share the focal level (panel c).

For metric attributes, the similarity definition also needs to take into account the uniqueness of the exact same attribute level. On top of that, and consistent with frequency theory (Parducci 1965, Parducci and Wedell 1986), two SKUs are perceived to be more similar when there are fewer SKUs with attribute values in between the attribute values of the two focal SKUs.

Figure 1 Similarity Variables for Nominal Attributes


We achieve both requirements by defining

$$
\begin{aligned}
& \operatorname{SIM}_{k k^{\prime} l t i} \\
& =1-\underbrace{\left(\frac{1}{N_{t i}} \cdot \sum_{\substack{k^{\prime \prime}=1 \\
x_{k^{\prime \prime} t i}=1}}^{K} \mathrm{I}\left(\min \left\{A_{k l}, A_{k^{\prime} l}\right\} \leq A_{k^{\prime \prime} l} \leq \max \left\{A_{k l}, A_{k^{\prime} l}\right\}\right)\right)}_{\text {Fraction of SKUs with an attribute level between } A_{k l} \text { and } A_{k^{\prime} l}}
\end{aligned}
$$

if attribute $l$ is metric. (7b)
Equation (7b) defines the similarity between two SKUs as one less the fraction of SKUs in between the two SKUs. The definition is illustrated in Figure 2 for a volume attribute. The more SKUs that are in between two items, the less similar they become, as desired. Also, the fewer items that share the same attribute, the more similar the items that share this attribute (as shown in Figure 3).

Comparison to Aggregate Logit Model. A commonly adopted demand model is the aggregate logit model (e.g., Kök and Fisher 2007, Mahajan and van Ryzin 2001, Misra 2008), often motivated based on its roots in utility maximization. A commonality between our model and the aggregate logit model is that both allow for non-IIA substitution patterns (i.e., substitution patterns where more similar items compete more strongly). The aggregate logit model achieves this by aggregating across heterogeneous consumer tastes, whereas our approach directly models cross effects as a function of attribute similarity. The latter property is desirable because it offers insights into which attributes enhance cross-item competition the most. It also facilitates predicting demand for SKUs that are not yet part of the assortment during the assortment optimization.

Another reason we do not adopt the aggregate logit model is that it is essentially a market share model, whereas we need to predict sales levels. The aggregate logit model needs to make assumptions about the outside good to estimate the parameters. Our approach directly models sales without the need of outside good assumptions. Please refer to the online appendix of Sinha et al. (2012) and the paper by Chintagunta and Nair (2011) for a thorough discussion on the role of these assumptions.
3.1.3. Assortment and Price Endogeneity. Our sales model assists the retailer in the optimization of the assortment and SKU prices. Because the observed assortments and prices are unlikely to be exogenous, we account for endogeneity during the estimation of the sales model. We achieve this through a Bayesian instrumental variable approach (Rossi et al. 2005, Chapter 7). That is, we introduce two instrumental variable equations for the SKU presence and price and correlate their error terms with the sales equation error.

Figure 2 Similarity Variables for Metric Attributes When SKUs Have Different Attribute Levels

(b) Bell-shaped distribution

(c) Bimodal distribution


We assume that there is a latent attractiveness $U_{k t i}$ of including SKU $k$ in the assortment of store $i$ in week $t$. We use a binary probit model that says that the SKU is included in the assortment $\left(x_{k t i}=1\right)$

Figure 3 Similarity Variables for Metric Attributes When SKUs Have the Same Attribute Levels
(b) Bell-shaped distribution

(c) Bimodal distribution

when the latent attractiveness exceeds 0 and is left out of the assortment otherwise $\left(x_{k t i}=0\right)$. We model the latent attractiveness as a linear function of the exogenous variables in the system and a set of instrumental
variables (IVs). We use the same covariates in the equation for the endogenous variable log unit price of SKU $k$ in store $i\left(D_{k 1 t i}\right)$.

The IVs have to be sufficiently strong yet valid, i.e., uncorrelated with the demand error term. Following the prior literature (e.g., Albuquerque and Bronnenberg 2009; Chintagunta 2001; Ioannou et al. 2011; Nevo 2000, 2001), we use two types of IVs: costrelated IVs and IVs based on geographically distant observations. We apply our approach to liquid laundry detergents. For the cost-related IVs, we looked at the costs that go into producing, packing, and transporting liquid laundry detergents. Key ingredients of laundry detergents are alkalines and chlorines, and we use weekly data on their global joint price index from U.S. Labor Statistics as an IV. A next IV is the monthly price of plastics, a key component of the packaging of liquid laundry detergents, from the Institute National de la Statistique et des Etudes Economiques, the French Bureau of Statistics (note that the data are French). To capture transportation costs, we use as an IV the monthly raw diesel price, also from the French Bureau of Statistics.

The second set of IVs are based on marketing variables observed in geographically distant observations. We took as IVs, for each store in turn, the average price, feature only, display only, feature and display, and a dummy for SKU presence across 10 far-away stores. This approach capitalizes on the strong regional difference in grocery brand preferences in France (e.g., Ataman et al. 2007). The online appendix (available as supplemental material at http://dx.doi.org/10.1287/ mksc.2013.0800) offers more details.

To further reduce the likelihood of a same-week common demand shock affecting the endogenous variables and the IVs, we lagged all IVs by one week. We tested the strength of the IVs by running AngristPischke multivariate $F$-tests for excluded instruments (Angrist and Pischke 2009, pp. 217-218). We conclude that the IVs are sufficiently strong because their $p$-values are all $<0.01 .^{3}$

Error Correlation. We correlate the errors of the focal sales equation with those of the presence and price equations. The error covariance matrix is store specific. It is a full matrix with one element (variance of the latent SKU attractiveness) set to 1 for the identification of the probit component. Formal definitions of the IV equations are provided in the online appendix.

[^3]Model Estimation. We allow for fixed store intercepts in the sales and IV equations. Consistent with previous literature (Blattberg and George 1991, Boatwright et al. 1999, Montgomery 1997), we define the remaining store-specific parameters to be independently and identically distributed (i.i.d.) according to a Normal distribution. In addition, we model the brand-specific parameters to be i.i.d. Normal. For more details about the prior distributions, refer to the online appendix.

We estimate the model with Gibbs sampling (Boatwright et al. 1999, Rossi and Allenby 1993), as outlined in the online appendix. We have conducted simulation tests confirming that we can retrieve the model parameters, including the ones for the endogenous regressors. All prior distributions are chosen to be uninformative. We run the Gibbs sampler for 100,000 draws and retain each 10th draw of the last 50,000 draws. Visual inspection confirms convergence of the Gibbs chain. We subsequently used Raftery and Lewis's (1996) test for Markov chain Monte Carlo (MCMC) convergence (implemented in the "coda" package in Matlab; see page 170 of LeSage 1998). This test confirms that the burn-in and inference samples are sufficiently large. The procedure resulted in 5,000 draws used for inference of the posterior distribution.

### 3.2. Optimization Methodology

We now look at the assortment optimization problem. We propose an efficient solution method and extend it to the joint assortment and price optimization problem.
3.2.1. Retail Assortment Selection Problem. We formulate the retail assortment selection problem (RASP) as a constrained profit-maximization problem at the store level. The central component of the retailer's objective function is the expected sales for an included SKU in the focal store's assortment. More specifically, we compute the expected sales over a quarter. This is the typical planning horizon for major assortment revisions (Misra 2008). We account for the attractiveness of SKUs in promotional weeks by simulating $N_{P C}$ promotional calendars and averaging the quarterly sales across those simulated calendars. We simulate the promotional calendars by drawing, for each SKU, the feature and display activity from a binomial distribution. The probability in every week is equal to the historical proportion of weeks for that promotional activity for that SKU.

The set of SKUs available for inclusion in the assortment is $U=\{1, \ldots, K\}$. Binary decision variables $\left\{x_{k i}\right\}_{k=1, \ldots, K}$ are equal to 1 if SKU $k$ is included in the assortment of store $i$ and are 0 otherwise. $\hat{S}_{k i}^{(z)}\left(x_{i}\right)$ is the estimated sales of SKU $k$ in store $i$ for promotional
calendar $p c$ for posterior draw $z$, conditional on the selected assortment $x_{i}=\left[x_{1 i}, \ldots, x_{K i}\right]$ :

$$
\begin{align*}
\hat{S}_{k i}^{(z)}\left(x_{i}\right)= & \frac{1}{N_{P C}} \cdot \sum_{p c=1}^{N_{P C}} \sum_{t=1}^{13}\left(\exp \left(\alpha_{i}^{(z)}+\sum_{l=1}^{L} \sum_{m=1}^{M_{l}-1} \delta_{l m i}^{(z)} \cdot A_{k l m}\right)\right) \\
& \cdot\left[\prod_{q=1}^{2} D_{k q i}\left(\gamma_{q i}^{(z)}+\theta_{q b(k)}^{(z)}\right) \prod_{q=3}^{5}\left(\gamma_{q i}^{(z)}+\theta_{q b(k)}^{(z)}\right)^{D_{k q q i}^{p c}}\right] \\
& \cdot\left[\prod_{\substack{k^{\prime}=1 /\{k\} \\
x_{k^{\prime}}=1}}^{K} \exp \left(\sum_{l=1}^{L} \kappa_{l i}^{(z)} \mathrm{SIM}_{k k^{\prime} l i}\right)\right. \\
& \cdot\left[\prod_{q=1}^{2} D_{k^{\prime} q i}\left(\lambda_{q i}^{(z)}+\sum_{l=1}^{L} \mu_{l q i}^{(z)} \cdot \operatorname{SIM}_{k k^{\prime} l i}\right)\right. \\
& \left.\left.\cdot \prod_{q=3}^{5}\left(\lambda_{q i}^{(z)}+\sum_{l=1}^{L} \mu_{l q i}^{(z)} \cdot \mathrm{SIM}_{k k^{\prime} l i}\right)^{D_{k^{\prime} q t i}^{p c}}\right]\right], \tag{8}
\end{align*}
$$

where
$z=\{1, \ldots, Z\}$ indicates the posterior draw of the corresponding parameter,
$p c=\left\{1, \ldots, N_{P C}\right\}$ indicates the promotional calendar draw,
$D_{k q i}=$ the regular value of price $(q=1)$ or shelf space $(q=2)$ of SKU $k$ in store $i$, and
$D_{k q t i}^{p c}=$ the promotional support of SKU $k$ in store $i$ for promotional calendar draw $p c$.
The retailer wants to maximize expected category profit across the planning horizon of a quarter. Revenues are the sum across all included SKUs of the expected unit sales of the SKU times its unit retail price. The retailer incurs three types of costs: (a) purchasing, (b) order, and (c) inventory costs. Purchasing costs are the wholesale price that has to be paid to the manufacturer. We model the order and inventory costs according to the efficient order quantity (EOQ) model (Axsäter 1996, Wilson 1934, Zheng 1992). The EOQ model provides the optimal order quantity that minimizes the sum of order and inventory costs across the planning horizon. The derivation of the EOQ and corresponding costs can be found in the online appendix.

The RASP involves finding the store-level assortment that maximizes retail profit while satisfying a set of constraints. Combining expected revenues, the three types of costs, and the EOQ model leads to the following objective function for expected retail profit:

$$
\begin{align*}
& \underset{x_{i}}{\text { Maximize }} \\
& \qquad \begin{array}{r}
\Pi_{i}^{\text {Retailer }}=\frac{1}{Z} \sum_{z=1}^{Z}(\sum_{\substack{k=1 \\
x_{k i}=1}}^{K} \hat{S}_{k i}^{(z)}\left(x_{i}\right) \cdot \underbrace{\left(D_{k 1 i}-w_{k i}\right)}_{\text {Gross unit retail margin }} \\
\\
-\underbrace{\sqrt{2 \cdot \hat{S}_{k i}^{(z)} \cdot \mathrm{OC} \cdot H_{k i}}}_{\begin{array}{c}
\text { Total quarterly ordering and } \\
\text { inventory costs }
\end{array}}),
\end{array}
\end{align*}
$$

where
$D_{k 1 i}=$ the unit price of SKU $k$ when selected in the assortment of store $i$,
$w_{k i}=$ the wholesale price of SKU $k$ in store $i$,
$\mathrm{OC}=$ the fixed order costs, and
$H_{k i}=$ the quarterly holding costs for SKU $k$ in store $i$.
Equation (9) shows that the ordering and inventory costs are concave in the expected quarterly sales of a SKU in the focal store. This reflects the retailer's desire for a concentration of sales in a few number of SKUs, because this is easier from an administrative point of view and hence less costly to supply.

The constraints, subject to which retailer profit is optimized, are as follows:

$$
\begin{gather*}
\sum_{k=1}^{K} D_{k 2 i} x_{k i} \leq \tau_{i},  \tag{10}\\
\sum_{k=1}^{K} x_{k i} \leq \eta_{i},  \tag{11}\\
\sum_{k \in U_{\text {current }, i}} x_{k i} \geq \chi \cdot N_{\text {current, } \mathrm{i}},  \tag{12}\\
\sum_{k=1}^{K} D_{k 1 i} \hat{S}_{k i}\left(x_{i}\right) \leq(1+\pi) \cdot \bar{D}_{\cdot 1 i} \cdot \sum_{k=1}^{K} \hat{S}_{k i}\left(x_{i}\right),  \tag{13}\\
\sum_{k=1}^{K} D_{k 1 i} \hat{S}_{k i}\left(x_{i}\right) \geq(1-\pi) \cdot \bar{D}_{\cdot 1 i} \cdot \sum_{k=1}^{K} \hat{S}_{k i}\left(x_{i}\right),  \tag{14}\\
x_{k i} \in\{0,1\}, \tag{15}
\end{gather*}
$$

where
$D_{k 2 i}=$ the amount of shelf space occupied by SKU $k$ when included in store $i$ 's assortment;
$\tau_{i}=$ the available amount of shelf space for the category in store $i$;
$\eta_{i}=$ the maximum number of SKUs that can be included in the assortment of store $i$;
$U_{\text {current }, i}=$ the set of SKUs in the current assortment $\left(U_{\text {current }, i} \subset\{1, \ldots, K\}\right)$;
$\chi=$ the fraction of SKUs in the current assortment that should remain on the shelf;
$N_{\text {current }, i}=$ the number of SKUs currently in the assortment of store $i$;
$D_{k 1 i}=$ the unit price of SKU $k$ when selected in the assortment of store $i$;
$\bar{D}_{.1 i}=$ the average unit price per item sold in the current assortment of store $i$;
$\hat{S}_{k i}=$ the expected quarterly sales of SKU $k$ in store $i$, i.e., $\hat{S}_{k i}=(1 / Z) \sum_{z=1}^{Z} \hat{S}_{k i}^{(z)}$; and
$\pi=$ the maximum allowed price change with respect to the average current price.
The value of every Greek symbol in the optimization problem $\left(\tau_{i}, \eta_{i}, \chi, \pi\right)$ is set by the retailer. We refer to these as control parameters. In addition,
the retailer provides the cost parameters $\left(w_{k i}, \mathrm{OC}\right.$, and $H_{k i}$ ) in the objective function. The remaining input parameters are statistics about the current assortment or follow from the estimated sales model. We outline each of the constraints in turn below.

Category-Space Restriction. Constraint (10), which the retailer faces, requires that the total space occupied by the selected items does not exceed the available space for the category. In our empirical application, we use the amount of space occupied by the current assortment.

Assortment-Size Restriction. A second restriction (11) is that the size of the assortment (i.e., number of SKUs) cannot exceed a certain upper bound. Larger assortments increase the costs for the retailer because of increased handling and administrative costs. In addition, consumers incur higher search costs. Larger assortments could even lead to consumer confusion (Broniarczyk 2008). To avoid these adverse effects, retailers may want to impose a restriction on the assortment size. In the application, we set the upper bound $\left(\eta_{i}\right)$ equal to the number of SKUs in the current assortment ( $N_{\text {current, }} i$ ) in constraint (11).

Assortment-Change Restriction. Retailers may also prefer assortments not to change too drastically from one period to the next. Large changes could lead to dissatisfaction and consumer confusion. Constraint (12) requires that a prespecified fraction of the SKUs in the current assortment remain on the shelf.

Price-Level Restriction. A change in assortment could result in a substantial increase or decrease of the assortment's average price level through the inclusion of very (in)expensive SKUs compared with the current assortment. A large increase in the assortment's price level is undesirable because this increases the likelihood that consumers consider the store to be too expensive and decide to do their shopping elsewhere. On the other hand, a considerable decrease in the price level may spark retaliatory actions by competitors and result in a price war (van Heerde et al. 2008). Therefore, similar to the store-level price optimization by Montgomery (1997), we include a price-level constraint to preserve the retailer's current price level. The pricelevel constraint limits the change in the average price per unit sold to a maximum of $\pi \times 100 \%$. Equations (13) and (14) limit price increases and decreases, respectively.
3.2.2. Efficient Solution Method: Very Large Neighborhood Search Heuristic. The RASP is a difficult problem; a special problem case, the (linear) knapsack problem, is already an NP-complete problem (Kellerer et al. 2004). Consequently, it is unlikely that the problem can be solved in a time that is polynomial in the size of the input (Papadimitriou and Steiglitz 1982). Finding a feasible solution
that satisfies all constraints is compounded by the time-consuming evaluation of the expected sales of every SKU potentially included in the assortment.

A further challenge is that constraints (13) and (14) are nonseperable in the decision variables because these constraints are functions of the SKU demand estimates, which in turn are nonseperable functions of the decision variables. This precludes the use of Kök and Fisher's (2007) iterative heuristic to solve the optimization problem, because it capitalizes on the separability of the constraints. ${ }^{4}$ Therefore, we develop improvement heuristics that start with a feasible solution and iteratively try to obtain a better solution (Ahuja et al. 2002). We employ neighborhood search heuristics that at each iteration attempt to achieve improvement by searching the "neighborhood" of the current solution (Ahuja et al. 2002). Because the neighborhood is very large in every step, our heuristics can be classified as very large neighborhood search (VLNS) heuristics (Ahuja et al. 2002).

We use the current assortment as our starting solution and look at $k_{\max }$-distance neighborhoods, which contain all solutions of which the assortment vector $\left(x_{i}\right)$ differs in maximum $k_{\max }$ instances compared with the current assortment. For example, for $k_{\max }=1$, a neighbor can be obtained by deleting or adding one SKU. And for $k_{\max }=2$, a neighbor can be obtained by deleting or adding two SKUs from the current assortment or by replacing a SKU from the current assortment by one that is not yet in it. We have implemented the heuristics in Matlab R2012b, and we describe them in more detail in the online appendix.
3.2.3. Joint Assortment and Price Optimization. An important extension of our assortment optimization methodology is the joint optimization of assortment and prices. To this end, we integrate a pricing heuristic in our assortment optimization heuristic. The idea behind this neighborhood search heuristic is that every SKU can be included in the assortment with one of a finite number of price levels. To avoid too-strong price swings, we consider three (regular) price levels: keep the current price, price $-5 \%$, and price $+5 \%$. We define a price configuration as the combination of price levels obtained by the SKUs in the focal assortment. The pricing heuristic moves between neighboring price configurations. We look at $p_{\max }$-distance neighborhoods, which contain all price configurations in which the price levels of maximum $p_{\max }$ SKUs differ with respect to their levels in the focal price configuration. For example, for $p_{\max }=1$, a neighbor can be obtained by changing the price level of one of the available SKUs. And for

[^4]Table 2 Descriptive Statistics for the Liquid Laundry Detergent Category

| Measure | Estimate |
| :--- | :---: |
| Unit of sales | 1 liter |
| Number of stores | 54 |
| Number of SKUs in chain | 61 |
| Number of weeks | 156 |
| Number of attributes (number of metric attributes) | $3(1)$ |
| Number of attribute levels across attributes | 34 |
| Average number of available SKUs per store per week (SD) | $30.92(5.28)$ |
| Average amount of shelf space per store per week | $18.33(5.49)$ |
| in meters (SD) |  |
| Average amount of shelf space per SKU in meters (SD) | $0.59(0.31)$ |
| Average number of units sold per week per store (SD) | $3,559(2,053)$ |
| Average price per unit sold (EUR per unit) | 1.88 |
| Minimum price per unit (EUR per unit) | 0.47 |
| Maximum price per unit (EUR per unit) | 3.65 |

$p_{\text {max }}=2$, a neighbor can be obtained by changing the price levels of a pair of SKUs. The online appendix offers more details and explains how we jointly optimize assortment and prices.

## 4. Empirical Application

The data we use are obtained from IRI and concern 54 stores from a large national French retailer. A total of 156 weeks of weekly store-level scanner data are available for the period of September 2002-September 2005. We use data from the liquid laundry detergent category. Table 2 provides descriptive statistics for this category. For an average store, there is space for close to 31 SKUs, whereas there are 61 SKUs available to choose from. Hence, for an average store, the number of possible assortments is gigantic: $\binom{61}{31}=2.33 \times 10^{17}$. Full enumeration and evaluation would take a very long time even on very fast computers.

The attributes and corresponding levels are listed in Table 3. All SKUs are uniquely identified using three attributes: brand (nominal), fragrance (nominal), and volume (metric). For identification, we have to set one of the level parameters to zero for each attribute in Equation (1). We set the levels "Private label 2," "Basic," and "3 liter" to zero. ${ }^{5}$ We operationalize the sales variable as volume sales expressed in number of liters. We control for the marketing mix instruments unit price; shelf space; and dummies for feature only, display only, and feature and display. Shelf space is measured as the total width of the facings occupied by the SKU (in meters). We meancenter all metric variables in Equation (6) within every store.

[^5]Table 3 Overview of Attribute Levels

| Attribute | Number of levels | Levels |
| :--- | :---: | :---: |
| Brand | 18 | Private label 1-2, National brand 1-16 |
| Fragrance | 9 | Aloe vera, Basic, Blue, Flower, Fresh, |
|  |  | Marseille soap, Spring, Sweet almond, |
|  |  | White flower |
| Volume | 7 | $1.5,3,4,5,6,7$, and 9 liter |

## 5. Estimation Results

### 5.1. Predictive Validity

We have estimated two versions of the sales model: the focal model with store-specific parameters and a model with homogeneous parameters across stores. In-sample fit (for the full three years of data) of the models was determined by computing the deviance information criterion (DIC; see Spiegelhalter et al. 2002), which balances model fit and complexity (a lower DIC is better). In addition, both in-sample and out-of-sample fit (predicting the last $\frac{1}{2}$ year of data based on the first $2 \frac{1}{2}$ years of data) were established by computing the log marginal density (LMD), the correlation between actual and predicted sales, 1 minus Theil's inequality index ( 1 - Theil's U), the mean absolute error (MAE), the mean absolute percentage error (MAPE), and the root mean squared error (RMSE). For the DIC, MAE, MAPE, and RMSE measures, lower values are more preferred. For all

Table 4 Summary of Descriptive and Predictive Fit

|  | Model |  |
| :--- | :---: | :---: |
| Model fit | Homogeneous <br> across stores | Heterogeneous <br> across stores |
| Full sample |  |  |
| DIC | 494,946 | $\mathbf{4 1 1 , 1 6 4}$ |
| LMD | $-247,534$ | $-\mathbf{2 0 0 , 8 6 2}$ |
| $\rho$ (actual, predicted) | 0.78 | $\mathbf{0 . 8 5}$ |
| $1-$ Theil's U | 0.93 | $\mathbf{0 . 9 4}$ |
| MAE | 0.45 | $\mathbf{0 . 3 6}$ |
| MAPE | 17.55 | $\mathbf{1 4 . 5 5}$ |
| RMSE | 0.63 | $\mathbf{0 . 5 2}$ |
| Estimation sample (first 2.5 years) |  |  |
| DIC | 401,722 | $\mathbf{3 3 1 , 6 1 4}$ |
| LMD | $-200,955$ | $-\mathbf{1 6 2 , 0 4 7}$ |
| $\rho$ (actual, predicted) | 0.77 | $\mathbf{0 . 8 5}$ |
| $1-$ Theil's $U$ | 0.93 | $\mathbf{0 . 9 4}$ |
| MAE | 0.44 | $\mathbf{0 . 3 6}$ |
| MAPE | 17.20 | $\mathbf{1 4 . 1 2}$ |
| RMSE | 0.63 | $\mathbf{0 . 5 2}$ |
| Holdout sample (last 0.5 year) |  |  |
| LMD | $-49,719$ | $\mathbf{- 4 4 , 0 3 8}$ |
| $\rho$ (actual, predicted) | 0.79 | $\mathbf{0 . 8 4}$ |
| 1 - Theil's $U$ | 0.93 | $\mathbf{0 . 9 3}$ |
| MAE | 0.48 | $\mathbf{0 . 4 1}$ |
| MAPE | 0.44 | $\mathbf{1 7 . 2 0}$ |
| RMSE | 0.67 | $\mathbf{0 . 5 8}$ |

Note. The values for the best-fitting model are shown in bold.

Table 5 Posterior Parameter Estimates of the Heterogeneous Sales Model

| Symbol | Variable | Mean (SD) | Symbol | Variable | Mean (SD) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\gamma_{1}$ | Own price | -2.26 (0.06) | $\delta_{111}$ | National brand 10 | -0.33 (0.04) |
| $\gamma_{2}$ | Own shelf space | 0.24 (0.02) | $\delta_{112}$ | National brand 11 | -0.88 (0.07) |
| $\gamma_{3}$ | Own feature only | 0.64 (0.04) | $\delta_{113}$ | National brand 12 | -0.07 (0.05) |
| $\gamma_{4}$ | Own display only | 0.75 (0.04) | $\delta_{114}$ | National brand 13 | 0.34 (0.04) |
| $\gamma_{5}$ | Own feature and display | 1.58 (0.03) | $\delta_{115}$ | National brand 14 | -0.28 (0.04) |
| $\lambda_{1}$ | Cross price | 0.05 (0.02) | $\delta_{116}$ | National brand 15 | -0.15 (0.05) |
| $\lambda_{2}$ | Cross shelf space | 0.00 (0.02) | $\delta_{117}$ | National brand 16 | -0.27 (0.04) |
| $\lambda_{3}$ | Cross feature only | 0.01 (0.02) | $\delta_{21}$ | Aloe vera | -0.25 (0.03) |
| $\lambda_{4}$ | Cross display only | -0.01 (0.02) |  | Basic ${ }^{\text {a }}$ | - |
| $\lambda_{5}$ | Cross feature and display | 0.00 (0.02) | $\delta_{23}$ | Blue | -0.14 (0.03) |
| $\kappa_{1}$ | Cross-brand similarity | -0.10 (0.02) | $\delta_{24}$ | Flower | -0.29 (0.02) |
| $\kappa_{2}$ | Cross-fragrance similarity | -0.06 (0.02) | $\delta_{25}$ | Fresh | -0.44 (0.03) |
| $\kappa_{3}$ | Cross-volume similarity | 0.00 (0.02) | $\delta_{26}$ | Marseille soap | -0.45 (0.03) |
| $\delta_{11}$ | Private label 1 | 0.22 (0.06) | $\delta_{27}$ | Spring | -0.39 (0.03) |
|  | Private label $2^{\text {a }}$ |  | $\delta_{28}$ | Sweet almond | -0.44 (0.04) |
| $\delta_{12}$ | National brand 1 | 0.74 (0.05) | $\delta_{29}$ | White flower | -0.13 (0.03) |
| $\delta_{13}$ | National brand 2 | 0.28 (0.06) | $\delta_{31}$ | 1.5 liter | -1.19 (0.06) |
| $\delta_{14}$ | National brand 3 | -0.85 (0.06) | - | 3 liter ${ }^{\text {a }}$ | - |
| $\delta_{15}$ | National brand 4 | -0.98 (0.07) | $\delta_{32}$ | 4 liter | -0.09 (0.04) |
| $\delta_{16}$ | National brand 5 | -0.29 (0.05) | $\delta_{33}$ | 5 liter | 0.16 (0.03) |
| $\delta_{17}$ | National brand 6 | -0.29 (0.04) | $\delta_{34}$ | 6 liter | -0.25 (0.04) |
| $\delta_{18}$ | National brand 7 | -0.04 (0.04) | $\delta_{35}$ | 7 liter | -0.54 (0.04) |
| $\delta_{19}$ | National brand 8 | -0.05 (0.08) | $\delta_{36}$ | 9 liter | -0.74 (0.05) |
| $\delta_{110}$ | National brand 9 | -0.24 (0.06) |  |  |  |

Notes. In bold are shown the parameters for which the $95 \%$ highest posterior density intervals exclude zero. The own-price and shelf-space parameter estimates represent elasticities, and the own-promotion support parameter can be interpreted as $\log$ multipliers.

## ${ }^{\text {a Base. }}$

other statistics, higher values are more preferred. Table 4 displays the resulting model comparison. The best-fitting model based on descriptive and predictive fit is clearly the heterogeneous model. Therefore, this remains our focal model.

### 5.2. Face Validity

Table 5 summarizes the posterior parameter estimates of the heterogeneous sales model. The own-marketing mix parameters ( $\gamma^{\prime}$ s) have the expected signs, and their posterior intervals exclude zero. As expected, the own-price elasticity is negative ( -2.26 ) (Bijmolt et al. 2005). In addition, the log multiplier effects for feature only (0.64), display only (0.75), and feature and display (1.58) are positive (van Heerde et al. 2004). The shelf-space elasticity ( 0.24 ) is also in the range reported in the literature (Bultez and Naert 1988, Drèze et al. 1994, Van Dijk et al. 2004).
The cross-price parameter (0.05) is significant; the other cross effects are not. The cross-brand similarity parameter ( $\kappa_{1}=-0.10$ ) is negative, indicating that SKU sales are cannibalized by SKUs from the same brand. Similarly, we find cannibalization along the fragrance dimension ( $\kappa_{2}=-0.06$ ). Interestingly, we do not find any effect for the volume attribute ( $\kappa_{3}=0.00$ ), implying that substitution mainly occurs across the brand and fragrance dimensions. ${ }^{6}$

[^6]
## 6. Retail Assortment Optimization

### 6.1. Assortment-Only Optimization

We now discuss the results from optimizing the assortment only. We apply our optimization method to each of the 54 stores, using the currently available SKUs in the whole chain as the set of items to choose from. Per store, we set the price and shelf space of each SKU equal to its regular value in the most recent (i.e., most representative for the present) week of the data set (i.e., week 156). From this week we also derive the number of present SKUs and the amount of available category space. To account for promotions, we simulate 50 promotional calendars and average profit across these calendars. We use a constant unit gross profit margin of $25 \%$ for the retailer on national brands. This number is in line with the $25 \%$ reported by Drèze et al. (1994) in the case of U.S. grocery retailers, the $25 \%$ reported by Campo and Gijsbrechts (2004) in the case of a large European grocery retailer, and the $28.4 \%$ reported by the U.S. Census Bureau (2010) for the U.S. grocery industry. In addition, we adapt a $25 \%$ profit premium for private labels (Ailawadi and Harlam 2004). That is, we assume that private labels are associated with a $31.25 \%$ ( $=1.25 \cdot 25 \%$ ) unit profit margin. We assume a

[^7]fixed cost of EUR 4 per order. This corresponds with a half hour's worth of wages against the minimum wage in the focal country. Furthermore, we assume that a SKU loses half its value after one year as a result of holding costs. Consequently, we assume that the quarterly holding costs equal $12.5 \%$ of a SKU's wholesale price. All these numbers were verified with industry experts.

Consistent with Montgomery (1997), we enforce a rather strict price-change restriction, only allowing for small average price changes ( $\pi=0.001$, or $0.1 \%$ ). This value for $\pi$ will unlikely lead to assortments that change the store price perceptions, yet it is not too rigid to prohibit any change from the current assortment. Furthermore, we set the fraction of SKUs that has to remain in the assortment $(\chi)$ equal to $90 \%$. Finally, we do not allow for changes in the amount of shelf space assigned to the category or increases of the number of SKUs ( $\eta_{i}=N_{\text {current, }, i}$ ). Of course, in practice, it will be up to the retailer to set these values.

We have run the VLNS heuristic for assortmentonly optimization (Heuristic I in the online appendix) for neighborhoods with maximum distance $\left(k_{\max }\right)$ of 1 and 2. Extending the maximum neighborhood distance from 1 to 2 raises the gain in the expected profits across stores compared to the current assortment from $17.3 \%$ to $37.3 \%$ while increasing the average time till the heuristic terminates from $4 \frac{1}{2}$ minutes per store to 51 minutes. The increase in computation time is substantial, but so too is the profit gain. ${ }^{7}$ That is why we use $k_{\max }=2$ in all instances. Further increases in $k_{\max }$ would lead to excessive computation times. Figure 4 visually shows the profit increase of different optimizations and offers confidence bounds.

Table 6(a) summarizes the average overlap across stores for the different assortment sizes (in number of SKUs). We find that the average overlap between any two assortments (Hwang et al. 2010) drops from 0.97 to 0.85 when they are being optimized. Hence, our methodology leads to stronger between-store differences in assortments, capitalizing on differences in attribute attractiveness and substitution patterns.

Table 6(b) lists the top three added and removed SKUs across the chain. National brand 10 is the greatest benefactor, with three additions in the top three and only one deletion in the top three. All of the top three added SKUs are 6-liter variants, whereas the top three removed SKUs include two 3-liter and

[^8]Figure 4 Profit Increases of Optimized Assortments


Notes. The dashed lines represent the $95 \%$ posterior intervals of the expected relative profit increase. The $95 \%$ posterior interval of the difference in relative profit increase between "Assortment and price" and "Assortment only" runs from the $4.93 \%$ point to the $8.43 \%$ point and hence excludes zero.
one 1.5-liter variants. This swap indicates a market need for larger packages sizes. The removed threeliter variants have the Fresh fragrance. Given our evidence for within-fragrance cannibalization, these removals facilitate the addition of National brand 10's six-liter SKU with the same fragrance. In sum, our attribute-based approach helps to identify preferences for attribute levels while limiting within-attribute cannibalization.

### 6.2. Joint Assortment and Price Optimization

We now discuss the simultaneous optimization of assortment and SKU prices. We first ran the pricing heuristic without assortment optimization on the current store assortments (Heuristic II in the online appendix). Based on a similar trade-off between computation time and profit increase as in the case of assortment-only optimization, we use $p_{\max }=2$. The profit increase of the price-only optimization is $+7.9 \%$.

Next, we jointly optimize assortment and prices using Heuristic III in the online appendix. Jointly optimizing the assortment and prices resulted in an even larger profit increase of $43.7 \%$. The average computation time, starting from the assortments optimized without considering prices, was just over two

## Table 6 Comparison of Current and Optimized Assortments

| Overlap per assortment size | Current assortments (\%) | Optimized assortments (\%) |  |
| :---: | :---: | :---: | :---: |
| No. of stores Size (in no. of SKUs) |  | Assortment only | Assortment and price |
| (a) Assortment heterogeneity |  |  |  |
| 10 35 | 88.3 | 80.1 | 80.7 |
|  | 93.2 | 82.3 | 82.5 |
| 7 36 | 91.4 | 81.8 | 80.7 |
| 6 39 | 95.1 | 84.4 | 83.8 |
| 6 33 | 87.7 | 78.0 | 79.0 |
| 5 34 | 87.4 | 77.4 | 78.5 |
| 3 40 | 98.3 | 88.3 | 86.7 |
| 230 | 80.0 | 63.3 | 66.7 |
| 238 | 89.5 | 79.0 | 81.6 |
| $1 \quad\{27,28,29,31,32\}$ | N.A. | N.A. | N.A. |
| Average pairwise similarity in assortment | 0.97 | 0.85 | 0.85 |
| (b) Winning and losing SKUs |  |  |  |
| SKUs |  |  |  |
| Most frequently added (percentage of all additions) |  |  |  |
| 1. National brand 10, Spring, 6 liter | N.A. | 21.8 | 21.5 |
| 2. National brand 10, Flower, 6 liter | N.A. | 14.1 | 13.9 |
| 3. National brand 10, Fresh, 6 liter | N.A. | 12.2 | 12.7 |
| Most frequently removed (percentage of all removals) |  |  |  |
| 1. Private label 2, Basic, 1.5 liter | N.A. | 13.0 | 19.5 |
| 2. National brand 10, Fresh, 3 liter | N.A. | 8.0 | 9.8 |
| 3. National brand 12, Fresh, 3 liter | N.A. | 7.4 | 7.3 |
| (c) Price levels |  |  |  |
| SKU price level |  |  |  |
| Average percent of SKUs with lower price | N.A. | N.A. | 5.5 |
| Average percent of SKUs with regular price | N.A. | N.A. | 56.6 |
| Average percent of SKUs with higher price | N.A. | N.A. | 37.9 |

hours per store. Table $6(\mathrm{~b})$ shows that the top three added and removed SKUs are the same as under the pure assortment optimization case. Only the shares of total additions and removals are slightly different. For $5.5 \%$ of the SKUs, the current price goes down by $5 \%$, whereas for $37.9 \%$, the price goes up by $5 \%$ (see Table 6(c)).

Thus, price-only optimization leads to an expected profit increase of $7.9 \%$, assortment-only optimization to an increase of $37.3 \%$, and joint price and assortment optimization lead to a $43.7 \%$ increase. These differences are meaningful as the confidence intervals for these averages either do not overlap or, in case they do, the confidence interval of the difference excludes zero ${ }^{8}$ (see Figure 4).

## 7. Conclusion

In this study, we have constructed a method for optimizing the retailer's assortment composition.

[^9]The methodology consists of an attribute-based model of store-level SKU sales and utilizes very large neighborhood search heuristics to provide solutions to the resulting optimization problem. We applied our method to a realistic problem: a liquid laundry detergent category with 61 SKUs, sold at a supermarket chain with 54 stores. The suggested assortments are found within a reasonable amount of time and are expected to increase retail profitability substantiallyeven more so when prices are jointly optimized. We extend the current literature by simultaneously (1) using an attribute-based approach to handle large sets of items, (2) accounting for similarity effects, (3) controlling for the marketing mix during estimation and optimization, (4) accounting for assortment and price endogeneity, (5) optimizing for each store separately, and (6) optimizing assortments and prices jointly.

As with any study, this research also has limitations. Our similarity measures are based on observed attributes. Alternatively, future research could attempt to derive similarities from a latent positioning plot that captures the market structure. Such a positioning plot could be estimated simultaneously with the demand
model. A disadvantage of this approach is that the resulting estimation would become more complex.

The benefits of store-level assortment optimization are great, and therefore they are the aim of many retailers. However, chain-level assortments or assortments for clusters of stores may bring administrative and logistic efficiencies. Our methodology could aid the retailer in constructing the trade-offs between benefits and costs for assortment solutions at different levels of customization. In our empirical application, the assortments differed substantially between stores because of the variations in amount of available shelf space between stores, among other factors.

Another limitation is that we consider only existing products (present in the chain, not necessarily the store) in the assortment optimization. However, assortment revisions are especially relevant in the event of new product introductions. A benefit of our attribute-based approach versus more traditional product-based models is that we can predict the sales of new combinations of existing attribute levels. Such imitative (e.g., copying attribute level(s) from another brand; see Hardie 1994) or fill-in (e.g., new combination of attribute levels that already occur for the focal brand; see Hardie 1994) line extensions make up all of the new product introductions in our empirical application. However, our methodology cannot readily deal with innovative (e.g., introducing new attribute level to the category; see Hardie 1994) line extensions or truly new products (e.g., new brands in the category). In this light, a fruitful avenue to explore is that of enriching scanner data with choice experiments (Feit et al. 2010, Swait and Andrews 2003). The idea behind this approach is to estimate the relative attractiveness of new, unobserved attribute levels based on experimental choice data and use the estimates in combination with those based on the scanner data. Both Feit et al. (2010) and Swait and Andrews (2003) use this approach to combine panel scanner data with individual experimental data. Future research could investigate whether this approach can also be applied to assortment optimization.

Although our heuristics offer substantial profit increases, it is not guaranteed that they provide the truly profit-maximizing assortment. Future research could focus on establishing formal upper bounds for the optimality gaps for the heuristics developed in this paper or work on further improving the heuristics. In the meantime, from a practical point of view, we recommend that retailers capitalize on the improvements that the heuristics offer rather than waiting for methods that could further enhance profitability.

Finally, we do not consider shelf-space decisions (how much space, what location on the shelf) in the assortment optimization. We do not have shelf-space
layout data, which precludes controlling for location or optimizing it. Although Drèze et al. (1994) and van Nierop et al. (2008) optimize shelf location in addition to shelf space, they do not consider the important decision as to whether or not to include an SKU in the assortment. In addition, they do not optimize prices. Our model, however, does control for the amount of shelf space per SKU. Future research could attempt to integrate assortment, pricing, and shelf-space decisions. However, optimizing the assortment simultaneously on three dimensions (presence, price, and shelf space) will complicate the optimization even further.

In sum, our study contributes to solving one of the core problems in retailing: how to select the optimal assortment. By developing a scalable methodology that is relatively straightforward to implement based on readily available data, we hope this approach will find its way to the practitioner community.

## Supplemental Material

Supplemental material to this paper is available at http://dx .doi.org/10.1287/mksc.2013.0800.
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[^0]:    Copyright
    Other than for strictly personal use, it is not permitted to download or to forward/distribute the text or part of it without the consent of the author(s) and/or copyright holder(s), unless the work is under an open content license (like Creative Commons).

[^1]:    ${ }^{1}$ Other papers have also explored models with similarity variables that are a function of attributes. Examples include Nakanishi et al. (1974), Cooper and Nakanishi (1983), and Hardie et al. (1998). Similar to the last paper, our similarity variables explicity account for the fraction of SKUs during each store-week that share the same attribute. A point of distinction is that our similarity measure makes an explicit distinction between nominal and metric attributes. For more details, refer to §3.1.2.

[^2]:    ${ }^{2}$ Note that the cross-marketing mix effect has a time index $t$ : $\beta_{k^{\prime} k q t i}$. The motivation for this is that the cross-marketing mix effect of another given SKU on the focal SKU depends on the nature of the rest of the assortment, which can vary over time.

[^3]:    ${ }^{3}$ The first-stage regressions show that the one-week lagged cost price of ingredients (alkalines and chlorines) have significant effects on retail prices. This may seem rather quick. We checked for longer lags (up to lag 8), but the strength of the instruments (as measured by the Angrist-Pischke test) did not change substantially. Frequent ordering by retailers of high-volume products such as laundry detergent could result in a high passthrough speed of cost changes, further enhanced by the increasing adoption of electronic price tags.

[^4]:    ${ }^{4}$ In a personal communication with the first author (email dated January 25, 2013), Gürhan Kök confirmed that their approach does not suit this optimization problem.

[^5]:    ${ }^{5}$ These are the levels that occur most frequently in the data. A description of all 61 SKUs in terms of the underlying attribute levels is provided in the online appendix.

[^6]:    ${ }^{6}$ Because of space limitations, we omit the estimates for $\theta$ (brandspecific own-marketing mix parameters), for $\mu$ (interaction between

[^7]:    similarity and the cross-marketing mix instrument), and for the presence and price equations. However, these are available from the authors upon request.

[^8]:    ${ }^{7}$ Our heuristic does not guarantee optimality, nor does it provide an upper bound on how far the heuristic solution is from the optimal solution. Therefore, we tested the heuristic versus full enumeration for the three smallest stores in our sample (full enumeration for larger stores would take excessively long). Our heuristic results in very small optimality gaps ( $0.5 \%$ ), and its running time ( 1.2 hours) is about 30 times faster than that of full enumeration ( 35.6 hours). For details, please refer to the online appendix.

[^9]:    ${ }^{8}$ Even though the posterior intervals of the relative profit increase of the "Assortment only" and "Assortment and price" solutions overlap, the posterior interval of the difference in relative profit increase excludes zero. This is consistent with the observed positive correlation, across posterior draws, between the relative profit increases for the two respective solutions.

