7%
university of 5%,
groningen YL

R

University Medical Center Groningen

University of Groningen

Formalisatie van informatieplanning
Kiewiet, D.J.

IMPORTANT NOTE: You are advised to consult the publisher's version (publisher's PDF) if you wish to cite from
it. Please check the document version below.

Document Version
Publisher's PDF, also known as Version of record

Publication date:
1996

Link to publication in University of Groningen/UMCG research database

Citation for published version (APA):
Kiewiet, D. J. (1996). Formalisatie van informatieplanning: over de toepasbaarheid van
classificatietechnieken op informatiearchitectuur-specificatie. Labyrint Publication.

Copyright
Other than for strictly personal use, it is not permitted to download or to forward/distribute the text or part of it without the consent of the
author(s) and/or copyright holder(s), unless the work is under an open content license (like Creative Commons).

The publication may also be distributed here under the terms of Article 25fa of the Dutch Copyright Act, indicated by the “Taverne” license.
More information can be found on the University of Groningen website: https://www.rug.nl/library/open-access/self-archiving-pure/taverne-
amendment.

Take-down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.

Downloaded from the University of Groningen/UMCG research database (Pure): http://www.rug.nl/research/portal. For technical reasons the
number of authors shown on this cover page is limited to 10 maximum.

Download date: 06-06-2022


https://research.rug.nl/nl/publications/8f5a52d3-7614-41e4-bd28-2f05581be0a2

Summary

SUMMARY.

Information architecture specification.

Nowadays many organizations pay attention to Information Planning. Several definitions exist
of Information Planning, but one common aspect in all these definitions is the attention for the
future information systems support of an organization. So, Information Planning leads to the
definition of an information systems plan for the organization. The specification of all the
information systems together in such an Information Plan is the information system architec-

ture of the organization.

The starting point for the specification of such an information architecture is formed by the
information processing activities in the organization, the so-called business processes. These
business processes operate on entity types: aggregates of data in the organization. Usually,
there are three possibilities for business processes to operate on entity types: 1) a business
process only uses data of a certain type, 2) a business process creates or changes data of a
certain entity type, and 3) a business process does nothing with the data of a certain entity
type. Business processes, entity types and operations are represented in an information matrix,
with the rows representing the business processes, the columns representing the entity types,
and the cells representing the types of operation (a "U" in a cell denotes possibility 1: use, a

"C" denotes possibility 2; create, and a "0" denotes possibility 3: nothing).

For getting an information architecture, business processes and entity types in an information
matrix are grouped in several information areas, which are the bases for information systems.
This grouping process is not trivial: research has shown that experienced information planners
were not able to judge information system architectures in a consistent and consequent manner.
In order to make it possible that information planners have computer-support for the specifica-
tion of an information architecture, a formalization of information architecture specification is
necessary. However, such a formalization does not exist yet. At the end of chapter 1, this leads

to the following research-objective and -questions:
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O  objective:
Jormalizing information architecture specification;
0O questions:
1. to what extent is it possible to formalize the appreciation of an information
architecture;
2. to what extent is the consideration of information architecture specification

as a classification problem helpful in generating information architectures.

In Chapter 2 traditional methods of information architecture specification are described and
criticized. One commonly used family of methods for information architecture specification
transforms the information matrix so that the columns of the information matrix are transposed
so that the 'C-cells' of the matrix are on the topleft-bottomright diagonal of the matrix. Around
this diagonal rectangles are distinguished, where each rectangle identifies an information area.
In these processes of transforming and distinguishing, three objectives are considered:

O  localization of data-creation,

O minimization of data-exchange;

O  maximization of coherence within information systems;
One major criticism of these information architecture specification methods is that these
objectives are nof operationalized. Because of this, information architecture specification has a
substantive subjective component. One of the conclusions at the end of Chapter 2 is, that more

objective descriptions for information architecture specification have to be looked for.

The Generalized Classiflication Model.

In Chapter 3, operationalization of the objectives mentioned before was performed by making
a mathematical model of information architecture specification: the Generalized Classification
Model Two sets are the bases for the model, one set (B) representing the business processes
in the organization for which the information architecture has to be specified, the other set (D)
representing the entity types. On the Cartesian product of these two sets a mapping u is

defined, representing the possible operations between business processes and entity types,
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Subsets of B x D represent information areas, and in order to define an information architec-

ture, the notion of a block-partition is introduced (notation: P(B x D)).

In the Generalized Classification Model, operationalization of localization of data-creation has
been done by looking in the information matrix to the neighbours of a cell in the information
matrix in which a "C" is placed. Quantification was realized by using the function ME which
takes in account, for each pair from B x D, the values on the mapping u for the neighbours of
that pair. How larger the value on ME, how more localization of data-creation there is. How-
ever, the value on ME is dependent on a certain ordering of the elements of B and D. A larger
value on ME, i.e. more localization, is perhaps possible if another ordering of the elements is
looked at. Therefore, those orderings (or permutations) of the elements of B and the elements

of D have to been looked for, that maximizes the function ME.

In order to operationalize the objective of minimization of data-exchange, data-exchange was
defined by introducing two relations 3, and &, in the Generalized Classification Model. The
relation N, is used to define data-exchange between two pairs of B x D, and this relation is
used to specify the relation R, which defines data-exchange between two blocks of P(B x D),
Quantification of data-exchange is in the model achieved by introducing two functions: the
function S, called pair-cohesion, and the function S, called block-cohesion. The function §,
quantifies the presence of an R, relation. The function S, denotes for two blocks the number of
couples of pairs, one pair in each block, for which there exists a $t_ relation. The total data-
exchange for a block-partition can now be defined as the sum of S,-values for all possible

couples of different blocks in the block-partition.

Coherence within an information system can be operationalized as the amount of data-ex-
change between two pairs belonging to one block, each pair representing a business process
and an entity type. When using this operationalization, the third objective for information

architecture specification can be quantified in the model by using the functions §, and S,
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Minimization of data-exchange between blocks and maximization of coherence are combined

into one objective function F.

At the end of Chapter 3 it is argued that the problem of finding those permutations of B and D
which yield an optimal value for ME (a subproblem of the maximization of F), is NP-hard. So,

for obtaining a solution, one has to rely on heuristics.

Cell manufacturing formation.

In Chapter 4 another interpretation of the Generalized Classification Model is given. This
interpretation is the problem of cell manufacturing formation. In this problem, machines and
parts (both needed for producing a certain product) are arranged into cells, making use of
routing information. This routing information describes which parts are processed on which
machines. The cells are so constructed that machines that process the same parts, and parts
that are processed by the same machines, are grouped into one machine-part workcell. So,
information architecture specification and cell manufacturing formation resemble each other:
they are interpretations of the same Generalized Classification Model. The benefit of this
similarity is that several heuristics, used often in the area of cell manufacturing formation, can

be applied in the area of information architecture specification.

Classification techniques and information architecture specification.

Three heuristics are chosen to exploit the similarities between information architecture specifi-
cation and cell manufacturing formation. These three heuristics are cluster analysis, mixed
integer programming, and neural networks. In Chapter 5 these heuristics are described, and it
is shown formally that these heuristics can be applied for solving the Generalized Classification

Model, and thereby information architecture specification,

In Chapter 6 these three heuristics are compared to each other on the performance of the
objective function F of the Generalized Classification Model. This comparison is done by using
the three heuristics for specifying information architectures for a realistic case. This case is the

CBR (Central Bureau for certificates of driving proficiency), the national institution in The
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Netherlands responsible for administering exams and for providing medical statements, both

with respect to driving proficiency.

Due to the size of the problem (51 business processes and 30 entity types), it was not possible
to specify an information architecture with help of the heuristic Mixed Integer Programming.
On the other hand, the use of cluster analysis and neural net gave seven information architec-
tures. The best information architecture with respect to the F-value of the Generalized Classifi-

cation Model is the one obtained by using the neural net.

In Chapter 7 it is concluded that the research-objective (formalization of information architec-
ture specification) is attained. In the future, this formalization can be used in the development
of computer-support for information planners, and with that for the monitoring of the informa-

tion planning process.



