
 

 

 University of Groningen

Audio-visual interaction in emotion perception for communication
De Boer, M. J.; Başkent, D.; Cornelissen, F. W.

Published in:
Proceedings - ETRA 2018

DOI:
10.1145/3204493.3207422

IMPORTANT NOTE: You are advised to consult the publisher's version (publisher's PDF) if you wish to cite from
it. Please check the document version below.

Document Version
Publisher's PDF, also known as Version of record

Publication date:
2018

Link to publication in University of Groningen/UMCG research database

Citation for published version (APA):
De Boer, M. J., Başkent, D., & Cornelissen, F. W. (2018). Audio-visual interaction in emotion perception for
communication. In S. N. Spencer (Ed.), Proceedings - ETRA 2018: 2018 ACM Symposium on Eye Tracking
Research and Applications [a71] (Eye Tracking Research and Applications Symposium (ETRA)).
Association for Computing Machinery. https://doi.org/10.1145/3204493.3207422

Copyright
Other than for strictly personal use, it is not permitted to download or to forward/distribute the text or part of it without the consent of the
author(s) and/or copyright holder(s), unless the work is under an open content license (like Creative Commons).

The publication may also be distributed here under the terms of Article 25fa of the Dutch Copyright Act, indicated by the “Taverne” license.
More information can be found on the University of Groningen website: https://www.rug.nl/library/open-access/self-archiving-pure/taverne-
amendment.

Take-down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.

Downloaded from the University of Groningen/UMCG research database (Pure): http://www.rug.nl/research/portal. For technical reasons the
number of authors shown on this cover page is limited to 10 maximum.

Download date: 05-06-2022

https://doi.org/10.1145/3204493.3207422
https://research.rug.nl/en/publications/c6bb978d-29b3-4684-9c9d-0dbcef034545
https://doi.org/10.1145/3204493.3207422


Audio-visual interaction in emotion perception for
communication

Doctoral Symposium, Extended Abstract

M.J. de Boer
Department of Otorhinolaryngology,
University Medical Center Groningen

Groningen, The Netherlands
minke.de.boer@rug.nl

D. Başkent
Department of Otorhinolaryngology,
University Medical Center Groningen

Groningen, The Netherlands
d.baskent@umcg.nl

F.W. Cornelissen
Experimental Ophthalmology,

University Medical Center Groningen
Groningen, The Netherlands
f.w.cornelissen@umcg.nl

ABSTRACT
Information from multiple modalities contributes to recognizing
emotions. While it is known interactions occur between modali-
ties, it is unclear what characterizes these. These interactions, and
changes in these interactions due to sensory impairments, are the
main subject of this PhD project.

This extended abstract for the Doctoral Symposium of ETRA
2018 describes the project; its background, what I hope to achieve,
and some preliminary results.
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1 BACKGROUND AND AIMS
In order to achieve good verbal communication, it is essential to
be able to perceive both the content of the words and the commu-
nicative intent of the sender. The latter is conveyed through the
expression of emotions. While a range of cues can carry emotion,
for the communication of emotion cues in the visual and auditory
modality are likely to be most important. While it is known that
the two modalities interact, for communication in general [Ma et al.
2009; Schwartz et al. 2004] and emotion-in-communication percep-
tion (ECP) in particular [Collignon et al. 2008; Ekman and Friesen
1977], the underlying mechanisms remain unknown. Even more
so, there is no knowledge on what effects visual impairments (VI)
and hearing impairments (HI) have on emotional intent percep-
tion. Such sensory impairments are common among the elderly
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population [Roets-Merken et al. 2014]. Consequently, difficulties in
communication are one of the major problems these people face.

Most research into emotion perception has relied on static stim-
uli, whereas natural communication is characterized by its dynamic
nature. Hence, it is important to study sensory interactions using
dynamic stimuli. Additional important unknowns reside in the
relevance of the face compared to the entire body - which may
become more important for people with reduced visual acuity - and
the role of viewing strategies in the extraction of emotional cues
from face and body, which may also change depending on the level
of impairment of the senses. Based on our present knowledge on
multisensory perception, interactive effects are not expected to be
entirely linear and predictable. It can be expected that VI and HI
will interact and amplify each other, and thus be more pronounced
than expected on the basis of the domain-specific impairments, as
emotion perception relies on both modalities. Yet, the interactions
can be expected to change dramatically depending on the presence
of sensory impairments.

This PhD project aims to clarify: 1) the interactive effects of
visual and auditory components in dynamic ECP, 2) the effects of
VI and HI on dynamic ECP, and 3) the role of viewing strategies in
dynamic ECP. Our ultimate goal is to create rehabilitation methods
to improve ECP in persons with VI and/or HI.

2 APPROACH AND METHODS
These objectives will be tested in a series of experiments. The main
paradigm is an ECP test using dynamic audiovisual emotional stim-
uli [Bänziger and Scherer 2010] and a forced-choice task (clicking on
the perceived emotion). ECP is tested in two unimodal (audio-only
and video-only) conditions and one bimodal (audiovisual) condi-
tion. Audiovisual integration is assessed by comparing performance
between the unimodal and bimodal conditions. Eye tracking will
be used to gain a deeper insight into decision-making strategies in
general, and evaluate strategy changes between conditions.

In addition to this main paradigm, simulations of VI and HI will
be used to assess the effects of these impairments in a homogenous
group, namely healthy observers. Several visual defects will be
simulated: e.g. low-pass filtering the spatial frequency content to
simulate decreased visual acuity, low contrast to simulate decreased
contrast sensitivity, or adding a gaze-coupled mask to simulate e.g.
a central scotoma as occurring in age-related macular degeneration.
By coupling the mask location to eye gaze, this mask will be similar
to what actual VI persons experience. On top of this, to simulate
age-related HI, a realistic HI simulator [Irino et al. 2013] will be
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implemented to simulate different types and grades of hearing loss.
Additionally, background noise may be added or the audio signal
reverberated to simulate speech degradations that happen in real
life.

3 PRELIMINARY RESULTS
The first experiment, designed to validate our stimulus set and in-
vestigate audiovisual interactions in healthy observers, has recently
been carried out.

The data show that the stimulus set works well, as accuracy
scores are similar to [Bänziger and Scherer 2010] and performance
is much higher than chance level, but not at ceiling (see also Figure
1). The results additionally indicate that auditory and visual infor-
mation are integrated, but not treated equally; visual information
appears to contribute more than auditory information, as indicated
by a significantly lower performance in the audio-only condition.

Furthermore, preliminary analysis of gaze data suggests different
viewing behavior for the video-only than for the audiovisual con-
dition. Analysis of the fixation duration showed that participants
tended to look longer towards the mouth region in the video-only
condition and longer at the eyes in the audiovisual condition. This
would indicate that participants try to use lip-reading as a substi-
tution for the auditory information in the video-only condition,
despite the linguistic content of the stimuli being uninformative. It
therefore appears that observers do not always prioritize the eyes
for emotion recognition, but use gaze functionally, as an informa-
tion gathering method. Though this result contradicts the findings
from [Vo et al. 2012], their conclusion supports our findings.

To confirm our findings and conclusions, more detailed analysis,
taking into account the dynamic nature of the stimuli, are therefore
needed.

Figure 1: Accuracy scores for each condition, averaged over
emotions. Dashed lines within each box indicate mean per-
formance, while the solid line is the median.

4 PLANS FOR FUTUREWORK
In the near future, I will study the effects of simulated VI and
HI on ECP in a group of healthy observers. This experiment will
give an indication of what kinds of VI and HI lead to performance
decrease and will guide the selection of a patient population. This
patient population will then undergo the same ECP task as healthy
observers.

In order to compare performance of patients, who will most
likely be elderly persons, to performance of healthy observers, a
group of healthy elderly persons will also be tested. This approach
allows for studying the effects of both healthy aging, as well as the
effects sensory impairments, on ECP.

Lastly, if time permits, I will include neuroimaging to the experi-
mental paradigm, to study the neural mechanisms of audiovisual
integration for ECP.
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