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Preface

Life is a complex and dynamic interplay of energy and mass within space and time. Biological
life depends on proteins to carry out the reactions and processes that allow communities of
cells to cooperate and compete to propagate their genetic information. Proteins are complex
linear polymers that fold into specific structures that give them function. Molecular chaper-
ones are a family of proteins that help fold and maintain the 3-dimensional structure of a
significant portion of proteins in the proteome. The cellular stress response is the mechanism
for acutely initiating the expression of molecular chaperones, often referred to as Heat Shock
Proteins (HSPs), to refold and process aggregated proteins when proteostasis is perturbed.
Molecular chaperones and the cellular stress response affect all aspects of our lives. Increased
chaperone capacity and a hijacked stress response enable cancer to growmore malignant and
strike down our youth, family providers, and thoughtful leaders. In contrast, reduced
chaperone activity allows for the formation of protein aggregates that result in the neuro-
degeneration of our aged citizens and sometimes the politically powerful. How an organism
or population responds to stress determines its evolution. The state of knowledge
concerning molecular chaperones reflects our actual knowledge of biology, health, and
disease.

This volume of methods and topics is a compilation of laboratory protocols and
methodology required for the study of molecular chaperones and the cellular stress
response. Our authors devoted their expertise, time, and energy into each chapter. Some
chapters are extensive; some chapters are succinct; all address an important area of molecular
chaperone research. We greatly appreciate each author’s contribution and hope that this
volume aids in the education of the next generation of scientists studying molecular
chaperones and the cellular stress response.

We begin this volume with the study of the cellular stress response and its initiation by
heat shock transcription factors (HSFs) that bind to the promoters in HSP genes and induce
expression. In Chapter 1, Mivechi and colleagues describe the generation of key resources
for studying the stress response in Hsf1, Hsf2, and Hsf4 knockout mice. We next provide an
overview of techniques that have laid the foundation for the study of HSF function and
activity in Chapter 2. In Chapter 3, we describe a method for real-time monitoring of the
degree and duration of the transcribed heat shock response and its alteration by drugs.

The next two chapters describe powerful methods for mapping HSP interaction net-
works and testing chaperone function. In Chapter 4, Mikko Taipale explains the use of the
luminescence-based mammalian interactome (LUMIER) assay to define the interactome of
the molecular chaperone, Hsp90, providing insight into the role of Hsp90 as a network hub
in diseases such as cancer. In Chapter 5, Kampinga and van Waarde-Verhagen describe the
application of a filter trap assay for studying the ability of HSPs to prevent poly-Q protein
aggregations that occur in neurodegenerative diseases.

Methods for screening small molecule libraries for modulators of chaperone function
are also addressed. The importance of this area of research has grown with our understand-
ing of the role of molecular chaperones in health and disease. In Chapter 6, Timothy
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Haystead reviews Hsp70 biology and explains the use of the fluorescence-linked enzyme
chemoproteomic strategy (FLECS) for identifying newHsp70 inhibitors. In Chapter 7, Bob
Matts and colleagues describe a cell-free, high-throughput, luciferase assay that exploits the
protein folding activity of Hsp90.

The next section follows the course of using cell culture models to test the cytotoxicity
of HSP inhibitors as described by Lee et al. in Chapter 8 and Kabakov and Gabai in
Chapter 9. HSP inhibitors may also be combined with other targeted therapies, such as
kinase inhibitors, to achieve synergistic tumor toxicity as explained by Gibbs and Sourbier in
Chapter 10. These inhibitor treatments can then be profiled at the level of the proteome to
ultimately determine their mechanisms of action as detailed by Hartson and colleagues in
Chapter 11.

The following chapters describe methods for the biochemical characterization of HSPs.
In Chapter 12, Patrick Arrigo describes the analysis of the oligomerization and phosphory-
lation state of the small HSP, HspB1. Mayer and Rampelt explain the chaperone binding
cycle of Hsp70 and the study of nucleotide exchange factors (NEFs) in Chapter 13. In
Chapter 14, Michael Reidy describes how glucocorticoid receptor activity in yeast can be
used to assess chaperone function. The Wickner lab explains the use of bacterial Hsp90
ATPase assays in Chapter 15. Finally, Mollapour and coworkers in Chapter 16 write about
the detection of Hsp90 post-translational modifications by Western blot analysis.

The use of next-generation sequencing techniques is showcased in the following chap-
ters. Yoveva and Sawarkar expand on the role of the Hsp90 machine in the nucleus with
ChIP-Seq analysis in Chapter 17. In Chapter 18, Lang and Holton detail the use of RNA-
Seq to study the effects of altered chaperone activity.

Computational analysis of chaperone interactions at the biophysical level and interac-
tome are described in Chapters 19 and 20. Gennady Verkhivker reviews and explains
computational approaches for modeling allosteric Hsp90 interactions with individual cocha-
perones, client proteins, and small molecule inhibitors. Kumar and Rizzolo provide proto-
cols for finding chaperone interacting proteins and building comprehensive interaction
networks that may be explored to identify biologically significant protein complexes.

In Chapters 21–23, methods for the detection and localization of HSPs are described.
Macario and colleagues explain the role of the mitochondrial chaperonin, Hsp60, in auto-
immune disorders and cancer along with Hsp60 detection by immunohistochemistry in
clinical samples. Stangl et al. profile the stress-inducible form of Hsp70 in cancer and explain
its cytosolic detection in formalin-fixed paraffin-embedded sections and detection of plasma
membrane-associated Hsp70 by multiparametric flow cytometry. And Bourboulia and cow-
orkers summarize the study of extracellular Hsp90 and its detection by
immunoprecipitation-Western blot analysis.

Methods surrounding the role of HSPs in immunity and vaccine development are
outlined in Chapters 24–26. Murshid and colleagues describe the investigation of receptors
that bind extracellular HSPs that influence adaptive immunity. A method for creating cancer
vaccines using large HSPs to prime professional antigen presenting cells by Guo et al. is
presented in Chapter 25. Then Weng et al. describe how to prepare Hsp70-based vaccines
derived from dendritic-tumor fusion cells.
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The last section comprising Chapters 27–29 extensively reviews the biologies of Hsp70
and Hsp90 along with the targeting of their function in the clinic. Boudesco et al. write
about the oncogenesis enabling properties of Hsp70 as both an extra- and intracellular agent
along with strategies for inhibiting its activity. Next Johnson and Cox elucidate the Hsp90
chaperone machine and its network of cochaperones that regulate and direct its function.
Finally, Trepel and colleagues provide an overview of the use of Hsp90 inhibitors in the
cancer clinic and the use of pharmacodynamics assays to track efficacy.

Boston, MA, USA Stuart K. Calderwood
Danville, PA, USA Thomas L. Prince
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INSERM, LNC UMR1231, Dijon, France; Equipe Labellisée par la Ligue Nationale
Contre le Cancer, INSERM, LNCUMR1231, Dijon, France; LipSTIC LabEx, Fondation
de Coopération Scientifique Bourgogne Franche-Comté, Dijon, France
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Chapter 1

Targeted Deletion of Hsf1, 2, and 4 Genes in Mice

Xiongjie Jin, Binnur Eroglu, Demetrius Moskophidis,
and Nahid F. Mivechi

Abstract

Heat shock transcription factors (Hsfs) regulate transcription of heat shock proteins as well as other genes
whose promoters contain heat shock elements (HSEs). There are at least five Hsfs in mammalian cells, Hsf1,
Hsf2, Hsf3, Hsf4, and Hsfy (Wu, Annu Rev Cell Dev Biol 11:441–469, 1995; Morimoto, Genes Dev
12:3788–3796, 1998; Tessari et al., Mol Hum Repord 4:253–258, 2004; Fujimoto et al., Mol Biol Cell
21:106–116, 2010; Nakai et al., Mol Cell Biol 17:469–481, 1997; Sarge et al., Genes Dev 5:1902–1911,
1991). To understand the physiological roles of Hsf1, Hsf2, and Hsf4 in vivo, we generated knockout
mouse lines for these factors (Zhang et al., J Cell Biochem 86:376–393, 2002; Wang et al., Genesis
36:48–61, 2003; Min et al., Genesis 40:205–217, 2004). Numbers of other laboratories have also
generated Hsf1 (Xiao et al., EMBO J 18:5943–5952, 1999; Sugahara et al., Hear Res 182:88–96,
2003), Hsf2 (McMillan et al., Mol Cell Biol 22:8005–8014, 2002; Kallio et al., EMBO J
21:2591–2601, 2002), and Hsf4 (Fujimoto et al., EMBO J 23:4297–4306, 2004) knockout mouse
models. In this chapter, we describe the design of the targeting vectors, the plasmids used, and the
successful generation of mice lacking the individual genes. We also briefly describe what we have learned
about the physiological functions of these genes in vivo.

Key words Hsf1, Hsf2, Hsf4, Knockout mice, Targeting vector, Hsf4-EGFP

1 Introduction

Transcription of the genome is controlled by a class of proteins
known as transcription factors. Transcription factors bind to spe-
cific DNA sequences and enhance (or repress) expression of specific
genes. These factors usually share a high level of overlap in their
DNA recognition sequence. The Hsf family members (Hsf-1, -2,
and -4) bind to HSEs (50-nGAAn-30 units) and regulate transcrip-
tion of Hsps and other molecular chaperones [1–3]. Comparisons
between Hsf protein sequences between different organisms indi-
cate the presence of a conserved DNA binding domain and three
hydrophobic heptad repeats known as the trimerization domain.
These domains are located within the amino-terminal portion of
the protein. The transcriptional activation domain is located toward

Stuart K. Calderwood and Thomas L. Prince (eds.), Chaperones: Methods and Protocols, Methods in Molecular Biology,
vol. 1709, https://doi.org/10.1007/978-1-4939-7477-1_1, © Springer Science+Business Media, LLC 2018
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the carboxyl-terminus end of the molecule. The intra-molecular
interactions between the amino- and carboxyl-terminal domains
keep Hsf1 in an inactive state under non-stress conditions
[1]. The expression of Hsf2 and Hsf4 in the cell correlates with
their increased DNA binding activity [2, 4, 5]. Number of
studies has provided evidence for the role of Hsf1 in tumorigenesis
and metabolism. Hsf1-deficient mice are significantly resistant to
Ha-Ras and mutant p53-induced tumorigenesis [6], p53-loss-
induced lymphomas [7], and carcinogen-induced liver cancer
[8]. Hsf1-deficient mice are also resistant to ErbB2-induced
mammary tumorigenesis [9, 10]. Contribution of other Hsfs to
tumorigenesis remains less explored. We have shown that deletion
of Hsf4-deficient mice is resistant to p53-loss-induced lymphomas
[11]. Hsf2 expression has been shown to be reduced in number
tumor types and knockdown of Hsf2 increases the invasion ability
of prostate cancer cell line [12].

Gene targeting in mice by homologous recombination in
embryonic stem (ES) cells has become a routine procedure
[13–16]. Gene targeting alters the mouse genome at specific selec-
tive locus. A targeting vector that carries a specific portion of the
gene to be targeted is normally flanked by a neomycin gene, most
often containing its own promoter sequence. Other strategies
where neomycin expression is under the control of an endogenous
gene have also been used. The neomycin gene is used as a positive
selectable marker for the isolation of embryonic stem cells that
carry the targeted allele. Neomycin gene may be flanked by loxP
sites so that it can be deleted following the generation of the
knockout mouse line [15, 16]. The targeting vector may also
contain one or two thymidine kinase (TK) genes that can be used
as a negative selectable marker. Following electroporation of the
targeting vector into the ES cells, if the targeting vector is randomly
inserted into the genome by nonhomologous recombination, the
TK genes will also be inserted and the gene is expressed. Treatment
of the ES cells with ganciclovir ensures the removal of the cells
containing the random integration of the targeting constructs. In
contrast, if the targeting vector is inserted into the genome by
homologous recombination, the TK genes will not be inserted
into the genome and the ES clones will survive the treatment
with ganciclovir. The strategy we used was to generate mutant
hsf1, hsf2, and hsf4 targeting vectors containing a neomycin gene
flanked by two loxP sites and two TK genes.

In this chapter, we describe the targeting vectors and genera-
tion of hsf1, hsf2, and hsf4-deficient mouse lines. We will also briefly
describe the phenotype of the hsf knockout mice generated in our
laboratory.
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2 Materials

2.1 Genomic DNA

Identification,

Isolation,

and Analyses

At the time when we began constructing targeting vectors for the
hsf genes, the mouse genome had not been entirely sequenced.
Therefore, we cloned these genes as described in the following
sections. However, currently, a BAC clone has been identified
that encodes the murine hsf genes. To identify the BAC clone
number that contains specific gene, one can go to the NCBI Web
site “Clone Registry” and search for the gene of interest. After
clicking the BAC clone number, the Web sites for the hsf1, 2, and
4 clones are indicated.

1. The BAC clone containing the hsf1 gene can be found at:
https://www.ncbi.nlm.nih.gov/clone/684469/.

2. The BAC clone containing the hsf2 gene can be found at:
https://www.ncbi.nlm.nih.gov/clone/666759/.

3. The BAC clone containing the hsf4 gene can be found at:
https://www.ncbi.nlm.nih.gov/clone/599701/.

4. Clones can be obtained from http://bacpac.chori.org.

One method of using a BAC clone to construct the targeting
vector is from the available sequencing information, first design the
targeting vector, and then fragments that are needed can be ampli-
fied by PCR. Any fragment that is amplified via PCR must be
sequenced entirely to detect the presence of any errors. For PCR
of genomic DNA, use of a high-fidelity TAQ polymerase is highly
recommended. For the conventional knockout strategy, presence
of more than one or two base pairs differences per kb pairs of DNA
may reduce homologous recombination. For the conditional
cre-loxP techniques, even one change in the DNA bases may be
detrimental in proper expression of the gene under study and
should be avoided.

2.2 Plasmids

and Phages

Conventional plasmids can be used for the manipulation of the
DNA fragments. For the final targeting vector we used Lamda
DASH II-254-2TK Phage (Stratagene, and a modified version
was provided by Drs. NR Manley, Department of Genetics, Uni-
versity of Georgia, Athens, GA 30602, USA). A map of Lamda
DASH II-254-2TK has been provided in Fig. 1. It contains Stuffer
sequences that can be removed by restriction enzyme (XhoI) diges-
tion, and the gene fragments (in two or three pieces) of interest can
then be inserted. If three fragments are inserted into the final
phage, it is advisable to use different restriction enzymes for each
fragment to avoid excessive self ligation.

Deletion of Hsf1, 2 and 4 Genes 3
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2.3 ES

Electroporation,

Southern Blotting of ES

Clones,

and Identification

of Positively Targeted

ES Clones

For the identification of ES clones with correct targeting, Southern
blotting from a small amount of DNA (may be as low as 2 μg) is
essential. For Southern blotting, we follow the procedure in the
Molecular Cloning, Laboratory Manual [17]. Figure 2 represents
Southern blotting of 22 clones of ES cells obtained for targeting of
the hsf4 gene. As the data indicate from 22 clones, six clones were
found to be positive. Other methods of this section have been
briefly described for each knockout mouse line; however, the
methodology can be found in detail in the following
references 13–16, 18.

λDash II-254-2TK
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Fig. 1 Schematic presentation of Lambda Dash II-254-2TK Vector. The portion of the map of lambda-Dash
II-254-2TK is presented. The stuffer sequence can be removed and the targeting vector can be ligated into the
phage DNA in two or three fragments

Fig. 2 Southern blot analyses of ES cells electroporated with hsf4 targeting vector. From 22 clones presented,
six clones carried the correct targeting for the hsf4 mutant (arrow heads). WT is wild-type band (5 kb) and Mut
is the hsf4 mutant band at 7.5 kb
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2.4 ES Cell

Microinjection

into Blastocysts,

Generation

of Chimeras,

and Germline

Transmission

This section has been briefly described for each knockout mouse
line; however, the methodology can be found in more detail in the
following references [13–16, 18] (see Notes 1–8).

3 Methods

3.1 Knockout

of hsf1 Gene

Hsf1 gene structure: The mouse Hsf1 gene (hsf1) is located on
chromosome 15 and encodes a Hsf1 protein that contains
503 amino acids [19, 20]. The mouse hsf1 gene has 12 exons.
Exon 1 contains 274 base pairs (bp), and the start codon (ATG)
is located at 158 bp, i.e., exon 1 encodes 39 amino acids. The
distance between exon 1 and exon 2 (intron 1) is 18 kb
(18, 254 bp). The remaining exons (exon 2 through exon 12) are
located compactly in a 4.6 kb region. The entire hsf1 gene is
23.5 kb.

1. Design of the targeting vector to delete hsf1: To target the hsf1
gene, the cloned fragment containing hsf1 was sequenced and
analyzed for the presence of unique restriction enzyme sites. In
our targeting strategy, we selected to delete a portion of the
exon 2 of the hsf1 gene for the reasons provided below: (1) In
the hsf1 gene, exon 1 is located 18 kb apart from other exons.
(2) Intron 1 encodes the promoter of another gene (known as
Bop1), as we have previously reported [20]. Disruption of exon
1 (plus insertion of neomycin gene in this exon) could poten-
tially disrupt the expression of the Bop1 gene. (3) Since the
distance between exon 1 and exon 2 is 18 kb, deletion of both
exons would have been impossible. (4) If only exon 1 was
deleted, there would be a possibility that a truncated Hsf1
mRNA and protein encoded by other exons (from exon 2 to
exon 12) would be generated. This truncated Hsf1 would
potentially contain amino acid residues 40–503 due to the
presence of an ATG at amino acid 40. (5) For the hsf1 targeting
construct, we planned that a LacZ gene could be inserted
under control of the hsf1 promoter. The best strategy would
have been to insert the LacZ gene at the first ATG. However,
for the reasons noted above, we inserted the LacZ gene into
the hsf1 exon 2.

The amino acid sequence encoded by exon 2 is critical for
the DNA binding domain of Hsf1 protein. If exon 2 was
deleted, the Hsf1 DNA binding domain would be disrupted
and Hsf1 could not bind to the DNA. Furthermore, if exon
2 was deleted, the hsf1 open reading frame (i.e., a cDNA
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Fig. 3 Targeted disruption of hsf1 by homologous recombination. (a) Schematic of segment of the hsf1 locus,
targeting construct, and targeted locus. Coding exons are indicated as black boxes, beginning with exon
2 [20]. Targeting construct replaces the coding region for 55 bp of exon 2. LoxP flanked, PKG-neomycin
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encoding exon 1 and exons 3–12) will shift and a stop codon
will appear immediately at amino acid residue 49 in exon
2. Three more stop codons are also present within the next
100 bps. Therefore, the deletion of exon 2 will completely
disrupt the Hsf1 protein structure and function. According to
these criteria, we designed an hsf1 targeting vector with the
deletion of 55 bp of exon 2. The final targeting vector contains
a 3.2 kb proximal fragment with homology to hsf1, a 3.2 kb
IRES-LacZ-neomycin fragment, and a 3.7 kb distal fragment
with homology to hsf1 (Fig. 3) [19].

2. Targeting vector: Cloning of the hsf1 gene: An 18 kb clone
containing a portion of the hsf1 gene fragment (exon 2–exon
12) was isolated following screening a 129/SvJ mouse geno-
mic library in Lambda Fix II vector (Stratagene) using Hsf1
cDNA as a probe [20]. This 18 kb DNA fragment was used as a
template for constructing the hsf1 targeting vector.

External probe for the detection of correct targeting: To
identify homologous recombination, an external probe was
designed to screen the hsf1 mutant ES clones and eventually
the hsf1-deficient mice. The external probe should hybridize to
the DNA region that is close to, but not included in the
targeting vector. According to our targeting strategy, we
designed a 1 kb probe that hybridized to the 50 region of the
targeting vector as presented in Fig. 3a. The probe was tested
on genomic DNA prepared from wild-type mouse tail that was
digested by the restriction enzyme PstI. PstI was selected

�

Fig. 3 (continued) cassette with upstream IRES-LacZ is indicated. Two TK genes were used for negative
selection. “Outside probe or external probe” was used for screening ES cell clones to distinguish between
endogenous and targeted alleles. The 3.2 and 3.7 kb fragments are the proximal and distal hsf1 homologous
segments in the targeting vector [19]. The final insert between the two TK genes is 13 kb. N and P represent
NheI and PstI sites, respectively. Primers p2, p2, p3, and p4 are used for genotyping. (b) Southern blot analysis
of genomic DNA prepared from tails of wild-type (þ) and targeted mutant mice (�). The 7.7 and 4.3 kb bands
are PstI digested fragments corresponding to the targeted (�) and wild-type (þ) alleles, respectively. (c) PCR
analysis of tail DNA derived from wild-type (þ) and targeted mutant mice (�) showing 420 and 890 bp
fragments derived from wild-type and targeted alleles, respectively. (d) Northern blot analysis of total RNA
derived from mouse embryo fibroblasts (MEFs) of wild-type (þ) or mutant (�) mice. Full-length murine hsf1
cDNA was used as a probe. Hsf1 generates an approximately 2.4 kb fragment. GAPDH is shown for equal
loading. (e) cDNA from wild-type (þ) and hsf1mutant (�) mice were amplified using forward primer located in
exon 1 and reverse primers located in exon 3. Sequencing the 375 bp (þ) and 265 bp (�) fragment indicated
normal splicing of exons 1, 2, and, 3 and splicing of exon 1 to exon 3, respectively. (f) Immunoblot analysis of
extracts of MEFs derived from wild-type (þ) or mutant (�) hsf1 analyzed by SDS-PAGE using antibody to Hsf1.
Actin is presented as an indicator of loading. (g) Electrophoretic mobility shift assays (EMSA) [19]. Nuclear
extracts of wild-type (þ) or hsf1 mutant (�) MEFs were prepared from untreated control (C) or heated (43 �C
for 20 min plus 30 min recovery at 37 �C to ensure Hsf1 activation). Lanes 1 and 2, 3 and 4, 5 and 6 represent
untreated control (C) and heated (H) samples, respectively. Lane 7 is the same extract as in lane 2 but with
200� excess cold HSE to show specificity
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because of its suitability of detecting the correct targeting of ES
cell clones.

Vector construct: A 3.2 kb proximal fragment with homol-
ogy to hsf1 was amplified by PCR using the isolated 18 kb hsf1
clone as a template using forward primer: 50-CTG CAG AAC
CAA TGC ATT GGC GGC CGC TCG AGA ACA CAG CAT
TC TTG AAA GAA A-30 that included BstXI, NotI, EagI, and
XhoI restriction enzyme sites, and a reverse primer: 50-GAA
TCG GCC GTG GTC AAA CAC GTG GAA GCT GTT-30

that included an EagI restriction enzyme site. The PCR prod-
uct was sequenced to confirmDNA sequence fidelity. The PCR
product was digested by EagI for subcloning.

A plasmid containing an IRES-lacZ-neomycin cassette was
used to insert an IRES-lacZ-neomycin fragment in the target-
ing vector (Fig. 3a) [19]. The neomycin gene (used as a posi-
tive selectable marker) was driven by the phosphoglycerate
kinase (PKG) promoter and contained an SV40 poly-(A) signal
and a stop codon. The neomycin gene was flanked by Cre
recombinase recognition sequences (loxP) to allow the removal
of the neomycin gene in the mutant mice. The lacZ gene
contained sequences of the picornaviral Internal Ribosomal
Entry Site (IRES) at its 50-end and a poly-(A) signal and a
stop codon at its 30-end (clones encoding sequences for lacZ
and IRES were the gift of Dr. A. Smith (Univ. of Edinburgh,
Scotland)). Since the decision was made to insert the lacZ gene
(containing its own ATG) into exon 2, it was possible that Hsf1
transcripts that start from exon 1 would interfere with the lacZ
expression. Therefore, an IRES was inserted before the lacZ
gene to direct translation of the reporter gene. However, as we
have noted in our previous publication [19], in hsf1-deficient
mice, the lacZ gene (plus the entire exon 2) is spliced out,
fusing exon 1 directly to exon 3 and making a shorter transcript
that excluded exon 2. Since we had predicted this may occur
in vivo, we still went with such a design since fusion of exon
1–exon 3 would generate an Hsf1 transcript that would be out-
of-frame and no protein could be generated from this transcript
(as noted above). As such, cells deficient in the hsf1 gene do not
express the lacZ gene [19].

The proximal 3.2 kb fragment was subcloned into the
IRES-lacZ-neomycin plasmid. The resulting plasmid was then
digested with XhoI/NruI to release the 7.8 kb proximal frag-
ment. For the distal 3.7-kb fragment with homology to hsf1,
the 18-kb genomic clone was digested with NheI to release a
7.5-kb fragment, which was subcloned into plasmid pBlue-
Script at an EcoRV site. This plasmid was then digested with
HindIII to remove a 3.8-kb fragment. The remaining 3.7 kb
fragment (portion of exons 2–9) was subsequently released by
SmaI/XhoI digestion.

8 Xiongjie Jin et al.



The proximal fragment containing the IRES-lacZ-neomy-
cin cassette and the 3.7 kb distal fragment were then ligated
into the phage DNA vector λDASHII-254-2TK at XhoI site
[19]. The targeting construct is flanked by 2TK genes, which
are used as a negative selectable marker. The vector was pack-
aged into phage and the positive phage clones were selected by
PCR and restriction enzyme digestion. Several positive phage
DNA clones were digested by NotI (see Fig. 1) to release the
final vector that contained the targeting vector and the 2TK
genes. This final vector can be recircularized into a plasmid that
could be amplified in bacteria. After amplification, the final
vector was linearized with NotI digestion for ES cell
transfection.

3. ES cell electroporation: ES (D3; Incyte Genomics, St. Louis,
MO) cells were cultured as described previously [18, 19]. The
ES cells were electroporated (BioRad Gene Plus, 250 V,
950 μF) with the linearized targeting vector and cultured in
the presence of neomycin (200 μg/ml) and ganciclovir (2 μM)
for 10 days. The ES cell clones were isolated and expanded.
Following Southern blotting using the external probe, two
doubly resistant ES cell clones (Fig. 3b) (from 167 clones
tested) were selected and expanded.

4. Generation of hsf1 mutant mice: The two ES clones that were
found to be positive by Southern blotting were microinjected
into C57BL/6 blastocysts, and germline-transmitting chimeric
mice were obtained. The chimeric mice were then crossed with
C57BL/6 mice to obtain hsf1+/� mice that were interbred to
generate hsf1�/� mice.

5. Genotyping of mutant mice: Southern blotting: ES clones,
germline-transmitting chimeric mice, and the first several litters
of mice were genotyped by Southern blotting. Mouse genomic
DNA was isolated and digested with the restriction enzyme
PstI. Southern blotting was performed using an external probe
(indicated in Fig. 3b) [19]. This generates a 7.7 kb fragment
for the targeted locus and a 4.3 kb fragment for the wild-type
locus.

PCR: When the hsf1 mutant mouse line was established
after screening by Southern blotting (Fig. 3b), mice were
subsequently routinely genotyped by PCR (Fig. 3c). Genomic
DNA isolated from mouse tail was used as a template. Two sets
of primers were used to identify wild-type and mutant alleles:
for wild type, forward primer (P1): 50-GAG ATG ACC AGA
ATG CTG TGG GTG-30 and reverse primer (P2): 50-GCA
AGC ATA GCA TCC TGA AAG AG-30; for mutant alleles
(the primers to amplify IRES region): forward primer (P3):
50-ACT GGC CGA AGC CGC TTG GAA TAA-30 and reverse
primer (P4): 50-ATA CAC GTG GCT TTT GGC CGC
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AGA-30. These PCR reactions generated a 400 bp fragment for
wild type and a 285 bp fragment for mutants (Fig. 3) [19].

Figure 3d–g show analyses of hsf1�/� tissues confirming no
Hsf1 protein was produced.

3.2 Knockout

of hsf2 Gene

Hsf2 gene structure: The mouse hsf2 gene (mhsf2) is located on
chromosome 10 and encodes Hsf2 protein that contains
517 amino acids. The mouse hsf2 gene contains 12 exons. Exon
1 contains 117 base pairs (bp) and the start codon (ATG) begins at
25 bp. Exon1 and exon 2 are separated by a 9.4 kb intron [21].

1. Design of the targeting vector to delete hsf2: To disrupt the
mouse hsf2 gene, we designed a targeting vector in which
67 bp from the start codon were deleted. An EGFP reporter
gene with a start and stop codons was inserted into this region
of the hsf2 gene. The removal of the first 67 bp from exon I of
the hsf2 gene results in an out-of-frame shift in the cDNA.
Since EGFP inserted in exon 1 of the hsf2 gene contained a
stop codon, it is therefore unlikely that the truncated Hsf2
cDNA could be translated. Therefore, the deletion of 67 bp
from exon I of the hsf2 gene will completely disrupt the hsf2
gene. The final targeting vector contained a 2.8 kb proximal
fragment with homology to the hsf2 gene, a 2.2 kb EGFP-
neomycin fragment, and a 6.1 kb distal fragment with homol-
ogy to hsf2 (Fig. 4) [21].

2. Targeting vector: Isolation of the hsf2 gene: A 22 kb DNA
fragment containing 3.8 kb of the promoter region and the
first 6 of the 12 exons of the murine hsf2 gene was isolated from
a 129/SvJ mouse genomic library in Lambda FixII vector
(Stratagene, La Jolla, CA) by hybridization with a mouse hsf2
exon 1 cDNA as a probe. This genomic clone was used to
construct a targeting vector [21].

External probe for the detection of correct targeting: To
identify the homologous recombination, a 500 bp external
probe was generated by PCR using primers: 50-GTT TCT
GCA CTG AGC CCT TG-30 and 50-CAA GGA TTC AAT
AAT CGT GAC AC-30. This probe hybridizes to a fragment
of the hsf2 gene that is located in the 50 region of the targeting
vector (Fig. 4a). The probe was tested on wild-type genomic
DNA digested with PvuII restriction enzyme.

A 2.8 kb proximal fragment including part of the hsf2
promoter and the hsf2 start codon was amplified by PCR
using the following primers: 5-AGT CCG CTC GAG GAG
AGG TGG TAT ACA TAA ACA AGG (included a XhoI site,
underlined) and 5-GAA CTC GGA TCC ATT GTT AGC
CCG GTG CAG GGA TTC CAA ATT CTA CTA CCG AAC
GCGGAGGTCGCAGCGGCGGCGG (included a BamHI
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Fig. 4 Targeting strategy for the hsf2 genomic locus and generation of hsf2-deficient mice. (a) Restriction map
of the hsf2 gene, showing the wild-type allele (top), targeting vector (middle), and the predicted targeted allele
following homologous recombination (bottom). The ATG indicates the start codon (top). The position of the
EGFP-neo and TK cassettes, probes for Southern blotting, and PCR primers P1, P2, and P3 are indicated. The
vectors were designed so that the promoter of hsf2 gene drives EGFP expression. Note that the Pvu II
restriction enzyme site located upstream of exon 1 was destroyed in the targeting vector. The restriction
enzymes are designated: P, PvuII; N, NheI; B, BamHI [21]. (b) Southern blotting analysis of tail DNA derived
from wild-type (þ/þ), heterozygous (þ/�), or homozygous (�/�) hsf2 mice. PvuII-digested genomic DNA
was hybridized with an external probe to yield bands of 3.5 and 5 kb for the hsf2 wild type and targeted loci,
respectively. (c) PCR-based genotyping assay amplifies wild-type and targeted hsf2 locus fragments of
200 and 406 bp, respectively. (d) Northern blotting analysis. Total RNA extracted from the livers of
8-weeks-old mice of wild-type (þ/þ), heterozygous (þ/�), or homozygous (�/�) for the targeted hsf2
allele adult mice was hybridized with a full-length murine hsf2 cDNA probe. The expected 2.4 kb hsf2
transcript was present in the wild-type and heterozygous mice but absent in mice homozygous for the
targeted hsf2 allele. The level of actin mRNA is shown to indicate equal loading of RNA. (e) Western blot
analysis. Equal amount of protein from cell extracts from the liver extracts of 8-weeks-old mice of wild-type
(þ/þ) or homozygous (�/�) for the targeted hsf2 allele adult mice was analyzed using SDS-PAGE followed by
immunoblotting using antibody to Hsf2. The level of actin is shown to indicate equal loading of protein
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site, underlined). This fragment lacks an unwanted PvuII site
present 99 bp upstream of the start codon. This PCR fragment
was digested by XhoI and BamHI and cloned into pBluescript
II KS plasmid for amplification, and was sequenced to confirm
the DNA sequence fidelity. The 2.8 kb proximal fragment was
released by XhoI and BamHI digestion for subcloning into the
final targeting vector.

A plasmid containing the 2.2 kb EGFP-neo cassette was
digested with BamHI and ClaI to release the EGFP-neo frag-
ment. The EGFP gene with the poly(A) signal was driven by the
hsf2 promoter (EGFP was from Clontech; Neomycin was mod-
ified by the addition of two loxP sites by Dr. M. Capecchi’s
laboratory) [22, 23]. Neomycin gene was driven by the TK
promoter with a simian virus 40 poly(A) signal.

A 6 kb distal fragment including the C-terminal 26 bp of
exon 1 extending into the first intron was PCR-amplified using
the following primers: 50-CCA TCG ATC CAA CGA GTT
CAT CAC CTG GAG TC (included a ClaI site) and 50-CTC
ATA CTC GAG TTA ACTAAA CCA ATG CAT TCA ACTG-
30 (include XhoI site).

The 2.8 kb proximal fragment, 2.2 kb EGFP-neo frag-
ment, and 6 kb distal fragment were ligated to phage DNA
vector λDASHII-254-2TK at XhoI site flanked by 2TK genes
(Fig. 1). The vector was then packaged into phage and the
positive phage clones were selected by PCR and restriction
enzyme digestion. The positive phage DNA was digested by
NotI to release the final targeting vector containing 2TK genes.
This final vector could be recircularized into a plasmid and
could be amplified in bacteria. After amplification, the final
vector was linearized with NotI and was purified for the trans-
fection into the ES cells.

3. ES cell electroporation: ES (D3; Incyte Genomics, St. Louis,
MO) cells were cultured as described previously. The ES cells
that were electroporated (BioRad Gene Plus, 250 V, 950 μF)
with the linearized targeting vector were double selected by
G418 (200 μg/ml) and ganciclovir (2 μM) [18, 21]. Double-
resistant ES cell clones were selected and expanded. Genomic
DNA was isolated as described in Molecular Cloning [17].

4. Generation of mutant mice: Positive ES clones were selected by
Southern blotting (Fig. 4b). The positive clones were micro-
injected into C57BL/6 blastocysts and germline-transmitting
chimeric mice were obtained. The chimeric mice were then
crossed with the wild-type mice to obtain hsf2+/� mice, which
were intercrossed to generate hsf2�/� mice [21].

5. Genotyping of mutant mice: Southern blotting: ES clones,
germline-transmitting chimeric mice, and first several litters
of mice were genotyped by Southern blotting. Mouse genomic
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DNA was isolated [17] and was digested with PvuII. Southern
blotting was performed using an external probe (Fig. 4b)
[21]. This generates a 5 kb fragment for the targeted locus
and a 3.5 kb fragment for the wild-type locus. PCR: When the
hsf2mutant mouse line was established after Southern blotting,
mice were genotyped routinely by PCR (4C). Genomic DNA
isolated from mouse tail was used as a template. PCR was
performed using one common (i.e., recognized by both wild
type and mutant) primer (P1; 50-GTGGTGTGCGTT
CCCCGGAG-30), a primer located in the wild-type locus
(P2; 50-TGACTCCAGGTGATGAACTC-30) to identify the
untargeted allele, and a primer (P3; 50-CTTCGGGCAT
GGCGGACTTG-30) located in the EGFP to identify the
mutant gene. The locations of the primers P1, P2, and P3 are
indicated by the arrows in Fig. 4a. The expected PCR products
for wild-type and targeted hsf2 loci are fragments of 200 bp,
and 406 bp, respectively (Fig. 4c).

Figure 4d and e show cells deficient in Hsf2 do not express
Hsf2 mRNA or protein.

3.3 Knockout

of hsf4 Gene

Hsf4 gene structure: The mouse hsf4 gene (mhsf4) is located on
chromosome 8 and contains 13 exons (Fig. 5a) [24].

1. Design of the targeting vector to delete hsf4: To disrupt the hsf4
gene, we designed a targeting vector by inserting the EGFP-neo
cassette after the start codon. Ligation of the EGFP-neo frag-
ment with the proximal fragment of the hsf4 gene would result
in an out-of-frame cDNA product for the hsf4 gene by the
disruption of the gene at the ATG. The final targeting vector
contains a 2.8 kb proximal fragment with homology to hsf4, a
2.2 kb EGFP-neo cassette [22, 23], and a 5.5 kb distal fragment
with homology to hsf4 [24].

2. Targeting vector: To generate the hsf4 targeting vector, a
129/SvJ mouse genomic DNA phage library (Lambda FixII
vector, Stratagene, La Jolla, CA) was used to identify clones
containing the hsf4 gene using a mouse hsf4 cDNA probe. The
isolated hsf4 gene contained 13 exons within a 5.9 kb fragment,
as well as several kb flanking sequences at both the 50 and 30

regions.
The proximal 3.2 kb region was amplified by PCR using

the following primers:

50-TTCCCACGCGTCGACCCCTCCAGTCCCATTCTTTT
GTTG-30 and 50-GAAGATCTGCCATGGCGCAGTCT
CGGCCGGCCGG-30 (included BglII site, underlined).
Because of the existence of a Sal I site within the amplified
product, digestion with Sal I and Bgl II gives the final 2.8 kb
proximal gene product.
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A plasmid containing a 2.2 kb EGFP-neo cassette was
digested with BamHI and ClaI to release the EGFP-neo frag-
ment. The EGFP gene with the poly(A) signal was driven by the
hsf4 promoter, followed by the neomycin resistance gene,
which was flanked by two loxP sites to allow its removal by
cre recombinase, and was driven by the TK promoter, with a
Simian virus 40 poly(A) signal.

Fig. 5 Targeted disruption of the hsf4 gene. (a) Wild-type hsf4 locus, targeting vector, and the predicted
targeted allele following homologous recombination are shown. Exons are presented by black boxes. The
probe used for Southern blotting and PCR primers P1, P2, and P3 are indicated by arrows below the targeted
allele [24]. (b) Bgl II-digested tail DNA (10 μg) from wild-type (þ/þ), or hsf4+/� (þ/�) or hsf4�/� (�/�) mice
was hybridized with an external probe to yield bands of 5 and 7.2 kb for the wild-type and targeted hsf4 loci,
accordingly. (c) PCR-based genotyping assay amplifies fragments of 260- and 600-bp for wild-type and
targeted hsf4 allele, respectively. (d) 50 μg protein from lens extracts of wild-type (þ/þ) or hsf4�/� (�/�)
mice at P28 was analyzed by Western blotting using antibody specific to Hsf4b. As a control for equal protein
loading, the blot was probed for β-actin
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The distal 5.5 kb was PCR amplified by using the following
primers:

50-CCATCGATGGCAGGAAGCGCCAGCTGCGCTGCC-30

(included ClaI site, underlined), and 50-CCGCTCGAG
CGGGGCAGGGTCTTGTTGCATAGCCT-30 (included Xho
I site, underlined).

The 2.8 kb proximal fragment, 2.2 kb EGFP-neo frag-
ment, and the 5.5 kb distal fragment were subcloned into
phage DNA vector (λDASHII-254-2TK) at the XhoI sites to
flank the targeting construct with 2TK genes. The vector was
then packaged into phage, and the positive phage clones were
selected by PCR digested using restriction enzyme. The posi-
tive phage DNA was digested by NotI to release the final
targeting vector that contained the 2TK genes. This vector
could be circularized into a plasmid and amplified in bacteria.
After amplification, the final vector was linearized by NotI
digestion and used for electroporation of 129/SvJ ES
cells [24].

3. ES cell electroporation: ES cells (D3; Incyte Genomics,
St. Louis, MO) were electroporated with the linearized target-
ing vector. The ES cells were then selected by G418 (200 μg/
ml) and ganciclovir. The double-resistant ES cell clones were
selected and expanded for screening by Southern blotting [17].

4. Genotyping of mutant mice: Southern Blotting: Mouse geno-
mic DNA from the ES cells was isolated and digested with
BglII. Restriction enzyme-digested genomic DNA was then
hybridized with an external probe located upstream of the
targeting vector, yielding 5 kb and 7.2 kb fragments for wild-
type and hsf4-targeted alleles, respectively. From the
141 isolated ES clones that were analyzed by Southern blot-
ting, 33 clones contained the correctly targeted allele (Fig. 2)
[24]. Two positive ES clones were injected into C57BL/6J
blastocysts, and the resulting chimeric male mice were crossed
with C57BL/6J females to generate germ-line transmission.
Homozygous mice were obtained by interbreeding of F1 het-
erozygous mice (Fig. 5b).

Primers used for genotyping: For routine genotyping of
mice, DNA extracted from tail was used for PCR analysis to
verify a 260 bp wild-type and a 600 bp targeted hsf4 fragments
using the following primers: P1: 50-GCAAACGCAG
CACTTTCGCG-30; P2: 50-CGGATCTTGAAGT
TCACCTTGAT-30; P3: 50-TGGACAGGGGTGTTCACG
ACA-30 (Fig. 5c).

Immunoblotting of lens extracts of hsf4-deficient mice
showed no Hsf4 expression (Fig. 5d).
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3.4 Physiological

Function of Mice

with a Targeted

Disruption of the hsf1,

hsf2, or hsf4 Gene

In this section, we will briefly describe the major phenotypes of the
hsf1-, hsf2- and hsf4-deficient mice generated in our laboratory.
Additionally, since some of our hsf-deficient mouse lines encode a
reporter gene and we have also generated hsp25�/�-lacZ and
hsp70.3�/�-lacZ [25, 26] knock-in reporter genes, we will briefly
describe the beneficial uses of knockout mice containing reporter
genes in investigating the effects of hsf deletions on the expression
of their downstream target gene in vivo.

In addition to the hsf knockout mice that we have generated
[19, 21, 24], there are two other hsf1 [27, 28], two other hsf2
[29, 30], and one other hsf4 [31] mutant mouse lines that have
been generated in other laboratories. The phenotypes of all the
mouse lines are almost comparable with each other. Hsf1-deficient
mice generated in our laboratory exhibit complete female infertility
(unpublished data). This phenotype was reported by Christians,
et al. [32], and the cause appears to be the inability of the hsf1�/�

zygote to undergo zygotic gene activation following fertilization
[32]. Another major phenotype of hsf1�/� mice is their inability to
mount a heat-shock response in every tissue that has been tested
using immunoblotting or following crossing of hsf1�/� mice with
hsp70.3�/�-lacZ reporter mice [19]. Hsf1�/� mice exhibit an
age-dependent demyelinating disease [33], and cells deficient in
hsf1 exhibit accumulation of ubiquitinated proteins, including wild-
type and mutant p53 proteins [33, 34]. In addition to supporting
stress response, Hsf1 in cooperation with mTORC1 regulates sizes
of the cell, organ, and body [35]. Hsf1�/� mice in p53-deficient
background (hsf1�/�p53�/�) exhibit a delay in the development of
lymphomas compared to p53�/� mice. There is a change in tumor
spectrum that is observed in hsf1�/�p53�/� mice compared to
p53�/� mice, and double-knockout mice exhibit reduced lympho-
mas (7.9% in hsf1�/�p53�/� mice versus 72.2% in p53�/� mice)
[7]. As noted above, Hsf1-deficient mice are also resistant to
ErbB2-induced breast cancer [9, 10] and carcinogen-induced
liver cancer and exhibit altered glucose and lipid metabolism
[8]. Hsf2�/� mice exhibit defects in spermatogenesis, and males
exhibit reduced fertility a few months after birth and in the back-
ground of hsf1 deficiency, all males are infertile due to complete
disruption in spermatogenesis [36]. Hsf2 also expresses at high
levels in the brain, and hsf2�/� mice exhibit developmental defects
in the central nervous system (CNS) [21]. Further studies on these
mice are needed to reveal additional functions of Hsf2 in mamma-
lian organisms. Before we generated hsf4�/� mice, there was no
information on how Hsf4 becomes transcriptionally activated or in
which tissues or cells it expresses. Previous reports indicated that
the hsf4 gene was mutated in humans, and humans who carry the
mutation exhibit lamellar and marner cataracts [37]. Interestingly,
hsf4�/� mice exhibit developmental defects in fiber cell
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differentiation in the lens, which leads to blindness in 100% of the
progeny [24]. Hsf4 activity was, for the first time, detected in the
lens epithelial cells at 3 days postnatally [24]. The activation of Hsf4
leads to the expression of Hsp25, which was 1000-fold lower in
hsf4�/� lens [24].

1. Hsf4-EGFP is expressed in many tissues. Addition of a reporter
gene (EGFP) under control of the hsf2 and hsf4 promoters has
been a powerful means of revealing in which cell types these
transcription factors express in vivo. As we already have
reported, Hsf2-EGFP expression can be detected in the testis
during spermatogenesis using flow cytometry [21]. Flow cyto-
metry and immunoblotting experiments also show that hsf4-
EGFP (knockout/knock-in mice) is expressed in a number of
adult tissues (Fig. 6). The expression of hsf4-EGFP was ana-
lyzed in spleen and found to be expressed in mature CD4þ,
CD8þ, and CD3þ (T cell receptor) thymocytes, GR-1-posi-
tive granulocytes (not presented), neutrophils/macrophages
(CD11bþ), and dendritic cells (CD11cþ) (Fig. 6). Interest-
ingly, Hsf4 does not express in B cells or immature
CD4�CD8� or CD4+CD8+ T cells (Fig. 6, thymus), but it is
expressed in spleen and peripheral lymph nodes (Fig. 6a and b).
Interestingly, Hsf4-EGFP expression can only be detected once
T cells leave the thymus and enter the periphery.

2. Hsf4 regulation of Hsp25 expression in vivo: Another unique use
of analyzing knockout mice expressing a reporter gene is the
use of intercrossing Hsfs with their downstream target genes
that express LacZ (or EGFP when possible) under their endog-
enous promoters to determine the extent that they regulate
each downstream target gene in vivo. In one study, we crossed
hsf4-deficient mice with hsp25�/�-lacZ reporter mice [26]. We
found that hsp25-lacZ is a downstream target of the hsf4 gene in
the lens. As we described earlier, Hsf4 DNA binding and
transcriptional activity was demonstrated in developing lens
epithelial cells [24]. Using gel mobility shift assays, Hsf4
DNA binding activity could be detected between postnatal
days P1-P5 lens extracts (data not presented, please see [24]).
Using hsp25+/�-LacZ knockin mice, we were able to demon-
strate that Hsp25-lacZ expression coincides with the onset of
Hsf4 activity in the lens epithelium and fiber cells (Fig. 7, upper
panel, X-gal staining). Crossing hsf4�/� mice with hsp25�/�

mice we were able to completely eliminate the Hsp25
promoter-driven β-galactosidase (β-gal) expression, suggesting
that Hsp25 is a downstream target of the hsf4 gene during lens
epithelial cell differentiation.
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4 Notes

General considerations to knockout hsf1, hsf2, or hsf4 genes
The following points are important considerations for success-

ful gene targeting.

1. The genomic DNA source must be the same as the ES cells to
be used. This will facilitate homologous recombination.

2. Purchase a BAC clone containing the gene of interest (http://
bacpac.chori.org).

3. For designing the targeting vector, the lengths of the 50 and 30

fragments are important in facilitating homologous recombi-
nation. Sizes between 0.8 and 5 kb have been successfully used.

Fig. 6 Hsf4-EGFP is expressed in adult normal tissues. (a) Cells from hsf4�/� spleen were immunostained to
detect a specific cell population expressing Hsf4-EGFP as indicated. B220 detects B cell population; CD11c
detects dendritic cells; CD11b detects neutrophils/ macrophages; CD3þ, CD4þ, or CD8þ are T cell-specific
markers. Dotted lines are immunostained þ/þ cells (no EGFP). (b) Cells from hsf4�/� thymus or peripheral
lymph nodes (PLNs) were analyzed by flow cytometry for expression of EGFP. In panels (a) and (b), the
numbers represent percentages of cells expressing EGFP, and these populations are indicated by green
arrows. (C) 30 μg of indicated adult tissue extracts from wild-type or hsf4�/� mice were used in immuno-
blotting experiments using antibody to EGFP. Hsf4-EGFP expression can be detected in the brain (Br), heart (H),
lung (Lu), testis (Te), muscle (Mu), lens, spleen (Sp), and thymus (Th). Wild type (þ/þ), hsf4�/�(�/�). Note
that EGFP expression is an indication of Hsf4-driven transcription
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The total size of the fragment that can be inserted into the final
vector needs to be considered before constructing the vector.
The λDash II-254-2TK phage used by our laboratory can
accommodate approximately 14 kb. Therefore, the sizes of
the 50 and 30 fragments plus the neomycin gene that is required
for positive selection of ES cells and a reporter gene (such as
green fluorescent protein (EGFP) or β-galactosidase) should
not exceed more than 14 kilobase pairs. Before attempting to
construct the targeting vector, it is best to schematically draw
the entire plan for the construct to be made. This should
include all the restriction enzymes to be used.

4. It is best to insert the EGFP or LacZ genes at the ATG of the
gene that is targeted. This design will ensure that expression of
EGFP or LacZ is under the direct control of the promoter of
the gene to be targeted.

5. Although the insertion of the EGFP or LacZ gene at the ATG
interrupts the gene of interest, the design of the targeting
construct could be such that a portion of the gene to be
targeted is also deleted to ensure complete disruption of
the gene.

6. Two probes need to be designed for the detection of ES cell
clones following electroporation of the targeting vector into
the ES cells. The external probe is located outside of the 50 and
30 fragments. A restriction enzyme must be selected so that the
external probe can detect correct targeting into the intended

Fig. 7 Hsf4 controls the expression of Hsp25 in the lens during development. Histological analyses of
hsf4+/+hsp25+/�-LacZ lens at P1 to 8-weeks old mice to show the expression of β-gal in developing and
mature lens. Note the positive X-gal staining in hsf4+/+hsp25+/�-lacZ P2 stage, while no X-gal staining
can be detected in lenses of hsf4�/�hsp25+/�-lacZ
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locus. Sometimes, creating a unique restriction enzyme before
the EGFP (or LacZ genes) or between the EGFP and neomycin
genes (or after neomycin) is an option. Another consideration
is that the fragment size created following restriction enzyme
digest will not be larger than 12–15 kb since large fragments
will be more difficult to detect by Southern blotting. Once the
outside probe (best size is 500 bp to 1 kb) is selected, it is best
to perform Southern blotting using the genomic DNA follow-
ing digestion with one or two restriction enzymes to ensure the
probe generates a predicted band for the wild-type locus.

7. It is best that the neomycin gene is flanked by two loxP sites so
that it can be removed following the generation of the knock-
out mouse by crossing with transgenic female mouse expres-
sing Cre recombinase (Splicer mice [38], Jackson laboratory).

8. The identity of all the fragments that have been amplified by
PCR needs to be verified by DNA sequencing. The ligation
sites of the final targeting vector also need to be confirmed by
sequencing since deletions may occur during the ligation.
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Chapter 2

Role of Heat Shock Factors in Stress-Induced Transcription

Ayesha Murshid, Thomas L. Prince, Ben Lang, and Stuart K. Calderwood

Abstract

Heat shock proteins (HSP) are rapidly induced after stresses such as heat shock and accumulate at high
concentrations in cells. HSP induction involves primarily a family of heat shock transcription factors (HSF)
that bind the heat shock elements of theHSP genes and mediate transcription in trans. We discuss methods
for the study of HSP binding to HSP promoters and the consequent increases in HSP gene expression
in vitro and in vivo.

Key words Heat shock factor, Binding, Purification, Transcription, Heat shock protein, Nuclear run
on, Chromatin immunoprecipitation

1 Introduction

Heat shock factor (HSF) was first discovered in yeast as a
sequence-specific transcription factor that binds to the promoters
of heat shock protein (HSP) genes [1]. HSF was shown to bind as
a trimer to three inverted repeats of the sequence nGAAn at high
affinity, an activity that was later shown in Drosophila HSF and
human HSF1 [2–5]. In more complex organisms, there are at least
four members of the family in avian and mammalian species and
multiple members in higher plants [6–11]. The current consensus
in mammalian cells is that HSF1 is the most potent regulator of
the heat shock response with the remaining factors playing sup-
plementary roles in stress and perhaps more significant roles in
development [6, 12, 13]. The mechanisms by which HSF1 is
triggered by stress are not entirely clear. HSF1 is thought to be
constitutively repressed by the products of its transcriptional activ-
ity—HSPs through a feedback inhibition mechanism
[14, 15]. Activation is thus envisaged as a reversal of such inhibi-
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tion as denatured proteins sequester HSPs during heat shock and
HSF1 becomes liberated to bind to HSE elements in HSP genes.
However, alternative/overlapping hypotheses have been proposed
involving stress-mediated HSF1 phosphorylation, binding to large
noncoding RNA, and regulation at the level of posttranscriptional
pausing [16–19]. HSF1 and HSF2 are predicted to encode at least
two splicing variants, with HSF2A and HSF2b showing differen-
tial expression during erythroid differentiation [6]. HSF2A
appears to be active in transcriptional regulation while HSF2B
appears to be inactive [6].

Heat shock causes a rapid increase in HSF1 binding to HSP
gene promoters and an acute elevation in the transcription of HSP
genes (relative rates are indicated in Fig. 1) [16]. Transcription
decays rapidly after initiation, while HSF continues to bind to
HSE for several hours [20, 21]. HSP mRNAs are then observed
within 1 h of activation and are maintained at these high levels for
up to 24 h due to enhanced stabilization after stress [22]. After
acute stress, HSP protein expression in mammalian cells is delayed
due to initial translational inhibition, then Hsp70, Hsp90, and
Hsp110 are observed by 2–6 h after a 43 �C heat shock and can
persist in most cells for up to 100 h [23] (Fig. 1). In this report,
we are concerned with the early phase of HSP gene expression,
involving HSF1 binding to HSP genes and activation of
transcription.

Fig. 1 Relative kinetics of hsp gene transcription, HSF binding, HSP mRNA
expression, and heat shock protein expression after heat shock
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2 Materials

2.1 Purification of

HSF2 and

Electrophoretic

Mobility Shift Assay

(EMSA)

2.1.1 Primers

For human HSF2:

Forward primer was 50–30 GC[GAATCC]ATGAAGCAGAG
TTCGA.

Reverse primer 50–30 AAA[GTCGAC]TTCCTGGGGATTT
AGCTA.

For murine HSF2:

Forward primer 50–30 GG[GAATCC]ATGAAGCAGAGTT
CGAACG.

Reverse primer 50–30 AGT[GTCGAC]TTGGGAGTTTAA
CTATCT.

EMSA oligonucleotides:

Hsp70 HSE top strand: 50-CACCTCGGCTGGAATATTCCCGA
CCTGGCAGCCGA-30.

2.2 Mutant

Oligonucleotides

50-CACCTCGGCTGCAATAATCCCGACCTGGCAGCCGA-30.
Cells: BL21 (DE3) E. coli, Human HeLa.
Columns and filters.
20 ml glutathione-sepharose (Pierce Chemicals).
Mono-Q HR 5/5 (Pharmacia).
Centricon 10 ultrafilter.

2.3 Buffers E. coli Lysis buffer: 7 M guanidine-HCl in 0.1 M potassium phos-
phate buffer pH 7.4 containing 50 mM DTT and 0.05% NP-40.

Dialysis buffer: 50 mM potassium phosphate buffer containing
0.1 M KCl and 2 mM DTT.

BSA Solution: 0.1 mg/ml bovine serum albumin.
EMSA lysis buffer: 10 mM (HEPES), 10 mM NaCl, 0.1 mM

EDTA, 1.0 mM dithiothreitol (DTT), 1.0 mM phenylmethylsul-
fonyl fluoride (PMSF), 2.0 mg/ml aprotinin, leupeptin, 20 mM
NaF and 2.0 mM Na3VO4 (pH 7.9).

HSF extraction buffer: aprotinin, leupeptin, 20 mM NaF and
2.0 mM Na3VO4 (pH 7.9) on ice. Cells are then lysed by the
addition of Nonidet P-40 to 0.6% and lysates clarified by spinning
at 12,000 � g. Nuclear pellets.

EMSA incubation buffer: (12 μl) contained 2.0 μl nuclear
extract or recombinant protein, 2.0 mg/ml bovine serum albumin,
2.0 mg/ml poly dI-dC, 0.5–1.0 ng 32-P-labeled, double-stranded
oligonucleotide probe, 12 mM Hepes, 12% glycerol, 0.12 mM
EDTA, 0.9 mM MgCl2, 0.6 mM DTT, 0.6 mM PMSF and
2.0 mg/ml aprotinin and leupeptin (pH 7.9).
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2.4 ChIP Assay ChIP Dilution Buffer (1.1% Triton X-100, 1.2 mM EDTA,
16.7 mM Tris–HCl, pH 8.0, and 167 mM NaCl).

Protein A Agarose Slurry (Sigma Chemicals, St Louis, MO).
ChIP Washing buffers:
Washing buffer 1 (20 mM Tris–HCl, pH 8.0, 150 mM NaCl,

1% Triton X-100, 2 mM EDTA, and 0.1% SDS).
Washing buffer 2 (20 mM Tris–HCl, pH 8.0, 500 mM NaCl,

1% Triton X-100, 2 mM EDTA, and 0.1% SDS).
Washing buffer 3 (10 mMTris–HCl, pH 8.0, 250 mMLiCl, 1%

NP-40, 1% sodium deoxycholate, and 1 mM EDTA), TE (10 mM
Tris–HCl, pH 7.5, 1 mM EDTA).

ChIP elution buffer (1% SDS, 0.1 M NaHCO3).
5 M NaCl.
ChIP Uncrosslinking Buffer: 0.5 M EDTA, 10 μl of 1 M

Tris–HCl, pH 6.5, and 2 μl Proteinase K.
ChIP hsp70.1 primers: exon region forward primers: {hsp70.1

exn Forward: 50 ggacatcagccagaacaagc 30 hsp70.1 exn Reverse: 50

aagtcgatgccctca aac ag 30.
hsp70.1 HSE Reverse:50 cggcttttataagtcgtcgt 30 hsp70.1 HSE

Forward: 50 aggcgaaacccctggaata 30}.

2.5 Run-on

Transcription

Run-on Lysis Buffer: 10 mM Tris–HCl (pH 7.4), 10 mM NaCl,
3 mM MgCl2 and 0.5% nonidet-P40.

Run-On Storage Buffer: 50 mM Tris (pH 8.30), 40% glycerol,
5 mM MgCl2 and 40 units of RNAsin (Roche Molecular
Biochemicals).

Run-on Reaction Buffer: 10 mM Tris–HCl (pH 8.0), 5 mM
MgCl2, 0.3 M KCl, 5 mM DTT, 1 mM ATP, 1 mM CTP, 1 mM
GTP, and 50 uCi [α-32P] UTP (3000 Ci/mmol).

Hybridization Solution: UltraHyb solution (Ambion).
Hybridization Washing Buffers: (1) 2� SSC, 0.1% SDS,

(2) high stringency solution (1� SSC, 0.1% SDS), (3) 2� SSC,
0.1% SDS with 10 μg RNase A.

3 Purification of Heat Shock Factors and In Vitro EMSA

In order to study the properties of HSF family members in vitro we
have prepared purified, recombinant HSF1 and HSF2.

3.1 Complementary

DNA Cloning of Human

and Mouse HSF2A and

HSF2B

RNA was isolated from NIH-3 T3 (mouse) or HeLa (human cells)
and messenger RNA prepared by poly-T affinity chromatography
(PolyAtract system, Promega, Madison, WI). cDNA was then
prepared from the mRNA using the AMV reverse transcriptase
system (Promega) and HSF2 cDNAs amplified using Taq polymer-
ase and the polymerase chain reaction using the following primer
sets mentioned above [6]:
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Forward primers contain Eco-R1 restriction site consensus
sequences [marked in boxes] and the reverse primers contain
Sal-1 sequences for subsequent cloning of amplified DNAs into
the PGEX5 prokaryotic expression vector (Pharmacia). After trans-
formation and growth of competent bacteria, colonies are screened
for either total HSF2 using oligonucleotides (1764–1785; CAG-
GAGCAAGTTCACATAAATA and 1786–1807; GGCATATCAC-
TATCCAGAGGTG) predicted to detect all forms of HSF2 or for
the larger form (HSF2A) using oligonucleotides predicted to
hybridize specifically with this species (1420–1440; TTGTAT-
TATTGATGTAATCT and (1392–1412; CATCTGCACAGAAC-
TAG TGA). Oligonucleotides are then end-labeled with 32-P ATP
and T4 polynucleotide kinase. Plasmids detected using these
probes are isolated, screened for the presence of inserts and for
the production of HSF2-glutathione transferase fusion proteins
from representative cDNAs in bacteria exposed to the inducing
agent IPTG (Pharmacia). After induction, bacterial lysates are
prepared and screened by immunoblot with anti-GST antibodies
(St Cruz Antibodies) and anti-HSF2 antibody Ab-3158 prepared
in the Calderwood lab. Representative clones from human HSF2A
and HSF2B and murine HSF2A and HSF2B are then further
analyzed by dideoxynucleotide sequencing.

3.2 Purification of

HSF2 Proteins

HSF2 variants are cloned into the pGEX-5 expression vector,
between the Eco RI and Sal I sites and the resulting plasmids are
used to transform BL21 (DE3) E. coli bacteria. HSF2 was thus
expressed as a fusion protein with glutathione-S transferase. All the
purification steps are carried out at 4 �C. Briefly, IPTG-induced
bacteria are pelleted and dissolved in E. coli Lysis Buffer and dia-
lyzed against E. coli Lysis Buffer. The samples are centrifuged at
2500 � g for 5 min and the supernatant loaded on a 20 ml volume
glutathione-Sepharose column at a flow rate of 0.5 ml/min,
washed extensively with Dialysis Buffer, and eluted with this buffer
A containing 10 mM reduced glutathione. The eluate was loaded
onto a Mono-QHR 5/5 ion-exchange chromatography column at
a flow rate of 0.8 ml/min and eluted with a 24 ml linear gradient
from 0.1 to 1.0 M KCl final concentration of KCl in buffer
A. Absorbance was monitored at 280 nm and the fractions
corresponding to HSF2 assayed for binding to HSE, pooled and
concentrated with a Centricon 10 ultrafilter in the presence of
0.1 mg/ml bovine serum albumin. Relative concentrations of
active HSF2 are estimated by quantitative EMSA (Fig. 1).

GST-HSF1 is purified using a similar protocol [24]. Alterna-
tively, we have described a detailed method for purifying recombi-
nant HSF1 after expression in E. coli from the pET7.1 vector
[25]. Recombinant HSF1 without a GST tag is prepared by ammo-
nium sulfate precipitation, heparin-agarose affinity, and ion
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exchange chromatography in a pure form as assessed by SDS-PAGE
and reverse-phase HPLC [25].

Activity of purified GST-HSF2A, GST-HSF2B, or GST-HSF1
is estimated by EMSA. Proteins are incubated with 32P-labeled
HSE at a range of dilutions and then subjected to EMSA analysis
as described below. GST-HSF2A and GST-HSF2B are serially
diluted 1/2200, 1/660, 1/220, 1/66, 1/22, and 3/22 prior
to EMSA.

4 Nuclear Extraction from Tissue Culture Cells and EMSA

EMSA is carried out using purified recombinant HSF or after the
extraction of intracellular HSF complexes from either whole cell or
nuclear extracts from heat shocked cells and incubation of com-
plexes with double-stranded oligonucleotides encoding heat shock
elements in HSP genes (HSE) (see Note 1). To prepare HSF from
cells growing in vitro, nuclear extracts are prepared according to
Schreiber [26]. In our standard assay, the cells are incubated for
15 min in 200–800 μl of EMSA Lysis Buffer on ice. The cells are
then lysed by the addition of Nonidet P-40 to 0.6% and lysates
clarified by spinning at 12,000 � g. The nuclear pellets are then
resuspended in 25 μl ice-cold EMSA extraction buffer. Extracts
containing HSF are then aliquoted and stored at �80 �C.

For incubation with oligonucleotide probe, each binding mix-
ture (12 μl) contained 2.0 μl nuclear extract or recombinant pro-
tein, 2.0 mg/ml bovine serum albumin in EMSA Incubation
Buffer. Samples are incubated at room temperature for 15 min,
and then fractionated by electrophoresis on 4.0% polyacrylamide,
1� TBE gels. Oligonucleotide hHSE was synthesized, annealed,
and labeled by end filling with 32P-dCTP at 6000 Ci/mmol
(DuPont, NEN) to an activity of 100, 000 cpm/ng. hHSE contains
the heat shock element (HSE) from the top strand of the human
HSP70.1 promoter [27]. (We have found that double-stranded
oligonucleotide end filling with Klenow fragment or end labeling
of single-stranded oligonucleotides with T4 kinase to be equally
effective.) The oligonucleotide shown in Subheading 2 (575 ng)
and the complementary oligonucleotide (2300 ng) (resulting in
1150 ng double stranded oligo) are made up to 25 ng/μl in 46 μl of
TE buffer, annealed by incubation at 100 �C for 5 min, and cooled
overnight. As a control, we carried out the EMSA procedure with a
similar oligonucleotide containing mutations in the HSE elements,
indicated in bold in the sequence shown in Subheading 2. For
experiments on cell extracts, a number of controls are used stan-
dardly. To determine specific binding of HSF1 to labeled HSE, we
examine the ability to inhibit HSE-HSF association with a tenfold
excess of unlabeled wild-type oligonucleotide included in the incu-
bation. In addition, specific binding is further indicated by failure of
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a tenfold excess of the mutant HSE shown above to inhibit binding.
The protein (HSF) in the HSF-HSE complex can be identified by
the addition of specific anti-HSF1 or anti-HSF2 antibodies to the
reaction mix. We used a 1:100 dilution of anti-HSF1 antibody 68-3
prepared in our laboratory to positively identify HSF1 in the com-
plexes [28, 29]. As a control, we use pre-immune antiserum
obtained from the same rabbit. For commercially obtained antibo-
dies, a serial dilution approach was used to determine optimal
antibody concentrations.

HSF1 from heat shocked cells is contained in large complexes
of at least 600 kDa and is fractionated on 4% tris-borate non-dena-
turing gels [30, 31]. For most purposes, we found that the mini-gel
(Bio-Rad, CA) format was quite adequate for separation, although
for supershift assay and higher resolution a larger format was
used [32].

5 Measuring HSF1 Binding to HSP Promoters In Vivo by the Chromatin
Immunoprecipitation (ChIP) Assay

ChIP (Chromatin Immunoprecipitation) offers an attractive solu-
tion to transcription analysis by combining the specificity of immu-
noprecipitation and the sensitivity of PCR [19] (see Note 2).

The method allows monitoring of the interactions between
DNA and transcription factors and/or components of chromatin
remodeling complexes, but it is technically challenging due to the
low abundance and/or only temporary interactions of these
proteins [33].

Our ChIP assays were performed as described in previous
publication Run-on transcription with some modifications
[34, 35]. For each ChIP assay, heat shocked or control 106 Hela
cells were formaldehyde (1% final) fixed for 10 min. (Note that the
optimal cross-linking concentration and duration need to be deter-
mined empirically with different tissues or cell types, state, and even
intensity. Other protocols could rely either on other chemical
reagents or UV-mediated physical cross-linking to preserve native
nuclear structures for subsequent biochemical and molecular anal-
ysis.) After neutralization with 0.125 M glycine, the cell pellets
were lyzed in 200 μl ChIP Lysis Buffer with protease inhibitors.
Samples were sonicated and then diluted into1800 μl ChIP Dilu-
tion Buffer. ChIP was carried out with precipitating antibodies
either anti-HSF1, or anti-IgG as control from Stressgen (Vancou-
ver, CA, USA) added to precleared chromatin with protein A
agarose slurry at 4C overnight. (Note that the optimal concentra-
tion of the primary antibody for ChIP must be determined empiri-
cally even with different lot of “same name antibody”.) Then four
sequential washings were performed by adding the washing buffer
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1, washing buffer 2, and washing buffer finally elution in 500 μl
elution buffer (1% SDS, 0.1 M NaHCO3). To reverse the cross-
linking fixation, 20 μl of 5 M NaCl were added and the mixture
incubated at 65 �C for 4 h. Afterward, we added 10 μl of Uncros-
slinking Buffer and incubated at 45 �C for 1 h, and then purified the
DNAs. The immunoprecipitated DNA is now analyzed by PCR
amplification using appropriate primer pairs for the HSE consensus
region and the control region in the hsp70.1 exon. A total of
27–30 cycles of PCR were carried out with 2 μl of eluted DNA
and primers to amplify the exon region (from +752 to +878) and
the HSE containing region from �334 to �233. The amplified
PCR products were analyzed by agarose gel/ethidium bromide.
The input was used as positive control and anti-IgG mock ChIP as
negative control. Alternatively, the PCR products were quantified
by using ABI 7300 real-time PCR system and 2�ΔΔCt method for
the fold increase in the ChIP PCR products compared with the
control (anti-IgG) was plotted for the respective region of hsp70.1.
(Note for some transcription factors, if a specific antibody is
unavailable, a tagged construct could be made and transfect the
cells and obtain its overexpression in cells.) Then the ChIP assay
could be performed by using commercially available antibody,
which is against such a tag.

6 Measuring the Contribution of HSF1-HSE Binding to Transcription

6.1 Luciferase

Reporter Assays for

HSF Activity

To construct an intracellular reporter of HSF activity (pGL.
hsp70B), we used 1.44 kB of the human HSP70B gene inserted
into the pGL.Basic plasmid (Promega) (see Note 3). The HSP70B
gene is almost entirely silent at physiological temperatures but
powerfully activated by heat shock [36]. pGL.hsp70B was con-
structed by digestion with BglII and HindIII and cloning into
pGL.Basic. We have also used the human Hsp27 gene by a similar
process, inserting the 730 kB BglII and HindIII digest of a HSP27
promoter fragment into pGL.Basic. For overexpression of HSF1,
human HSF1 cDNA [37] is inserted into the pcDNA3.1 (�)
expression vector (Invitrogen) at the XhoI and EcoRI sites
[38]. Human HSF2A was inserted into the pcDNA3.1(+) vector
at the XhoI and EcoRI sites to produce pHSF2A [39].

To assay HSF1 transcriptional activity in HeLa cells, the cells
are maintained in HAM’s F-12 (Mediatech) with 10% heat inacti-
vated fetal bovine serum (FBS). HeLa cells (2.5� 105 cells/well) in
6-well plates are transfected with the pGL.hsp70B or pGL.hsp27
plasmids [40]. pCMV-β-lacZ plasmid is co-transfected as an inter-
nal control for transfection efficiency. The pHM6 empty vector is
used as a blank plasmid to balance the amount of DNA transfected
in transient transfection. Luciferase and β-galactosidase activity
assays are performed after 24 h of transfection according to the
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Promega protocol. Luciferase activity is normalized to
β-galactosidase activity. Results are expressed as relative luciferase
(relative light units) activity of the appropriate control.

6.2 Nuclear Run on

Assay of Rate of Hsp70

Gene Transcription

To determine the HSP70 gene transcriptional rate, the cells are
treated according to the experiment and then quenched in ice-cold
phosphate-buffered saline, pH 7.4 (PBS) on ice (see Note 4). Cells
are next washed in PBS and lysed in Run-On Lysis Buffer Nuclei
that are collected by centrifuge (500 � g, 5 min) at 4 �C and
resuspended in storage buffer.

To assay rate of transcription, 100 μl of nuclei and 100 μl of
Run-on Reaction Buffer are added and the samples incubated for
30 min at 30 �C with shaking. RNA is then extracted from the
reaction mix using Trizol (invitrogen) according to the manufac-
turer’s protocol.

The hsp70 DNA containing cDNA probe [41] or control
β-actin probe are linearized and purified by phenol/chloroform
extraction and ethanol precipitation. Probes are then denatured
and slot-blotted onto Hybond N+ membrane. (Membranes are
first pre-hybridized with UltraHyb solution (Ambion) for 2 h at
42 �C, before equivalent counts of newly transcribed RNA
(106 cpm) are added to the solution). Hybridization is then carried
out for 24 h at 42 �C.Membranes are then washed twice for 20 min
at 42 �C in a low stringency solution (2� SSC, 0.1% SDS), twice for
20min in a high stringency solution (1� SSC, 0.1% SDS), and once
for 30 min at 37 �C in a low stringency solution containing 10 μg
RNase A. Membranes are then rinsed in a low stringency solution
and analyzed by incubation with X-ray film. We have successfully
used this protocol for the assay of transcription of the mouse
hsp70.1, c-fms, IL-1β, and TNF-α genes [42].

7 Notes

1. The EMSA technique has the advantages that it is rapid, sensi-
tive, and straightforward to carry out. For assessing the signifi-
cance of the transcription factor-response element interaction,
it is however lacking in that response elements in chromatin are
wound along nucleosomes and may not be available for bind-
ing. The EMSA reaction is carried out using naked DNA. In
addition, as ChIP on CHIP and ChIP-seq studies begin to
accumulate it is evident that response elements for particular
factors are more flexible than suspected from early studies [21].

2. Some of these problems can be avoided using the ChIP assay
that measures HSF binding to chromosomal DNA in vivo. This
technique is highly dependent on availability of high affinity
and specific antibodies for transcription factors. This can be
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overcome by the overexpression of the factor with a seuqence
tag and carrying out ChIP with anti-TAG antibody. However,
this can introduce potential artifacts involved with protein
overexpression [16].

3. To assess the results of HSF-DNA binding we have used two
approaches. We have used transfection of reporter constructs
containing either HSP promoters or HSE coupled to reporter
genes CAT or luciferase. The assays have the advantages of
being rapid and permitting accumulation of plentiful data.
The promoter portion of the construct can be tailored to assess
the activity of a single transcription factor such as HSF1. The
assay is however indirect and does not measure the transcrip-
tion of the native, chromosomally embedded gene. There are
other potential complications, as reporters require to be trans-
lated and yield enzymatically active proteins [22].

4. Transcriptional rate of HSP genes can be assessed directly by
run-on assay. This assay indicates joint activities of all the
response elements in the HSP gene promoters. Although
genes such as HSP70B respond only to HSF1 or heat shock,
others such as HSP70A have more complex promoters [42].
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Chapter 3

Monitoring of the Heat Shock Response with a Real-Time
Luciferase Reporter

Toshiki Kijima, Takanori Eguchi, Len Neckers, and Thomas L. Prince

Abstract

The heat shock response (HSR) is a cellular mechanism for counteracting acute proteotoxic stress. In
eukaryotes, transcriptional activation of the HSR is regulated by heat shock factor 1 (HSF1). Activation of
HSF1 induces the expression of heat shock proteins (HSPs) that function as molecular chaperones to fold
and maintain the three-dimensional structure of misfolded proteins. The regulation of the degree and
duration of the HSR is controlled by multiple biochemical mechanisms that include posttranslational
modification of HSF1 and numerous protein-protein interactions. In this chapter, we describe a method
to evaluate the activation and deactivation of the HSR at the transcriptional level using a short half-life
luciferase reporter assay. This assay can be used to further characterize the HSR or as a screen for small-
molecule inducers, amplifiers, or repressors.

Key words Heat shock response, Heat shock factor 1 (HSF1), Heat shock protein 90 (HSP90),
Luciferase assay, Real-time, Drug screen

1 Introduction

The heat shock response (HSR) is an evolutionarily conserved
cytoprotective mechanism for maintaining proteostasis. Heat
shock factor 1 (HSF1) is the master transcription factor responsible
for initiating the HSR and inducing the expression of a variety of
genes, most notably heat shock proteins (HSPs) [1, 2]. Through a
mechanism not completely understood, proteotoxic stress activates
HSF1 to homotrimerize, translocate from the cytosol into the
nucleus, and bind heat shock elements (HSE) within the promoters
of its target genes. This induces paused RNA polymerase II to
resume transcription elongation resulting in the rapid production
of HSP mRNA transcripts [3, 4]. Once the stress has abated and
proteostasis restored, HSF1 is dissembled and translocated back
into the cytosol. Throughout this process, HSF1 is heavily post-
translationally modified and interacts with numerous cellular com-
ponents, such as newly expressed HSPs [5–7]. These modifications
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and interactions affect the degree and duration of the HSR that is
often amplified in cancer and reduced in neurodegenerative diseases
[8, 9]. Understanding how to effectively modulate the HSR
through small-molecule therapies and lifestyle has the potential to
positively influence disease outcomes and improve overall health.

Being able to monitor real-time expression of HSP gene pro-
ducts is essential for determining the degree and duration of the
HSR. Previous versions of luciferase reporter assays are useful for
measuring the induction and degree of the HSR but not effective at
determining the attenuation of transcription and the actual dura-
tion of the response. Here, we describe the use of a destabilized
luciferase reporter assay driven by the heat inducible HSP70B gene
promoter for real-time monitoring of the HSR in mammalian cell
culture (Fig. 1). The HSP70B gene (HSPA7 locus) is one of the
most strongly expressed human transcripts induced by proteotoxic
stress, despite not encoding a functional protein product [10]. The
reporter assay is based on a plasmid encoding an HSP70B
promoter-driven firefly luciferase transcript linked to an RNA
decay element and a protein-destabilizing domain. An AU-rich
element (ARE) in the 30 untranslated region (UTR) induces rapid
decay of the mRNA transcript, while a mouse ornithine decarbox-
ylase (mODC) PEST domain linked to the C-terminus of the
luciferase peptide results in prompt ubiquitination and degradation
(Fig. 1). These features promote rapid turnover of the luciferase
within the cell and thereby provide a real-time readout of HSR

Fig. 1 Cartoon of real-time detection of induction of the HSR using destabilized luciferase reporter
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transcription. With this assay, screens for the effects of
small-molecule drugs or transiently expressed HSPs and HSF1
mutants on the HSR can readily be developed. The method
described here is modified from the assay developed by Younnis
et al. [11].

Our method essentially involves the transfection of plasmids
into cells, treating with drugs (optional), heat shock and then
allowing the cells to recover for specific periods of time before
harvesting and assaying for luciferase activity. Differences in lucifer-
ase activity at each time point will reflect the intensity and stage of
the HSR. In Human embryonic kidney (HEK) 293 cells transcrip-
tion of the HSP70B promoter typically attenuates after 2 h when
heat shocked for 30 min at 42 �C, however, in other cell lines these
times may vary. Treating the cells with drugs before, during, or after
the heat shock may alter the HSR by shortening, extending,
and/or amplifying it. Some drugs such as proteasome inhibitors
may also induce the HSR [12]. Furthermore, transiently overex-
pressing other protein components such as HSF1 mutants or HSPs
can alter the HSR and provide a mechanism for evaluating the
effects of genetic alterations or posttranslational modifications.

2 Materials

All the solutions should be prepared with double-deionized water.
Chemicals should be molecular biology grade or above. Follow
your institutions’ waste disposal guidelines when discarding used
reagents.

2.1 Cell Culture and

Transfection

1. HEK293 cells.

2. Dulbecco’s modified Eagle medium (DMEM), serum free for
transfecting and supplemented with 10% fetal calf serum
(FCS), and 100 U/mL penicillin-streptomycin (optional) for
growing cells.

3. X-tremeGENE 9 DNA Transfection Reagent (Roche).

2.2 Plastic Ware 1. 96-Well clear cell culture plates.

2. 96-Well white assay plates.

3. Parafilm.

2.3 Plasmids 1. Standard positive control luciferase, pGL3-CMV-Luc
(Promega).

2. Transfection normalization β-Galactosidase control, pGL3-
CMV-βGal (Promega).

3. HSP70B-promoter luciferase reporter plasmid, pHsp70b-Luc,
was made for an earlier project [13].

Real-Time Heat Shock Response Reporter 37



4. Short half-life luciferase expression plasmid, pCMV-Luc2CP/
ARE, with two protein-destabilizing sequences (2CP) at the
C-terminus of a luciferase protein along with a 30UTR AU-rich
element (ARE) for rapid mRNA turnover was made and depos-
ited into Addgene (#62857) by Dr. Gideon Dreyfuss [11].

5. The heat shock inducible reporter plasmid, pHsp70b-
Luc2CP/ARE, was constructed by substituting the CMV pro-
moter sequence in pCMV-Luc2CP/ARE with the HSP70B
gene promoter sequence by Gibson assembly [14].

2.4 Buffers and

Reagents

1. Reporter lysis buffer (RLB): 25 mM Bicine (pH 7.6), 0.05%
Tween20, 0.05% Tween80. Store at 4 �C.

2. Luciferase assay reagent (LAR): 25 mM Glycine, 15 mM
KPO4, 15 mM MgSO4, 4 mM EGTA, 2 mM ATP, 1 mM
DTT, 1.7 mM K-Luciferin. Aliquot and store at �20 �C.

3. β-Galactosidase assay reagent (BAR): 200 mM NaPO4

(pH 7.3), 2 mM MgCl2, 100 mM β-mercaptoethanol,
1.33 mg/mL o-nitrophenyl-β-D-galactopyranoside (ONPG).
Aliquot and store at �20 �C.

4. β-Galactosidase stop (BGS): 1 M Na2CO3. Store at 4
�C.

5. 17-AAG: 1 mM stock dissolved in DMSO. Aliquot and store at
�20 �C.

2.5 Equipment 1. Set of single and multichannel pipettes.

2. Cell culture incubator (37 �C, 5% CO2).

3. Laboratory water bath (42 �C).

4. 96-Well plate reader with luminometer and UV-Vis
absorbance.

5. �20 �C and/or �80 �C freezers.

3 Methods

Care should be taken when working with any biological material.
The plasmids and cell lines used in this method are not known to be
infectious; however, proper personal protection equipment should
be worn. All cell lysate, media, and chemicals should be treated and
disposed of per the institution guidelines. Prepare all the reagents in
a sterile environment such as a cell culture hood.

3.1 Cell Plating A separate 96-well plate is needed for each time point in the
experiment. For studying the HSR with this assay, five time points
suffices: Control NoHS, 1 h post HS, 2 h post HS, 4 h post HS, 6 h
post HS. This allows the experiment to be done in a single workday;
however for most experiments more time points are better.
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The density at which the cells are plated may influence transfection
levels and overall HSR reporter signal. Moreover, each cell line
divides at a different rate. Varying the cell plating density to opti-
mize the HSR signal may be a worthwhile preliminary experiment.
As a general rule, plating HEK293 cells at 30–40% confluency the
night before transfecting works well.

1. Aliquot 12,000 cells in 100 μL of supplemented DMEM per
well into each 96-well plate.

2. Incubated overnight this gives a confluency of 50–80% the next
day at the time of transfection (see Note 1).

3.2 Transfection Transfect the cells with a mixture of the following: 0.05 μg of
DNA + 0.15 μL of X-tremeGENE + 20 μL of serum-free DMEM
for each well (see Note 2). The 0.05 μg of DNA includes all the
plasmids to be transfected. Adjusting all the plasmids to the same
concentration is rather helpful. The ratio of each plasmid can be
varied to optimize the assay. Typically, less pCMV-βGal is required
compared to other plasmids in the experiment. The ratio of
phsp70b-Luc2CP/ARE and effector HSF1 or HSP plasmid can
be varied to test for mutation or regulatory effects. It is advised to
repeat each condition as many times as possible but avoid the
perimeter (see Note 3). Setting up a spreadsheet to calculate plas-
mid and reagent amounts is advised (Fig. 2a). Plasmids to be used:
pCMV-βGal (transfection normalization control), pCMV-LUC
(positive luciferase control), phsp70B-Luc (stable HSR control),
phsp70b-Luc2CP/ARE (experimental, real-time reporter), and
optional pcDNA3-HSF1 or -HSP (effector constructs).

1. Aliquot and mix X-tremeGENE, serum-free DMEM, and plas-
mids in a separate sterile 96-well plate with each well
corresponding to a different sample condition.

2. Using a multichannel pipette distribute the ~20 μL of transfec-
tion mix into each well on the 96-well plates containing the
cultured cells.

3. Incubate the cells and transfection mix for 16–24 h.

3.3 Drug Treatment

(Optional)

To test the effects of drugs on the HSR, the transfected cells can be
treated with small-molecule inhibitors for 1 h before heat shocking.
Treatment time can be varied but at least 45 min is needed to allow
the drugs to accumulate in the cells. The number of plates and wells
per plate to be treated will determine the amount of drugs to be
pre-diluted in DMEM and aliquoted. Here, we use the HSP90
N-terminal inhibitor 17-AAG as an example.

1. For 17-AAG at a final concentration of ~1 μM in 16 wells (two
columns of eight) across five plates, a total of 12 μL of 1 mM
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stock 17-AAG dissolved in DMSO should be added to 1700 μL
of DMEM.

2. Once mixed, 20 μL of pre-diluted 17-AAG is added to
each well.

3. DMSO is used as the vehicle control (Fig. 2a and b).

3.4 Heat Shock There are few different ways to heat shock cells depending on
available equipment (see Note 4):

1. Wrap each plate tightly with Parafilm.

2. Float each plate in a water bath heated to 42 �C for 30 min.

Fig. 2 Preparation of 96-well plates for transfection and drug treatment. (a) Sample spreadsheet for aliquoting
reagents and arranging conditions. (b) Schematic for 12 drug treatment conditions across five time points.
Gray circles indicate perimeter wells that should not typically be used for experimental testing
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3. If using a common lab water bath, before unwrapping and
placing back into the 37 �C incubator, each plate must be
thoroughly sprayed and wiped with a 70% Ethanol and then
dried to prevent contaminating cell culture incubator.

Or

1. Preheat a separate incubator to 43 �C.

2. Place the plates in the incubator for 45–60 min to induce a
robust heat shock.

3. Place the cells back into the 37 �C incubator to recover.

3.5 Cell Lysis and

Sample Storage

To harvest the cells at each time point:

1. Remove the plate from the incubator and aspirate off all media
but be careful not to dislodge the cells from the plate.

2. Add 110 μL of RLB to each well and place in a freezer for at
least 45 min. Samples can also be stored until the time course is
complete. For longer term storage samples should be placed in
an �80 �C freezer.

3. A single freeze-thaw cycle should efficiently lyse the cells.

3.6 Luciferase Assay To determine the level of induced gene expression:

1. Allow all the plates to completely thaw on ice.

2. Once thawed, the plates can be spun down on a large bench top
centrifuge at 4 �C to aggregate cell debris and ensure uniform
lysis (optional).

3. Thaw both LAR and BAR making sure both the reagents are
warm and completely dissolved.

4. Turn on the plate reader luminometer and load proper pro-
gram for analysis.

5. When ready use a multichannel pipette to transfer 50 μL of
lysate from each well to the corresponding well in a clean white
96-well plate.

6. Add 50 μL of LAR to each well. Let the plate set for 10 min at
room temperature.

7. Read the plate on the luminometer and record the results.

8. Repeat the process of aliquoting the lysate, adding the LAR,
allowing to set for 10min, and reading the luciferase activity for
each plate in the time course.

9. Due to changes in luciferase activity overtime, make sure the
timing between adding the LAR and reading luciferase activity
is consistent for each plate. This will ensure consistent and
accurate readings of HSR induction at each time point (see
Note 5).
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3.7 β-Galactosidase
Assay

To determine the transfection efficiency for each well:

1. For each plate pipette 50 μL of lysate from each well into a
corresponding well in a clear 96-well plate. Do this for all the
plates in the time course.

2. Add 35 μL of BAR to each well and incubate all the plates at
37 �C for 20 min or until the lysate mix turns yellow.

3. Add 50 μL of BGS to all the wells to terminate the enzyme
reaction. This will ensure that the β-galactosidase reaction time
is the same across all the plates.

4. Read each plate for absorbance at 420 nM and record the
results (see Note 6).

3.8 Normalization

and Statistics

To determine the luciferase activity relative to the amount of plas-
mid transfected into the cells:

1. Divide the luciferase readout value by the β-galactosidase value
using a spreadsheet program.

2. Identify the baseline reporter signal, in this case, the Control
No HS plate and no drugs sample set and then calculate the
average.

3. Divide all the other wells in all other plates by this control
value. This makes all reporter readout signals relative to the
average of the baseline signal.

4. For each sample condition set of repeats determine the average
and standard deviation.

5. Sample values can finally be graphed +/� standard deviation at
each time point and p-values calculated using Student’s t-tests
between each time point and/or condition (Fig. 3).

6. If utilizing the assay as a high-throughput screen a Z-factor
score can be calculated for a specific time point where a value
greater than 0.5 indicates significance [15].

3.9 Results Differences in HSR transcription rates were observed between
DMSO and 17-AAG pretreatments in HEK293 cells. For DMSO
control cells the HSR increased over time with a maximum at
120 min and then decreased to baseline at 360 min. For 17-AAG
pretreated cells the HSR increased over time with a maximum
around 240 min and remained above baseline at 360 min indicating
that HSP90 N-terminal inhibition increased the degree and dura-
tion of the HSR. At 240 min the difference between DMSO and
17-AAG-treated cells gave a Z-factor of 0.65, suggesting that
17-AAG warrants further attention as an amplifier of the HSR.
Results for only DMSO and 17-AAG treatment are shown
(Fig. 3). Despite the reliance of firefly luciferase on HSP90 chaper-
one function as described by Dr. Robert Matts and colleagues
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(Chapter 7, [16]), the newly synthesized luciferase enzymes
within whole cells were still able to produce a strong signal as
compared to denatured luciferase in cell-free rabbit reticulocyte
lysate (see Note 7).

4 Notes

1. Transfection and Luciferase/β-galactosidase assays work well in
96-well plate with HEK293 cells. For cell lines with low trans-
fection efficiency scale up to 12- or 24-well plates to increase
cell numbers.

2. We have used X-tremeGENE 9 and Lipofectamine 3000 as
transfection reagents with equal success.

3. Due to exposure and evaporation issues, use the wells on the
perimeter of the plate as control repeats and not for experimen-
tal testing.

4. Each cell line is different in regards to inducing the HSR, some
cell lines may require higher temperatures for longer periods of
time. Preliminary testing may be required using the 2-h post-
HS time point.

5. It is essential that all the plates are assayed and read in the same
manner and timing after the addition of LAR. This is to ensure
that the substrate concentration and luciferase activity are the
same for each time point. The pre-read incubation time can be
adjusted to 5 min and staggered depending on setup.

Fig. 3 Effect of 17-AAG pretreatment on HSR degree and duration. Cells were incubated with DMSO or 1 μM
17-AAG for 1 h and then heat shocked for 30 min at 42 �C, allowed to recover and then harvested at
designated time points
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6. In HEK293 cells, 10–20 min incubation is long enough for the
β-Galactosidase assay before adding BGS. Do not incubate the
plates too long at 37 �C as the reaction can be saturated. For a
time-course assay with multiple plates, it is extremely important
to measure β-galactosidase activity of each plate with the same
incubation time.

7. Since firefly luciferase depends on HSP90 for folding, inhibi-
tors such as 17-AAG may be predicted to reduce the luciferase
activity in our real-time cell reporter assay. However, in whole
cell models the drug concentration throughout cells will vary
due to efflux pumps transporting 17-AAG out of the cells. The
induction of the HSR also increases the number of HSP90
peptides available to chaperone newly synthesizing luciferase.
Moreover, only a fraction of the population of HSP90 within
the cell may bind 17-AAG possibly due to alterations in the
posttranslational modification state of HSP90 [17]. This con-
trasts with the robust assay developed by Dr. Robert Matts
where the drug concentration and perhaps HSP90 population
is uniform throughout the rabbit reticulocyte cell lysate and the
denatured luciferase must be refolded as a complete peptide.
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Chapter 4

Quantitative Profiling of Chaperone/Client Interactions
with LUMIER Assay

Mikko Taipale

Abstract

Chaperones associate with hundreds or thousands of diverse client proteins and regulate their function.
Chaperone/client interactions are generally very transient and involve a highly orchestrated assembly and
disassembly of regulatory co-factors. This poses specific challenges for identifying and characterizing these
interactions in a scalable and sensitive manner. LUMIER assay, which takes advantage of the high sensitivity
and linear range of luminescence-based detection, has proven to be an ideal assay to quantitatively profile
chaperone/client interactions in a high-throughput manner. This article provides step-by-step instructions
for quantitatively profiling these interactions with LUMIER.

Key words Protein/protein interactions, Proteomics, LUMIER, Chaperone/client interactions,
Chaperones, Protein homeostasis

1 Introduction

Anyone interested in finding novel interaction partners to their
favorite protein can today look into the ever-expanding toolbox
of protein/protein interaction (PPI) assays and pick the right tool
for the job [1]. However, while appreciating the diversity of the
options, it is important to keep in mind that every assay has its own
quirks. Selecting the right assay is particularly important for some
types of proteins and interactions. For example, transient interac-
tions are difficult to capture with many methods, as are those
between membrane proteins or within large multiprotein com-
plexes. Hsp90/client protein interactions—and chaperone/client
interactions more generally—are among such tricky interactions.
First, Hsp90/client interactions are typically very transient and not
well captured by, e.g., yeast two-hybrid assays. Second, most
client proteins are unstable and their chaperone interactions
require the presence of a large but often poorly defined cohort of
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co-chaperones, making, e.g., in vitro binding assays challenging.
Third, at any given moment the cellular Hsp90 pool is engaged in
hundreds of different interactions, and thus detecting a single,
low-abundance client protein among these by, e.g., Hsp90 affinity
purification and mass spectrometry is difficult due to low signal-to-
noise ratio.

To address these challenges, we have used LUMIER assays to
quantitatively characterize interactions between Hsp90 and its
co-chaperones and clients. Originally developed by the Wrana lab
[2], LUMIER takes advantage of the exceptional sensitivity and
linear range of luciferases. In the assay, the bait protein is tagged
with an epitope tag like FLAG and the prey protein is fused to
Renilla reniformis luciferase. After co-expression of both bait and
prey proteins, the bait protein is immunoprecipitated with an anti-
body against the bait protein (e.g., anti-FLAG). If the two proteins
interact, it can be detected as luminescence. Although the amount
of luminescence does not directly reflect fundamental biophysical
parameters of the interaction, it does give an idea about the
strength or robustness of the interaction and allows investigators
to survey PPIs in a more quantitative manner compared to, e.g.,
yeast two-hybrid assays.

The original LUMIER assay is based on co-transfection of bait
and prey protein constructs followed by immunoprecipitation with
anti-FLAG-coated beads. While this approach is relatively straight-
forward and certainly sufficient to detect interactions for most
purposes (see Note 1), we introduced several modifications to the
original LUMIER assay to make it more quantitative and increase
its throughput [3–5]. Most notably, LUMIER with BACON (bait
control) uses stable cell lines expressing the luciferase-fused prey
protein and adds an additional step to measure the amount of the
FLAG tagged bait protein with ELISA (Fig. 1). Using a stable cell
line expressing the prey protein significantly reduces well-to-well
variation arising from variable co-transfection efficiency, while
accounting for bait protein abundance can provide a more quanti-
tative readout for the strength or the robustness of the interaction.
There are also other variants of the original LUMIER assay, such as
DLR-PD [6] and DULIP [7]. In these variants, prey and bait
proteins are fused to different luciferases (Renilla or Firefly lucifer-
ase), facilitating the quantitation of both proteins with a dual
luciferase assay. Although these variants have not been tested with
chaperone/client interactions, it is likely that they also work well.

Finally, it is important to bear in mind that there is no such
thing as the best PPI assay, as each assay has its characteristic
advantages and disadvantages that need to be carefully considered
[8]. Thus, it is always recommended to validate interactions identi-
fied with one method with an orthogonal approach.

The advantages and disadvantages of the LUMIER assay
include the following:
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1.1 Advantages Proteins are expressed in their native physiological context.
Quantitative readout facilitates robust comparison of interac-

tion profiles.
Quantitative readout for every tested protein pair enables

adjustment of cutoff values, depending on, e.g., tolerance for
false positives.

High throughput: laboratory automation enables assaying
thousands of pairwise interactions/day.

The assay is compatible with drug treatments, growth factor
treatments, etc.

The assay can be used to measure EC50 values of compounds,
growth factors, etc. on protein/protein interactions.

1.2 Disadvantages Overexpression of proteins can lead to artificial interactions due to
mass action.

It requires cell lysis with detergents, which can lead to loss of
weak interactions and membrane protein interactions.

Introducing epitope tags or folded domains to proteins can
disrupt their function or native interactions.

Fig. 1 Principle of the LUMIER assay. 3xFLAG tagged bait proteins are transfected in 96-well format into 293T
cells expressing the prey (chaperone) protein fused to Renilla luciferase. Two days after transfection, lysates
are incubated on 384- or 96-well plates coated with anti-FLAG antibody, which captures the bait protein. The
interaction of the bait protein with the prey can be detected as luminescence. In the second step, ELISA
with anti-FLAG antibody conjugated to horseradish peroxidase is used to measure the amount of bait protein in
the well
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It is not possible to distinguish between direct and indirect
interactions.

Laboratory automation may not be available in many
laboratories.

2 Materials

1. Expression plasmids for bait (client) proteins tagged with
3xFLAG (backbone vectors available from Addgene) (see
Note 2).

2. Lentiviral plasmid expressing prey protein (chaperone) fused to
Renilla luciferase or another luciferase (backbone vectors avail-
able from Addgene) (see Note 3).

3. Second generation lentiviral packaging plasmid psPAX2
(Addgene #12260).

4. Viral envelope plasmid pCMV-VSV-G (Addgene #8454).

5. HEK293T cells.

6. Polyethylenimine “MAX” (Polysciences) (see Note 4).

7. Polybrene (hexadimethrine bromide).

8. 3 ml syringes.

9. 0.45 μm syringe filters.

10. Lumitrac 600 white high-binding 384-well microplates or
Lumitrac 600 white high-binding 96-well microplates (Grei-
ner Bio-One).

11. 96-Well flat-bottom tissue culture plates (e.g., Corning).

12. Saerstedt 96-well V-bottom plates (Saerstedt).

13. Coelenterazine-h (Goldbio) (see Note 5).

14. Mouse anti-FLAG M2 antibody (Sigma).

15. Mouse anti-FLAG M2 antibody, HRP conjugate (Sigma).

16. SuperSignal ELISA Pico Chemiluminescent Substrate, 250 ml
(Thermo Fisher).

17. Goat serum (Thermo Fisher).

18. OptiMEM serum reduced media (Invitrogen).

19. Polybrene stock solution: Dissolve 100 mg polybrene into
10 ml sterile water and filter sterilize. Store in 1 ml aliquots at
�20 �C.

20. Polyethylenimine transfection reagent: 1 mg/ml polyethyleni-
mine. Dissolve 100 mg polyethylenimine “MAX” into 100 ml
water. Filter sterilize. The stock solution can be stored at 4 �C
for months and at �20 �C for years (see Note 6).
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21. HENG buffer for cell lysis and washes: 20 mM Hepes-KOH
pH 7.9, 150 mMNaCl, 2 mM EDTA pH 8.0, 20 mM sodium
molybdate, 0.5% Triton X-100, 5% glycerol. Add protease
inhibitors aprotinin, leupeptin, pepstatin (1 μg/ml each), and
0.2 mM PMSF to cell lysis buffer before use (see Note 7).
Protease inhibitors are not required at subsequent wash steps.

22. Blocking buffer: 1xPBS, 1% BSA, 5% sucrose, 0.5% Tween 20.

23. ELISA wash buffer (PBST): 1xPBS, 0.01% Tween 20.

24. Coelenterazine stock solution: 1 mM coelenterazine-h in acid-
ified methanol (200 μl 3 N HCl in 10 ml methanol). Stock
solution should be stored at �80 �C, preferably under
nitrogen.

25. Luciferase assay buffer: 20 mM Tris–HCl pH 7.5, 1 mM
EDTA, 150 mM KCl, 0.5% Tergitol NP9. Dilute coelentera-
zine stock solution 1:200 (final coelenterazine-h concentration
5 μM) into assay buffer 10 min before use.

26. ELISA buffer: 1xPBS, 1% Tween 20, 1% goat serum.

27. Plate washer.

28. Plate reader.

29. Liquid handling robot with a 96-well arm.

30. Reagent dispenser.

3 Methods

Here, a polyclonal stable cell line is generated by viral transduction.
Please check with your local biosafety office for the requirements
for working with lentiviral constructs, as they often require higher
biosafety levels such as BL2þ/CL2þ.

3.1 Viral Packaging 1. Seed fresh 293T cells to 12-well plates so that they are ~90%
confluent on the day of transfection (this corresponds to
~300,000 cells/well the day before transfection).

2. Mix 500 ng lentiviral prey protein/Renilla luciferase fusion
construct, 375 ng psPAX2, and 125 ng pVSV-G in a sterile
Eppendorf tube and add 50 μl Opti-MEM. Mix well.

3. Mix 3 μl polyethylenimine (PEI) solution with 50 μl Opti-
MEM in another Eppendorf tube.

4. Incubate both tubes for 5 min at room temperature.

5. Add the PEI/Opti-MEM mix to DNA/Opti-MEM, mix well,
and incubate for 20 min at room temperature.

6. Add the transfection mix to 293T cells.
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7. After overnight incubation, replace the medium with 1 ml fresh
cell culture medium.

8. Two days after transfection, collect the supernatant with a 3 ml
syringe and filter it through a 0.45 μm filter. This is the filtered
viral supernatant that can be used immediately or frozen at
�80�C.

3.2 Establishing

Stable Cell Lines

1. Seed fresh 293Tcells on a 6-well plate so that they are ~30–50%
confluent on the day of infection (this corresponds to
~300,000 cells/well the day before infection).

2. Before infection, replace the medium with 2 ml fresh medium
containing 8 μg/ml polybrene.

3. Add 2, 20, and 200 μl filtered virus into separate wells of the
6-well plate (seeNote 8). Leave at least one well uninfected as a
control.

4. One day after transfection, trypsinize infected cells on 6-well
plates and transfer everything onto a 100 mm cell culture dish.
Transfer also one noninfected well as a control.

5. Two days after transfection, add selection antibiotic to each
plate (1.5 μg/ml puromycin or 6 μg/ml blasticidin). Control
cells should die in 2–3 days (puromycin) or 3–5 days (blastici-
din) (see Note 9).

6. When all control cells are dead, replace the mediumwith a fresh
medium without selection antibotic. Of three dilutions, select
the one that resulted in <20% infection efficiency, ensuring
single viral integration in most cells.

7. Freeze down several aliquots of cells (see Note 10).

8. Validate the expression level of the tagged protein with lucifer-
ase assay and with western blotting.

3.3 Transfection 1. Seed stable cells expressing the prey protein into 96-well plates
so that they are ~80% confluent on the day of transfection (for
293T cells, this corresponds to ~30,000 cells/well 1 day before
transfection, or ~15,000 cells/well 2 days before transfection).

2. Array 150 ng of 3xFLAG-tagged bait protein expression plas-
mids into each well of a V-bottom 96-well plate with a liquid
handler or a multichannel. Include multiple, preferably at least
8, negative control plasmids without FLAG tag (e.g., empty
vector).

3. Prepare PEI/OptiMEM mix: add 60 μl PEI into 6 ml Opti-
MEM in a sterile 15 ml conical tube and incubate for 5 min at
room temperature (see Note 4).

4. Using a reagent dispenser or a trough and a multichannel
pipette, add 50 μl of PEI/OptiMEM to each well with DNA
and mix well.
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5. Incubate the DNA/PEI/OptiMEM mix for 20 min (incuba-
tion can be extended to up to 2 h).

6. Transfer 45 μl of the mix to each well of the 96-well cell culture
plate with a liquid handler or a multichannel pipette.

7. Remember to coat the LUMIER assay plate with anti-FLAG
antibody (Subheading 3.4)!

8. Two days after transfection, proceed to LUMIER assay.

3.4 Coating

and Blocking Assay

Plates

1. On the day of transfection, prepare an antibody coating solu-
tion. For each 384-well plate, prepare 9 ml 10 μg/ml anti-
FLAG M2 in 1xPBS. For each 96-well plate, prepare 7 ml
4 μg/ml anti-FLAG M2 in 1xPBS (see Note 11).

2. Add 20 μl/well antibody solution to a 384-well plate or 60 μl/
well to a 96-well plate with a reagent dispenser or a multichan-
nel pipette.

3. Cover the plate tightly with parafilm and incubate overnight on
a shaking platform.

4. Aspirate all buffer and flick off any remaining liquid.

5. Add 80 μl blocking buffer to a 384-well plate or 250 μl to a
96-well plate with a reagent dispenser or a multichannel
pipette.

6. Incubate the plate for 1 h at room temperature on a plate
shaker. Plates do not need to be covered at this point.

7. Aspirate all blocking buffer and flick off any remaining liquid.

8. Cover the plate tightly with a sealing tape or parafilm and store
at 4 �C until needed. Plates can be stored for at least 2 months
at 4 �C.

3.5 LUMIER Assay 1. If required, treat the cells with inhibitors, growth factors, or
other compounds prior to lysis.

2. Prepare lysis buffer by adding protease inhibitors to ice-cold
HENG buffer.

3. Wash the cells three times with 100 μl cold 1xPBS with a plate
washer or with a multichannel pipette.

4. Add 80 μl HENG buffer to the plate with a reagent dispenser
or a multichannel pipette and incubate for 5 min on ice to lyse
cells.

5. Transfer 60 μl lysate to an anti-FLAG-coated 384-well plate or
a 96-well plate with a liquid handler or a multichannel pipette.

6. Incubate 384-well or 96-well plates for 3 h at 4 �C on a plate
shaker.

7. Wash the plate seven times with 80 μl (384-well plate) or 250 μl
(96-well plate) ice-cold HENG buffer using a plate washer. No
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protease inhibitors are needed at this point. If using a multi-
channel pipette, wash the 96-well plates four times with 250 μl
HENG buffer, incubating the wash buffer for 5 min each time.
After the last wash, flick off any remaining liquid.

8. Add coelenterazine-h to luciferase assay buffer and wait 10 min
to let autoluminescence decrease.

9. Add 20 μl (384-well plate) or 60 μl (96-well plate) luciferase
assay buffer to each well with a reagent dispenser or quickly
with a multichannel (see Note 12).

10. Wait 2 min before measuring luminescence with a plate reader
(100 ms read time per well; see Note 7).

11. After reading luminescence, flick off the luciferase reagent.

12. Dilute anti-FLAG M2 HRP antibody 1:10,000 into ELISA
buffer and add 20 μl (384-well plate) or 60 μl (96-well plate)
to each well with a reagent dispenser or a multichannel pipette.

13. Incubate the plate for 90 min at room temperature on a plate
shaker.

14. Wash the plate seven times with 80 μl (384-well plate) or 250 μl
(96-well plate) PBST. After the last wash, flick off any remain-
ing liquid. If using a multichannel, wash the 96-well plates four
times with 250 μl PBST, incubating the wash buffer for 5 min
each time. After the last wash, flick off any remaining liquid.

15. Dilute ELISA Pico stable peroxidase and luminol reagent each
1:10 in water (e.g., 1 ml peroxidase, 1 ml luminol, 8 ml water)
and add 20 μl (384-well plate) or 60 μl (96-well plate) to each
well with a reagent dispenser or a multichannel pipette.

16. Read luminescence with a plate reader (100 ms read time
per well).

3.6 Data Analysis There are multiple different ways to calculate interaction scores. In
our first study, we calculated the luciferase/ELISA signal ratio for
each interaction [4]. However, such ratios are challenging in cases
where ELISA signal is very low, leading to high interaction scores
even if luciferase signal is barely above cutoff. Therefore, we prefer
using the ELISA signal to filter out baits that were not expressed
(i.e., potential false negatives) and use Z-score or control normal-
ized luminescence as the interaction metric (Fig. 2).

3.7 Z Score Z score is the most robust metric if a large number of baits (several
hundred) are assayed and most of them are not expected to interact
with the prey (see Fig. 2 and Note 13).

1. Transform all luminescence values to base-2 logarithm. (Back-
ground luminescence follows log-normal distribution.) If mul-
tiple plates are analyzed, normalize each plate separately to
control for plate effects.
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Fig. 2 Example of LUMIER data and analysis methods. 960 bait proteins were assayed for interaction with
Hsp90 (a) or the prefoldin subunit PFDN5 (b). Luminescence was converted to Z scores. Dashed line indicates
cutoff based on Z-score > 3. Dotted line indicates cutoff based on average control background þ3 standard
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2. Calculate average luminescence and standard deviation of all
wells.

3. Subtract average luminescence from each luminescence value
and divide this value by standard deviation. Z score > 3
generally corresponds to a robust interaction (see Fig. 2 and
Note 13).

4. Calculate average ELISA signal and standard deviation of neg-
ative controls.

5. Filter out all the samples with ELISA signal below background
þ3SD (or another suitable cutoff). These are non-expressed
baits (potential false negatives).

3.8 Normalization

with Negative Controls

If there are fewer samples (tens to a few hundred), specific negative
controls can be used to normalize the luminescence values. Confi-
dence cutoffs can also be calculated, provided that enough negative
controls are tested.

1. Transform all luminescence values to base-2 logarithm. (Back-
ground luminescence follows log-normal distribution.) If mul-
tiple plates are analyzed, normalize each plate separately to
control for plate effects.

2. Calculate average luminescence and standard deviation of all
control wells.

3. Subtract average control luminescence from each luminescence
value. Normalized luminescence values over 2–3 � SD gener-
ally correspond to a robust interaction.

4. Calculate average ELISA signal and standard deviation of neg-
ative controls.

5. Filter out all the samples with ELISA signal below background
þ3SD (or another suitable cutoff). These are non-expressed
baits (potential false negatives).

4 Notes

1. Should I generate stable cell lines for LUMIER assays? In
general, stable cell lines are recommended for large-scale
experiments where many (&amp;gt;200 up to thousands)

�

Fig. 2 (continued) deviations. Average was calculated from all no bait (empty) wells and EGFP negative
control. Because Hsp90 interacts with a large fraction of the bait proteins, Z-score is likely too conservative a
metric for distinguishing true positives from false positives. Therefore, cutoff based on average control
background is more appropriate in this case. In contrast, PFDN5 interacts with only few bait proteins, and
consequently, cutoffs based on different metrics are much more similar. ELISA values for the same bait
proteins (c) show the distribution of bait protein expression. Cutoff based on average empty well ELISA
luminescence þ3 standard deviations separates nonexpressed baits from expressed baits relatively well
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bait proteins are tested against a few (5–20) prey proteins.
However, for many-vs-many interaction matrices (e.g.,
96 baits against 96 preys on a single 96-well plate),
co-transfection is likely a more cost-effective method. This
protocol assumes that stable cell lines are used. However, the
protocol can be used for co-transfection as well. In that case,
bait and prey proteins are transfected in a 1:1 ratio (that is,
75 ng bait þ75 ng prey for one well of a 96-well plate). It is
important to include multiple “prey only” controls to account
for the nonspecific binding of the prey protein to the plate. See,
e.g., [8] for details on calculating interaction scores from
co-transfection experiments.

2. Due to stoichiometric imbalance, it is better to fuse the chap-
erone to luciferase and capture the potential client protein with
anti-FLAG. Because only a fraction of the cellular chaperone
pool is engaged in interaction with the potential bait protein,
the signal-to-noise ratio is significantly higher in this way than
when the chaperone is captured with anti-FLAG.

3. This protocol and most LUMIER variants use Renilla lucifer-
ase, but other luciferases can also be used. For Nanoluc lucifer-
ase [9], the protocol is identical except for the luciferase
substrate, which is furimazine (Promega) instead of
coelenterazine-h. Similarly, for Gaussia princeps luciferase
[10], replace coelenterazine-h with native coelenterazine.

4. This protocol uses affordable alternatives to commercial
reagents, including polyethylenimine (PEI) instead of commer-
cial transfection reagents. However, PEI can be replaced by any
commercial reagent such as Lipofectamine 3000 (Thermo
Fisher) or Effectene (Qiagen).

5. This protocol uses an affordable alternative to commercial
luciferase assays. However, commercial luciferase assays such
as Renilla-Glo Luciferase Assay System (Promega) or BioLux
Gaussia Luciferase Assay Kit (New England Biolabs; also com-
patible with Renilla luciferase) work at least equally well. How-
ever, e.g., the Promega assay buffer contains reducing agents
that will strip the anti-FLAG antibody off the plate, leading to
loss of ELISA signal in the second part of the LUMIER with
BACON assay.

6. The optimal concentration of each batch of PEI stock solution
should be experimentally tested by transfecting a reporter pro-
tein such as GFP and the protocol modified accordingly.

7. Separate protease inhibitors can be replaced with commercial
reagents such as cOmplete Protease Inhibitor Cocktail (Sigma-
Aldrich).

8. Here, the cells are transduced with several dilutions of the virus
to ensure that at least one results in 10–20% transduction
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efficiency. Lentiviruses can also be titrated more accurately but
for purposes of generating stable cell lines, this is generally not
required.

9. If the cells get confluent before selection, antibiotics do not
work efficiently. In that case, trypsinize the cells and passage
them 1:5 into another cell culture dish. Continue selection
1 day after passaging (adding the antibiotic immediately after
trypsinization can be toxic to the cells).

10. If the expression level of the prey protein needs to be titrated,
polyclonal cell lines can be single-cell sorted by flow cytometry
to derive clonal lineages.

11. All the pipetting steps on 96-well plates can be done with an
8-well or 12-well multichannel pipette. However, for labora-
tory automation (in particular an automated plate washer) will
dramatically increase the throughput and decrease well-to-well
variation. For 384-well plates, automation is essentially
required.

12. Because luminescence signal decays relatively rapidly (half-life
T1/2 ~ 15 min in the assay buffer), it is important that add the
reagent as quickly as possible to the samples and also read the
plate with short integration time per well (e.g., 100 ms).

13. Z-score calculations assume that most tested bait proteins do
not interact with the prey, so that average luminescence is very
close to negative control luminescence. If this is not the case,
median luminescence can be calculated solely from negative
controls and subtracted from all luminescence values.
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Chapter 5

Measurement of Chaperone-Mediated Effects on
Polyglutamine Protein Aggregation by the Filter Trap Assay

Maria A.W.H. van Waarde-Verhagen and Harm H. Kampinga

Abstract

The formation of aggregates by polyglutamine-containing (polyQ) proteins in neurons is a key to the
pathogenesis of several progressive neurodegenerative diseases such as Huntington’s disease
(HD) spinocerebellar ataxias (SCAs), and spinal and bulbar muscular atrophy (SBMA). In order to study
whether the members of the heat shock protein (HSP) families, by virtue of their molecular chaperone
activity, can inhibit the formation of polyQ aggregates, we developed a cell culture model expressing the
GFP tagged fragment of exon1 of the huntingtin gene with an expanded polyQ chain and tetracycline
inducible chaperones. Expression of mutated Huntington’s protein leads to the formation of 2% SDS
insoluble high molecular weight polyQ aggregates that are retarded on a cellulose acetate membrane in the
so-called filter trap assay (FTA). This chapter explains in detail the protocols of the FTA and how it can be a
useful tool to study the effect of HSPs or their functional mutants on aggregation of polyglutamine
proteins. Moreover, the assay is useful to investigate how externally added polyQ peptides can act as
nucleation seeds for internally expressed polyQ proteins.

Key words Protein aggregation, Huntington’s disease, Polyglutamine diseases, Filter retardation
assay, polyQ peptides, Prion-like seeding

1 Introduction

In trinucleotide (CAG) repeat expansion disorders, which include
Huntington’s disease (HD), spinocerebellar ataxias (SCAs), and
spinal and bulbar muscular atrophy (SBMA), proteins containing
polyglutamine (polyQ) stretches aggregate and form pathological
structures such as amyloid fibrils and their precursors [1, 2]. For
this paper, we will focus on Huntington’s disease (HD), but the
principles related to what we describe apply to all CAG repeat
diseases. HD results from a CAG repeat expansion (>36) in exon
1 of the huntingtin (htt) gene. In brain tissues of affected patients,
protein aggregates accumulate in the cytoplasm and nucleus of
neurons. The principal component of these aggregates is an
N-terminal fragment of htt that contains the polyglutamine tract
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[3]. In the polyQ diseases, the length of the polyQ expansion is
strongly linked with aggregation propensity and is also inversely
correlated with the age at the onset of the disease [4] and it is clear
that aggregates drive the pathogenesis of the disease as various
modulations of aggregation delay disease progression in model
systems [5–8]. Thus, accurate quantitative measurements of aggre-
gation are important tools to study these diseases.

Heat shock proteins, by virtue of their chaperone function
whereby they support protein folding and timely protein degrada-
tion, form the first line of defense against protein aggregation
[7]. Therefore, in several studies, the potential of HSPs to inhibit
the formation of polyQ aggregates has been investigated [7, 9,
10]. In this paper, we will use a chaperone of the DNAJ (hsp40)
family, DNAJB6, as an example of a very potent inhibitor of polyQ
aggregation [11, 12] to illustrate the usefulness of the FTA for
investigating the contribution of chaperones.

One of the characteristics of the disease-related polyglutamine
(polyQ) aggregates in Huntington’s disease is that the aggregates
are insoluble in SDS, even in high concentrations SDS up to 2%
[13–15]. The filter trap assay (FTA) or filter retardation assay as
described in this chapter is an adaptation of a procedure developed
in the laboratory of Dr. Erich Wanker to detect and quantify
aggregates of the mutant huntingtin protein [13, 16], but also
can be used for detection of aggregates generated by other polyQ
containing proteins. Detection of the 2% SDS insoluble aggregated
expanded polyQ proteins is based on its retardation on a cellulose
acetate membrane with 0.22 μm pores. Comparable to slot-
blotting where all proteins from a cell lysate are trapped on a
nitrocellulose membrane, the FTA uses the same equipment with
the exception of the type of membrane. Note that not all
aggregation-related proteins causing neurodegenerative diseases
can be detected by this assay. E.g., aggregates caused by mutations
in superoxide dismutase-1 (SOD-1) that cause amyotrophic lateral
sclerosis (SOD-1) are not detected by the protocol as we described
here (data not shown) as these types of aggregates are SDS-soluble.

To study the effect of chaperones on the formation of aggre-
gates, a toolbox of expression constructs of tagged exon1-mutant
Huntington client proteins and chaperones was constructed
[17]. Chaperones (or their mutants) were cloned in a pcDNA5/
FRT/TO vector and, after transfection in a Flp-In T-RexHEK-293
cell line, the expression can be regulated by tetracycline to directly
compare the effect of the chaperone with the control situation
[12]. The tagging of the HSPs allows for direct intercomparison
of their effectiveness at equal (over)expression levels. Of course, the
presence or type of the tag linked to the HSPs has to be checked for
potential negative effects by confirmation of data using untagged
versions. For the N-terminally tagged DNAJs used in our studies,
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we so far did not find (major) influences on their anti-aggregation
activity [12, 17].

The rate of aggregation of the exon1-mutant Huntingtin (and
all polyQ proteins) depends on the length of the polyQ-stretch.
After transfection with a plasmid encoding for a Q-length of
119 glutamines (pHttQ119-eYFP), microscopically visible aggre-
gation is already seen within 1 day whereas detectable aggregation
of HttQ74 takes 2 days [11, 16, 18]. This feature makes it possible
to distinguish different chaperone potencies: strong “anti-polyQ
aggregation chaperones” will be able to prevent aggregation of
exon1-HttQ119, while inhibitory effects (of e.g. HSPB1) could
be minor, yet not negligible and should be studied with, e.g., the
exon1-HttQ74 or exon1-HttQ43 fragments [11, 12]. As a con-
trol, we always include a non-pathological exon1-HttQ23 frag-
ment that does not form aggregates and should not be retained
on the membranes in the FTA.

After expression of polyQ and HSPs (usually 1 day after trans-
fection for HttQ119 and 2–3 days for HttQ74 or HttQ43), the
cells are lysed in a 2% SDS buffer and the lysates are applied on a
cellulose-acetate membrane (0.22 μm pores). We generally use
three serial dilutions (1�, 5�, 25�) to allow (semi-quantitative)
quantification. Only the aggregates are trapped and after some
wash steps, to remove soluble (polyQ) proteins, the detection
takes place [13, 14]. After blocking for a-specific binding, the
bands can be detected immunologically as in westerns, followed
by densitometric quantification using standard imaging programs
(we typically use free software like image-J).

Besides its use in studying aggregation inhibition by chaper-
ones on endogenously expressed proteins, the FTA can also be used
to study the putative suppressive effect of chaperones on the seed-
ing effect of externally added polyglutamine peptides. It has been
suggested for many aggregation-prone proteins, including polyQ
containing proteins, that they can be released from (dying) cells and
be taken up by neighboring cells in a prion-like manner [19]. To
study this, polyQ peptides are added to the culture medium. These
have been shown to be internalized in cells and to be capable of
seeding intracellular expressed polyQ containing proteins resulting
in the formation of homotypic fibrillar polyglutamine aggregates
[20]. In fact, such external peptides can even induce
FTA-detectable aggregation of Huntington fragments with
non-pathological polyQ stretches (e.g., HttQ23) that normally
do not form aggregates [20, 21].

The FTA described here is robust and in several research pro-
jects in our lab, we have shown that the level of aggregation as
detected in the filter trap assay correlates very well with microscopic
quantification of intracellular inclusions and even generally corre-
lates well with highmolecular weight (HMW)material that remains
in the stacking gel of western blots where the SDS insoluble
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aggregates are detectable [12, 18]. Even more so, chaperone effects
detected with this assay (especially of those having effects on the
larger Q119 fragments) translate to disease-delaying effects in
model organisms such as Xenopus [12], Drosophila [5, 22, 23],
and even mouse [21]. The advantages over microscopy are that the
FTA is more objective and easier to quantify. Its quantification is
also more accurate and better reproducible than the analysis of
HMW aggregates in stacking gels of westerns or of cell fraction-
ation experiments [24]. Moreover, the method is not very labor
intensive, not very time consuming nor does require specialized
laboratory skills or expensive equipment. One limitation is that its
capacity is relatively low—on one membrane 16 samples
(as triplicates in serial dilution) can be quantified—which makes
the method less suitable for high-throughput (compound) screens.

2 Materials

Prepare all the solutions using demineralized water and analytical
grade reagents. Store all the reagents at room temperature unless
indicated otherwise. Accurately follow all the waste disposal rules
when disposing waste materials.

2.1 Cell Culture and

Transfection

1. Cell Culture Plates, 6-wells.

2. 0.001% Poly-L-lysine: dilute a stock 0.1% poly-L-lysine (Sigma)
1:100 in sterile water. Store at 4 �C for maximal 3 months.

3. Flp-In T-REx HEK-293 cell line, Invitrogen.

4. Dulbecco’s modified Eagle’s medium (DMEM), supplemen-
ted with 10% fetal calf serum (FCS). Store at 4 �C.

5. Plasmids: cmv-(GFP)tagged-exon1-Huntingtin-polygluta-
mine with different Q-lengths and pcDNA5/FRT/TO-(V5)
tagged chaperones [12, 17]. Store at �20 �C.

6. Lipofectamine, Invitrogen. Store at 4 �C.

2.2 Cell Lysis and

Sample Preparation

1. Phosphate-Buffered Saline (PBS) pH 7.4: 137 mM NaCl,
2.7 mM KCl, 10 mM Na2HPO4 and 1.8 mM KH2PO4.
Store at 4 �C.

2. Filter Trap Assay buffer (FTA buffer) pH 8.0: 10 mM Tris–Cl
and 150 mM NaCl.

3. Stock solution of 20% sodium-dodecyl sulfate (SDS): dilute to
appropriate working solutions.

4. Lysis buffer: FTA buffer + 2% SDS. Dilute SDS 20% stock 1:10
in FTA buffer.

5. Dithiothreitol (DTT) 1 M stock in Lysis buffer. Prepare fresh.
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6. Lysis buffer + 50 mM DTT: dilute DTT 1 M stock 1:20 in
Lysis buffer. Prepare fresh.

7. Disposable cell scrapers (Corning).

8. Micro-tip Sonifier (B-12, Branson Sonic Power Company).

9. DC Protein Assay, protein concentration assay (Bio-Rad).

10. Urea 8M: dissolve 4.8 gUrea (Sigma) in 100ml demineralized
water. Prepare fresh.

2.3 Filter Trap 1. Wash buffer: FTA buffer + 0.1% SDS. Dilute SDS 20% stock
1:200 in FTA buffer.

2. Bio-Dot SF microfiltration apparatus (Bio-Rad Laboratories,
Inc.).

3. Vacuum pomp (MEDAP P7050).

4. Bio-Dot thick filter paper, 11.3 � 7.7 cm (Bio-Rad).

5. Cellulose Acetate membrane, pore size 0.22 μm (Maine
manufacturing).

6. Multichannel pipette (Costar).

2.4 Immunode-

tection and

Quantification

1. PBS containing 0.1% Tween-20 (PBST). Dilute Tween-20
stock 1:1000 in PBS. Store at 4 �C.

2. Blocking buffer: 5% nonfat dry milk powder in PBST. Store at
4 �C for maximal 2 days.

3. Mouse anti-GFP (JL-8, Clontech) 1:5000 in PBST supple-
mented with 3% Bovine Serum Albumin (BSA). When stored
at �20 �C the diluted antibody can be used several times.

4. Second antibody: Anti-mouse IgG HRP-conjugated 1:5000 in
blocking buffer. Prepare fresh.

5. Enhanced Chemiluminescence (ECL) substrate (Pierce). Store
at 4 �C.

6. ChemiDoc Touch Imaging system (Bio-Rad).

7. Quantification software Image Lab 5.2.1.

2.5 Testing the

Seeding Effect of

Externally Added

Peptides

1. PolyQ-peptides (K2Q45K2) were kindly provided by Prof.
Dr. R. Melki, Gif-sur-Yvette, France and were generated as
described in [20]. Stock 100 μM solutions in PBS are stored
at �80 �C.

3 Methods

Safety precautions: Safety rules have to be followed since, like other
disease-associated, aggregation-prone proteins, polyQ proteins and
polyQ peptides are suggested to be capable of acting as prion-like
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proteins capable of infiltrating cells [25, 26], although an “infec-
tious” property of polyQ proteins has not been demonstrated yet.
Precautions include wearing protective gloves and facemasks. Carry
out all handling of samples, especially cell lysis and sonication, in a
safety cabinet. 8 M Urea or 1% SDS [26] is used to clean the
working area and to inactivate liquid waste. All waste generated
during work with aggregation-prone proteins should be autoclaved
for 30 min at 121 �C.

3.1 Cell Culture and

Transfection

One day before transfection the cells are seeded in (precoated)
multi-well dishes. The protocol described here uses the tetracycline
regulated expression system of Flp-In T-Rex HEK-293 cells with
tagged pcDNA5/FRT/TO chaperones [12]. In the experimental
setup (Fig. 1a) it is shown how the effects on polyglutamine-
aggregation without and with chaperones can be directly compared.
Figure 1b shows the setup of a seeding experiment where aggrega-
tion is induced by the addition of external peptides (for details about
the protocol for a seeding experiment, see Subheading 3.5).

Fig. 1 Experimental setup for the Filter Trap Assay (FTA). (a) Schematic representation of the plasmids used.
One day after seeding, the HEK293 cells are co-transfected with constructs encoding HttQ119-eYFP or eGFP-
HttQ74 and a tetracycline inducible chaperone. After 24 or 48 h, this allows for direct comparison of the extent
of aggregation without and with chaperone in the FTA. (b) In a seeding experiment, external peptides are
added 1 day after transfection of the cells with constructs encoding HttQ23-eGFP alone or with a chaperone.
3–24 h after peptide addition, the filter trap assay allows for the detection of the extent of aggregation without
and with extracellularly added Q-peptides. Note that intracellular expression of HttQ23 without extracellular
Q-peptides does not lead to aggregate formation
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Depending on the Q-length of the expanded exon1-Huntingtin
fragment the cells are incubated for 1 or 2 days after transfection.
Standard procedures for mammalian cell culture and transfection
are followed.

1. Before seeding cells coat 6-well plates (or 3.5 cm culture
dishes) with 1 ml 0.001% poly-L-lysine. Remove after 10 min
the poly-L-lysine and wash the wells 3� with sterile water (see
Note 1).

2. Seed 3 � 105 HEK293 cells/well in 2 ml culture medium (see
Note 2).

3. On the day after seeding, transfect the cells by a method of
choice, according to the manufacturer’s instructions, with plas-
mids encoding for exon1-mutated Huntingtin protein and
(tetracycline inducible) chaperones. Commonly a plasmid
ratio of 1:10 is used. Replace the transfection-medium after
3–4 h by culture-medium and add tetracycline to a final con-
centration of 1 μg/ml in the wells which require chaperone
expression (see Note 3).

4. Harvest the cells 24–48 h after transfection depending on the
expected rate and extent of aggregation as described in Sub-
heading 3.2.

3.2 Cell Lysis and

Sample Preparation

The cells are harvested when microscopically visible aggregates are
detected; commonly this is 1 or 2 days after transfection with
pHttQ119-eYFP or peGFP-HttQ74 respectively. Since the polyQ
fragments are tagged with a fluorescent tag, aggregation can be
checked regularly using a standard fluorescence microscope with-
out the need of harvesting and fixing the cells. Protein extracts are
prepared by scraping the cells in a lysis buffer containing 2% SDS at
room temperature in a safety cabinet. Samples can be stored at
�20 �C at any moment after each of the steps 4–8 below. Take
care that after thawing the samples are mixed very well by vortex-
ing, to solidify the SDS (see Note 4).

1. Remove the culture medium from the multi-well plate by
aspiration. Never allow the monolayer to dry but immediately
add 1 ml PBS.

2. Wash the cell layer twice with 1 ml PBS.

3. Add 200 μl lysis buffer to each well (see Note 5).

4. Scrape the surface of the well with a cell scraper and transfer the
entire cell lysate to an Eppendorf vial (see Note 6).

5. Sonicate each lysate 5 s at 50 W with a microtip sonifier in a
safety cabinet. Attention: ear protection is required.
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6. At this point measure the protein concentrations in the
solubilized samples with a commercially available protein
assay (see Note 7).

7. Bring the samples to equal protein level of 40 μg/100 μl with
lysis buffer; dilute the samples to obtain a total volume of
400 μl. These are the stock samples (1� sample) for preparing
the serial dilution (see Note 8).

8. Add 1 M DTT to a final concentration of 50 mM (dilution
1:20) to the stock samples. Heat the samples in a boiling water
bath or heating block for 5 min (see Note 9).

9. Make serial dilutions (typically 1:5 and 1:25) from the boiled
stock samples with lysis buffer + DTT 50 mM; dilute the
samples to obtain a final volume of 400 μl (see Note 10).

3.3 Filter Trap When the serial dilutions are ready, the samples can be applied on
the filter trap apparatus (see Note 11). After the samples are aspi-
rated, the slots have to be washed thoroughly in order to remove
soluble proteins which can disturb the results. The setup of the
Bio-Dot SF apparatus is illustrated in Fig. 2. For more detailed
guidelines we refer to the manufacturer’s Instruction Manual.

1. Prepare the bottom part of the apparatus by inserting the
gasket support plate into the vacuum manifold and place the
sealing gasket. Presoak 2 Trans-Blot filter papers in wash buffer
and place them onto the top of the bottom part. Then place a

Fig. 2 Setup of the Filter Trap Apparatus. (a) Schematic representation of the Cellulose-acetate membrane
assembly in the Filter Trap Apparatus. A presoaked cellulose acetate membrane (3) is put on top of two thick
filter papers (2) and clamped between the bottom-part (1) and the slotted lid (4). (b) After clamping the
membrane, the screws on the top of the lid are tightened diagonally to establish equal pressure. (c) Between
the vacuum pump (P) and the apparatus (A), the vacuum can be regulated by a valve. During the application of
the samples or wash buffer, the vacuum pump should be off. Full vacuum is only used for tightening the
screws. Medium vacuum is required to aspirate the samples and the wash buffer
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presoaked 0.22 μm Cellulose Acetate membrane on the top of
the filter papers (Fig. 2a) (see Note 12).

2. Use a glass rod to remove air bubbles.

3. Put the slotted lid onto the top of the membrane and tighten
the screws diagonally (Fig. 2b) to provide equal force.

4. Apply vacuum, and tighten the screws further under full vac-
uum (Fig. 2c).

5. Fill all the slots with 100 μl wash buffer with a multi-channel
pipette and apply mild vacuum (Fig. 2c) to pre-equilibrate the
membrane.

6. Vortex the samples before loading. Turn the vacuum off
(Fig. 2c) and carefully load 100 μl sample with the pipet tip
touching the side of the slot to prevent the formation of air
bubbles. Apply mild vacuum till the samples are completely
aspirated (see Note 13).

7. Wash the slots three times with 100 μl wash buffer, followed
each time by mild vacuum (see Note 14).

8. Disassemble the blotting apparatus, remove the membrane,
and wash it shortly in PBST before starting immunodetection
(see Note 15).

3.4 Immuno-

detection and

Quantification

After the membrane is removed from the Bio-Dot apparatus, it can
either be dried between filter papers or used immediately for immu-
nodetection. From this point on, a standard immunodetection
protocol as used for western blotting can be used. Below, a brief
description is provided for the antibody incubation followed by
ECL detection on a ChemiDoc Touch Imaging System
(Bio-Rad). For densitometric quantification, we routinely use the
program Image Lab 5.2, but other freeware should serve the same
purpose.

1. Block the membrane with 5% skimmed milk powder in PBST
0.1% by shaking for 45 min at room temperature.

2. Wash the membrane for three times (5 min each) with PBST
0.1%.

3. Incubate with mouse GFP primary antibody (dilution 1:5000,
see Subheading 2.4, item 3) in a cold room with shaking
overnight.

4. Wash the membrane for three times (10 min each) with PBST
0.1%.

5. Incubate with secondary antibody, anti-mouse IgG
HRP-conjugated (dilution 1:5000, see Subheading 2.4, item
4) for 1 h on a shaker at room temperature.

6. Wash the membrane for three times (10 min each) with PBST
0.1%.
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7. Apply ECL substrate and detect chemiluminescence on the
ChemiDoc Touch according to the manufacturer’s instruc-
tions. By making images at different time points, the best
exposure can be selected later.

8. Accurate quantification of the bands is accomplished by soft-
ware program Image Lab 5.2.1. Ignore overexposed bands
(as highlighted in red in the program). Correct for background
staining, according to the User’s Manual. Check linearity of the
signal using the serial dilutions.

3.5 Testing the

Seeding Effect of

Externally Added

Peptides

The experimental setup for a seeding experiment with externally
added peptides (Fig. 1b) does not differ very much from a regular
experiment. Below we describe the differences in the protocol in
more detail. For all other steps the protocols as described in Sub-
heading 3.1 till 3.4 can be followed.

1. For testing the seeding effect of Q-peptides, transfect the cells
with plasmids encoding for chaperones and peGFP-HttQ23
according to the schedule in Fig. 1b. Replace the transfection
medium after 3–4 h by the culture medium. For chaperone
expression, add tetracycline to a final concentration of 1 μg/ml
(see Note 16).

2. One day after transfection add extracellular peptides to the
culture medium in the appropriate wells (Fig. 1b) to a typical
final concentration of 1 μM. Add the same volume of solvent
(PBS) to the control wells. Attention: Prior to the addition of
the peptides to the culture medium, the peptide-stock solution
should be homogenized thoroughly by vortexing and repeated
pipetting.

3. Since seeding-induced aggregation is rapid, the cells can be
harvested between 3 and 24 h after peptide addition. Prepare
the cell lysates in the same way as described in Subheading 3.2.
Care should be taken to wash away the culture medium (see
Subheading 3.2, step 2) thoroughly by two wash steps with
2 ml PBS each, since the remaining peptides could associate
with endogenous polyglutamine proteins after lysis and
increase aggregation (see Note 17).

4. After this point, there are no differences in the protocols for
working with cell lysates obtained after the addition of external
Q-peptides compared to regular samples.

3.6 Illustrations of

Typical Results

To illustrate our findings, some typical results obtained with the
above-mentioned protocols are presented in Figs. 3–5.

Figure 3a demonstrates that aggregation kinetics occur in a
polyQ length-dependent manner: 48 h of transient expression of
non-pathogenic HttQ23 leads to no detectable aggregates.
HttQ74 shows some detectable aggregation whereas HttQ119
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shows massive aggregation. Figure 3b shows the expression levels
of the various Htt constructs and also shows that for HttQ74 some
and for Htt119 a lot of the protein remains as aggregates in the
stacking gel.

The effect of chaperones is illustrated in Fig. 4. Here tetracy-
cline inducible DNAJB1 or DNAJB6 constructs were
co-transfected with exon1-HttQ119eYFP. Increasing the concen-
tration of tetracycline induces increasing expression of DNAJB1 or
DNAJB6 (Fig. 4b), which is accompanied by a parallel
concentration-dependent reduction in the level of aggregation of
HttQ119 (Fig. 4a). The data also show that DNAJB6 is more
potent than DNAJB1 in reducing HttQ119 aggregation, as
found before [12].

In Fig. 5, the effect of addition of extracellular Q45-peptides
on the aggregation of endogenously expressed Htt-PolyQ is
shown. The Q45-peptides were added immediately after transfec-
tion (see Subheading 3.5, step 1). The Q45-peptides form extracel-
lular fibrils [21] that can enter the cells and act as seeds that
dramatically enhance the aggregation of intracellularly expressed
Htt. In fact, they even lead to the aggregation of a non-pathogenic
HttQ23. Post lysis control experiments (Fig. 5c) have to be done to
exclude potential artifacts (see Note 17).

Fig. 3 Aggregation is dependent on the polyQ-length. (a) Filter trap assay of
HEK293 cell extracts expressing GFP tagged Htt-exon1 with different polyQ
lengths. Cells were lysed 48 h after transfection. Serial five-fold dilutions of
cell lysate were loaded on cellulose-acetate membranes and probed with anti-
GFP. Quantification was done using the aggregation of HttQ119 as a reference
(¼100%). (b) Cell lysates were also loaded onto 12.5% SDS-PAA gels and
processed for immunoblotting with anti-GFP for analysis of Htt-exon1 expression
and aggregation (high molecular weight material in the stacking gel). GAPDH is
used as a loading control
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4 Notes

1. To improve cell adhesion and transfection efficiency, the wells
are first coated with 1 ml 0.001% poly-L-lysine for 10 min at
room temperature. Since poly-L-lysine is very toxic to the cells,
after coating the wells should be washed thoroughly by three
wash steps with 2 ml/well sterile water.

2. The number of cells used for seeding is dependent on the
density needed for the transfection method on the next day
and the required duration of culture time after transfection. In
a typical experiment when the HEK293 cells are transfected
with pHttQ119-eYFP and harvested after 1 day, we seed
3.5 � 105 cells/well; for a transfection with pEGFP-HttQ74
and harvesting after 2 days, we seed 2.8 � 105 cells/well.

Fig. 4 Anti-aggregation effect of tetracycline regulated DNAJB1 and DNAJB6. (a) Filter trap assay of HEK293
cell extracts co-expressing HttQ119-eYFP and DNAJB1 or DNAJB6. Cells were lysed 48 h after transfection.
The level of expression of the chaperones was regulated by the concentration of tetracycline. Serial fivefold
dilutions of cell lysates were loaded on cellulose-acetate membranes and probed with anti-GFP. Quantification
was done using the aggregation of HttQ119 without chaperones (no tetracycline) as a reference (¼100%). (b)
Cell lysates were also loaded onto 12.5% SDS-PAA gels and processed for immunoblotting with GFP
antibodies for analysis of Htt-exon1 expression and aggregation (high molecular weight material in the
stacking gel) and with V5 antibodies for the detection of V5-tagged chaperones. GAPDH is used as a loading
control
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3. The use of 1 μg/ml tetracycline in the culture medium to
induce chaperone expression is sufficient to reach maximal
expression. When milder expression is aimed for this can be
regulated by reducing the concentration of tetracycline.

4. All the sample preparation steps are carried out at room tem-
perature because SDS crystallizes at low temperature. Since the
concentration of SDS is rather high and no lengthy extraction
procedure is necessary, the addition of protease inhibitors to
inhibit protein and protein aggregate breakdown is not
essential.

5. The 200 μl lysis buffer is a convenient volume for solubilizing
HEK293, U2Os, and Hela cells, grown to an approximate
density of 0.5–1.5 � 106 cells/well. Since the proteins are
not diluted to such an extent that the volume is too large, it

Fig. 5 Extracellular Q-peptides “seed” aggregation of cytoplasmic Htt-polyQ proteins. (a) Filter trap assay of
HEK293 cells expressing Htt-exon1 with different polyQ lengths. Q-peptides (1 μM) were added immediately
after transfection. After 24 h serial fivefold dilutions of cell lysates were loaded on cellulose-acetate
membranes and probed with anti-GFP. Quantification was done using the aggregation of HttQ119 without
added Q-peptides as a reference (¼100%). (b) Cell lysates were also loaded onto 12.5% SDS-PAA gels and
processed for immunoblotting with GFP antibodies for the analysis of Htt-exon1 expression and aggregation
(high molecular weight material in the stacking gel). GAPDH is used as a loading control. (c) Filter trap assay of
HEK293 cell extracts expressing eGFP-HttQ23. A post lysis control was made by adding Q45 peptides after the
cell lysis (see Note 17). This should not and did not lead to detectable aggregation of eGFP-HttQ23. As a
reference, cell lysates of eGFP-HttQ23 expressing cells without or with incubation with Q45 peptides for 24 h
during culture are shown
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increases flexibility to make concentrated samples to apply on
the filter trap assay.

6. In order to transfer the entire volume of the viscous lysate
aspirate slowly, using a blue tip of a 1 ml pipette. Make sure
to avoid air-bubbles.

7. Measuring the protein concentration in the lysates can be done
using a commercially available Tris/SDS-compatible protein
assay such as the DC Protein Assay (BioRad).

8. The concentration of protein in the cell lysate of 40 μg/100 μl
is used to detect aggregation of polyQ with a length of 119 Q’s
after 1 day. Depending on the level of aggregation microscopi-
cally observed, the protein concentration can be varied
between 10 and 100 μg/100 μl [16]. A cell lysate with a final
volume of 400 μl is sufficient to repeat the FTA with the same
samples at least twice for intra-experimental duplicates.

9. Boiling of the cell lysates for 5 min at 100 �C is very important
for optimal detection. In case a boiling water bath is not
available, a heat block heated to 100 �C can be used.

10. Once the stock 1�–sample has been boiled, there is no need to
boil the diluted samples again. The fivefold serial dilution (1:5
and 1:25) was shown to give the best information in a wide
range of aggregation levels. Dependent on the application one
can decide to lower or increase the dilution level, e.g., to a
twofold or a tenfold serial dilution.

11. The method described here uses the slot format (SF) of the
Bio-Dot microfiltration apparatus (Bio-Rad). The Bio-Dot SF
apparatus focuses the sample on a thin line instead of a circle
(in the 96-well dot format), making quantification by densi-
tometry more reproducible. The Bio-Dot SF has 48 slots and a
capacity of 50–500 μl sample volume per slot.

12. Depending on the goal of the experiment, different mem-
branes can be used. For the detection of polyQ aggregates, a
Cellulose Acetate membrane is used with pore holes of 0.2 μM
[13, 14].

13. It is recommended to fill the wells that are not used for cell
lysates with identical volume of wash buffer before applying
vacuum to deliver steady pressure on each well. From here on,
only apply mild vacuum (Fig. 2c) till the samples or wash buffer
are completely aspirated. Do not aspirate longer than
necessary.

14. After the lysates have been applied on the cellulose acetate
membrane, it is very important to thoroughly wash at least
three times to ensure removal of soluble (polyQ) proteins. To
check for possible clogging of the cellulose acetate membrane
pores by the aggregated proteins, cell lysates with aggregated
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polyQ (e.g., HA-tagged HttQ74) can be loaded on the filter,
followed by loading a cell lysate of cells expressing a soluble
protein with another tag (e.g., GFP) in the same slot. When,
after three washes, no GFP is detected, clogging can be
excluded. The same protocol can be used to check if enhanced
aggregation caused by extracellular polyQ peptides would
block the passage of soluble intracellular (polyQ) proteins.

15. After usage, it is very important to intensively clean the
Bio-Dot apparatus with water and a mild soap and to rinse
with distilled water. Prevent scratching with sharp tools to
avoid damage to the surface.

16. To examine the seeding effect of Q-peptides, transfection with
plasmids encoding for short endogenous polyQ-lengths can be
used; even non-self-aggregating polyQ stretches with 23 gluta-
mines (eGFP-HttQ23) will be induced to aggregate and thus
an accurate information on seeding-induced aggregation can
be obtained. Note that it is important that the chaperone is
already expressed at the time when extracellular peptides are
added.

17. After incubating the cells with external Q-peptides, the culture
medium has to be washed away carefully to prevent a possible
co-aggregation of remaining peptides from the culture
medium with endogenous polyglutamine proteins during
cells lysis. Hereto post-lysis controls can be included by adding
Q-peptides (final concentration of 0.2 μM) to a lysate of cells
expressing eGFP-HttQ23. As shown in Fig. 5c only minor post
lysis aggregation is usually found, indicating that the observed
increase in aggregation of the endogenous HttQ23 is not an
artifact of sample preparation.
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Chapter 6

Fluorescent-Linked Enzyme Chemoproteomic Strategy
(FLECS) for Identifying HSP70 Inhibitors

T.A.J. Haystead

Abstract

Activation of the heat shock response, and in particular upregulation of stress-inducible Hsp70, herein
referred to as Hsp70i, in newly transformed cells, appears to protect against protein damaging stimuli,
induction of premature oncogene-induced terminal senescence (OIS), and apoptosis, thereby enabling
tumor initiation and progression to an aggressive phenotype. Expressed at very low or undetectable levels in
normal tissue, the cytoprotective effects of Hsp70i appear to be mediated through its activity as a molecular
chaperone allowing proper folding of mutated proteins, and by blocking cell signaling pathways that
regulate OIS and apoptosis. Identification of small-molecule inhibitors selective for Hsp70i could provide
new therapeutic tools for cancer treatment. However, identification of selective inhibitors of Hsp70i has
proven challenging largely because of the affinity of the protein for ATP. Additionally, its chaperone
functions do not lend the protein amenable to traditional enzymatic high-throughput screens. Here, we
describe the use of fluorescence-linked enzyme chemoproteomic strategy (FLECS) to identify Hsp70i
inhibitors. The FLECS assay is a simple binding assay that enables proteins tagged with fluorophors to be
rapidly and quantitative screened against small-molecule libraries. We show several case history examples of
the methodology that led to the discovery of the Fatty acid synthase inhibitor, FASNALL, the DAPK3
inhibitor HS38, and HS72, an allosteric inhibitor selective for Hsp70i.

Key words Heat shock protein 70, Fluorescence linked enzyme chemoproteomic strategy

1 Introduction

The Heat shock protein 70 (Hsp70) family have broad chaperone
functions in cells that include folding of nascent proteins, refolding
of misfolded proteins, protein transport, regulation of breakdown
of unstable proteins, removal of protein complexes, and control of
regulatory proteins [1, 2]. These functions are driven by ATP
hydrolysis in the N-terminal nucleotide-binding domain (NBD)
of Hsp70. The Hsp70s are evolutionary conserved across species
and there are eight mammalian Hsp70 family members [3]. The
inducible form of Hsp70 (Hsp70i, also called Hsp72, Hsp70-1,
HspA1A/HspA1B) is present in low or undetectable levels in most
unstressed normal cells and tissues; however, expression levels
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rapidly increase in response to cellular stresses such as heat shock or
transformation. Deletion of its immediate paralog, constitutively
active heat shock protein cognate 70 (Hsc70), is developmentally
lethal, whereas deletion of Hsp70i results in sterility of male mice,
but no other overt phenotype in unstressed mice [4, 5]. Hsp70i
and Hsc70 are highly related, sharing 90% over all sequence iden-
tity; however, most of the sequence variability is confined to the
NBD (<80% identity). The close sequence similarity between
Hsp70i and Hsc70 has certainly contributed to past difficulties in
distinguishing the biological functions of the two proteins using
both pharmacologic and RNA interference approaches. The broad
structural organization of the Hsp70’s is similar; consisting of three
functional domains, the NBD in the N-terminal region, a substrate-
binding domain (SBD) in the C-terminal region, and a linker in the
middle [6]. The chaperone activity of Hsp70i is a function of the
C-terminus in cooperation with other co-chaperones such as
Hsp40, Hip, Hop, CHIP, and Bag1 [6]. Crystallographic and
NMR studies have shown that Hsp70i has distinct open and closed
conformational states that change based on the presence of nucleo-
tides and some of its co-chaperones [2, 7, 8]. When complexed
with ADP and substrate, there is little interaction between the
NBD, SBD, and linker region. Upon substrate and ADP release
and rebinding of ATP, the linker region and SBD make contact
with the NBD [9]. There is also allosteric regulation of ATP hydro-
lysis between the domains [10].

1.1 Hsp70 Inhibitor

Prior Art

The involvement of Hsp70i in maintaining tumor stability and its
potential to synergize with Hsp90 to selectively kill tumors have
been driving factors to develop inhibitors specifically targeting the
protein in vivo [9, 11]. Confounding factors in the discovery of
Hsp70i inhibitors include its affinity for ATP/ADP and their con-
formational influences, the close sequence similarity within the
NBD with Hsc70. Indeed, conventional approaches have failed to
consider off target binding to Hsc70, which could account for the
poor performance in vivo of current Hsp70 inhibitors. Current
inhibitors identified to target mammalian Hsp70 include NSC
630668-R/1, VER-155008, MAL3-101, MKT-077, Pifithrin,
and Apoptozole (Fig. 1). There is considerable structural diversity
among the prior inhibitors, reflecting the various methodologies
that were employed to define them, as well as whether they target
the NBD or SBD on Hsp70 (30-33). The NDB domain is most
favored for inhibitor development, albeit challenging. Inhibitors
targeting the NBD to date have either employed rationale design
approaches based on partial crystallographic structures with bound
nucleotide or have relied on coupled enzymatic assays measuring
ATP depletion. The polar interactions present in the NBD and its
low μM affinity for ADP have certainly contributed to difficulties in
selective inhibitor discovery [12]. The crystal structure of the active
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form of Hsp70i shows the NBD to be completely enclosed around
the nucleotide with almost no solvent accessibility to the surface
[13]. Aside from the nuances associated with targeting the NBD,
none of the approaches adopted thus far by other groups have been
able to separate Hsp70 family members, especially Hsp70i from
Hsc70. NSC 630668-R/1 inhibits ATPase activity but does not
discriminate Hsp70i from Hsc70 [14]. VER-155008 shows broad
specificity with other Hsp family members, largely because it is a
nucleotide derivative. It also contains two potentially labile (per-
haps by design) benzyl groups [12]. MAL3-101 has been shown to
stimulate Hsp70 ATPase function, suggesting it is an allosteric
regulator, although the exact binding site of this molecule remains
unknown [15]. Like NSC 630668-R/1, MAL3-101 is quite large
and has a number of labile ester groups. MKT-077 targets the NBD
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and inhibits proliferation in tumor cell lines; however, severe renal
dysfunction in patients was observed in phase I clinical trials
[16, 17]. Pifithrin, binds to the SBD of both Hsc70 and Hsp70i
disrupting client protein interaction in vitro. In tumor cells the
molecule promotes caspase-dependent cell death in tumor cells
only suggesting it has some specificity to Hsp70i in vivo, although
p53 binding has also been shown, which could explain its antitu-
mor actions [18]. MKT-O77 and Pifithrin have potential reactive
groups that render them covalent modifiers, which may contribute
to side effects in vivo. More promising inhibitors of the Hsp70 class
are second and third generationMKT-077 analogs JG18 and JG40.
Their mechanism of action and specificity lies in interaction with
Hsp70 co-chaperones such as NEF [19].

1.2 Discovery of HS-

72 by FLECS

In Howe et al. [20] we reported the results of screening Hsp70i by
fluorescent-linked enzyme chemoproteomic strategy (FLECS) and
identified several novel inhibitors that appeared to act by allosteri-
cally affecting the Hsp70i’s affinity for ATP. The most promising of
these was HS-72 a ((S)-N-(1-propyl-1H-benzo[d]imidazol-2-yl)-
1-(pyrazin-2-yl)piperidine-3-carboxamide (Fig. 2). The FLECS
screen is a variation of proteome mining technology utilized in
the discovery of the Hsp90 inhibitor SNX5422 [21]. Proteome
mining was designed to screen all purine binding proteins (the
purinome) expressed in cells/tissues en masse against large directed
chemical libraries, matching early chemical starting points with
targets [22, 23]. The power of this approach enabled not only
hundreds of diverse enzymes to be screened at a single step but
also enabled the selectivity of a particular hit molecule to be deter-
mined simultaneously. The same assay could also then be used in
subsequent iterative campaigns to monitor or improve selectivity as
one strived to improve the molecules potency and bioavailability.
The hypothesis is that this would avoid later stage failures due to
unpredicted toxicity during in vivo studies in animals. This
approach was put into practice in the discovery and development
of SNX5422, and orally bioavailable inhibitor for Hsp90 that is
currently advancing in clinical trials [21]. A cell/tissue extract is

Fig. 2 Structure of HS-72
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applied to an ATP affinity resin in which the nucleotide is immobi-
lized through its gamma-phosphate [21–23]. This orientation
favors reversible binding of proteins that bind purines through
multiple contacts with the adenosine ribose moiety with the
gamma phosphate showing solvent accessibility at the surface (the
kinase orientation). This orientation of the purine is highly con-
served across multiple gene families including protein kinases,
non-protein kinases, dehydrogenases, hydrolyases formylases,
most metabolic enzymes, helicases, DNA and RNA binding pro-
teins, transcription factors, and chaperones such as Hsp90. Over
the years, by MS analysis we have documented several hundreds
proteins that reversibly bind to ATP when tethered by its gamma
phosphate from human, mammalian, and pathogen sources. Typi-
cally, we estimate that up to 10% of the expressed genome of most
species express protein that bind the purine in the “kinase orienta-
tion.” In human tissues this represents up to 2000 distinct proteins.
Importantly, the majority of the enzymes captured on this media
are considered intractable to conventional methods of high-
throughput (HT) screening. They often require radioisotopes to
follow activity or have functions that do not lend themselves readily
amenable HT screening, e.g., protein folding. The method is a
simple universal binding assay that enables ATP competitive inhi-
bitors to be identified directly.

The FLECS assay is a variation on the proteome mining
approach and is more targeted from the outset, yet still retains the
selectivity profiling capabilities of proteome mining [20, 24,
25]. Moreover, FLECS is more suited to academic-based drug
discovery than the original proteome mining approach which was
really designed to identify chemical starting points that would likely
derive novel composition of matter claims. For a FLECS screen one
expresses the targeted purine binding protein of choice as a recom-
binant GFP-fusion protein (one could use YFP or RFP) either in a
bacterial, yeast, or mammalian cell line. The expressing cells are
then lysed, homogenized, clarified and the entire extract applied to
gamma phosphate ATP resin without further purification. The
bound proteins are washed with high salt to remove any nonspecif-
ically associated proteins. To verify that the GFP-fusion protein has
a functional ATP binding site the GFP-fusion protein charged resin
is serially eluted with increasing concentrations of ATP
[1–100 mM]. The resin flow though is collected and aliquots
measured for fluorescence in a plate reader. This method can also
be used to determine the dissociation constant (Kd) of the bound
fluorescent protein for ATP as described [25]. Once competitive
binding is established one is ready to screen the fusion protein
against large libraries of small molecules. Figure 3 illustrates the
diversity of proteins we have screened using the FLECS assay. In
some instances native proteins can also be screened after labeling
them with reactive fluorophors directly while bound to the ATP
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resin. This approach was used to identify fatty acid synthase (FASN)
inhibitor Fasnall [24]. Briefly, lactating pig mammary gland extract
was applied to the ATP resin and the bound proteins labeled with
cysteine reactive fluor probe [24]. The reader should note that
FASN is highly induced in the lactating mammary gland and con-
stitutes ~25% of the soluble cellular protein fraction.

1.3 Hsp70 and ATP

Binding

The Hsp70 family have a very low affinity for ATP (<10 μM)
compared with most ATP binding proteins we have examined and
its ATPase activity turns over rapidly. Interestingly, based on the
crystal structure of Hsc70 with bound nucleotide one would pre-
dict that the protein is sterically hindered from binding ATP teth-
ered through its gamma phosphate. This is because the protein
normally binds the nucleotide in the opposite direction to the
majority of purine utilizing enzymes such as protein kinases or

Fig. 3 FLECS is a Universal assay that enables purine utilizing proteins of diverse function to be screened
against small molecule libraries. The indicated GFP-fusion proteins were expressed in various cell lines and
captured from homogenates on ATP media. The proteins were then tested for their ability to be competitively
released from the media with increasing concentrations of free ATP. GFP proteins tested—PIMK Pim kinase
1, AMPKα α subunit AMP activated protein kinase, AMPKγ γ regulatory subunit AMPK, GFP-Hsp70 inducible
form of heat shock protein 70, NS5 non-structural protein 5 of Dengue virus, PfPK9 Plasmodium falciparum
Protein kinase 9, NEK9 NEK9 protein kinase, TRAP1 TNF Receptor Associated Protein 1, ACC Acetyl CoA
Carboxylase. Figure previously reported in Carlson et al. ACS Chem Biol 8, 2715–2723
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Hsp90. However, when one mixes cellular extract with gamma-
phosphate linked ATP resin one can efficiently bind native forms of
Hsp70. Interestingly however if one performs a titration experi-
ment against ATP and ADP from μM to high [mM], one observes a
strikingly different pattern of elution compared with the majority of
proteins bound to gamma phosphate-linked ATP resin (Fig. 4).
Figure 4 shows that very low [μM] of ATP are required to elute
GFP-Hsp70i from gamma phosphate-linked ATP compared to
very high [mM] of ADP. This contrast with proteins like Hsp90
which generally requires [mM] ATP to be released from the same
resin. The underlying mechanisms for these different elution pat-
terns are related to distinct mechanism of binding and release from
the media. In the case of Hsp90 binding is due to first order
binding to the immobilized ATP and the amount of free ATP
required to release is therefore a function of the ligand density
(10 μmol/mL) and the proteins affinity for ATP (<10 μM). In
the case of Hsp70, the nucleotide is bound in the opposite orienta-
tion. Therefore, in order for Hsp70 to bind ATP tethered through
its gamma phosphate the protein would have to first be in its “apo”
open conformation state. Once bound the protein cannot be
released by simple nucleotide competition as shown by the high
[ADP] required to liberate the protein. However, as shown in
Fig. 5, when exposed to even low [μM] ATP the protein turns
over and is released. Since it is unlikely that the low ATP (<10 μM)
is able to compete with high ligand density, the only possible mode
of release is through an allosteric effect, i.e., the protein is regulated
allosterically via a nucleotide-binding site distinct from its active
site. For these reasons, when screening for inhibitors of Hsp70
using the FLECS assay one is unlikely to identify inhibitors that
directly compete at its active site.

Fig. 4 Nucleotide binding of the inducible form of Hsp70 is allosterically regulated. GFP-Hsp 70 bound to
γ-phosphate linked ATP is selectively released with low [μM] ATP compared with high mM [ADP], suggesting
that the protein is allosterically regulated by ATP. Figure was previously reported in Howe et al. Chem Biol.
2014 Dec 18; 21 (12):1648–59
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2 Materials

1. γ-Linked ATP Sepharose Media (see Note 1): Dry CNBr-
Activated Sepharose 4B media (28.6 g, GE Healthcare) was
equilibrated in HCl (1 mM, 333 mL) for 5–15 min, washed
with HCl (1 mM, 600 mL) followed by deionized water
(333 mL). The media was added to mixture A (NaHCO3,
0.97 g; NaCl, 3.4 g; H2O, 115 mL; 1,4-dioxane, 29 mL;
1,10-diaminodecane, 3.6 g; ethanolamine, 3.6 mL) and shaken
for 2 h. Meanwhile, reaction mixture B (H2O, 143 mL; ATP,
disodium salt, 7 g; 1-methylimidazole, 5.2 mL; EDC, 12 g)
was stirred for 1 h. Mixture A was removed and the media was
washed with HCl (1 mM, 600 mL) and then deionized water
(333 mL). Mixture B and the media were combined and
rotated for 24 h. The resulting ATP Sepharose media was
filtered and washed with HCl (1 mM, 600 mL), then deionized
water (333 mL) and stored at 4 �C in phosphate buffer (0.1 M,
pH 7.4) containing NaN3 (3 mM).

2. Cell Lysis Buffer: 150 mM NaCl, 50 mM Tris pH 7.5, 1%
Triton X-100, 1 mM EDTA, 1 mM dithiothreitol (DTT]).

3. Low Salt Buffer: 150 mM NaCl, 25 mM Tris pH 7.5, and
60 mM MgCl2.

4. High-Stringency Wash Buffer: 1 M NaCl, 25 mM Tris pH 7.5,
60 mM MgCl2, and 1 mM DTT.

5. Low-Stringency Wash Buffer: 150 mM NaCl, 25 mM Tris
pH 7.5, 60 mM MgCl2, and 1 mM DTT.

3 Methods

Screening compounds by FLECS. Figure 5 illustrates the steps and
equipment required to complete the FLECS assay. ATP media
(25 mL) is charged with clarified cellular extract expressing an N
terminal GFP fused to Hsp70i. Typically for screening 1000 com-
pounds we recommend charging the media with 1 � 107 cells/mL
of ATP media. The media is washed with high and low ionic
strength buffers to remove nonspecifically bound proteins. Next,
one determines the signal-to-noise ratio for the assay by parsing out
the charged resin without further purification into a 96-well filter
plate (0.2 μm cutoff) and eluting the bound proteins with increas-
ing [ATP, 0–100 mM] (see Note 2). As shown in Fig. 5, following
addition of ATP (or drug) solution (50 μL), the elution plate
containing the resin is placed over a catch plate and centrifuged
(3000 � g) for 5 min. The eluted proteins are measured in a
fluorescent plate reader. Signal-to-noise ratio is determined from
the maximal signal one obtains with ATP and should be 10- to
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15-fold above background. Once one has established that the assay
is working one is ready to screen small-molecule libraries for com-
pounds that will affect Hsp70i affinity for ATP. In the discovery of
HS-72, we screened a ~4000 member library of purine-like analogs
against GFP-Hsp70i en masse. Following parsing of the charged
resin into filter plates, 50 μL of 350 μM solution (in 10%DMSO) of
each compound from the library was added to each well. The plate
was placed over the catch plate and centrifuged resulting in 96 com-
pounds screened simultaneously for potential Hsp70i inhibitors.
This operation can be carried out either manually or using a stan-
dard liquid-handling robot. All the compounds yielding significant
fluorescence should be verified by repeating the assay preferably in
titration experiments. In our HS-72 study the primary screen iden-
tified 197 hits from the library, which were first sorted by their
specificity toward GFP-Hsp70i over other purinome members that
had also been screened against the same chemical library by FLECS.

Fig. 5 Steps involved in screening for inhibitors of Hsp70 by FLECS. Extracts are prepared from cells
expressing GFP-Hsp70 and mixed with a column of ATP resin. Following washing, the resin with bound
protein is parsed into a 96 well filter plate and each well eluted by centrifugation with a drug like molecule.
The eluted proteins are captured in a 96 well titer plate and measured for fluorescence in a standard
fluorescence plate reader
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The compounds that were active in multiple assays were removed
from consideration since these were considered non-selective.
Next, the presence of GFP-Hsp70i in the eluates from the 197 pri-
mary hits was determined by Western blot. This reduced the col-
lection to 60 compounds and also eliminated autofluorescent false-
positive molecules. Then, we tested the ability of the 60 compounds
for the elution of native Hsp70 from the ATP resin using pig
bladder extracts, a rich source of native Hsp70i, reducing the final
collection to 22 diverse structures (0.65% of the library). This
collection contained several diverse chemical structures which
were further prioritized in a series of cell-based assays of Hsp70i
function that defined HS-72 as the most promising molecule.

3.1 FLECS Screen A pEGFP-tagged Hsp70i was (plasmid 15215; Addgene) used in
the FLECS assay and was originally cloned by Evan Eisenburg [26].
ATP 200 mM stock was prepared with low salt buffer. FuGENE
6 transfection reagent (Roche) was used for transfection of
GFP-Hsp70i into HEK293T cells, following the manufacturer’s
protocol. The transfection ensued for 48 h, upon which time the
cells were harvested and lysed in cell lysis buffer and one tablet
Complete Mini protease inhibitor [Roche]). Cell lysates were
stored at �80 �C until further use. After binding, the resin lysates
were washed three times with high-stringency wash buffer and
three times with low-stringency wash buffer. Next, the resin with
bound proteins (50 μL) was transferred to 0.2 μm polyvinylidene
fluoride filter 96-well plate (Corning) sitting on the top of a black
flat-bottomed 96-well catch plate (Corning). Inhibitors or ATP
were added to each well (50 μL) and the plates were centrifuged
using an Eppendorf Centrifuge5810 at 1000 � g for 2 min.

4 Notes

1. As with any synthesis batches of gamma-phosphate-linked ATP
resin can vary considerably if protocols are not followed rigor-
ously. The methods outlined give a specific density of ATP/mL
of resin, typically 10 μmol/mL. If the density is increased by
twofold this increases the avidity of the media considerably
reducing the sensitivity of the assay. This also leads to size
exclusion due to ligand crowding, i.e., high molecular proteins
>50 kDa start to be occluded. If one reduces the ligand density
to 1 μmol/mL, the resin begins to lose capacity. A lower
density media can however be used with more purified pro-
teins. We prefer the 10 μmol/mL for three reasons; (1) this
mimics intracellular ATP concentration (~10 mM most cells);
(2) this reduces the sensitivity of the assay to only define more
potent inhibitors; (3) this enables both the GFP-fusion protein
to be recovered as well as the entire cellular purinome. Later
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one can evaluate the intrinsic selectivity of a hit as well as its
potency.

2. The major issue with the FLECs assay is the quality of the
recombinant GFP-protein and ensuring adequate expression
to complete the screen. One typically wants to achieve a signal-
to-noise ratio of 10:1 over base line. This is determined by
expressing the protein of interest, making a cell extract and
applying the clarified mixture directly to the ATP resin. The
resin is washed and the bound protein eluted with high
Mg/ATP (60 mM/100 mM). The eluate is collected and
amount of liberated GFP-fusion protein determined by fluo-
rescence over low-stringency buffer elution. Although it is
possible to carry out the assay at lower ratios, we would not
recommend it. Once one has established an effective level of
expression one should calculate how much expressed GFP
fusion protein one requires to complete the entire screen, i.e.,
howmuch extract needs to be applied to routinely give a signal-
to-noise ratio of 10:1 or > for every compound in the library.
One should then scale up expression to enable complete
screening of the library in a single batch.
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Chapter 7

A High-Throughput Screen for Inhibitors
of the Hsp90-Chaperone Machine

Jason Davenport, Lakshmi Galam, and Robert L. Matts

Abstract

Hsp90 has emerged as a key chemotherapeutic target for the development of drugs for the treatment of
cancer and neurodegenerative diseases. The shortcomings of many of the Hsp90 inhibitors that have made
it to clinical trials have bolstered the need to identify new lead compounds with superior properties. Here,
we describe a high-throughput screen for the identification of Hsp90 inhibitors based on the refolding of
thermally denatured firefly luciferase.

Key words Hsp90, Co-chaperones, High-throughput screen, Firefly luciferase, Protein refolding

1 Introduction

In 1994, Whitesell and coworkers reported that the putative tyro-
sine kinase inhibitor geldanamycin did not directly inhibit v-src, but
rather bound Hsp90 and inhibited its interaction with v-src: an
interaction that is required for v-src to acquire its active conforma-
tion [1]. With this tool in hand, it rapidly became apparent that the
numerous proteins involved in tumorigenesis required the action of
Hsp90 to attain their functional conformation. Indeed, it was soon
evident that there were Hsp90-dependent proteins that are
represented in all six [2] [now eight [3]] hallmarks of cancer
[4, 5]. Thus, Hsp90 became an exciting new druggable target for
the treatment of cancer, as an Hsp90 inhibitor has that ability to
incapacitate multiple oncogenic pathways simultaneously.

The binding and hydrolysis of ATP was demonstrated to be
required for Hsp90 to facilitate the folding of Hsp90-dependent
proteins, and geldanamycin and radicicol were demonstrated to
bind to the ATP-binding site that was present in the N-terminal
domain of Hsp90 and inhibits its function [6]. With the publication
of the co-crystal structures of geldanamycin and radicicol bound to
Hsp90’s N-terminal domain [7], the pathway to rational drug
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design was opened, and numerous Hsp90 inhibitors were synthe-
sized, based on the gelanamycin, radicicol, and purine scaffolds,
among others. Several Hsp90 inhibitors have moved into more
than 20 clinical trials, and while some limited efficacy has been
observed in several trials [8], reports of ocular, hepato- and
cardio-toxicity, and peripheral neuropathy have dampened the
enthusiasm for Hsp90 as a drug target.

Thus, the search for less toxic and more efficacious Hsp90
inhibitors continues. Here, we describe an Hsp90-inhibitor screen
that can be carried out in any laboratory with access to multi-
channel pipettors, and a luminescent plate reader using 96-well
plates, which we have used to screen natural product libraries
[9]. It can also be scaled to 384-well plates to screen large chemical
libraries with the special equipment available at High Throughput
Screening Core Facilities [10]. The advantage of this assay over
assays that are based on inhibition of Hsp90’s ATPase activity or
displacement of fluorescent ligands from Hsp90’s ATP binding
pocket is that it can detect inhibitors that do not bind to Hsp90’s
ATP binding site, such as inhibitors that bind to the C-terminal
domain of Hsp90 [10, 11], or inhibitors that target other compo-
nents of the Hsp90 super-chaperone machine, such as Hsc70 or
DNAJA1 [12–14].

2 Materials

2.1 Reagents 1. Rabbit reticulocyte 1:2, one volume of packed cell lysed in two
volumes sterile deionized water (see Note 1) prepared as previ-
ously described [15–19].

2. D-Luciferin sodium salt and dithiothreitol (DTT) (seeNote 1).

3. Recombinant firefly (Photinus pyralis) luciferase (see Note 1).

4. Molecular biology grade acetylated bovine serum albumin
(BSA), Tricine, Triton X-100, ATP, coenzyme A trilithium
salt, creatine phosphate, creatine kinase (Type I from rabbit
muscle).

5. DMSO (sterile cell culture grade).

2.2 Stock Solutions

2.2.1 Stock Solutions for

Preparing Native and

Denatured Luciferase,

Refolding Buffer and the

Assay Buffer (AB) Are Made

with Nano-Pure Deionized

Water

1. Tricine–HCl (1 M, pH 7.8): sterile filtered and stored at 4 �C
or �20 �C for short-term or long-term storage, respectively.

2. MgSO4 (1 M): sterile filtered and stored at 4 �C.

3. Sodium EDTA (0.5 M, pH 8.0): sterile filtered and stored at
4 �C.

4. DTT (0.2 M): prepared fresh with deionized water the day
of use.

5. ATP (0.1 M): prepared in deionized water and stored in
2.0 mL aliquots at �80 �C.
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6. Coenzyme A, trilithium salt (40 mg/mL; 50 mM): prepared in
deionized water and stored in 3 mL aliquots at �80 �C.

7. D-Luciferin, sodium salt (6.5 mg/mL; 20 mM): prepared in
deionized water, snap frozen in liquid nitrogen, and stored in
3.5 mL aliquots at �80 �C.

8. Triton X-100 (10%): prepared in deionized water and stored at
4 �C.

9. Acetylated BSA (50 mg/mL): prepared in sterile deionized
water and stored in 2 mL aliquots at �20 �C (see Note 2).

10. Tris–HCl (1 M, pH 7.8): prepared in deionized water, sterile
filtered and stored at 4 �C.

11. Mg(OAc)2 (1 M): prepared in deionized water, sterile filtered
and stored at 4 �C.

12. KCl (1 M): prepared in deionized water, sterile filtered and
stored at 4 �C.

13. Creatine Phosphate (0.1 M): prepared in sterile deionized
water and stored in 5 mL aliquots at �20 �C

14. Creatine kinase (10 mg/mL): prepared in 50% glycerol and
stored at �20 �C.

2.3 Compounds/

Drugs for Screening

Compounds purchased in 96-well plates at constant μg quantities
were reconstituted to 1 mg/mL in sterile DMSO. Compounds
purchased in 96-well plates at constant μmol quantities were recon-
stituted to 4 mM in sterile DMSO.

2.4 Rabbit

Reticulocyte (RRL)

Reagent

RRL dilution buffer: 25 mM Tris–HCl, pH 7.8 with 75 mM KCl.
Prepare by diluting 2 mL of 1 M Tris–HCl (pH 7.8) and 7.5 mL of
1 M KCl into 100 mL in deionized water. RRL is rapidly thawed
and three volumes of RRL is diluted with one volume of RRL
dilution buffer (see Note 3), which is flash frozen and stored in
liquid nitrogen.

2.5 Luciferase

Reagent for the

Preparation of

Denatured Luciferase

Combine 0.25 mL 1 M Tricine–HCl pH 7.8, 80 μL 1 M MgSO4,
2 mL 50 mg/mL acetylated BSA, 2 μL 0.5 M NaEDTA, and 5 mL
deionized water. Add 5 mg luciferase to the mixture, and after the
luciferase is dissolved add 1 mL 10% Triton X-100 and 2 mL of 50%
glycerol and bring the final volume to 10 mL (seeNote 4). The final
concentrations of the components are: 25 mM Tricine–HCl
(pH 7.8), 8 mM MgSO4, 0.1 mM NaEDTA, 10% glycerol, 1%
Triton X-100, and 10 mg/mL acetylated BSA (referred to a stabil-
ity buffer) and 0.5 mg/mL luciferase.

2.6 Refolding Assay

Reagent

Combine 0.8 mL 1 M Tricine–HCl pH 7.8, 0.08 mL 1MMgSO4,
3 mL 1 M KCl, 1.2 mL 0.1 M ATP, 2 mL 0.1 M creatine phos-
phate, and 0.8 mL 10 mg/mL creatine kinase, and dilute to 10 mL
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with deionized water. The final concentrations of the components
are: 80 mM Tris–HCl, pH 7.7, 8 mM Mg(OAc)2, 300 mM KCl,
12 mM ATP, and 20 mM creatine phosphate, and 0.8 mg/mL
creatine phosphokinase. The denatured luciferase reagent for the
refolding assay is prepared by adding 18.75 μL of the 0.5 mg/mL
denatured luciferase solution (prepared as described in Subheading
3.1) to 1.5 mL of the refolding assay reagent (see Note 5).

2.7 Assay Buffer Combine 7.5 mL 1 M Tricine–HCl, 2.4 mL 1 M MgSO4, 60 μL
0.5 M NaEDTA, 1 mL 0.2 M DTT, 1.565 mL 20 mM D-luciferin,
1.28 mL 50mMCoenzyme A, 0.66 mL 1MATP, 15 mL 1MKCl,
10 mL Triton X-100, 20 mL Glycerol, and 3.5 mL DMSO and
dilute to 100 mL with deionized water (see Note 6). The final
concentrations of the components are: 75 mM Tricine–HCl,
pH 7.8, 24 mM MgSO4, 300 μM EDTA, 2 mM DTT, 313 μM
D-luciferin, 640 μM coenzyme A, 660 μMATP, 150 mM KCl, 10%
(v/v) Triton X-100, 20% (v/v) glycerol, and 3.5% DMSO.

Assay buffer for native luciferase additionally contains 4 mg/L
acetylated BSA.

2.8 Native Luciferase

Reagent

Combine 0.25 mL 1 M Tricine–HCl pH 7.8, 80 μL 1 M MgSO4,
2 mL 50 mg/mL acetylated BSA, 2 μL 0.5 MNaEDTA, 3 mL 10%
Triton X-100, and 3 mL of glycerol and bring the final volume to
10 mL, then add 1 μL of non-denatured luciferase reagent prepared
as described in 2.5 (see Note 7). The final concentrations of the
components are: 25 mM Tricine–HCl, pH 7.8, 8 mM MgSO4,
0.1 mM NaEDTA, 30% glycerol, 3% Triton X-100, 10 mg/mL
BSA, and 50 ng/mL of native luciferase.

2.9 Negative Control

Reagent

Combine 0.1 g Hemoglobin, 0.4 g BSA, 0.2 mL 1 M Tris–HCl
pH 7.8, 1.5 mL 1MKCl and dilute to 10mLwith deionized water.
The final concentrations of the components are 1% (w/v) hemo-
globin, 4% (w/v) BSA in 20 mM Tris–HCl pH 7.8, and 150 mM
KCl (see Note 8).

2.10 Equipment 1. Water bath.

2. Lumac 3 M bioluminometer.

3. Lumacuvets from Celsis (Monmouth Junction, NJ).

4. Biohit multi-channel pipettors: 0.2–10 μL, and 5–100 μL.
5. Variable volume pipettors: 0.1–10 μL, 2–20 μL, 20–200 μL.
6. LMax384 luminescence plate reader, Molecular Devices.
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3 Methods

3.1 Preparation of

Denatured Luciferase

1. Luciferase prepared as described in 2.5 is heated at 41 �C in a
water bath with inversion of the tube several times a minute for
the first 3 min to insure homogeneous heating.

2. Luciferase activity is measured before the 41 �C incubation,
and at 1 min intervals by adding 0.1 μL of the luciferase mix to
50 mL of assay buffer in a lumacuvet, followed by a brief
vortexing, and reading of light units for an integration time
of 10 s in the Lumac 3M bioluminometer.

3. Once the luciferase activity reaches >1% of its original activity
the mixture is placed on ice (see Note 9).

3.2 Preparation of

Screening Plates

1. Thirty microliters of nano-pure deionized water are added to
the wells of white 96-well plates using a multi-channel pipettor.

2. A 0.75 μL aliquot of DMSO is added to the first column (#1)
of the plate, while the other 11 columns of the plate receive
0.75 μL of the drugs to be screen (either the 4 mM or 1 mg/
mL concentrations) to give a concentration of the drugs of
100 μM or 25 μg/mL. The plates are mixed on a rotary shaker
of 5 min.

3. Four wells (A–D) of the first column of each plate receive 15 μL
of the hemoglobin/BSA negative control reagent and the
second 4 wells (E–H) of column #1 receive 15 μL of RRL
reagent (positive control) (seeNote 10), while the other 11 col-
umns of the plate receive 15 μL of RRL reagent using a multi-
channel pipettor. The plate is then mixed on a rotary shaker for
5 min.

3.3 Screening of the

Drug Plates

1. While the plate is shaking, 1.5 μL of the refolding assay reagent
is unthawed and 18.75 μL of thawed denatured luciferase
reagent is added (see Note 11).

2. Fifteen microliters of the reagent is added to each well of the
96-well plate, and the plate is mixed on a rotary shaker for
5 min, and incubated at room temperature for 3 h. The final
concentrations of the drugs are 12.5 μg/mL or 50 μM.

3. After the incubation, 60 μL of assay buffer is added to each well
with a multichannel pipettor, the plate is placed in the LMax384

plate reader and agitated for mixing, followed by immediate
reading of the plate reader with an integration time of 10 s (see
Note 12).

4. Drug-induced inhibition of luciferase refolding is measured as
% of the positive control.
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3.4 Counter Screen

for Direct Luciferase

Inhibitors and

Approximate IC50 for

Drug-Induced

Inhibition of Luciferase

Refolding

1. Setup of the screening plates: For preparing serial dilutions of
the drugs, 40 μL of deionized water is added to the first and
seventh columns of a 96 well of the screening plate while the
remaining ten rows received 30 μL. One microliter of the
16 drug stocks that were found to inhibit luciferase refolding
by 66% or greater are pipetted into the first and seventh col-
umns of the plate with each row (A–H) receiving a different
drug (seeNote 13). The wells were mixed by repeated drawing
of the stock into and out of a multi-channel pipette, and then
10 μL were removed and pipetted into the adjacent columns
wells (e.g., columns 2 and 8). This process was repeated until
the first and last five adjacent columns have 1:3 serial dilutions
of the drugs. Ten milliliters were removed from the sixth and
12th columns to give a final volume of 30 μL.

2. Screen for direct luciferase inhibitors: The effect of each com-
pound on the activity of native luciferase is determined by the
addition of 10 μL of native luciferase mix, followed by 5 min of
mixing on a rotary shaker. Assay buffer that has been supple-
mented with 4 mg/mL BSA as described in 2.7 is then added,
followed by immediately placing the plate in the LMax384
plate reader. The plate is agitated in the plate reader for mixing
followed by an immediate read of the plate with a 10 s
integration time.

3. Screening for the concentration of compound that inhibits
luciferase refolding by 50% (IC50): The concentration-
dependent inhibition of luciferase refolding is carried out as
described in Subheading 3.3. RRL reagent (15 μL) is dispensed
into each well of the plate, the plate is shaken, followed by the
addition of 15 μL of the denatured luciferase (refolding
reagent) into each well. The plates are shaken, and then after
a 3 h incubation 60 μL of assay buffer is added to each well and
the plates are agitated in the plate reader and then read with an
integration time of 10 s.

A third plate is prepared by the addition of 30 μL of 2.5%
DMSO in deionized water into the first three columns of the
plate. Fifteen microliters of the hemoglobin/BSA negative
control reagent is added to the wells of the first column, and
15 μL of the RRL reagent (positive control) is added to the
wells of the second column. The denature luciferase refolding
reagent (15 μL) is then added to each well of the first two
columns and the plate is incubated at room temperature for
3 h. After 3 h, 10 μL of the native luciferase reagent is added to
each well of the third column, followed by the addition of
60 μL of assay buffer to each well of the first two columns
and 30 μL of assay buffer supplemented with 4 mg/mL BSA to
each well of the third column. The plate is then placed in the
plate reader, agitated and read immediately with a 10 s
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integration time. The first column indicates the light unit
produces upon 100% inhibition of luciferase refolding. The
second column is used to calculate % inhibition of refolding,
and the third column is used to calculate % inhibition of native
luciferase: to detect drugs that directly inhibit luciferase (see
Note 14). The data is graphed out in Graph Pad which calcu-
lates the estimated IC50 for each drug.

3.5 Secondary

Screens

The results from the luciferase refolding screen only indicate that a
compound has the potential to inhibit the Hsp90 chaperone
machine. Secondary screens are required to demonstrate that the
compound is an inhibitor of the Hsp90 chaperone machine. We
have reviewed these criteria in a previous review article [20]. These
criteria include but are not limited to the compounds: effects on
cell proliferation/cytotoxicity; ability to deplete cells of Hsp90-
dependent proteins; capacity to inhibit Hsp90-dependent activa-
tion of a client’s biological activity; ability to alter Hsp90’s confor-
mation as measured by protease nicking; effects on the stability of
client binding and interactions with co-chaperones; and ability to
inhibit Hsp90’s ATPase activity or to binding known inhibitors.

4 Notes

1. Green Hectares, GoldBio, and Promega have the most eco-
nomical prices for the purchase of RRL, D-luciferin, and firefly
luciferase.

2. Luciferase refolding rates vary with the grade of BSA used to
make the reagent. Luciferase also aggregates in the presence of
certain lots of BSA. We find the best results are obtained using
molecular biology grade acetylated BSA.

3. RRL is rapidly thawed in a 30 �C water bath with continual
mixing until only a small amount of frozen material is visible, to
ensure that the RRL is never heated above 4 �C. Twelve milli-
liters of RRL diluted with 4 mL 25 mMTris–HCl, pH 7.8 with
75 mM KCl will yield enough reagent to screen ten plates with
reagent to spare. For one 96-well plate 1.5 mL is sufficient with
60 μL to spare. We flash freeze the RRL reagent in liquid
nitrogen in 1.5 mL aliquots, or multiples thereof, depending
on the size of the library we are planning to screen.

4. To completely solubilize luciferase, it is added to the buffer
prior to the addition of the Triton X-100 and glygerol. The
reagent can be stored in 0.125 mL aliquots that are flash frozen
in liquid nitrogen and stored at �80 �C.

5. For one 96-well plate 1.5 mL of the refolding reagent is suffi-
cient with 60 μL to spare. We flash freeze the reagent in liquid
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nitrogen in 1.5 mL aliquots or multiple thereof, depending on
the size of the library we are planning to screen, and store at
�80 �C. Denatured luciferase is added to the reagent prior to
the assay.

6. Six milliliters of the assay buffer is sufficient to assay 1 96-well
plate. We flash freeze the reagent in liquid nitrogen in 6 mL
aliquots or multiple thereof, depending on the size of the
library we are planning to screen and store at �80 �C in light
tight boxes. Luciferin is light sensitive, so tubes are covered
with foil when removed for use to protect them from light.

7. Depending on the specific activity of the lot of native luciferase
and the sensitivity of the plate reader used, the volume of native
luciferase added to the 10 mL of reagent may need to be
adjusted up or down. For one 96-well plate 1.5 mL of the
native luciferase reagent is sufficient with 60 μL to spare. We
flash freeze the reagent in liquid nitrogen in 1.5 mL aliquots or
multiple thereof, and store at �80 �C.

8. We snap freeze the hemoglobin/ BSA negative control reagent
in 0.15 mL aliquots, and store at �80 �C.

9. The time of incubation for the preparation of denatured lucif-
erase is usually 10 min. However, the actual temperature and
time used is very important. We have found that laboratory
thermometers can vary by up to 1 �C, thus affecting the rate
and degree of denaturation. Overly denatured luciferase will
not refold, “under”-denatured luciferase will refold through an
Hsp90-independent, Hsc70-dependent pathway. Therefore,
we monitor the degree of denaturation to prevent having to
discard an expensive reagent. The reagent is stored 0.1 mL
aliquots, which are flash frozen in liquid nitrogen and stored
at �80 �C.

10. The first column (#1) of the plates contains the negative con-
trol (no Hsp90-dependent refolding, A–D) and the positive
control (no inhibition of Hsp90 refolding, E–H) that are used
to calculate the Z value for the assay. RRL reagent is rapidly
thawed in a 30 �Cwater bath with continual mixing until only a
small amount of frozen material is visible, to ensure that the
reagent never is heated above 4 �C. The reagent is then cen-
trifuged at 25,000 � g for 20 min to remove any particulates.
Dispensing of the RRL reagent generally takes less than 15 s.
V-shaped trough containers the width of the multi-channel
pipettors are used to contain the reagents for dispensing into
the plates.

11. This volume of the denatured luciferase reagent is sufficient to
screen one 96-well plate, and is scaled up if more plates are to
be screened. Dispensing of the denatured luciferase reagent
generally takes less than 15 s.
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12. We predetermine in pilot assays that the rate of luciferase
renaturation is linear over a 3 h time point, and that the glow
phase of the luciferase reaction decays by less than 2% over the
time required to read the 96-well plate [10]. Dispensing of the
assay reagent generally takes less than 15 s. If multiple plates are
being assayed, assay buffer is not added to the next plate until
the reading of the first plate is complete.

13. A value of 66% inhibition is arbitrary, and the cutoff can be
raised or lowered. We have used a cutoff of 60% [9] and 70%
[10], previously.

14. Duplicate plates are made for the serial dilutions of the drugs,
so that both the assays can be carried out in parallel. The plates
for determining the ability of the drugs to directly inhibit
luciferase activity are assayed, while the plates used to calculate
the IC50 for each drug are incubating for the 3 h.
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Chapter 8

Primary Colorectal Cells Culture as a Translational Research
Model

Sheah Lin Lee, Nina Claire Dempsey-Hibbert, Dale Vimalachandran,
Terence David Wardle, Paul A. Sutton, and John H.H. Williams

Abstract

Preclinical studies are an essential stage for any pharmacological agent hoping to make its way into clinical
trials. An ideal preclinical model that can accurately predict clinical response does not exist and the best that
the scientific community have at the moment is to select the most relevant study model pertaining to the
disease of interest from those available, which includes: cell lines, animal models, and even in-silico
methodology. Currently, there is a huge gap between preclinical and clinical trial results, indicating that
there is much room for improvement in developing a better model to bridge the translational gap.

Key words Primary, Human, Colorectal, Carcinoma, Cells, Translational, Research model, Study ,
Hsp90 inhibitors

1 Introduction

Due to its involvement in tumorigenesis, the molecular chaperone
HSPC1 (also known as Hsp90α) has garnered considerable interest
as a pharmacological target in the last decade. Many preclinical
studies have shown that HSPC1 inhibitors are effective either as
single agents or in combination with other chemotherapeutic
agents, leading to the progression of several HSPC1 inhibitors
into clinical trials [1]. HSPC1 inhibitors have been tested in numer-
ous Phase I and II clinical trials for various solid and non-solid
tumors. However, positive clinical results have been few and far
between. So far, two groups of patients showed positive results
from trials with HSPC1 inhibitors—those with HER2 positive
breast cancer or non-small cell lung carcinoma with ALK rearrange-
ment [2, 3]. Despite the disappointing clinical trial results thus far,
HSPC1 is still a very attractive target in cancer due to its ubiquitous
role in chaperoning tumor-associated kinase activities, combined
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with its acceptable side effects profile. There are currently 19 phase
I and II clinical trials involving HSPC1 inhibitors [4].

Finding a relevant in-vivo tumor model has been a challenge for
preclinical studies testing the efficacy of anti-tumor activity. In-vitro
cell-line culture provides researchers with a study model that is
easily accessible, and has predictable growth and cell longevity.
Cell lines have major drawbacks however: the effect of tumor
micro-environment cannot be realistically studied and the genetic
and epigenetic heterogeneity is not representative of a tumor
[5]. Animal xenografts using either cell lines or primary tumors
are also widely employed models in preclinical studies. The clinical
situation can be better mimicked, especially for xeno-transplantable
tumor, with predictive clinical outcome, taken directly from a fresh
surgical sample [6, 7]. Although a superior study model, establish-
ing a xenograft model is time and labor extensive and requires an
animal facility. In addition, animals used in these tumor models are
immunocompromised and thus lack the immunomodulation axis
between host and tumor. Finally, most importantly, they are not
human.

Colorectal cancer is an extremely heterogenous cancer with an
estimated mutation incidence to be in the range 49–111 per tumor
[8]. Since the publication of the landmark paper by Wood et al.
(2007), it has been increasingly recognized that each tumor has a
unique genomic profile, making the search for a preclinical model
that accounts for this heterogeneity ever more important.

We propose here an alternative translation research model for
the study of colorectal cancer that is relatively easy to set up and
offers a varied, heterogenous population that has a closer resem-
blance to in-vivo tumor gene expression. Samples are checked for
viability (Fig. 1) and for E-Cadherin expression (Fig. 2). Individual

Fig. 1 MTS-based viability assay for colorectal tumor cells
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patient samples can be tested for sensitivity to agents targeting
HSPC1, and in the example shown, the normal cells are not
affected by HSPC1 inhibition, whereas the tumor cells are killed
by DMAG and NVP-HSP990, but not NVP-AUY922 (Fig. 3).
This ex-vivo human colorectal cell culture method is applicable to
both normal and cancerous mucosal cells, making it an essential
model system for testing anti-tumor agents. In the case of heat
shock protein studies, comparisons of the effects of HSPC1 inhibi-
tors between normal and cancer cells can be made using this model,
which make it a highly desirable system.
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Fig. 2 E cadhedrin levels assayed by antibody staining and flow cytometry

Fig. 3 Selective sensitivity to HSPC1 inhibitors of colorectal cells compared with
normal mucosal cells
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2 Materials

2.1 Primary Cell

Culture

1. 15 ml centrifuge tube.

2. 50 ml centrifuge tube.

3. Sterile cell strainer (40 μM nylon mesh).

4. 96-well cell culture cluster 3595.

5. Sterile disposable scalpel.

6. Forceps.

7. Hank’s Balance Salt Solution (HBSS). Gibco Life Technologies.
Cat no: 14,060–040.

8. Antibiotic Antimycotic Solution. Sigma-Aldrich. Cat no:
A5955.

9. Minimal Essential Medium Eagle with L-Glutamine (EMEM).
Lonza. Cat no: BE12-611F.

10. Trypsin Versene EDTA. Lonza. Cat no: BE-17-161E.

11. 10� Red Cell Lysis Buffer.Dissolve ammonia chloride (8.02 g),
sodium bicarbonate (0.84 g) and EDTA disodium (0.37 g) in
50 ml of distilled water. Store at 4 �C.

2.2 Cell Viability

Assay

1. Minimal Essential Medium Eagle with L-Glutamine (EMEM).
Lonza. Cat no: BE12-611F.

2. MTS working solution. 1 ml of PES solution (0.0092 g in 10 ml
of DPBS) added to 20 ml of MTS solution (0.042 g of MTS
powder diluted in 21 ml of DPBS), pH adjusted to 6.5. Store
in �20 �C.

3. Methylated spirit Industrial 70%. Fisher scientific. Cat no:
11482874.

2.3 Flow Cytometry 1. 96-well V-bottom plate.

2. Trypsin Versene EDTA. Lonza. Cat no: BE-17-161E.

3. Dulbecco’s Phosphate-Buffered Saline (DPBS). Cat no:
BE1513F.

4. APC anti-human CD324 (E-cadherin). Biolegend. Cat no:
324108.

5. Wash Buffer. 5% of FBS in DPBS. Made up fresh each time.

6. 4% Paraformaldehyde (PFA).Dilute PFA (2 g) and 5 MNaOH
(100 μl) in 40 ml of PBS and heat at 56 �C until PFA is
dissolved. Adjust to pH 7.4 and made up final volume of 50 ml
with PBS. Store at 4 �C.

2.4 Equipment 1. Universal High Speed Centrifuge Z323K. HERMLE-
LaborTechnik.
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2. Roller mixer SRT1. Stuart.

3. Synergy TM HT Multi-Detection Microplate Reader. BioTek.

4. BD FACSCantoTM Flow Cytometer. BD Biosciences.

3 Methods

3.1 Primary Cell

Culture

All the colorectal cell samples were obtained from Countess of
Chester Hospital, United Kingdom, from the year of 2013 to
2014. Ethical approval was granted by National Research Ethics
Service (NRES) Committee NorthWest—Chester (REC reference:
12/NW/0011).

1. From each patient, the surgeon collects four 5 � 5 � 5 mm
pieces of normal and cancerous cells from the mucosal surface
immediately after surgical resection. Normal cells should be
collected at the surgical resection margin furthest away from
the tumor, whereas cancerous cells are to be collected from the
visible tumor (see Notes 1 and 2).

HINT: care must be taken to preserve the surgical resection
margin.

2. Submerge specimens immediately in 2 ml of HBSS and trans-
port to the laboratory within 30 min.

3. Transfer specimens onto a petri dish and wash three to five
times with 10% antibiotic in EMEM. Immerse specimens in an
antibiotics solution for 2 min between each wash (Fig. 4).

4. Further dissect each piece of specimen into smaller pieces of
1 mm � 1 mm � 1 mm and transfer them into a 15 ml

Fig. 4 Washing the human colorectal tumor samples in EMEM
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centrifuge tube. Submerge specimens in 10% antibiotics in
EMEM at all time.

HINT: keep specimens wet at all stages.

5. Centrifuge specimens at 500 � g for 5 min.

6. Discard the supernatant and resuspend specimens in 3 ml of
Trypsin EDTA.

7. Incubate specimen for 100min at room temperature on a roller
mixer, agitating the sample every 10–15 min.

8. Centrifuge specimens at 500 � g for 5 min.

9. Discard the supernatant (Trypsin EDTA) and resuspend speci-
mens in 10% antibiotics diluted in EMEM.

10. Pass the specimens through a cell strainer to remove remaining
undigested materials.

HINT: Place cell strainer over a 50 ml centrifuge tube (Fig. 5).

11. Collect the single-cell suspension in a 15 ml test tube and
centrifuge at 500 � g for 5 min.

12. Remove the supernatant and resuspend the cells in 1% antibio-
tics in EMEM.

Note: If traces of red blood cells were observed, remove the
supernatant and resuspend the cells in a lysing solution (prepared as
above) for 6 min at room temperature. Centrifuge the specimen at
500 � g for 5 min after the lysing process and follow step 12.

Fig. 5 Passing the tumor trypsin digests through a cell strainer to remove
undigested materials
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13. The cells are now ready to be plated at a density of 30,000
cells/well in a 96-well plate and culture at 37 �C in an atmo-
sphere of 95% air and 5% carbon dioxide for 48 h.

3.2 Cell Viability

Assay

1. Create dead cell control by submerging the cells in 10% Indus-
trial Methylated Spirit for 2 h.

2. Gently pipette culture media off and add 100 μl EMEM to
each well.

3. Add 20 μl of MTS working solution to each well and mix
gently.

4. Incubate the cells at 37 �C for 1 h before analyzing on a
microplate reader at absorbance of each well at 450 nm.

5. Cell viability analysis in normal and tumor cell as shown in
Fig. 3, compared to dead cell control (DCC) (see Note 3).

3.3 Flow Cytometry 1. Gently pipette culture media off cells and add 100 μl of Trypsin
EDTA to each well for 1 min at room temperature.

2. Remove Trypsin EDTA and add another 100 μl of Trypsin
EDTA to each well for another 5 min at 37 �C.

3. Add 200 μl of DPBS to each well and mix well. Transfer the
cells to a 96-well V-bottom plate.

4. Centrifuge the plate at 500 � g for 5 min. Remove the
supernatant.

5. Add 100 μl of wash buffer to each well and incubate for 15 min
at room temperature.

6. Centrifuge the plate at 500 � g for 5 min. Remove the
supernatant.

7. Add 4 μl of APC anti-human CD324 (E-cadherin) to each well
and incubate at 4 �C for 45 min.

8. Add 100 μl of wash buffer to each well.

9. Centrifuge the plate at 500 � g for 5 min. Remove the
supernatant.

10. Add 100 μl of 4% PFA. Mix well and incubate at room temper-
ature for 10 min.

11. Add 100 μl of DPBS to each well.

12. Centrifuge the plate at 500 � g for 5 min. Remove the
supernatant.

13. Add 100 μl of DPBS to each well. Store at 4 �C until analysis.

14. E-cadherin analysis on a tumor sample as shown in Fig. 4.
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4 Notes

1. The viability of the cells improves if they are removed from the
surgical specimen as soon as possible following resection.
Reduced viability is mostly likely due to ischaemic insult to
tumor cells once the blood supply to tissues is compromised.
While awaiting transport to the lab, the samples should be
completely submerged in HBSS and kept submerged at all
time. For optimal results, all the samples should be processed
on the same day instead of leaving overnight in the laboratory.

2. Microbial overgrowth is an important complication in primary
colorectal cell culture. Therefore, the combination and con-
centration of antibiotics will affect the final result.

(a) The antibiotic antimycotic solution used in this method
contains penicillin, streptomycin, and amphotericin
B. This is different from the method described by Failli
et al. [9], who used penicillin, streptomycin, gentamicin,
amphotericin B, and metronidazole. The reason for using
a different combination of antibiotics is due to known
inhibition of HSPA1A activity by gentamicin [10]. As
HSPA1A, a cytoprotective protein, is believed to confer
resistance to HSPC1 inhibitor, gentamicin was avoided.

(b) This method used 10% antibiotics solution (penicillin
1000 IU/ml, streptomycin 1 mg/ml, amphotericin B
2.5 μg/ml) to wash and suspend the specimens during
the disaggregation process and 1% antibiotics for primary
cell culture (48 h). In this series, the infection rate was
only 9.5% (2/21 samples), showing that a low concentra-
tion of antibiotics is sufficient anti-microbial therapy for
most samples. However, it is essential to wash specimens
thoroughly before dissection.

3. As tumor cells are not selected in this method, other cells,
especially immune cells present in the tumor microenviron-
ment, can also be present in the cell culture. Therefore, it is
vital to confirm that epithelial cells are present in abundance by
using an epithelial cell marker prior to further experiment. In
this method, E-cadherin was used to select colorectal epithelial-
derived cells. However, there are advantages of having immune
cells present in the culture, allowing for investigations of
tumor-associated immune cells in the samples.
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Chapter 9

Cell Death and Survival Assays

Alexander E. Kabakov and Vladimir L. Gabai

Abstract

Heat shock proteins are well-known protectors from cell death. Cell death (in particular, apoptosis and
necrosis) is accompanied by certain hallmarks manifested as specific alterations in cellular membranes,
cytoplasm, nucleus, and mitochondria. Some of those hallmarks are easily detectable in situ and, therefore,
they can be applied for the assessment of dying or dead cells. In turn, there are also signs of viable cells that
include such features as normal functioning of their membranes and organelles, ability to proliferate, etc.
This chapter describes several convenient methods for quantification of dead (apoptotic and necrotic) cells
as well as methods for assessment of viable cells. We describe in detail methods of annexin V/propidium
iodide (PI) staining, TUNEL assay, Hoechst/PI staining, caspase activation, MTS tetrazolium, lactate
dehydrogenase (LDH) release, colony formation, and senescence assays, with the principles, advantages,
and drawbacks of each technique.

Key words Apoptosis, Necrosis, Annexin V, TUNEL, Caspase, Colony formation assay, Tetrazolium
assay, LDH release assay, Senescence

1 Introduction

It is generally accepted that heat shock proteins (HSPs) are “cell-
death determinants” that affect molecular pathways resulting in cell
survival or death. Consequently, up- or downregulation of the HSP
expression or activities may determine the outcome of pathophysi-
ological insults or some cytotoxic treatments by either promoting
or preventing cell death (see [1–3] for review).

Researchers working in the field of cellular stress and HSPs
often need to quantify the cell death/survival under stressful con-
ditions. Furthermore, many pharmacologists and oncologists want
to test the efficacy of tumor cell killing by chemotherapy or radio-
therapy, and human tumors with the enhanced HSP expression are
known to be more resistant to anticancer drugs and radiation
exposure [4, 5]. The present chapter describes several popular
assays for quantification of cell death/survival in multiple samples.
This material may be especially useful as a set of practical

Stuart K. Calderwood and Thomas L. Prince (eds.), Chaperones: Methods and Protocols, Methods in Molecular Biology,
vol. 1709, https://doi.org/10.1007/978-1-4939-7477-1_9, © Springer Science+Business Media, LLC 2018
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recommendations for performing cell death/survival tests in terms
of the HSP-related basic studies or medical applications.

Recently, new forms of cell death have been described, such as
programmed necrosis (necroptosis), pyroptosis, mitotic catastro-
phe, autophagic cell death, etc. [6]. Although assays for these forms
of cell demise are out of scope of this chapter, described here
methods for quantification of basic cell viability (MTS and clono-
genic assays) can be applied to them as well.

2 Materials

2.1 Annexin V and

Propidium Iodide

Assay

1. Dulbecco’s phosphate-buffered saline (PBS, pH 7.4).

2. FITC-annexin V.

3. Binding buffer 10�: 0.1 M HEPES/NaOH, pH 7.4; 1.4 M
NaCl; 25 mM CaCl2.

4. 50 μg/ml Propidium Iodide 10� (PI).

5. Tubes for a fluorescence-activated cell sorter (FACS).

2.2 TUNEL Assay 1. 4% paraformaldehide.

2. 70% ice-cold ethanol.

3. TdT reaction buffer (5�); 1 M potassium or sodium cacody-
late, 125 mM Tris–HCl, pH 6.6, 1.25 mg/ml BSA (store at
�20 �C).

4. F-dUTP final concentration—2 mM.

5. Terminal deoxynucleotidyl Transferase (TdT).

6. Propidium Iodide (PI) 10� (50 μg/ml).

7. 24-Well plastic tissue culture plates.

8. Fluorescent microscope.

2.3 Hoechst 3342

and Propidium Iodide

Assay

1. Hoechst 33342 100� stock solution in PBS (100 μg/ml).

2. Propidium iodide (PI) 100� stock solution in PBS
(500 μg/ml).

3. Fluorescent microscope.

2.4 Caspase

3 Immunodetection

Assay

1. Phosphate-buffered saline (PBS) with pH 7.2–7.4.

2. PBS containing 0.05% Tween-20 (PBS-T).

3. Lysis buffer: 50 mM Tris–HCl, pH 7.2, 250 mM NaCl, 0.1%
NP-40, 2 mM EDTA, 10% glycerol.

4. Laemmli sample buffer.

5. Polyacrylamide and sodium dodecylsulfate (SDS).

6. Protein molecular mass standards for SDS-electrophoresis.
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7. Nitrocellulose or polyvinylidene difluoride (PVDF) mem-
branes adsorbing polypeptides.

8. Transfer buffer: 25 mM Tris, 190 mM Glycine, 20% methanol,
pH 8.3.

9. Kits with “primary” antibodies recognizing either the
procaspase-3 fragments or the PARP fragment(s) in Western
Blotting and with respective “secondary” antibodies conju-
gated with horseradish peroxidase.

10. Appropriate reagents and equipment for vertical electrophore-
sis in slabs, electro-transfer, ECL-development of blots, films,
or imaging devices.

2.5 MTS Assay 1. MTS /PMS ready-to-use solution can be purchased as CellTi-
ter 96 Aqueous One Solution Cell Proliferation Assay (Pro-
mega). This solution can be stored long term for at �20 �C,
protected from light, and thawed immediately before use. For
frequent use, the solution may be stored at 4 �C, protected
from light, for up to 6 weeks.

2. 96-well tissue culture plates.

3. Tissue culture incubator with a 5% CO2 atmosphere.

4. 96-well plate reader capable of monitoring absorbance
at 490 nm.

2.6 LDH Release

Assay

1. Substrate mix, assay buffer, lysis solution, and stop solution are
components of CytoTox 96® Non-Radioactive Cytotoxicity
Assay (Promega).

2. 96-well plates.

3. Centrifuge with adaptor for 96-well plates.

2.7 Senescence

Assay

1. Dulbecco’s phosphate-buffered saline (PBS, pH 7.4).

2. Fixative, staining, X-gal, Solutions A and B are component of
senescence beta-galactosidase staining kit (Cell Signaling).

3. Fixative Solution: Dilute the 10� Fixative Solution to a 1�
solution with distilled water. You will need 1 ml of the 1�
solution per 35 mm well.

4. Staining Solution: Redissolve the 10� Staining Solution by
heating to 37 �C with agitation. Dilute the 10� staining solu-
tion to a 1� solution with distilled water. You will need 930 μl
of the 1� Staining Solution per 35 mm well.

5. X-Gal: IMPORTANT: Always use polypropylene plastic or glass
to make and store X-gal. Do not use polystyrene. Dissolve
20 mg of X-gal in 1 ml DMF to prepare a 20 mg/ml stock
solution. Excess X-gal solution can be stored in �20 �C in a
light-resistant container for up to 1 month.
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6. β-Galactosidase Staining Solution: For each 35 mm well to be
stained, combine the following in a polypropylene container:
930 μl 1� Staining Solution (see item 3), 10 μl 100� Solu-
tion A, 10 μl 100� Solution B, and 50 μl 20mg/ml X-gal stock
solution (see item 4).

7. Dimethylformamide.

8. 35 mm cell culture plates.

9. Polypropylene tubes.

10. Dry incubator without CO2.

2.8 Clonogenic

Assay

1. Dulbecco’s phosphate-buffered saline (DPBS, pH 7.4),
Trypsin-EDTA (0.05%), Crystal Violet, Ethanol (190 Proof).

2. Prepare 0.5% Crystal Violet solution in 70% ethanol (v/v). Use
gloves during preparation to avoid staining or hands. This
solution is stable for at least a month at room temperature.

3 Methods

3.1 Determination of

Fractions of Apoptotic

and Necrotic Cells by

Staining with Labeled

Annexin V and

Propidium Iodide (PI)

Annexin V conjugated to a fluorescent label (e.g., FITC) or biotin
is used to determine the fraction of cells within a population that
are undergoing apoptosis. This method is based on the property of
cells to lose membrane asymmetry at the early stage of apoptosis. In
apoptotizing cells, the membrane phospholipid phosphatidylserine
(PS) is translocated from the inner leaflet of the plasma membrane
to the outer leaflet, thus exposing PS at the cell surface
[7, 8]. Annexin V is a 35–36 kDa Ca2+-dependent phospholipids-
binding protein that has a high affinity to PS; therefore, this feature
can be exploited for identifying apoptotic cells with exposed PS
[8, 9] (see Note 1).

Importantly, the loss of membrane integrity which accompa-
nies necrotic cell death would lead to total accessibility of mem-
brane PS for binding to annexin V; thus, staining with
fluorochrome-labeled annexin V is usually used in combination
with a vital dye. Propidium iodide (PI) is a standard
red-fluorescent probe enabling distinguishing viable cells from the
dead ones. Viable cells with the intact plasma membrane exclude
PI, whereas the membranes of dead (necrotic) cells are permeable
to PI and such “cell corpses” become stained by red. The PI
intercalates into the major groove of double-stranded DNA (and
double-stranded RNA) and produces a highly fluorescent adduct
with excitation at 488 nm and with a broad emission peaked around
600 nm. The excitation of PI at 488 nm facilitates its use with
benchtop cytometers. (PI can also be excited in the UV range
(351–364 nm from an argon laser) which should be taken into
account when performing multicolor analysis on the multi-beam
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cell sorters.) The red fluorescence of PI is well combined with the
green fluorescence of FITC-annexin V in routine double-label
FACS analysis of cell death. If some of the cells are stained with
FITC-annexin V while being negative for PI, they undergo apopto-
sis. In turn, the cells positive for both FITC-annexin V and PI
undergo necrosis (virtually, they are already dead). Finally, the
cells negative for both PI and FITC-annexin V are considered
alive (i.e., no measurable apoptosis or necrosis at the moment).
An example of the FACS analysis is shown in Fig. 1.

1. Harvest cells, wash twice in PBS (4 �C), and resuspend at a
concentration of 1 � 106 cells/ml in the 1� binding buffer.

2. Aliquot the cells (100 μl) into FACS tubes and add 5 μl FITC-
Annexin V and/or 10 μl PI.

3. Mix gently and incubate for 15 min at room temperature in
the dark.

4. Add 400 μl of the binding buffer to each tube and analyze
immediately by flow cytometry on FACS.

Recommended samples for measurements and controls to set up
compensation and quadrants:

1. Cells + FITC-annexin V.

2. Cells + PI.

3. Cells + annexin V + PI.

3.2 Visualization of

Apoptotic Cells by

TUNEL Assay

Terminal Transferase dUTPNick End Labeling (TUNEL) assay is a
method for in situ detection of DNA degradation in apoptotic cells
because one of the hallmarks of late phases of apoptosis is the
fragmentation of nuclear chromatin, which leads to an appearance
of a multitude of 30-hydroxil ends within broken DNA strands
[12]. This can be used to identify apoptotic cells by labeling the
nuclear DNA breaks with biotin- or fluorescein-tagged deoxyuri-
dine triphosphate nucleotides (F-dUTP) [13]. The enzyme termi-
nal deoxynucleotidyl transferase (TdT) catalyzes a template-
independent addition of deoxyribonucleoside triphosphates to the
30-hydroxil ends of double- or single-stranded DNA. As the
apoptotic pathway generates numerous DNA breaks with exposed
30-hydroxil ends, the TdT reaction serves to label these nuclear
DNA break sites with F-dUTP. The labeled (apoptotic) cells are
visualized on a fluorescent microscope as cells with heterogeneously
stained (green) nuclei. The TUNEL technique reveals only
apoptotic cells, while total cell numbers in each viewed preparation
are also required to calculate a percentage of apoptosis. PI staining
can be used for this purpose: after routine fixing and permeabilizing
steps followed by the PI treatment, all cells are rendered red
(PI-positive) and well visible in any microscope field taken for
analysis (see Note 2).
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Fig. 1 Flow cytometric analyses of the cell death determination with FITC-annexinV and propidium iodide (PI).
This figure demonstrates how this method was used to compare cancer cell death following treatment with
10 nM taxol (a cytostatic and apoptosis-inducing anticancer agent) or co-treatment with 10 nM taxol and
100 nM 17AAG (an inhibitor of the HSP90 chaperone activity). Since 17AAG is able to sensitize malignant cells
to chemo-radiotherapy (see [4, 5, 26] for review), it was expected that this HSP90 inhibitor will enhance the
cytotoxic effect of taxol on leukemic HL-60 cells. In fact, while 100 nM 17AAG was low-toxic for these cells
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Instead of (or in addition to) F-dUTP, the deoxythymidine
analog 5-bromo-20-deoxyuridine 5-triphosphate (BrdUTP) can
also be used as a substrate in the TdT reaction to label the DNA
break sites. Once incorporated into the nuclear DNA ends, BrdU
can be detected with an anti-BrdU antibody and standard immu-
nofluorescence techniques. As compared with a use of F-dUTP
alone, an approach with BrdUTP/anti-BrdU yields an enhance-
ment of fluorescence thanks to the additional (antibody conjugate-
conferred) labeling.

Non-apoptotic cells do not incorporate much of the F-dUTP
or BrdUTP labels owing to the absence of large amounts of the
exposed 30-hydroxil ends in their nuclear DNA. If determination of
necrotic cells is also required in the same cell preparation,
pre-staining with PI is possible before the fixing step. The
TUNEL assay is performed on fixed bio-material, so that this
method is equally applicable for both tissue sections and cell culture
samples. However, the TUNEL procedure for staining of
tissue sections requires more controls and additional treatments
(see Ref. [13]).

1. Grow cultures of adherent cells in 24-well plastic plates
(or onto coverslips placed into such plates) and treat them by
an apoptosis-inducing stimulus.

2. Wash the adherent cells twice with PBS.

3. Fix the cells by the addition of 5 ml of 4% paraformaldehyde
and incubate on ice for 15 min.

4. Again wash the cells twice in PBS.

5. Permeabilize the cells by addition of ice-cold ethanol (70%) for
at least 4 h on ice. (In the fixed state, the cells may be stored for
several weeks in 70% ethanol at �20 �C.)

6. Wash fixed cell preparations in PBS and add 100 μl of TdT
reaction solution: 20 μl TdT reaction buffer, 2 mM F-dUTP,
20 U TdT, 19 μl CoCl2 (10 mM), 67 μl H2O.

�

Fig. 1 (continued) (data not shown), the increased cytotoxicity in the case of co-treatment (10 nM
taxol + 100 nM 17AAG) as compared with the effect of 10 nM taxol alone is clearly seen in (b) and (c).
Leukemic HL-60 cells were either untreated (a) or incubated with 10 nM taxol (b), or with 10 nM taxol + 100 nM
17AAG (c). After 20 h incubation with the drug(s), the cells were stained with FITC-annexin V/PI and analyzed
by flow cytometry. About 99% of the untreated cells (a) were FITC-annexin V- and PI-negative, thus indicating
that they are viable and not undergoing apoptosis or necrosis. A major part of the cells treated with taxol alone
(b) was undergoing apoptosis (FITC-annexin V-positive) and the minor cell fraction has already died
(PI-positive), while many cells remained still viable. In the case of co-treatment taxol + 17AAG (c), the
enhancement of cytotoxicity is seen: almost no viable cells remained and there is a considerably increased
fraction of the already dead (PI-positive) cells. The left panels show a distribution of the stained cell
subpopulations, while the right panels show the intensity of FITC fluorescence per cell
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7. Incubate the cells for 40 min at 37 �C with occasional shaking
(or at room temperature overnight).

8. Wash with PBS.

9. Add 1 ml of PI-staining solution, incubate for at least 30 min at
room temperature in the dark.

10. Analyze on a microscope for FITC/PI fluorescence with
appropriate controls.

3.3 Detection of

Apoptotic and Necrotic

Cells by Staining with

Hoechst 33342 and PI

Apoptotizing cells exhibit characteristic morphology of their nuclei
that are due to the apoptotic pathway-induced alterations in chro-
matin and nuclear matrix [12]. This morphology of the apoptotic
nuclei seems hard to detect by light microscopy, but it is clearly seen
on a fluorescent microscope after staining of cell samples with a
chromatin-targeting fluorescent probe (e.g., Hoechst, acridine
orange, etc.). In particular, Hoechst 33342 is a well-known fluo-
rescent probe that brightly stains chromatin in cell nuclei; there-
fore, this blue-fluorescence-dye enables revealing the apoptosis-
related alterations in the chromatin state. Among the morphologi-
cal signs of apoptosis there are such typical as condensation (clump-
ing) and/or fragmentation of chromatin within the nuclear
compartment, and shrinking or fragmentation of the whole
nucleus. All these patterns are easily recognized in a fluorescent
microscope as abnormalities in the nucleus size or shape, heteroge-
neous staining of the nucleus with an appearance of extremely
bright zones and/or unusual dark zones, formation of a brightly
stained rim adjacent to the nuclear envelope, splitting the nucleus
body, etc. In contrast, the most of non-apoptotic cells have normal
morphology of their nuclei which are homogenously stained with
Hoechst 33342 (see, for example, Fig. 2).

It seems very convenient to use double-label staining with
Hoechst 33342 and PI because blue fluorescence of the former
and red fluorescence of the latter are nicely combined and enable
detecting both the fraction of apoptotic cells and the fraction of
necrotic (PI-positive) cells within the same cell preparation. Over-
all, this is a relatively simple method, especially as compared with
the annexin V staining or the TUNEL assay (see Note 3).

1. Add Hoechst 33342 (final concentration—1 μg/ml) and PI
(final concentration—5 μg/ml) to the cells and incubate for
30 min in the dark at 37 �C.

2. View and photograph (as digitized color images) the stained
cell preparations in a fluorescent microscope displaying
Hoechst 33342/PI fluorescence.

3. Upon analyzing each stained preparation, count all cells with
apoptotic nuclei and all PI-positive (necrotic) cells within
10–20 occasionally chosen microscopic fields.
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Fig. 2 Visualization of apoptotic nuclei in culture cell preparations by staining with Hoechst 33342. This figure
illustrates how the staining with Hoechst 33342 was employed on an in vitro model of tumor cell thermo-
sensitization. HeLa cells derive from a cervical tumor and are known to be thermoresistant [25]. To overcome
their thermoresistance we used an approach with joint inhibition of both the chaperone activity of constitu-
tively expressed HSP90 and the de novo induction of HSPs that occurs in the treated cells. The HSP90
chaperone activity and the de novo HSP induction were inhibited by simultaneously treating the cells with
200 nM 17AAG [26] and 40 nM triptolide [27] respectively. An evidence for either inhibitory action came from
the results of immunoblotting (not shown). The treated cells and control samples were stained with Hoechst
33342 (1 μg/ml) and photographed on a fluorescent microscope. As compared with untreated control (a) or
effects of hyperthermia (43 �C for 60 min) alone (b), or effect of the combined hyperthermia + triptolide (c), the
cell sample exposed to all the three treatments (hyperthermia + 17AAG + triptolide) displays the greater
number of apoptotic nuclei (d) thus confirming the fact of thermosensitization. Adherent HeLa cells were
untreated (a) or subjected to hyperthermia (43 �C for 60 min) (b), or double treatment: 200 nM 17AAG + hyper-
thermia (c), or triple treatment: 200 nM 17AAG + 40 nM triptolide + hyperthermia (d). 24 h after the
treatments, the non-fixed cells were incubated with Hoechst 33342 (1 μg/ml) for 30 min and then analyzed
on a fluorescent microscope. The arrows denote typical apoptotic nuclei with fragmented chromatin or
abnormal shape, or abnormal brightness. One can see the thermosensitizing effect of the triple treatment
(d) when a conjunction of hyperthermia with simultaneous inhibition of the HSP90 chaperone activity
(by 17AAG) and HSP induction (by triptolide) enhances apoptosis
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3.4 Immuno-

detection of the

“Lethal” Activation of

Caspase-3

Caspases are known as a family of ubiquitous cysteine proteases
playing a key role in the mechanism of caspase-dependent apoptosis
[15]. Different caspases are activated and act in early and late stages
of apoptosis; in particular, caspase-3 is an executive enzyme whose
activation finalizes the apoptotic signal leading to ultimate cleavage
of a set of certain intracellular proteins and thus resulting in cell
death. It is generally accepted that the caspase-3 activation is a lethal
event for the affected cell; thus determination of caspase-3 activity
can assess the apoptotic death intensity in cells or tissues.

There are convenient and simple methods to detect active
caspase-3 in biosamples using specific antibodies: such immunode-
tection allows revealing either products of the site-specific cleavage
of pro-caspase-3 or products of the caspase-3-executed proteolysis
of one of its relevant substrates, poly (ADP-ribose) polymerase
(PARP). In unaffected cells, procaspase-3 exists in an inactive
form with apparent MW (molecular weight) of 32 kDa. During
apoptotic execution this pro-enzyme splits at aspartate residues into
its large (apparent MW 17 kDa) and small (apparent MW 12 kDa)
fragments that form a hetero-tetramer possessing the proteolytic
activity [16]. Both these fragments can easily be detected by West-
ern Blotting with respective antibodies (see Fig. 3a and protocols
below). Furthermore, active caspase-3 begins to quickly split its
protein substrates including PARP, a DNA repair-assisting enzyme
with MW of 116 kDa. As a result of the caspase-3-executed cleav-
age, PARP divides into the two characteristic fragments with appar-
ent MW of 85 and 25 kDa; presence of these PARP fragments is
considered a hallmark of caspase-dependent apoptosis [17]. Simi-
larly to the situation with cleavage of procaspase-3, the PARP
fragments are easily immunodetected in Western Blotting (see
Fig. 3b, and the protocols below) and this simple method enables
assessing the levels of apoptosis in many samples of cells or tissues.
Using polyacrylamide gels with appropriate density gradients (e.g.,
6–22%) it is possible to obtain blots with the well-separated frag-
ments of both procaspase-3 and PARP from one gel slab. Further-
more, the same blot can be probed with other antibodies of
interest.

At present, several companies offer various kits with antibodies
specifically recognizing both fragment(s) of procaspase-3 and
PARP as well as the respective “secondary” antibodies conjugated
to peroxidase and reagents for development of immunoreactive
protein bands onto blots with the enhanced chemiluminiscence
(ECL) technique. Such commercially available products can be
used for comparative evaluation of the apoptotic cell death by
immunoblotting of cell lysates or tissue extracts (see below).
There are also convenient modern devices for the advanced devel-
opment of antibody-treated blots that allow us to digitize and
quantify images of the relevant fragments of procaspase-3 and/or
PARP developed with the ECL; in these cases, it seems possible to
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quantitatively assess the apoptosis level/dynamics because the
area/intensity of either developed fragment band will positively
correlate with amounts of apoptotizing cells within cell populations
taken for analysis (see Fig. 3 as an example).

In addition, there is a method for immunostaining of apoptotic
cells in situ using specific polyclonal antibodies to the large
(17 kDa) fragments of procaspase-3, the so-called Cleaved
Caspase-3 (Asp175) Antibody (Cell Signaling). Similarly, antibody
specifically interacting with the 85 kDa C-terminal fragment of
PARP can stain apoptotic cells in tissue sections (Anti-PARP p85

Fig. 3 Track-images in the ECL-developed blots showing how the detection of the active form of caspase-3 (a)
and/or one of products of its activation—the 85 kDa fragment of PARP (b) can help to assess the level of
apoptosis in treated tumor cell populations. Jurkat (human lymphoma) cells were cultured under normal
conditions as control (lanes 1) or exposed to a low dose (3 Gy) of γ-photons (lanes 2). Some cell samples were
subjected to hyperthermia (43 � C for 1 h) before the radiation exposure (lanes 3) and in other samples, the
cells underwent the same pre-irradiation hyperthermia in the presence of 40 μM quercetin, an inhibitor of the
HSP induction (lanes 4). 24 h after the irradiation, the cells were lysed, fractioned in SDS-electrophoresis, and
explored in Western Blotting with antibodies to procaspase-3, PARP, and β-actin. The ECL-developed images
of the protein bands were analyzed on a double-dimension scanner and quantified on the basis of their area
and darkness. It is clearly seen how the pretreatments enhance apoptosis in the irradiated cells: the small
(17 and 12 kDa) fragments of procaspase-3 become upregulated in the cell samples experienced hyperther-
mia or (with the stronger effect) hyperthermia in the presence of quercetin as compared with the cell samples
merely irradiated. The same can be said regarding the PARP cleavage: the disappearance of the intact PARP
band and emergence of the 85 kDa fragment indicate the enhancement of apoptosis as a result of the
radiosensitizing action of hyperthermia (lanes 3), especially when the heat-induced upregulation of anti-
apoptotic HSPs is blocked by quercetin (lanes 4). The actin bands were developed for control of protein loading
and also for relative evaluation of the apoptosis levels. The numbers at the bottom of actin blot represent the
85 kDa PARP fragment/actin band ratio calculated for each sample and these data reflect the apoptotic cell
fractions in it
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Fragment pAb, Promega). Such immunostaining based on in situ
revealing cells with active caspase-3 can be used in combination
with the TUNEL staining (see above) for more reliable quantifica-
tion of apoptotic cells (see Note 4).

1. After washing the harvested cells or tissue homogenates three
times with PBS, re-suspend them in 5–10� volumes of the
ice-cold lysing buffer with appropriate protease inhibitors.
Incubate it at +4 �C with rotating for 30 min, then sonicate
for 10 s.

2. Centrifuge the tubes with lysates at 12,000 � g for 10 min at
4 �C and then transfer the supernatants to other tubes. Deter-
mine the protein concentration in the supernatants and add the
ice-cold lysing buffer to make solutions with protein concen-
tration approximately 8 μg/μl.

3. Mix the solutions with equal volumes of Laemmli sample
buffer.

4. Boil the samples for 3 min and then centrifugate. Load 10 μl of
each sample per lane in a 1 mm thick SDS-polyacrylamide gel
and perform electrophoresis under Laemmli conditions.

5. Using a semi-dry system for electro-transfer, blot the separated
proteins from the gels onto nitrocellulose or PVDFmembranes
(see the manufacturer’s manual for the precise transfer
procedure).

6. To block the residual protein-binding activity pre-incubate the
membranes with PBS containing 1–3% fat-free milk for 2 h at
room temperature or overnight at +4 �C.

7. Incubate the membranes with “primary” antibodies diluted in
PBS containing 1% fat-free milk for 1 h at room temperature or
overnight at +4 �C (the antibody concentration will depend on
conditions).

8. Wash the membranes with PBS-T (5 min � three times) and
then incubate the membranes with respective “secondary”
antibodies conjugated to peroxidase and diluted (1:
5000–10,000) in PBS containing 1% fat-free milk for 1 h at
room temperature.

9. Wash the membranes with PBS-T (5 min � three times); then
wipe the excess buffer from the membranes and incubate the
membrane with the mixture of ECL reagents for 1 min.

10. Remove the extra reagents from the membranes by dabbing
with paper towel, seal it in plastic wraps, and expose it to an
X-ray film in a dark room for 1–15 min.

11. Develop the film according to recommended procedures to
obtain the protein band tracks (conditions for the exposure
and development may vary). Alternatively use an imaging
device to obtain a digital image.
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3.5 Assay of Cell

Viability by MTS

Tetrazolium

Compound

There are several widely used assays based on ability of live, but not
dead cells to reduce tetrazolium compounds; it leads to the forma-
tion of colored formazan products which can be measured by a
spectrophotometer. Here, we describe assay based on MTS
[3-(4,5-dimethylthiazol-2-yl)-5-(3-carboxymethoxyphenyl)-2-
(4-sulfophenyl)-2H-tetrazolium, inner salt], which in the presence
of electron coupling reagent phenazinemethosulfate (PMS) is
reduced by cells into formazan product. The main advantage of
this assay compared to other similar assays (e.g., widely used MTT
assay) is that the MTS/PMS colored formazan product is soluble in
a standard tissue culture medium and can be measured directly in a
96-well assay plate without additional processing (i.e., solubiliza-
tion of insoluble formazan product as in the MTT assay). This
advantage is especially important when it is necessary to perform
fast screen of toxicity of a large number of compounds, or monitor
cell viability in a real time. Tetrazolium compounds including MTS
are believed to be reduced mainly by mitochondrial electron trans-
port chain; therefore, these assays actually measure metabolic activ-
ity of cells, not death per se. Because of this, the tetrazolium-based
assay can be used in long-term experiments to assess cell prolifera-
tion along with viability (see Notes below). However, when used in
short-term experiments (less than 24 h incubation with com-
pounds), these assays can be employed for the determination of
cell viability since the dead cells have damaged mitochondria and
cannot reduce tetrazolium compounds (see Note 5).

This protocol is for the measurement of cell viability of attached
cells in 96-well plates, but the assay can be used for suspension
cultures and in larger or smaller size of plates.

1. Seed the cells in a 96-well plate to achieve approximately 50%
confluency before the addition of tested compounds. Leave
some wells empty (without cells, only with medium) as a
blank control.

2. Incubate the cells with compounds of interest for certain time
(up to 24 h, see Notes below).

3. At the end of incubation, add 1/10 volume of MTS/PMSOne
Solution Reagent (e.g., 20 μL to 200 μL of medium) to all
wells including blank control.

4. Incubate the plates at 37 �C in humidified, 5% CO2 atmosphere
for 1–4 h to allow color development. Check color formation
starting from 1 h. The time of incubation strongly depends on
cell line used and should be adjusted experimentally.

5. Record the absorbance at 490 nm using a 96-well plate reader.

6. Calculate cell viability using absorbance in control (untreated)
cells as 100%, and absorbance in blank wells without cells as 0%.
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3.6 LDH Release

Assay

This method is based on a property of dead cells to release its
cytosolic glycolytic enzyme lactate dehydrogenase (LDH) into the
medium due to plasma membrane permeabilization as a result of
cell death. Released LDH in culture supernatants is measured with
a 30 min coupled enzymatic assay, which results in the conversion
of a tetrazolium salt into a red formazan product. The amount of
color formed is proportional to the number of dead cells, and
absorbance data are collected using a standard 96-well plate reader.
There are several advantages of the assay. First, it can be applied to
large-scale screening of cytotoxic compounds which is time-
consuming with microscopic assays (trypan blue, eosin, propidium
iodide). Second, compared with the MTS assay, this method can
quantify only really dead (necrotic, or late apoptotic) cells rather
than cells stopping to proliferate (e.g., senescent cells), or early
apoptotic cells which keep their plasma membrane intact. Third,
this assay may be used as an alternative to radioactive (51Cr) cell
cytotoxicity assay broadly employed in immunological studies, but
this is out scope of this chapter.

1. Incubate the cells in a 96-well plate with studied compounds
(see Note 6).

2. One hour prior supernatant harvest, add Lysis solution (10�)
to assess maximum LDH release.

3. Collect supernatants after centrifugation at 250 � g for 5 min.

4. Transfer 50 μl of the supernatant from each well of the assay
plate to the corresponding well of a flat-bottom plate using a
multichannel pipette.

5. Reconstitute Substrate Mix using Assay Buffer. Add 50 μl of
the reconstituted Substrate Mix to each well of the plate using
the multichannel pipette. Cover the plate and incubate at room
temperature, protected from light, for 30 min. Substrate mix
can be stored at �20 � C for 6–8 weeks.

6. Add 50 μl of the Stop Solution to each well of the plate and
record absorbance at 490 nm.

7. Determine % cell death (cytotoxicity) using the formula:
% cell death ¼ Experimental LDH release (OD490)/Maxi-
mum LDH release (OD490).

3.7 Senescence

Assay

Although senescence is not considered per se as a form of cell death,
it is important for the assessment of the effect of anticancer treat-
ment. Cancer cells, although able to divide indefinitely, can never-
theless undergo senescence upon exposure to certain anticancer
drugs and radiation therapy. In fact, it seems that activation of the
senescence program and consequent permanent growth arrest sig-
nificantly contributes to the loss of the clonogenic capacity of
tumor cells and probably to tumor regression after anticancer
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therapy [18]. Interestingly, knockdown of inducible Hsp70 even in
the absence of cytotoxic insults can cause senescence rather than
apoptosis or necrosis in various tumor cells, whereas normal cells
are resistant to this [19, 20].

There are several manifestations of senescence which can be
assessed, but the most popular assay is β-galactosidase assay. It was
found that during replicative senescence both in vitro and in vivo
cells started to express acid β-galactosidase, but such an expression
was absent in quiescent or terminally differentiated cells [21]; later
this assay was adapted for broad range of cells and treatments. To
assess β-galactosidase activity, the cells first are fixed with formalde-
hyde/glutaraldehyde, and incubated with a solution of X-gal
(5-bromo-4-chloro-3-indolyl β-D-galactoside) at pH 6.0 and a
mix of potassium ferrocyanide and potassium ferricyanide to main-
tain proper redox conditions. Although all these components are
commercially available, we routinely use a prepared kit (senescence
β-galactosidase staining kit) from Cell Signaling (see Note 7).

1. Remove growth media from the cells.

2. Rinse the plate once with 1� PBS (2 ml for 35 mm well plate).

3. Add 1 ml of 1� Fixative Solution to each 35 mm well. Allow
the cells to fix for 10–15 min at room temperature.

4. Rinse the plate two times with 1� PBS.

5. Add 1 ml of the β-Galactosidase Staining Solution to each
35 mm. Important: Seal the plate with parafilm to prevent
evaporation. Evaporation can cause crystals to form.

6. Incubate the plate at 37 �C at least overnight in a dry incubator
(no CO2). Note: The presence of CO2 can cause changes to the
pH which may affect staining results.

7. While the β-galactosidase is still on the plate, check the cells
under a bright-field microscope (200� total magnification) for
the development of blue color.

8. Count the cells in several random fields to have total number of
at least 200 cells. Calculate fraction (percentage) of blue-
stained (senescent cells).

3.8 Clonogenic

Assay

It now appears that apoptosis is the major form of cell demise
mainly in lymphoid cells, whereas in epithelial cells and fibroblasts
clinically relevant doses of genotoxic drugs or radiation do not
cause significant apoptosis, necrosis, or authophagic cell death.
Instead, they may cause either growth arrest leading to DNA repair
and cell survival, or, if DNA repair is unsuccessful, it leads to mitotic
catastrophe or premature senescence (see Refs. [18, 22, 23] for
review). Numerous in vitro studies clearly demonstrated that
mitotic catastrophe and/or senescence rather than apoptosis are
the main cause of elimination of epithelial tumor cells of different
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origin [23, 24]. As a combined measure of different modes of cell
death the most reliable method is apparently a clonogenic assay,
since it measures the ability of a cell to divide and form a colony.
Therefore, this assay is basically independent of the way how the
cells are killed (e.g., by apoptosis, necrosis, autophagic cell death,
mitotic catastrophe, or some other mechanism), and senescent cells
cannot form colonies as well. Invented more than five decades ago,
this assay is still a “gold standard” for the evaluation of cell sensi-
tivity to radiation and various anticancer drugs, and there is a good
correlation between clonogenic ability of cells in vitro and tumor
response in vivo. Of note, however, that only fraction of cells
(usually around 10–40%) of untreated tumor population can form
colonies, i.e., divide indefinitely, but obviously this dividing cell
subpopulation (which may be related to stem cells capacity) is the
most important for tumor growth and its sensitivity to drugs and
radiation (see Note 8).

Although the clonogenic assay may be adapted for suspension
culture, here we will describe its most common application for
attached cells.

1. Wash control and treated cells in DPBS, add Trypsin-EDTA
(0.2–0.25 ml per 35 mm plate), and incubate at 37 �C for
several min completely detach cells.

2. Add growth medium to the plates and resuspend the cells using
pipetting to have final volume of 1 ml.

3. Count cell number using hemocytometer, or some other cell
counting device.

Place different dilutions of cells on 60 mm plates. For most
cell lines, it should be between 200 and 1000 cells plated in
control (without treatments). If you expect that your treatment
significantly reduces number of surviving cells, you should
plate a larger number of treated cells (starting from 10-fold
up to 1000-fold). The main idea is that number of forming
colonies should not be too high (it will be difficult to count), or
too low (it will increase error). Optimal number of colonies per
60 mm plate should be 20–100 depending on cell line.

4. Incubate the plates with cells under their optimal conditions of
growth for 6–14 days checking size of colonies in control
(untreated cells) starting from day 6. When colonies will
reach size of more than 50 cells (i.e., cells divide more than
six times, 26 ¼ 64), remove the medium and stain formed
colonies with Crystal Violet Solution for 5 min. Remove the
staining solution with an aspirator and wash several times with
DPBS to remove background staining.

5. Count colonies in control and treated cells manually or making
pictures and using special software programs. Only colonies
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containing more than 50 cells (i.e., relatively large) should be
counted.

Calculate cell survival by taking into account number of
seeded cells and initial clonogenic ability of control cells. For
example, if in control 200 cells give 40 colonies (colony-
forming units, CFU) and after treatment 400 cells give
10 CFU, cell survival (or survival fraction) after treatment
will be 10/400: 40/200 ¼ 0.125, or 12.5%.

4 Notes

1. The described method of FITC-annexin V staining followed by
flow cytometric analysis is suitable mainly for non-adherent cell
types (e.g., leukocytes/lymphocytes, suspension cell cultures,
etc.). This is absolutely inapplicable for tissue sections and this
is not a routine procedure for adherent cell types (e.g., HeLa,
NIH 3T3, etc.) because specific membrane damage may occur
during EDTA/trypsin treatments, cell detachment, and har-
vesting. Nonetheless, techniques that adapt the annexin V
staining for flow cytometry on adherent cell types have also
been reported [10, 11]. Another point of concern is that Ca2+

ions in an incubation medium can promote cell-to-cell sticking
and aggregation, thus complicating performance of flow cyto-
metric analysis. Herein, periodical vortexing and/or gentle
resuspending by pipettes of each cell sample can minimize the
problem of cell aggregation.

2. The exact incubation times for fixation, permeabilization, and
TdT reaction for the TUNEL assay may vary depending on cell
type; in some cases, it may be necessary to empirically optimize
all these parameters for certain types of cells and applications.
Also, remains of apoptotic cells are sometimes phagocytosed by
neighboring (viable) cells [14] which, being viable prior to the
fixation/staining procedure, afterward seem TUNEL-positive
through TdT/dUTP targeting to the phagocytosed apoptotic
nuclear fragments; such “false apoptotic” cells can, however, be
identified by the presence of their own full-size and TUNEL-
negative nuclei.

3. Sometimes, mitotic cells stained with Hoechst 33342 may
resemble the apoptotic cells, therefore some experience needed
to distinguish them. Also, a vast variety of patterns of the
apoptotic nuclei complicate the use of standard image-
analyzing software, while visual analysis of many samples is
rather hard physically and may be biased. Finally, the cells
with the high activity of drug-efflux pumps (e.g., overexpres-
sing MDR1 gene) are also poorly stained.
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4. (a) A described “lethal” caspase-3 activation is not an attri-
bute of all types of cell death. In particular, this method is
inapplicable for the caspase-independent apoptosis,
necrotic cell death, necroptosis, etc.

(b) Sometimes, the short (17 and 12 kDa) fragments of
procaspase-3 are poorly detected in Western Blotting
because they, being more mobile, already go through the
membrane into the Transfer buffer, whereas the longer
(32 kDa) molecules of intact procaspase-3 are yet
adsorbed onto the membrane. In such a situation, it is
possible to “catch” the short fragments onto the second
strip of the membrane placed immediately behind the first
one. Besides, using of gradient gels (4–20%) can attenuate
this problem by equalizing the rate of transferring for
short and long polypeptides.

(c) To be sure to recognize the relevant fragments, it is
recommended to use positive control (e.g., lysates of Jur-
kat or HL60 cells previously exposed to any apoptosis
inducers). Likewise, for better control of the protein
load it is recommended to perform Western Blotting of
the same samples (or reblot the membranes) with an
antibody to β-actin (see Fig. 3b) or tubulin, or glyceralde-
hyde 3-phosphate dehydrogenase.

5. (a) MTS assay, although convenient, cannot discriminate
between apoptosis, necrosis, or other forms of cell
death. It works as cytotoxicity assay only for short-term
incubations with compounds of interest. If used for lon-
ger time periods (more than 24 h), cytostatic, rather than
cytotoxic effects of compounds, would lead to decreased
formazan formation compared with control just because
of decreased cell number due. For instance, if the cells
multiply once every 24 h, after 72 h incubation cell num-
ber in control will increase eight-times (23); therefore,
eight-times lower reading in treated cells would not
mean that 7/8 of population of them are dead—they
just stopped dividing (e.g., due to quiescence or senes-
cence, see Note 7 below). This decrease in formazan
formation, however, is often considered in the literature
as a loss of cell viability, which is basically incorrect.

(b) Optimal absorbance in control (untreated) cells should be
in the range 0.3–1.0 OD; therefore, cell number and
incubation time should be adjusted accordingly.

(c) Since the MTS assay measures metabolic activity of cells,
some compounds (e.g., mitochondrial inhibitors) may
interfere with the assay (decreasing or increasing formazan
formation) without affecting actual cell viability.
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(d) As with all the colorimetric assays, it may not be suitable
for assessing toxicity of some colored compounds which
absorb in the same wavelength (around 490 nm) as for-
mazan. If the absorption of the compounds at this wave-
length is not very high, such interference can be partially
avoided by including additional wells containing only
compounds + MTS/PMS (without cells) and using
them as blank control.

6. (a) Two main factors in cell cultivation media can contribute
to background absorbance: phenol red from media and
LDH from animal serum. To correct for these factors,
separate wells containing medium without cells should
be included. Another option is to use phenol red—free
medium and lower concentration of serum (e.g., 5%)
which usually does not affect cell viability.

(b) To assess sensitivity and linearity of the assay, LDH from
the kit can be used as a positive control by making its serial
dilution. If experimental OD490 values are above linear
range of plate reader, shorter incubation time and/or
lower cell numbers are recommended.

7. (a) Due to variations in water pH, be sure that the
β-Galactosidase Staining Solution has a final pH of
6.0+/�0.1. pH differences can affect staining: a low pH
can result in false positives and high pH can result in false
negatives. If necessary, use HCl or NaOH to adjust pH.

(b) Intensity of staining depends on cell density—it is lower at
low density and higher at high density.

(c) Time of staining is also important—it may vary from 16 to
48 h. It is also depends on size of plates; therefore, 35 mm
plates are recommended. All these parameters should be
adjusted for each cell culture, but basically under same
conditions the assay is reproducible enough.

8. Although the clonogenic assay is the most sensitive and reliable
method for assessing cell death/survival, it has some limita-
tions. By definition it cannot be used for nondividing (differ-
entiated) cells (e.g., lymphocytes, hepatocytes,
cardiomyocytes, etc.) since these cells cannot form colonies at
all. Some proliferating cell lines also may have poor colony-
forming ability (less than 5–10%) which also makes these cell
lines less convenient for this assay. It is also labor and time
consuming since it takes at least 1–2 weeks to obtain results.
Clonogenic ability of cell lines may differ significantly, so it may
be necessary to adjust concentration of seeded cells to achieve
statistically reliable results. Some cells are poorly attached and
need fixation (e.g., by 4% paraformaldehyde for 10 min) before
staining. Precise counting of cells before plating is critical for
the assay. Especially clamping of cells before counting should
be avoided by intense pipetting and vortexing.
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Chapter 10

Detecting the Potential Pharmacological Synergy of Drug
Combination by Viability Assays In Vitro

Benjamin K. Gibbs and Carole Sourbier

Abstract

Heat shock protein 90 (HSP90) is a molecular chaperone necessary for the folding and proper function of
multiple “client” proteins. HSP90 is involved in numerous biological processes and is critical to maintain
proteostasis and to protect the cells from potentially harmful environmental stresses such as heat. However,
in cancer, the role of HSP90, and other molecular chaperones, is corrupted as many of HSP90 clients are
kinases and transcription factors whose aberrant activation or mutation drives tumor growth. Thus,
developing a polytherapy, or combination therapy, that includes an HSP90 inhibitor in addition to
targeting an oncogene or oncogenic pathway is an appealing therapeutic approach. This protocol will
provide detailed methods on how to assess the potential synergy of polytherapy by viability assays in vitro.

Key words Polytherapy, Viability assays, Synergy, Methods

1 Introduction

Heat shock proteins (HSP) are highly abundant proteins and
account for about 2% of the whole proteome. HSP90 is the most
common HSP and while it is already highly expressed in unstressed
conditions, its expression can double under environmental stress.
HSP90 supports the stability and activity of numerous signal trans-
ducers in normal cells as well as during evolution and in diseases
[1, 2]. In cancer, HSP90 stabilizes the structure and function of
proteins in many oncogenic pathways, including transmembrane
tyrosine kinases, mutated signaling proteins, fusion proteins, and
steroid receptors [2–4]. Additionally, the tumor microenvironment
(e.g., acidic pH, hypoxia) stresses the proteome of tumor cells
increasing their dependence on HSP90 [3]. Thus, HSP90 is a
promising target in cancer. Since HSP90 inhibitors target multiple
signaling pathways at once, combining a targeted agent with an
HSP90 inhibitor may have a synergistic effect and hypothetically
may decrease the likelihood of development of resistance. In the
clinic, HSP90 inhibitors have been used successfully in HER2(+)
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breast cancer in combination with the HER2 blocking antibody
trastuzumab [5]. In a preclinical study, HSP90 inhibition was
shown to be synergistic with the Met inhibitor crizotinib in vitro
and in vivo in crizotinib-responsive and resistant Met-driven
tumors [6].

In order to identify the optimal polytherapy in vitro, a quanti-
tative evaluation of the combination of different agents is necessary.
Indeed, a polytherapy could be synergistic, additive, or antagonis-
tic. A synergistic combination means the compounds enhance each
other’s efficacy by more than the addition of their respective single-
agent effect. An additive effect means that the response of each
agent neither masks nor enhances the other agent’s performance.
Finally, if the combination is antagonistic, it means that the poly-
therapy is less effective than the individual single agents. The Chou-
Talalay method quantitatively evaluates polytherapies by treating
the combinations as single agents and assigns a combination index
(CI), with CI < 1 being synergism, CI > 1 being antagonism, and
CI¼ 1 being additive [7]. Alterations in the dose needed to achieve
the EC50 also help determine efficacy and potential synergism. The
following methods will describe how to perform a drug screening
in vitro and how to analyze the outcomes of a polytherapy.

2 Materials

1. Dulbecco’s Modified Eagle’s Medium supplemented with
1 mM sodium pyruvate, 4.5 g/L glucose, and 0.584 g/L L-
glutamine completed with 10% Fetal Bovine Serum; or any
complete media used to usually propagate the cell line of
interest.

2. Trypsin-EDTA or any cell dissociation reagents.

3. Black or white wall 96-well plates, TC-treated, flat optically
clear bottom, sterile. Black plates are preferred for fluorescent
assays and white plates for luminescence assay.

4. Dimethylsulfoxide (DMSO) and/or other vehicles.

5. Drug A (e.g., 10 mM HSP90 inhibitor in DMSO).

6. Drug B (e.g., 10 mM other agent in DMSO).

7. Set of single-channel micropipettes with disposable sterile tips.

8. Multi-channel pipet with disposable sterile tips (20–200 μL).
9. Sterile 15 mL and 50 mL conical tubes.

10. Sterile 1.5 mL Eppendorf tubes.

11. Sterile 50 mL reservoirs (see Note 1).

12. CellTiter-Glo® Luminescent Cell Viability Assay (Promega).
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13. CyQUANT® Cell Proliferation Assay Kit (ThermoFisher
Scientific).

14. Hemocytometer or automatic cell counter.

15. Plate reader (luminescence and/or fluorescence).

3 Methods

3.1 Determining the

Optimal Plating

Density

1. Prepare a single-cell suspension and count cells.

2. Make 2 mL of cells at 200,000 cells/mL and 150,000 cells/
mL. Make twofold serial dilution of these cells so that there are
concentrations of 200,000, 150,000, 100,000, 75,000,
50,000, 37,500, 25,000, 18,750, 12,500, 9375, 6250, and
4688 cells/mL.

3. Add 100 μL of complete media to the outer wells and five
replicates of each concentration in the inner wells (Fig. 1).

4. Place the plate in an incubator (37 �C, 5% CO2) for 72 h (this
incubation time is variable as it should reflect the viability assay
you will perform).

5. Determine cell viability with CyQUANT® Cell Proliferation
Assay Kit or CellTiter-Glo® Luminescent Cell Viability Assay
according to modified manufacturer’s protocol noted below in
the cell viability assay Subheading 3.3 (see Note 2).

6. Analyze cell viability data. For viability screening, the cells
should be in log phase growth (usually reaching about 90%
confluence). Therefore, the optimal plating density is the one
just before the cell viability signal begins to plateau as described
in analysis section below (Fig. 2).

3.2 Drug Screening 1. Prepare a single-cell suspension at the previously determined
cell density in complete media.

Fig. 1 Plate map of determination of cell density
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2. Plate inner wells with 100 μL of the cell suspension and fill
outer wells with 100 μL of complete media. Incubate for 24 h
at 37 �C, 5% CO2 (see Note 3).

3. Prepare the different treatments (single agents and combina-
tion) in sterile 1.5 mL Eppendorf tubes. For the single agents:
each well will require 100 μL of complete media containing five
different drug dilutions to reach concentrations of 10 μM,
1 μM, 100 nM, 10 nM, and 1 nM, and a vehicle control.
Treatments are performed in triplicates so for one plate, it is
recommended to prepare at least 350–400 μL per concentra-
tion. Figure 3 shows how to prepare serial dilutions.

4. Gently aspirate the media (see Note 4) and treat the cells in
triplicates with 100 μL of complete media containing the five
different drug dilutions prepared as indicated above.

5. Add 100 μL Drug A serial concentrations (e.g., ganetespib) to
upper left quadrant, 100 μL Drug B serial concentrations (e.g.,
everolimus) to upper right quadrant, 100 μL of Drug A + B
serial concentrations to the lower left quadrant. Finally, in the
lower right quadrant add 100 μL of vehicle A in 5 wells, 100 μL
of vehicle B in 5 wells, and 100 μL of vehicles A + B in the
remaining 5 wells (Fig. 4).

6. Incubate for an additional 48 h at 37 �C, 5% CO2 prior to
assessing cell viability as indicated in the next section.

Fig. 2 Signal from different densities plated of UOK161. In these examples, we used UOK161, a VHL-deficient
clear cell renal cell carcinoma. We determined 2500 cells per well to be an appropriate density of cells for
UOK161
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Fig. 3 Example of preparing drug treatments by serial dilution
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3.3 Cell Viability

Assays

Many methods of evaluating growth/viability can be used for drug
screening. We favor two endpoint methods, CyQUANT® Cell
Proliferation Assay Kit (ThermoFisher Scientific) and CellTiter-
Glo® Luminescent Cell Viability Assay (Promega).

3.3.1 The CyQUANT

Assay

The CyQUANT assay is a quick and sensitive fluorescent assay
using a dye that enhances when it binds to nucleic acids. The
fluorescent intensity is linear to nucleic acid content, a surrogate
marker of cell abundance (see Note 5).

1. Remove media from the 96-well plate by flicking over a sink.

2. Wash by adding 100 μL 1x PBS to each well and flicking to
remove PBS.

3. Place in a �80 �C freezer overnight to disrupt cell membranes.

4. Dilute 500 μL of 20� CyQUANT lysis buffer with 9.5 mL
water per plate. Add 25 μL CyQUANT GR Dye.

5. Add 100 μL of CyQUANT GR Dye/lysis buffer to each well
and incubate for 5 min protected from light.

6. Read 96-well plate on a fluorescence microplate reader
equipped with fluorescein filter set (480/520 nm excitation/
emission).

3.3.2 The CellTiter-Glo

Assay

The CellTiter-Glo assay uses a luciferase reporter that reacts with
cellular ATP. The rate of this reaction is directly proportional to the
concentration of ATP and hence the luminescence is proportional
to metabolically active cells. This is the only method mentioned
that does not require removal of cell media and hence is most
accurate representation of cell proliferation (see Note 6).

1. Thaw out CellTiter-Glo Buffer and lyophilized CellTiter-Glo
Substrate to room temperature.

2. Add 10 mL of buffer to substrate to make CellTiter-Glo
Reagent. Mix by inverting for a minute.

Fig. 4 Plate map for treating cells
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3. Equilibrate the 96-well plate to room temperature.

4. Add 100 μL of CellTiter-Glo Reagent directly to the 100 μL of
media.

5. Mix contents on orbital shaker for 2 min to facilitate cell lysis.

6. Equilibrate for 10 min at ambient conditions.

7. Record luminescence on a plate reader.

3.3.3 Graphing the Data

with GraphPad Prism

1. Remove background from the plate by subtracting the average
of the values obtained in the complete media only wells.

2. Transform each well on the plate in percent of signal of the
corresponding vehicle wells (divide the signal by the average
vehicle well signal and multiply by 100).

3. Create a dose-response curve using the XY plot function.
Transform data by clicking “analyze” and going to “trans-
form.” Transform X by using “X ¼ log(X)” feature. Go to
“analyze” and select “nonlinear regression (curve fit),” then
under “Classic Equations from Prior Versions of Prism” use
“Sigmodal dose-response.” Change X axis to antilog with log
minor ticks (Fig. 5).

3.3.4 Analysis of Synergy To determine CI values and EC50 use the publicly available Com-
puSyn software (http://www.combosyn.com/).

1. Enter data for Drug A alone and Drug B alone (each dose for
each effect).

2. Enter data for combination of Drug A andDrug B at a constant
ratio. For ease, we favor equimolar. (IC50)1/(IC50)2 is also
commonly used.

3. Generate the report. Find the CI values for each concentration
evaluated in the report (Tables 1 and 2).

Fig. 5 Dose-response graph of everolimus, ganetespib or everolimus, and ganetespib determined by
CyQUANT® Cell Proliferation Assay Kit or CellTiter-Glo® Luminescent Cell Viability Assay. The CyQUANT Cell
Proliferation Assay Kit tends to have greater variability. Additionally, The CellTiter Glo kit can tend to have
higher signal due to the ability to assay loose and detached cells since cell media is not removed
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4 Notes

1. Sterile 12-column partitioned reservoirs can facilitate the
treatment step.

2. Determination of the optimal plating density can also be per-
formed visually by selecting the cell number that reaches about
90% confluency at the end of the incubation time.

3. Most cell lines require several hours to settle appropriately and
start growing. A wait of 18–24 h’ incubation is usually suffi-
cient before treating the cells; however, some cell lines might
require a shorter or longer lag time.

4. In case aspiration of the media to exchange with complete
media containing the different drugs/controls is unwanted or
technically challenging, 100 μL of media containing 2� con-
centrations could be directly added. This will not change the
following steps using CyQuant. However, for CellTiterGlo
assay, the ratio media:reagent to have an optimal signal is 1:1
so 100 μL of media would need to be removed prior to adding
100 μL of the luciferin solution (which can be a source of
variability).

Table 1
Median Combination index determined by CyQUANT® Cell Proliferation
Assay Kit or CellTiter-Glo® Luminescent Cell Viability Assay

Median CI (CyQUANT) Median CI (CellTiter Glo)

10,000 0.20216 0.68518

1000 0.06750 0.02876

100 14369.2 0.74183

10 180.709 0.02631

1 245.865 310.475

Table 2
Determination of dose needed to decrease cell proliferation by 50%

ED50 by CyQUANT (nM) ED50 by CellTiter Glo (nM)

Everolimus 79,480,000 958.462

Ganetespib 2885.12 817.784

Combination 308.868 70.0128
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5. Some compounds may be fluorescent and hence should not be
used with the CyQUANT assay as they may interfere with the
reading.

6. A very popular method of cytotoxicity assay is the MTT assay
(or the MTS assay). NADH-dependent oxidoreductase
enzymes reduce the 3-(4,5-dimethylthiazol-2-yl)-2,5-diphe-
nyltetrazolium bromide (MTT) into a purple insoluble forma-
zan. The salt is dissolved in DMSO and the concentration is
determined by evaluating absorbance [8]. Since we commonly
work with the cells that have metabolic dysfunction, we avoid
this method. However, it may have value for some applications
and should be treated as a potential option.
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Chapter 11

Proteomic Profiling of Hsp90 Inhibitors

Sudhakar Voruganti, Jake T. Kline, Maurie J. Balch, Janet Rogers,
Robert L. Matts, and Steven D. Hartson

Abstract

Mass spectrometry assays demonstrate that Hsp90 inhibitors alter the expression of approximately
one-quarter of the assayable proteome in mammalian cells. These changes are extraordinarily robust and
reproducible, making “proteomics profiling” the gold standard for validating the effects of new Hsp90
inhibitors on cultured cells. Proteomics assays can also suggest novel hypotheses regarding drug mechan-
isms. To assist investigators in adopting this approach, this Chapter provides detailed protocols for con-
ducting simple proteomics assays of Hsp90 inhibition. The protocols present a robust label-free approach
that utilizes pre-fractionation of protein samples by SDS-PAGE, thereby providing reasonably good
penetration into the proteome while addressing common issues with sample quality. The actual program-
ming and operation of liquid chromatography-tandem mass spectrometers is not covered, but expectations
for achievable performance are discussed, as are alternative approaches, common challenges, and software
for data analysis.

Key words Hsp90 inhibitor, Proteomics, Tandemmass spectrometry, Gel-LC, Protocol, Techniques,
T cell, RIPA, Cancer, MaxQuant, Perseus, Differential protein expression, Fusion mass spectrometer,
LC-MS/MS

1 Introduction

Mass spectrometry assays (LC-MS/MS) offer a remarkable and
complex profile of protein expression in cells treated with Hsp90
inhibitors [1–8]. Results from these assays show that Hsp90 inhi-
bition can alter the expression of ca. 25% of the cellular proteome.
Many of these alterations reflect the induction of the heat shock
response, a well-known effect of inhibitors that bind to Hsp90’s
N-terminal ATP binding pocket. Other alterations include the
depletion of probable Hsp90 “client” proteins, likely reflecting a
direct role for Hsp90 in their folding. Yet other inhibitor responses
are less readily ascribed to these two phenomena.

This “proteomics profile” of Hsp90 inhibition is extraordi-
narily robust. The profile includes several large changes in the
expression of readily detected proteins, such that even the simplest

Stuart K. Calderwood and Thomas L. Prince (eds.), Chaperones: Methods and Protocols, Methods in Molecular Biology,
vol. 1709, https://doi.org/10.1007/978-1-4939-7477-1_11, © Springer Science+Business Media, LLC 2018

139



proteomics assay can identify and quantify nearly 100 changes in
protein expression caused by Hsp90 inhibition (e.g., [6]). Deep
proteome mining can extend the profile even further, documenting
1000 or more Hsp90 inhibitor-induced changes [3, 5, 7]. When
changes induced by different Hsp90 inhibitors are compared in the
same cell line, R-squared values can easily exceed 0.9 [6, 7]. -
Inhibitor-induced changes in protein expression are also conserved
across different cell lines [3, 7]. However, some proteins show cell-
line-specific responses to Hsp90 inhibition, suggesting plasticity in
Hsp90 dependencies that might one day shape decisions about the
clinical deployment of Hsp90 inhibitors [3, 7].

Proteomics profiling has the potential to supplant traditional
in vivo assays of Hsp90 inhibition. Traditionally, the efficacy and
mechanism of putative Hsp90 inhibitors has been validated by
Western blot assays directed against a small handful of proteins
(e.g., [9–13]), and Western blots remain the tool of choice when
asking a priori questions about specific proteins. This reflects the
superior sensitivity and readily availability of the Western blot tech-
nique. However, arguments regarding putative Hsp90 inhibitors
are much stronger when supported by a proteomics profile whose
depth and breadth are orders of magnitude larger than the typical
Western blot series. Moreover, proteomics assays can lead to novel
hypotheses regarding Hsp90 function and the anti-cancer activities
of Hsp90 inhibitors.

To assist investigators who might wish to adopt this approach,
this Chapter provides detailed protocols for conducting proteomics
assays of Hsp90 inhibition. The Chapter assumes theoretical
knowledge of proteomics and quantitative mass spectrometry
[14]. We provide practical guidance that proceeds from the treat-
ment of cultures with inhibitor through the extraction of proteins
and their preparation for LC-MS/MS, and we conclude with brief
recommendations regarding methods for analyzing and comparing
proteomics profiles. In the accompanying Notes, we discuss instru-
ment capabilities, expectations, common challenges, and briefly
touch upon best practices and alternative approaches.

For this Chapter, we present a label-free proteomics strategy
coupled with pre-fractionation of protein samples by SDS-PAGE
[7, 15, 16]. This choice is based upon clear preferences that we have
observed among investigators undertaking their initial proteomics
projects. The Gel-LC approach provides reasonably good penetra-
tion into the proteome while addressing common mass spectrome-
try issues such as contamination with detergents and other
polymers, inaccurate protein quantifications, and samples that con-
tain an overabundance of a single protein. Moreover, Gel-LC is easy
to master, effective, reproducible, flexible, and requires no special
equipment or expertise. The primary disadvantage of this approach
is that it is labor-intensive, and does not provide the deep proteome
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coverage that can be obtained with specialized techniques and
instruments for peptide pre-fractionation and UPLC-MS (reviewed
in [17]).

The robustness of the proteomics profile of Hsp90 inhibition
makes simple label-free assays adequate for questions regarding
conserved drug mechanisms. Nonetheless, the workflow presented
also readily accommodates the pursuit of deeper assays using stable-
isotope labeling with amino acids in cell culture (SILAC, [7, 18]).
In contrast, the protocol provided here is not recommended
for investigators wishing to use covalent chemical-isotope labels
(e.g., iTRAQ, TMT, dimethyl labeling), and those investigators
are instead directed to an orthogonal chromatography approach
[16, 19].

The protocols provided here do not address important initial
assays of cell survival and cell death, for which readers are directed
to the accompanying chapter by Dr. Vladimir Gabai. Nor do we
address configuring and operating LC-MS/MS instrumentation.
Instead, we strive here to enable Hsp90 investigators who are new
to proteomics techniques to collaborate productively with scientists
who specialize in the discipline of LC-MS/MS.

2 Materials

2.1 Equipment 1. Clinical swinging bucket centrifuge with 50-ml rotor.

2. Clinical swinging bucket centrifuge with 10-ml rotor.

3. Tube rocker (one at 4 �C, and one at RT—or move it between
steps).

4. Refrigerated microcentrifuge.

5. Apparti and buffers for SDS-PAGE.

6. Glass plates.

7. Razor blades (new).

8. Jurkat E6.1 cells (pedigreed).

9. Laminar flow hood (optional).

10. Centrifugal evaporator (e.g., Thermo SpeedVac).

11. High capacity solid phase extraction pipet tips (SPE tips).

12. LC-MS/MS system.

13. Software and computing resources for identifying peptides and
quantifying proteins.

2.2 Reagents 1. 200� Hsp90 inhibitor stocks (TOXIC): 17-AAG, STA-9090,
or AUY922. See Planning and Notes, below. Store at �80 �C.

2. RPMI: Traditional RPMI 1640 media supplemented with 10%
heat-inactivated FBS, 2 mM glutamine, 100 U/ml penicillin,
100 μg/ml streptomycin. Store at 4 �C.
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3. Incomplete RIPA: 25 mM Tris–HCl pH 7.6, 150 mM NaCl,
1% NP-40, 1% sodium deoxycholate, 0.1% SDS. Store at 4 �C.

4. Complete RIPA: Incomplete RIPA (above), supplemented
with 2 mM sodium vanadate, 10 mM sodium fluoride,
0.1 mg/ml PMSF, 1� commercial protease inhibitor cocktail.
Make fresh immediately before cell lysis, and hold on ice.

5. 50� Sodium Vanadate Stock: 100 mM sodium orthovanadate,
100 mM HEPES, no adjustment of pH. Aliquot into one-use
vials, and store at �20 �C.

6. 50� Sodium Fluoride Stock: 0.5 M sodium fluoride, dissolved
in water. Prepare at least 2 weeks before use, and store at 4 �C in
a glass container.

7. 100� PMSF (TOXIC): 10 mg/ml phenylmethylsulfonyl fluo-
ride in isopropanol. Dissolve immediately before cell lysis, and
add 1/100th volume to Incomplete RIPA. Do not store.

8. Protease inhibitor cocktail (stored and used per the manufac-
turer’s recommendations).

9. 1�PBS: 8 g/L NaCl, 0.2 g/L KCl, 1.44 g/L Na2HPO4,
0.24 g/L KH2PO4. (Or dilute from a 10� stock.) Store at
4 �C.

10. 0.2� Coomassie R-250 Stain Solution: 0.04% Coomassie Blue
R250, 50% methanol, 10% acetic acid. Store at RT.

11. Fast Destain: 25% isopropanol, 10% acetic acid. Store at RT.

12. Slow Destain: 10% acetic acid. Store at RT.

13. Gel Wash Solution: 25 mM ammonium bicarbonate, 50% ace-
tonitrile. Make fresh; hold at RT.

14. 100% Acetonitrile. Store at RT in a flammables cabinet.

15. 25 mM ABC: 0.2% in water. Make fresh; hold on ice.

16. ABC Reducing Buffer: 0.2% ammonium bicarbonate, 2.9 mg/
ml tris(2-carboxyethyl)phosphine. Make fresh; do not store.

17. IAA Alkylating Solution (TOXIC): 1.8 mg/ml iodoacetamide,
0.2% ammonium bicarbonate. Make fresh; do not store.

18. Trypsinolysis Solution: 8 μg/ml trypsin, 0.2% ammonium
bicarbonate. Dissolve trypsin immediately before use; hold
on ice.

19. 0.5% TFA: Store at RT for up to 1 week.

20. 0.1% TFA: Store at RT for up to 1 week.

21. 70/0.1 Solution: 70% acetonitrile, 0.1% trifluoracetic acid.
Store at RT for up to 1 week.
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2.3 Reagent Notes See Table 1.

3 Methods

3.1 Outline See Table 2.

3.2 Plan the

Experiment

(See Note 1)

1. Optimize the dosage of Hsp90 inhibitor based upon inhibition
of cell proliferation, cell viability, depletion of known clients,
apoptosis markers, or other responses suited to the study goals
(see Note 2).

2. Based upon the dose effects observed, prepare a 200� drug
stock, aliquot into one-use vials, store at �80 �C (see Note 3).

3. Calculate the amount of protein needed for the experiment,
and the cell culture volumes needed to yield this amount of
protein (see Note 4).

4. Label three identical sets of 1.5 ml microfuge tubes with a
name that reflects the original culture or PAGE lane number,
and the name of the gel fraction (below). These names will
become file names in the LC-MS workflow, so keep the nomen-
clature simple, and avoid characters that might be disallowed

Table 1
Amounts and storage

Reagent Volume needed Notes

1�PBS 12 ml/culture condition Can be made in advance and stored

0.5% TFA 1.4 ml/gel fraction Can be made in advance and stored

0.1% TFA 50 ml Can be made in advance and stored

70/0.1 solution 50 ml Can be made in advance and stored

0.2� Coomassie R-250
stain solution

100–200 ml/gel Can be made in advance and stored

Fast Destain 100–200 ml/gel Can be made in advance and stored

Slow Destain 100–200 ml/gel Can be made in advance and stored

Incomplete/complete RIPA 0.35 ml/culture condition Chill this volume of incomplete RIPA
on ice for Subheading 3.4

Gel wash solution 3.5 ml/gel fraction Make fresh right before Subheading 3.6

25 mM ABC 1.3 ml/gel fraction Make fresh right before Subheading 3.6

ABC reducing buffer 1.2 ml/gel fraction Make fresh right before Subheading 3.6

IAA alkylating solution 0.6 ml/gel fraction Make fresh right before Subheading 3.6

Trypsinolysis solution 0.3 ml/gel fraction Make fresh right before Subheading 3.6
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by the MS software (only use numerals, letters, and
underlines).

5. Calculate the volumes of buffers and solutions needed (below).
Prepare the reagents that can be made in advance, and

Table 2
Workflow time costs

Subheading Time required

3.2: Planning and solution making Varies

3.3: Cell staging and treatment 3 days

3.4: Cell harvest and lysis 1 day

3.5: PAGE fractionation 2 days

3.6: Digest gel fractions 1 day

3.7: Extract peptides 1 day

3.8: Concentrate peptides 1/2 day

3.9: Solid phase extraction 0.5–2 days, depending upon number of samples

3.10: LC-MS/MS Varies (ca. 0.5 days per biological sample using 100-min gradients)

3.11: Data analysis Varies (often underestimated)

Table 3
Reagents and volumes

Reagent Volume needed Notes

1�PBS 12 ml/culture condition Can be made in advance and stored

0.5% TFA 1.4 ml/gel fraction Can be made in advance and stored

0.1% TFA 50 ml Can be made in advance and stored

70/0.1 solution 50 ml Can be made in advance and stored

0.2� Coomassie R-250
stain solution

100–200 ml/gel Can be made in advance and stored

Fast Destain 100–200 ml/gel Can be made in advance and stored

Slow Destain 100–200 ml/gel Can be made in advance and stored

Incomplete/complete RIPA 0.35 ml/culture condition Chill this volume of incomplete RIPA
on ice for Subheading 3.4

Gel wash solution 3.5 ml/gel fraction Make fresh right before Subheading 3.6

25 mM ABC 1.3 ml/gel fraction Make fresh right before Subheading 3.6

ABC reducing buffer 1.2 ml/gel fraction Make fresh right before Subheading 3.6

IAA alkylating solution 0.6 ml/gel fraction Make fresh right before Subheading 3.6

Trypsinolysis solution 0.3 ml/gel fraction Make fresh right before Subheading 3.6
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pre-calculate the recipes those that must be made fresh. The
volumes cited include a 15% excess for handling losses (see
Table 3).

3.3 Stage the Cell

Cultures, and Treat

with Hsp90 Inhibitor

(See Note 5)

1. Culture Jurkat cells in 25 ml of Complete RPMI in a T-75 flask
at 37 �C in a 5% CO2 incubator without agitation, until cell
density approaches 8 � 105 cells/ml.

2. When cultures reach target density, directly dilute 3.2 ml of the
culture into 21.8 ml of fresh pre-warmed Complete RPMI
media (i.e., dilute to 1 � 105 cells/ml in fresh media), gently
mix by swirling the upright flask, return the diluted culture to
the incubator, and incubate for 24 h prior to drug treatment.

3. The next day, apply 125 μl of Hsp90 inhibitor (or drug vehicle
control) to each 25 ml culture, and mix by using a 25 ml pipet
to gently draw the whole culture volume up and down in the
pipet three times.

4. Return the flasks to the incubator, and culture for 24 h.

3.4 Cell Harvest

and Lysis

1. Place the required amount of Incomplete RIPA buffer on ice,
warm 1�PBS to room temperature, and thaw the protease
inhibitors and phosphatase inhibitors needed to prepare Com-
plete RIPA. Preweigh the PMSF into an appropriate tube, and
pour an aliquot of 100% isoproponal into a labeled beaker.

2. Using a 25 ml pipet, gently transfer each cell culture to a
disposable 50 ml conical-bottom centrifuge tube, and centri-
fuge at RT for 3 min at 800 � g in a swinging bucket rotor (see
Note 6).

3. Pipet 0.5 ml of 1�PBS to the cell pellet, very gently mix by
flicking the bottom of the tube with your fingernail, then add
another 10 ml of 1�PBS and mix by gentle inversion.

4. Pipet the mixed cell suspension into a disposable 15 ml conical-
bottom centrifuge tube, centrifuge at RT for 3 min at 800 � g
in a swinging bucket rotor, draw off the majority of the 1�PBS,
re-pack the cells by centrifuging for 1 min at 800 � g, and then
use a gel-loading pipet tip to withdraw the last of the 1�PBS
wash (see Note 7).

5. Make Complete RIPA Buffer by adding protease inhibitors and
phosphatase inhibitors to the chilled aliquot of Incomplete
RIPA Buffer (see Note 8).

6. Pipet 350 μl of chilled Complete RIPA Buffer onto the cell
pellet, vortex vigorously for 5 s, transfer this lysis mixture to a
1.5 ml microfuge tube, and then vigorously vortex the micro-
fuge tube for 5 s.

7. Place the microfuge tube containing the lysis mixture on a
rocker at 4 �C, and rock for 30 min.
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8. Vortex the lysis tubes for 5 s, then centrifuge at 4 �C for 10 min
at 12,000 � g in a fixed-angle microfuge rotor.

9. Without disturbing the debris pellet in the bottom of the tube,
collect 300 μl of lysate supernatant, and transfer it to clean
prechilled 1.5 ml microfuge tube.

10. Vortex the clarified lysate for 3 s, then split the lysate equally
among three prechilled microcentrifuge tubes (see Note 9).

11. Freeze all the three tubes at �80 �C, and store for less than
1 month.

3.5 Fractionation

and Visualization

by SDS-PAGE (See

Note 10)

1. Use one of the aliquots frozen in step 11 in Subheading 3.4
(above) to assay the protein concentration in each lysate (see
Note 11).

2. Mix 150 μg of each lysate with an appropriate volume of SDS
Sample Buffer to yield a final SDS Sample Buffer concentration
of 1–2� (see Note 12).

3. Load 150 μg of lysate into one lane of an SDS-PAGE gel.
Using electrophoresis buffer that contains SDS, electrophorese
the samples until the bromophenol blue dye front migrates
6 cm into the separating gel (see Note 13).

4. Stain for 5 min with 0.2� Coomassie R-250 Stain Solution,
briefly rinse twice with Fast Destain, and then destain overnight
with Slow Destain. Image the destained gel, and print two
copies of the image (see Note 14).

5. Under a laminar flow hood and while wearing gloves, lay the
destained gel on a clean glass plate, and use a new razor blade to
cut off the right and left edges of the gel so that the new right-
most edge and the new left-most edge are approximately
the one-half the width of the spaces between the lanes (see
Note 15).

6. Cut the gel horizontally, creating 4–8 ribbons of acrylamide
0.7–1.5 cm wide across the breadth of all the lanes. For large
format gels, eight ribbons are recommended. Use prominent
proteins as guides so that each ribbon slice is perfectly horizon-
tal, and the cuts are perfectly uniform across the sample lanes.
Record this “cut map” on your printed image of the gel (see
Note 16).

7. Now cut the gel vertically between the first and second sample
lanes, thus freeing the gel segments of the first lane from the
rest of the gel.

8. Use the razor blade to transfer the top gel segment from the
first lane onto a separate glass plate. Carefully cut the segment
into 1.0-mm � 1.0-mm cubes, then use the razor blade to
scoop the cubes into the corresponding labeled microfuge tube
(see Note 17).
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9. Repeat this cubing process for the other gel segments from the
first lane, placing the cubes from each gel segment into a
separate tube.

10. After all of the gel segments from the first lane have been
cubed, inspect the remaining gel ribbons for drying, and
pipet clean water onto the surface of the gel as needed to
keep it wetted.

11. Switch out the used glass plate with clean glass plate (or move
to a clean region of the previous plate), and repeat this process
for the next lane of the gel.

12. Repeat the process for each gel lane until the whole gel has
been cubed and tubed.

13. Store tubes at 4 �C overnight.

3.6 Digestion of Gel

Fractions

1. Make fresh Gel Wash Solution, and hold it at RT (seeNote 18).

2. Pipet 1.0 ml of Gel Wash Solution into each tube of gel cubes,
rock at RT for 1 h. Adjust the rocker angles and tube positions
to ensure that the gel cubes and solutions are moving freely and
mixing well during rocking.

3. Shake down each microfuge tube to dislodge the gel cubes
from the tube cap, push a pipet tip though the cube slurry
and hold it lightly against the bottom of the tube, aspirate out
all of the wash buffer, and discard the wash supernatant (see
Note 19).

4. Repeat the wash three times in total, or as necessary to remove
all or nearly all of the blue color, then withdraw the final wash
solution (see Note 19).

5. Pipet 1.0 ml of 100% ACN into each sample, vortex briefly,
incubate for 20 min, shake down gel cubes, then remove and
discard the 100% ACN supernatant (see Note 20).

6. Air-dry the gel cubes at RT for 30 min.

7. Prepare fresh ABC Reducing Buffer (see Note 21).

8. Fill each microfuge tube with 1.0 ml of ABC Reducing Buffer,
rock for 1 h at RT, then remove and discard the ABC Reducing
Buffer supernatant.

9. Prepare fresh IAA Alkylating Solution (HAZARD) (see
Note 21).

10. Pipet 0.5 ml of IAA Alkylating Solution to each tube, vortex
briefly, incubate for 1 h in the dark at RT, then remove and
discard the alkylating solution as hazardous waste.

11. Rinse the gel cubes with 1.0 ml of 25 mM of fresh ABC for
1 min, then remove and discard the rinse solution.
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12. Pipet 1.0 ml of 100% ACN to each tube, incubate for 20 min to
dehydrate and shrink the gel cubes, remove and discard the
ACN, then air-dry for 30 min (see Note 20).

13. Place the tubes containing the dehydrated gel cubes on ice.

14. Prepare fresh Trypsinolysis Solution, and hold it on ice (see
Note 22).

15. Pipet ca. 300 μl of Trypsinolysis Solution into each tube of gel
cubes, and incubate on ice for 45 min. Inspect at 30 and
45 min to make sure that the gel cubes remain fully submerged
while swelling, and add additional Trypsinolysis Solution if
necessary.

16. After the gel cubes are fully swelled with Trypsinolysis Solu-
tion, push a pipet tip through the gel cube slurry to the bottom
of the tube, remove all of the unabsorbed Trypsinolysis Solu-
tion, and discard it (see Note 23).

17. Add just enough chilled 25 mM ABC to barely cover the gel
pieces. Some cubes should protrude slightly from the surface of
the liquid.

18. Incubate overnight at 37 �C (see Note 24).

3.7 Extraction of

Digested Peptides

1. Move the digestion tubes to RT, pipet 400 μl of 0.5% TFA into
each sample tube, vortex briefly, shake the gel cubes down into
the bottom of their tubes, and incubate on the benchtop for
2 h (see Note 25).

2. Vortex each tube for 5 s, shake down, push a pipet tip to the
bottom of the tube, and transfer all of the extract supernatants
containing the peptides into clean labeled microfuge tubes.
Each digestion tube will need an individual peptide-
collection tube.

3. Extract the gel cubes again with 400 μl of fresh 0.5% TFA for
2 h at RT, then collect the supernatant and pool it with the first
extract.

4. Extract the gel cubes a third time with 400 μl of 0.5% TFA, and
pool this third extract with the two previous extracts.

5. Store the peptide extracts overnight at minus 80 �C.

6. Discard the tubes containing residual gel material, or store
briefly for troubleshooting.

3.8 Concentration of

Peptide Extracts

1. Wipe out the centrifugal evaporator thoroughly, removing
all dust and lint from the inner surfaces of the chamber (see
Note 26).

2. Place the still-frozen extract tubes into the centrifugal evapora-
tor, and centrifuge under vacuum without heating until the
volume is just reduced to apparent dryness (but not longer,
because over-drying will reduce sensitivity).
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3. Inspect the dried tubes for fragments of acrylamide debris
and/or excess salt. If the bottom of the tube contains more
than 1 μl of solids, perform the Solid Phase Extraction proce-
dure below. Else, simply return the dried tubes to minus 80 �C
until LC-MS/MS.

3.9 Purification of

Peptides by Solid

Phase Extraction (See

Note 27)

1. Dissolve the dried peptide extracts in 200 μl of 0.1% TFA for
20 min at RT, then vortex briefly.

2. Using 1.5 ml microcentrifuge tubes, prepare two reservoirs:

Reservoir A, containing 1 ml of 70/0.01 Solvent.

Reservoir B, containing 1 ml of 0.1% TFA.

3. Set a pipettor to 200 μl, mount an SPE tip, place the aperture
of the SPE tip 1 cm deep inside Reservoir A. Keeping the tip in
this position, wet the tip by pipetting 70/0.1 Solvent up and
down through the tip ten times. On the tenth wetting stroke,
eject the wetting solution, but hold the pipettor plunger down
after the ejection stroke. Keep holding the plunger down while
proceeding to the next step. Throughout the rest of this pro-
tocol, it is essential to not draw air into the SPE tip.

4. With the pipet plunger still held down, place the wetted SPE tip
1 cm deep inside Reservoir B. Keep it in this position, and pipet
0.1% TFA up and down through the tip ten times to equilibrate
the tip. On the tenth equilibration stroke, eject the equilibra-
tion solution, but hold the ejection stroke down. Keep holding
the plunger down while proceeding to the next step.

5. Use the technique above to bind the peptides. Holding the tip
near the bottom of the dissolved peptide sample tube, bind the
peptides to the SPEmatrix by pipetting up and down ten times.
On the tenth binding stroke, eject the pipet solution back into
the mother tube, then hold the ejection stroke down and
proceed to the next step.

6. Use the techniques above to wash the SPE-bound peptides:
place the SPE tip 1 cm deep in Reservoir B, and wash the
bound peptides by pipetting 0.1% TFA up and down three
times. On the third wash stroke, eject the wash solution, but
hold the ejection stroke down, and proceed to the next step.

7. Now change your technique to elute the peptides. With the pipet
plunger still held down, draw up 200 μl of 70/0.1 Solvent from
Reservoir A, BUT THEN STOP; do not eject the liquid.
Instead, now dispense the solvent-filled SPE tip into a clean
labeled receiver tube. Then, hold the tip near the bottom of the
receiver tube, and complete the elution by pipetting the pep-
tide eluate up and down four more times through the SPE tip,
ejecting the final stroke back into the receiver tube.
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8. Replace the solvent reservoirs, and repeat for all of the other
samples in the experiment.

9. Freeze the eluates at �80 �C.

10. Dry the frozen eluates in an unheated centrifugal concentrator
until just barely dry by eye, then 5 min more, and store at
�80 �C for up to 1 month.

3.10 Liquid

Chromatography and

Mass Spectrometry

(See Note 28)

1. Visit with your LC-MS/MS collaborator to discuss the
LC-MS/MS method.

2. Dissolve each sample in 25 μl of 0.1% formic acid for 20 min at
RT, vortex well, pool any fractions that will be analyzed as a
single LC-MS/MS injection, and inject ca. 25% of each gel
fraction onto the LC-MS/MS (see Note 10).

3.11 Data Analysis 1. Search the data using an appropriate sequence database (con-
taining a representative proteome, potential contaminants, and
decoy sequences). Use search settings that match the theoreti-
cal accuracy of your mass spectrometer. The output from your
proteomics search software must support protein quantifica-
tion (see Note 29).

2. Conduct T-tests for statistically significant changes in protein
expression in treated vs. untreated cells. For each protein,
calculate the ratio of protein expression in treated
vs. untreated cells, and transform that ratio to log2. Create a
volcano plot, wherein the log2(ratio treated/untreated) is
graphed on the x axis, while the log10(T-test p-value) is
graphed on the y axis. Study the distribution of ratios and p-
values, to visualize appropriate p-value and fold-change cutoff
thresholds for “significant” changes in protein expression. Val-
idate the T-test thresholds further by applying Benjamini–-
Hochberg and/or random-permutations multiple tests
corrections. Decide on a final strategy for selecting and defend-
ing your chosen T-test p-value threshold for “significance” (see
Note 30).

3. Perform other testing, data visualization, data comparisons,
and bioinformatic analyses as might be appropriate to the
project goals.

4 Notes

1. At risk of sounding pedantic, the investigator should spend
significant time and effort defining the study’s goals and
needs before making large LC-MS/MS investments. A prote-
omics project may spend several months queued for LC-MS/
MS time, and large projects can require weeks, even months, to
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complete the actual LC-MS/MS work. Moreover, LC-MS/
MS projects can incur significant costs for instrument
recharges. As such, “getting it right the first time” can be
paramount, and questions like those posed below merit careful
consideration before beginning. How many biological repli-
cates will be necessary to support the statistical testing? Typi-
cally three independent replicates are obligatory, but five full
replicates are considerably better. If validating a novel com-
pound as an Hsp90 inhibitor, will parallel assays be required
using flagship Hsp90 inhibitors? If not, what approach will be
used to quantify similarities between the novel proteomics
profile vs. those previously described? Is the cell/tissue model
appropriate for the study’s goals? Is enrichment for a specific
sub-proteome needed (e.g., phosphopeptides, a specific organ-
elle, etc.)? Reproducibility in label-free assays is strongest when
LC-MS/MS assays are performed back-to-back: is this com-
mitment justified at this point of the project, or would prelimi-
nary LC-MS/MS experiments be worthwhile to address
unanswered questions, to test key assumptions, or to validate
the sample preparations? How deeply into the proteome does
the study need to probe? For the MS instrument available, is
this depth readily achievable, or will orthogonal fractions of
each sample be required, perhaps warranting an isotope coding
strategy (e.g., SILAC, dimethyl labeling, iTRAQ, TMT, see
[20]). Will the study encompass a very large number of sam-
ples, such that a multiplexed isotope tagging strategy might be
justified to maximize the productivity of the MS instrument?
Are the protein targets of the study predefined, such that a
“targeted proteomics” approach might be preferred over a
“shotgun” approach [21]? What software and personnel are
available to analyze the raw instrument data, and to conduct
the bioinformatic studies that typically follow the identification
of a set of differentially expressed proteins? Answers to these
questions have the potential to redirect the project toward
profoundly different proteomics approaches, and investigators
are strongly urged to thoroughly discuss their project with their
mass spectrometry collaborator before beginning.

2. While “how much drug” seems simple at first glance, the
question is actually quite subtle. The range and intensity of
cellular responses to Hsp90 inhibition is dose-dependent. Clas-
sic Hsp90 inhibitors give a robust proteomics profile at dosages
that are sub-apoptotic. Very high doses of some compounds
can quickly drive some cell lines into advanced stages of apo-
ptosis, complicating efforts to ascribe a given cellular response
directly to Hsp90 inhibition. Moreover, the effective dosage of
an Hsp90 inhibitor can vary among cell lines, growth rates,
confluence, serum, and other factors. To balance these
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complexities, the investigator should first characterize the sta-
tus of their inhibitor-dosed cells, i.e., using assays such as those
described in the accompanying chapter by Dr. Vladimir Gabai.

3. DMSO can be used to prepare very concentrated inhibitor
stocks, thus minimizing the amount of drug vehicle applied
to cell cultures. DMSO concentrations in treated culture media
should not exceed 0.5%. Special attention is called to the ability
of DMSO to readily deliver drugs across the skin barrier and
through thin glove materials, and to the experimental nature of
Hsp90 inhibitors, which should be considered to be teratogens
and carcinogens. DMSO stocks of Hsp90 inhibitors should be
considered to a significant laboratory hazard, even though the
volumes used are quite small.

Hsp90 inhibitors stocks can decay even when stored at
�80 �C. This decay is certainly accelerated by freeze-thaw
cycles. Caution is urged with regards the vitality of a given
stored drug stock, and parallel assays to confirm drug potency
are recommended.

4. How many flasks? One T75 flask of Jurkat cells containing
25 ml of untreated media and cultured as described will yield
ca. 4 � 105 cells/ml, from which 1–2 mg of protein can be
isolated. For attached cells, we might obtain 4–6 mg of protein
from a single T75 flask. However, even moderate dosages of
Hsp90 inhibitors are cytostatic in Jurkat cells, reducing yield by
50%. Compounds that are actively cytotoxic will reduce protein
yields even further. For the protocols described here, 150 μg of
lysate is needed for the LC-MS/MS work, but additional lysate
is invaluable to facilitate parallel Western blot characterizations
of apoptosis and client depletion.

5. We find that the EC50 of Hsp90 inhibition varies depending
upon the status of the cell culture being assayed. For maximum
reproducibility, investigators should utilize a standardized pro-
tocol for seeding the cell cultures used for the dose determina-
tions (above), and use this same protocol for the planned
proteomics assays. In our hands, Jurkat cell growth begins to
plateau as cell density approaches 1 � 106 cells/ml. Although
higher densities are achievable, investigators are advised to
work slightly below this density to avoid growth plateaus.
Similarly, investigators working with attached cell lines should
probably not allow cultures to become confluent. Additionally,
we find it prudent to routinely monitor the doubling rates of
the maintenance cultures; Jurkat cells should double every
20–24 h, and failure to do so indicates an underlying problem
with media, contamination, CO2, temperature, technique, etc.
Any changes in media or serum lot will require re-validation of
the inhibitor’s efficacy.
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6. Jurkat cells treated with Hsp90 inhibitor are very fragile, and
must be handled more gently than normal cells. To accommo-
date this, gentle minimal washing of the cells is recommended.

7. Excess 1�PBS wash buffer will result in lysates that are more
dilute than the targets recommended below, but will not oth-
erwise compromise the samples.

8. RIPA Buffer is a detergent-based cell-lysis buffer originally
developed for radioimmunoprecipitation assays (hence the
acronym). However, RIPA buffer disrupts Hsp90’s interac-
tions with clients [22], thus RIPA must not be used for
Hsp90 interactomics. Dogmatically, RIPA solubilizes all cellu-
lar membranes, thus providing access to the majority of the
mammalian proteome. Nuclear proteins are well represented in
RIPA lysates, but we have not encountered DNA viscosity
issues when lysing Jurkat cells. The diversity and depth of the
proteome yield may be enhanced further by non-traditional
lysis strategies [17], but we find it more convenient to prepare
traditional RIPA lysates so that protein concentrations can be
quantified confidently, and to support parallel Western blot
assays. We find commercial RIPA preparations to be more
stable and easier to use than homemade formulations. Some
RIPA recipes contain phosphate, chelators, and reducing
agent; we recommend omitting chelators and reducing agents
in order to avoid interferences with downstream protein quan-
tifications. Investigators might also choose to omit the phos-
phatase inhibitors recommended here, but the protease
inhibitors are strongly recommended. Detergents can grossly
compromise LC-MS/MS assays, but the detergents in the
RIPA recipe provided here are readily removed by TCA/ace-
tone precipitation. However, protein recoveries from TCA/a-
cetone precipitations may be as low as 15%. In contrast to
RIPA, CHAPS detergent cannot be removed by TCA/acetone
precipitation, but the gel-based protocols described here will
remove CHAPS handily. Nonetheless, we prefer to avoid lysis
buffers containing CHAPS (e.g., MPER® from Thermo), to
maintain flexibility among choices for subsequent LC-MS/MS
approaches.

PMSF is added to RIPA buffer immediately before lysis in
order to inhibit serine proteases, but PMSF is also a potent
inhibitor of acetylcholinesterase, making PMSF a toxicant that
should be handled with great care. PMSF is degraded by even
trace amounts of water, and thus should only be dissolved
immediately prior to cell lysis.

9. Three aliquots of lysate are recommended to avoid freeze-thaw
cycles, while supporting other goals such as protein quantita-
tion (below) and Western blotting. With care, insights gained
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from one aliquot (e.g., concentration) will extrapolate robustly
to the other aliquots.

10. The SDS-PAGE Gel-LC technique addresses the most com-
mon issues encountered when preparing samples for LC-MS/
MS, and also provides an orthogonal fractionation that
increases LC-MS/MS coverage of a complex proteome.
Orthogonality is achieved by separating proteins from each
other by MW in the PAGE dimension, thus generating unique
fractions of the proteome. Subsequently, the peptides from
each individual PAGE fraction are separated via C18 peptide
chromatography eluting directly into ion source of the mass
spectrometer. Alternative strategies for orthogonal separations
are available, and the investigator’s attention is drawn to their
prevalence in the literature. Orthogonal pre-fractionation can
take the investigator 2–5 times deeper into an experimental
proteome than might be achieved by analyzing the proteome
using a single LC-MS/MS injection (often termed a “one-
shot” or “single-shot” approach). Expectations for depth of
penetration are discussed in the concluding remarks below.

The Gel-LC approach described here generates orthogo-
nal PAGE fractions, but is also useful when orthogonal separa-
tion is not required. That is, peptides isolated from the gel
fractions described in this approach can be pooled in various
ways to reduce the actual number of LC-MS/MS runs
performed.

11. LC-MS/MS comparisons of two or more proteomes will be
strongest if nearly identical amounts of protein are analyzed.
Thus, much like Western blotting, accurate quantification of
the cell lysates is important. Because RIPA interferes signifi-
cantly with the Bradford assay, we recommend using the BCA
assay to quantify RIPA lysates. Additionally, we routinely vali-
date our spectrophotometric assays of lysate concentrations by
running 20 μg of each lysate side-by-side on a single analytical
PAGE gel, staining it with Coomassie blue, and inspecting it by
eye for equivalency. Alternatively, PVDF membranes destined
for Western blotting can be stained using 0.2� Coomassie
R250 Stain, and destained in Fast destain, dried, imaged, and
then re-wetted for subsequent use by Western blotting. Some
imperfections in quantification can be addressed by post hoc
data normalization, but grotesque errors in lysate equivalencies
should be corrected, if feasible, prior to making large LC-MS/
MS investments.

12. The amount of cell lysate recommended for Gel-LC is quite
high relative to typical PAGE assays. Indeed, by most measures
the lanes will be grossly overloaded, in order to provide the
desired protein yields for subsequent analyses. This will cause
band distortions and lane flaring. These effects are expected;
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the gels are serving a preparative, not analytical, purpose here,
and perfect protein banding is neither expected nor needed.

Loading hundreds of micrograms of protein into a single
PAGE well requires high starting concentrations of cell lysates
and/or the use of gels with very voluminous wells. It may be
necessary to concentrate the samples prior to gel loading, e.g.,
spin concentrators or TCA/acetone precipitation (but seeNote
8, above).

13. We utilize commercial gradient mini-gels (4–20% acrylamide)
and/or larger-format hand-cast linear PAGE gels (10%). In
both the cases, the SDS-PAGE separation should be minimal,
running the dye front ca. 6 cm into the separating gel.

14. The very high sample loads recommended here require an
offsetting reduction in staining. If the gel is inadvertently
over-stained, it can difficult or impossible to subsequently
remove the Coomassie stain from the samples. The optimally
stained gel is just dark enough to confidently visualize the
major bands.

Miniscule amounts of protein will diffuse out of PAGE gels
during the first few minutes of staining, subsequently contam-
inating all the surfaces of the PAGE gel. This is seldom an issue
in the preparative gels used for Gel-LC here, but the phenom-
enon is worth noting with regards hyper-abundant proteins,
negative control lanes, and assays such as immunadsorptions;
do not load “input lysate” onto the same gels with an
immunoadsorption.

15. A laminar flow hood is not essential; a clean bench area will
suffice. However, the glass plates must be immaculately clean
and soap-free; a tiny trace of lab detergent can devastate an
LC-MS/MS sample. Use labware-grade detergents, rinse copi-
ously with hot water, and then with deionized water.

16. The number of gel segments excised for each lane can be varied
to meet project goals and resources, but the volume of gel
cubes placed into each microcentrifuge tube must not exceed
150 μl of apparent tube volume. We recommend cutting a
mini-gel into four segments, whereas larger gel formats require
eight segments in order to fit each segment into its own tube.
Investigators are cautioned; however, the more gel segments
used, the harder it is to maintain quantitative reproducibility.

When planning and executing the gel dissection, if high-
abundance proteins/bands are apparent (i.e., IgG, BSA,
RuBisCo), excise them from less populated regions of the gel,
and run them on the LC-MS/MS separately from
low-abundance fractions.

17. A common mistake is to dice or mince the gels. If the gel cubes
are too small, they will shrink during dehydration to produce
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acrylamide pieces that will be aspirated into the pipet tip during
the washing steps. This leads to sample loss, and compromises
quantitative rigor.

18. Ammonium bicarbonate (ABC) is used throughout this proto-
col to buffer the trypsinolysis of the gel cubes. ABC does not
require acid/base adjustment to generate the appropriate pH
(ca. 8.5), but bicarbonate is volatile, and thus ABC solutions
must be made fresh the same day that they are used.

Some brands of pipet tip can shed significant polymeric
residue (“mold release agent”) from the manufacturing pro-
cess, esp. 1-ml “blue” tips. Validate your tips by LC-MS/MS,
or use tips recommended by your MS collaborator.

19. If the gel was over-stained, destaining may be prohibitively
slow, or even impossible. In this case, it may be necessary to
cycle between Gel Wash Solution and 100% acetonitrile in
attempts to drive the destaining process.

For all the steps that call for removing solvent or sample
from the gel cubes (e.g., step 3 in Subheading 3.6), push the
pipet tip through the cube slurry, and hold it just tightly
enough to the bottom of the tube so that there is not enough
space to accidentally aspirate a gel cube.

20. Recall that 100% ACN will dehydrate the gel pieces, and they
will shrink considerably, and may shrink to sizes so small that
they can be accidentally aspirated up into the pipet tips.

21. In this protocol, disulfide bonds are reduced and Cys residues
alkylated by the sequential actions of TCEP and IAA, respec-
tively. IAA is a potent toxin, and should be handled with care.
Although IAA primarily alkylates Cys, IAA will slowly alkylate
other residues, and excessive concentrations or prolonged
incubations exacerbate this artifact. IAA should not be used if
the project might ask questions about ubiquitinylation,
because the mass of IAA-Lysine di-alkylation artifacts is identi-
cal to that of the Gly-Gly isopeptide stubs produced by trysi-
nolysis of ubiquitinylated peptides. For ubiquitin studies, use
an alternative alkylation reagent.

22. The rehydration/trypsin infiltration step should be performed
on ice to minimize trypsin autolysis. If desired, trypsinolysis
can be enhanced by using Trypsin/Lys-C enzyme mixes and
commercial MS-compatible detergent supplements, perhaps
improving rates of protein identification, accuracy of protein
quantitation, and analytical reproducibility. At minimum, use
high-quality methylated trypsin (“sequencing grade” or “MS-
grade”).

23. Excess unabsorbed trypsin will lead to exaggerated amounts of
trypsin autolysis peptide; hence, the goal here is to remove all
of the unabsorbed trypsin.
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24. Many protocols recommend shorter incubations for the tryp-
sin digestions, but the work preceding the trypsin infiltration
typically takes most of a day, making overnight digestions more
convenient.

25. The volumes of extraction solvent and the incubation times
used here are much greater than those traditionally used to
extract gel bands or 2-D spots. This reflects the need to effi-
ciently extract peptides from large volumes of acrylamide.

26. The vacuum concentrator must be approved for organic sol-
vents and corrosives.

27. When large gel volumes are processed, Protocol 3.8 may yield
samples that contain large amounts of salt and/or acrylamide
debris. In this case, a solid phase extraction step (Protocol 3.9)
is necessary to prevent samples from clogging the capillary lines
and columns used in nanospray LC-MS/MS. Anecdotal evi-
dence suggests that raw acrylamide extracts can foul electro-
spray tips prematurely, and that SPE can prolong tip
performance. If a decision is made to perform solid phase
extraction, all of the samples in an experiment should be han-
dled in the same way: either do SPE for all the samples, or for
none of them.

This protocol uses commercial C18 material prepared as a
monolithic matrix in the end of a pipet tip, and having a
peptide-binding capacity of 50–100 μg. Manufacturers typi-
cally supply their own protocol, but the “universal” protocol
provided here minimizes the number of solutions required.
Solutions for SPE should be made up usingMS-grade solvents.
New users tend to make two mistakes. The first is that they
become habituated to pipetting “up and down” during the
protocol. As a result, in step 7 in Subheading 3.9 they draw the
eluting 70/0.1 Solvent up into the tip and then immediately
eject it back into the solvent reservoir, thus losing the sample.

A second common mistake is less problematic: drawing air
into the tip at some point during the equilibration steps. In this
case, the tip can be rescued simply by repeating the whole
wetting and equilibration protocol—if the peptides have not
yet been bound to the tip.

When the de-salted peptides are re-concentrated by vac-
uum centrifugation, samples can become re-contaminated with
particulates (dust or lint), or if placed into low-quality tubes or
vials. Thus, the vacuum concentrator should be kept scrupu-
lously clean. Tubes and vials should be of the highest quality,
should be stored in closed containers, and kept capped when
feasible.

28. It is beyond the scope of this Protocols article to attempt an
exhaustive analysis of the range of the LC-MS/MS approaches
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that can be used to probe the Hsp90-dependent proteome;
investigators are instead directed to broad reviews of the mass
spectrometry discipline [14, 17] and to recent deep proteomics
assays of Hsp90 inhibition [2, 3, 5, 7]. Nonetheless, some basic
suggestions follow in the hopes that they will facilitate a con-
versation between the Hsp90 investigator and their mass spec-
trometry collaborator.

Most proteomics studies are performed using capillary
columns with an inner diameter of 75 μm. Typically, a 75 μm
column can be loaded with up to 1.0–2.0 μg of peptide sample;
fewer proteins will be identified and quantified if less sample is
injected. Although this protocol begins with 150 μg of protein,
the actual peptide yields are much lower. We recommend
LC-MS/MS sample injections that represent 20–25% of the
total material recovered from each gel fraction. Ideally, this will
yield a heavy column load that causes minor tailing of the major
peaks. On Thermo Q Exactive or Fusion instruments, this
amount of Jurkat lysate corresponds to peptide ion intensities
that approach 1 � 109 in the Base Peak Chromatogram
view. Less diverse samples (i.e., dominated by an abundant
protein(s)) will overload the column chromatography at
lower sample loads.

Other chromatography factors also determine the number
of proteins identified and quantified. It is well established that
protein discovery is improved by using longer columns, smaller
C18 particles, and longer HPLC gradients. We currently use
columns 40 cm long, packed with C18 particles 3 μm in
diameter, and heated to 45 �C. Such columns generate
ca. 3000 psi backpressure, allowing robust day-to-day perfor-
mance using standard-pressure nano-HPLC systems. In con-
trast, columns packed with 40–50 cm of 2 μmC18 particles can
generate truly impressive coverage of the mammalian prote-
ome, but this requires nano-LC pumps, fittings, and columns
capable of withstanding very high backpressures (“UPLC”).

An additional factor is the acetonitrile gradient used to
elute peptides from the C18 column. Longer gradient times
facilitate more protein discoveries, but at the expense of mono-
polizing the LC-MS/MS system. Because the Hsp90 inhibitor
profile is robust and readily apparent, we currently elute pep-
tides over a 100 min period, during which time the acetonitrile
composition increases from 0% to 40% acetonitrile. Where
maximum coverage of the proteome is desired, however, gra-
dients of up to 4 h might be employed. For even deeper
proteome coverage, long gradients are combined with
upstream orthogonal fractionations. Because complex orthog-
onal fractionations introduce technical variability, they are typ-
ically employed in conjunction with an isotopic labeling
strategy. See the discussion of expectations below.
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29. To analyze the impacts of Hsp90 inhibitors on the cellular
proteome, we currently use the “label-free quantitation”
(LFQ) algorithm within the MaxQuant application
[23, 24]. MaxQuantLFQ values are normalized throughout
the peptide population seen in the whole experiment, to cor-
rect for technical variation among samples. Moreover, LFQ
statements of individual protein abundances derive equally
from all of a protein’s peptides. MaxQuant can be used to
analyze raw data from high-resolution Thermo Orbitrap
instruments, and has also recently been modified to accept
data from a Bruker QTOF instrument [25]. MaxQuant output
consists of a large number of tab-delimited text files that can be
ported to other applications. MaxQuant can be freely down-
loaded at http://www.coxdocs.org/doku.php, and is sup-
ported by numerous online presentations and forums, and by
a popular summer training course at the Max Planck Institute
of Biochemistry.

The files generated by modern mass spectrometer can be
quite large, generating Gb of data per LC-MS/MS run. As
such, the computational power needed for a large proteomics
project can be significant, and warrants a separate discussion
between the investigator, their proteomics collaborator, and
their bioinformatics team. Similar considerations should be
made with regards data management and archiving.

30. We currently use the Perseus application [26] for biostatistics
and informatics. Perseus can open MaxQuant output directly,
and can also open other tabular text files. Like MaxQuant,
Perseus is supported by numerous online presentations and
forums, and by the Max Planck Institute of Biochemistry train-
ing course. Special attention is called to the Benjamini–Hoch-
berg tests and random permutations tests available in Perseus,
and the need to use these tools (or some other approach) to
validate the investigator’s choice of a given p-value threshold as
“significant” (see [27] for discussion). Perseus can be down-
loaded at http://www.coxdocs.org/doku.php.

Expectations and Summary—We can obtain a total of
5000 primary protein quantifications from a single Jurkat sam-
ple (as measured values, without imputation, based upon a
minimum of two peptide ratios) when 150 μg of Jurkat RIPA
lysate is pre-fractionated into eight Gel-LC segments, each
injected separately onto a 40 cm column containing 3-μm
C18 particles developed using a 100-min gradient, and eluted
into the nanospray ion source of an Orbitrap Fusion mass
spectrometer. Four Gel-LC fractions (four injections) yield
4000 protein quantifications. Two-fractions will quantify
ca. 2500 proteins, and we obtain comparable rates of protein
quantification from “one shot” analyses of Jurkat RIPA lysates.
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However, older-generation mass spectrometers yield lower
rates of identification and quantification: when using a 2007-
vintage OrbitrapXL mass spectrometer, we obtain ca. 3000
protein identifications when 100 μg of pooled SILAC lysates
are fractioned into ten Gel-LC segments and separated on
longer 220 min gradients (also see [7]).

The Gel-LC approach described here is a compromise
between sensitivity, vs. simple techniques, widely available
equipment, robustness performance, and shared usage of
LC-MS/MS instruments. Alternatively, 4000–8000 proteins
can routinely be quantified when the latest generation of mass
spectrometers is coupled to advanced techniques for sample
preparation, chromatography, and data analysis, and
specialized efforts can generate even deeper coverage [17].

However, this increase in proteome depth is typically asso-
ciated with offsetting costs: analyzing 15 orthogonal fractions
on long C18 gradients might increase protein quantifications
by 25–50%, but could require a sevenfold increase in LC-MS/
MS instrument time (e.g., 2–3 days of LC-MS/MS per
biological sample). In reply to this bottleneck, some groups
have identified 4000–8000 proteins using high-efficiency
“one-shot” LC-MS/MS approaches [28–32].

Thus, investigators wishing to profile the effects of Hsp90
inhibition face choices among options for sample preparation
and LC-MS/MS. These choices will be guided by the specific
goals of the project. Investigators pursuing novel deep mecha-
nistic queries should weigh the benefits of the deep proteome
coverage offered by emerging technologies. On the other
hand, investigators wishing to simply and robustly validate an
emerging Hsp90 inhibitor can confidently do so on the basis of
4000 easily obtained protein quantifications described here.
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Chapter 12

Analysis of HspB1 (Hsp27) Oligomerization
and Phosphorylation Patterns and Its Interaction
with Specific Client Polypeptides

André-Patrick Arrigo

Abstract

Human HspB1 (also denoted as Hsp27) belongs to the family of small (or stress) proteins (sHsps). The
family, which contains ten members including αA,B-crystallin polypeptides, is characterized by a conserved
C-terminal α-crystallin domain and molecular weights ranging from 20 to 40 kDa. Here, procedures are
described for analyzing the dynamic oligomerization and phosphorylation patterns of HspB1 in cells
exposed to different environments. Changes in the structural organization of HspB1 can reprogram its
interaction with specific partner/client polypeptides. Methods are presented to analyze these interactions
using tissue culture cells genetically modified to express different levels of this protein. In addition, the
laboratory approaches presented here could be used to test the nine other human sHsp members as well as
sHsps from other species.

Key words Small stress proteins, Heat shock proteins, Hsp27/B1-oligomerization, Phosphorylation

Abbreviations

Hsp27/B1 Heat shock protein 27/B1
Hsps heat shock proteins
sHsp small stress proteins

1 Introduction

HspB1 synthesis is stimulated when the cells are exposed to
sub-lethal stress conditions that alter the folding of proteins
[1]. This leads to enhanced resistance of cells to heat shock and
other injuries. HspB1 is also constitutively expressed in numerous
human cells, particularly in pathological conditions [2]. In humans,
HspB1 is part of a family of ten different proteins (denoted as
HspB1 to HspB10) [3], plus an additional less conserved
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polypeptide (Hsp16.2). The different members of this family have
in common a C-terminal α-crystallin domain (about 40% of the
protein) found in αA,B-crystallin polypeptides from the vertebrate
eye [1, 4, 5] (Fig. 1A). sHsps are also characterized by a flexible
C-terminal tail and a less conserved N-terminal domain containing
an hydrophobic WDPF motif. As a consequence of their particular
amino acids sequence, an intriguing property of sHsps is their
ability to oligomerize in a complex and often heterogeneous way
[1, 6] (Fig. 1A). The phenomenon is controlled, at least in some
sHsp (i.e., HspB1), by stress-mediated phosphorylation-sensitive
interactions in their N-terminal part [7]. Tetramers assembled from
dimers appear as the building blocks of sHsps polydispersed oligo-
meric complexes [8]. Oligomerization of sHsps is dynamic and, as
shown in the case of HspB1, the phenomenon is linked to the
physiology of the cell [1, 6, 9–13]. The rapid changes in the
oligomerization/phosphorylation status of sHsps can therefore be
considered a sensor of the physiological status of cells (see Fig. 1B).
Several sHsps (HspB1, Hsp4, Hsp5, HspB8, and Hsp16.2) are
molecular chaperones that share an ATP-independent holdase
activity. In stress conditions that alter protein folding (i.e., heat
shock), the holdase activity favors interaction with misfolded poly-
peptides and subsequently their storage in a refolding competent
state [14–19]. The phenomenon attenuates and/or suppresses
irreversible protein aggregation that could be deleterious to the
cell (see Fig. 1B). HspB1 holdase activity modulates the dynamic
ability of this protein to change its oligomerization profile in order
to trap and store denatured polypeptides (Fig. 1b). This activity
differs from the ATP-dependent foldase chaperones (Hsp70,
Hsp90, and Hsp60) that refold misfolded polypeptides [20–22],
such as those trapped within large HspB1 large oligomeric struc-
tures [23–25]. Trapped polypeptides can also end up being
degraded, as for example in the case of irreversibly oxidized
proteins.

Recently, intriguing observations, made both in stressed and in
non-stressed cells, point to the fact that sHsps are involved in many
different cellular mechanisms suggesting that they have a large
number of functions in the cell. The apparent pleiotropic activity
of sHsps probably results from their chaperone activity which allow
them to bind and stabilize the folding of a large number of protein
client targets. Consequently, they stimulate their activity and/or
modulate their half-life [26–31]. For example, pro-caspase 3, which
interacts with HspB1, shows a proteasome-dependent proteolytic
degradation in HspB1 immunodepleted cells [27, 32]. In contrast,
the phosphatase PTEN is stabilized by its interaction with HspB1; a
phenomenon that modulates the PI3K-Akt survival pathway
[33]. Alteration in sHsps chaperone activity can therefore deregu-
late cellular homeostasis. The phenomenon is similar to the already
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Fig. 1 (A) HspB1. (a) Organization of human HspB1 protein sequences. Gray box: N-terminal WD/EPF domain;
light box:conserved region; dark gray box: alpha crystallin domain (aa 88–168); wave-like line: flexible
C-terminal domain; P: phosphorylated serine residues. Amino acid number is indicated. (b) Oligomeric
structure of HspB1 (from dimers to molecular masses larger than 700 kDa). Mosaic heterooligomers formed
by different sHsps and/or their phosphorylated forms have been detected. (B) Exposure to stress alters the
folding of polypeptides, which then accumulate as molten globules having the tendency to form deleterious
aggregates. Molten globules are recognized by Hsp40 and are immediately refolded by ATP-dependent
foldase chaperones (Hsp70), stored by HspB1 holdase chaperone to avoid their aggregation, or eliminated
through proteolytic degradation. Rapid changes in HspB1 oligomerization and phosphorylation are observed
during and after heat shock that probably reflect the capture and storage of the misfolded polypeptides. (C)
Analysis of HspB1 oligomerization and phosphorylation in response to a heat stress of 1 h at 42 �C. The % of
HspB1 displaying native molecular masses smaller than 150 kDa in the 150–400 kDa range and larger than
400 kDa is presented. Note that heat shock rapidly shifts HspB1 toward small oligomers. The phenomenon is
transient, and 3 h after the heat shock HspB1 reforms large oligomers. However, the pattern of phosphoryla-
tion is drastically different from that observed in nontreated cells. This reflects changes in HspB1 holdase
activity to better cope misfolded polypeptides
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described “chaperone/client protein concept” mediated by Hsp90
[34, 35]. Future studies will let us know whether this is a funda-
mental property of chaperones or if it is restricted to some heat
shock proteins. This property indirectly links constitutively
expressed sHsps to numerous unrelated cellular functions and
may explain the large number of effets associated with the expres-
sion of these proteins described in the current literature [31]. For
example, HspB1 indirectly modulates mRNA translation by inter-
acting with the initiation translation factor eIF4G [36]. HspB1 also
stabilizes the cytoskeleton [37]. In cells exposed to oxidative [38]
or apoptotic [39] conditions as well as in differentiating cells [40],
the protective effects of HspB1 originate from its interaction with
several crucial “client” regulators, as for example pro-caspase-3,
cytochrome c, Daxx, GATA-1, PTEN, Ubiquitin, UBC-9, eIF4E,
and Stat polypeptides [27]. The holdase activity may also be
responsible for HspB1 and/or HspB5 direct or indirect effects
toward Akt, Bax, Bcl-xs polypeptides and PKCα, Raf/MEK/
ERK, Akt, Snail signaling pathways [41–44]. Other examples are
HspB8 which, by interacting with Bag-3, indirectly modulates
autophagy [45] and the well-known reciprocal holding of αB-crys-
tallin (HspB5) and αA-crystallin (HspB4) in the lens eye. In differ-
entiating muscle cells, HspB1 could also modulate the switch from
the keratin MK5/MK14 network to the keratin MK1/MK10
network [46].

Does the holdase activity of HspB1 toward different clients
depend or not on the formation of large oligomeric structures
such as those trapping the heat shock-induced misfolded substrates
(Fig. 1C)? The problem appears rather complex since the relation-
ship between oligomerization, phosphorylation, and holdase activ-
ity was shown to be sHsp specific [10, 47, 48]. In that regard, our
new observations revealed that, in response to different apoptotic
inducers, the dynamic re-organization of HspB1 oligomerization/
phosphorylation is an inducer-specific phenomenon which leads to
the transient formation of new HspB1 structural platforms [13]
that can interact with specific client polypeptides [27, 29,
31]. Another important property of sHps is their ability to interact
and form complex mosaic oligomeric structures [29, 49–52]. For
example, in the eye, HspB4 and HspB5 form a 3–1 unique large
mosaic oligomer, called α-crystallin [53, 54]. In cells expressing
several sHsps, complex and multiple combinatorial oligomeric
structures are formed that may bear specific protein target recogni-
tion abilities [28–31]. Interactions between sHsps can also exclude
some sHsp partners and therefore the recognition of distinct
molecular targets. Only few of these complex structures have
been characterized yet. Hence, small Hsps interaction networks
are probably highly modulatable systems that can rapidly adapt to
changes in cellular physiology [29, 31].
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In this chapter, procedures are described for testing the oligo-
merization and phosphorylation patterns of HspB1 in response to
change in the cellular environment. Methods to analyze its interac-
tion with specific partner/client polypeptides are also reported
using tissue culture cells genetically modified to express different
levels of this protein. The procedures have been developed in my
laboratory and could be used in any well-established cellular
laboratory.

2 Materials

All reagents and materials used in the culture of tissue culture cells
are sterile.

1. PBS medium: 137 mM NaCl, 2.7 mM KCl, 8 mM Na2HPO4,
and 1.5 mM KH2PO4, pH 7.4.

2. Cell culture medium (HeLa cells): DMEM medium (Life
Technologies, #41966052) containing 4.5 g/l glucose,
1 mM sodium pyruvate, L-glutamine supplemented with
5000 U/ml penicillin-streptomycin (Life Technologies, #
15070063), 250 μg/ml Fungizone (Life Technologies, #
15290026). 5–10% fetal calf serum (Life Technologies #
10270106) is added to cell culture medium. Fetal calf serum
is kept at �70 �C. The cell culture medium is stored at 4 �C
without serum and used within 5 weeks of supplementation.
Medium containing serum is made fresh and used within
1 week of supplementation (storage at 4 �C). Geneticin G418
(Gibco BRL, # 11811049) must be present in the medium to
select stably transfected clones. The culture medium is filtered
in sterile conditions on 0.2 μm filters.

3. Trypsination buffer: PBS containing 0.05% Trypsin (Gibco
BRL, # 35400027). The buffer is stored in aliquots at �20 �C.

4. Cell culture dishes (TPP, #93060) (Corning, # 430167).

5. Inverted photomicroscope equipped with phase-contrast
equipment (i.e., TMS Nikon).

6. Trypan blue (Sigma-Aldrich, # T 0776).

7. Hemocytometer chamber.

8. TEM buffer (Tris–HCl pH 7.4, 20 mM; NaCl 20 mM; MgCl2
5 mM; EDTA 0.1 mM).

9. IPP 150 buffer (Tris–HCl PH 8; NaCl 150 mM; NP-40
0.05%).

10. IPP 300 buffer (Tris–HCl PH 8; NaCl 300 mM; NP-40
0.05%).
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11. Monoclonal anti-human HspB1 (Stressgen, #H00027129-
M01) antibody as well as polyclonal antibodies that specifically
recognize HspB1 phosphorylated either at serine 15 (Stressgen
#SPA-525), 78 (Stressgen #SPA-523), or 82 (Stressgen #SPA-
524). Normal immunoglobulins (Santa Cruz Biotechnology,
#sc-2025), secondary goat-anti mouse, or rabbit antibodies
were provided by Santa Cruz Biotechnology (#sc-2031,
sc-2030).

12. Recombinant human HspB1/27 (Stressgen, # SPP-715).

13. ECL kit from GE Healthcare (Amersham) (# RPN 2105).

14. Protein G-agarose (Sigma-Aldrich, #P7700).

15. Dithiothreitol (DTT) (Gibco, BRL, # 15508-013).

16. Triton X100 (Sigma-Aldrich # T 9284).

17. X-Omat AR films (Eastman Kodak Co, #1651454).

18. Cytochalasin D (Sigma-Aldrich, #C8273).

19. MG-132 (Sigma-Aldrich, #C2211).

20. Pre-swollen Sepharose 6B (Sigma-Aldrich, #6B100).

21. Gel filtration column (1 cm � 100 cm) (GE Healthcare Phar-
macia, #28-4064-15).

22. Fraction collector (BioRad model 2110).

23. Peristaltic pump (BioRad model EP-1 Econo Pump).

24. Kit for Molecular Weights 29,000–700,000 for Gel Filtration
Chromatography (Sigma-Aldrich, #MWND500).

25. Ampholines pH 3–10 and pH 5–7 (BioRad, #163-1113 and
163-1153).

26. Lipofectamine™ reagent (Invitrogen, #18324-020).

27. pCIneohsp27 sense and antisense cDNA vectors [55] were
constructed using a EcoRI-EcoRI DNA fragment of plasmid
psvhsp27 [56] that was inserted, in normal or reverse orienta-
tion, in the EcoRI sites of pCIneo vector (Promega, #E1841).
The vectors bear a neomycin gene and the entire coding
sequence of the human hspB1 gene placed in normal or reverse
orientation downstream of the CMV promoter.

28. Mammalian vector Bluescript pKS vector plain or bearing wild-
type human Hsp27/B1 gene (cDNApKS27wt),
non-phosphorylatable mutant (three serine sites replaced by
alanine, pKS2711-3A), or phospho-mimicry mutant (three
serine sites replaced by aspartic acid, pKS2711-3D) were
already described [9].

29. The pSuper RNAi system (Oligoengine, #VEC-pBS-0004;
www.oligoengine.com) was used to direct intracellular synthe-
sis of siRNA transcripts causing efficient and specific HspB1
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gene silencing [57]. The mismatch, scramble, and HspB1 tar-
getting pSuperneo vectors were prepared as previously
described [38].

3 Methods

3.1 Cell Culture When the cells reach 80–100% confluency proceed as follows:

1. Aspirate by pipetting the medium from the cell cultures.

2. Wash with PBS.

3. Add 1 ml of trypsin buffer to the culture dish. Let the dish
stand for 2–3 min at 37 � C and monitor under the microscope
for the detachment of cells. Cell detachment can be accelerated
by gently pipetting the buffer up and down.

4. Remove the trypsin buffer containing the detached cells from
the dish and place it in a conical centrifuge tube. Rinse the dish
with the complete culture medium and add it to the centrifuge
tube. Serum is required to inhibit the action of trypsin.

5. Centrifuge the cell suspension at 1500 � g for 3 min and
resuspend the cell pellet in 10 ml of complete culture medium.
Count the cells and record for their viability using Trypan blue
staining exclusion assay.

3.2 HspB1

Intracellular

Distribution

and Native Size

HspB1 is an oligomeric protein characterized by dynamic hetero-
geneous native sizes ranging between 50 and 700 kDa. In expo-
nentially growing Hela cells, constitutively expressed HspB1 is
recovered in two major oligomeric structures with native molecular
masses comprised between 50 and 200 kDa (small oligomers) and
200 and 700 kDa (large oligomers) (see Fig. 1). Heat shock induces
a phosphorylation-dependent dynamic redistribution of HspB1
structures toward small oligomers that bind polypeptides whose
conformation is altered by heat shock. In cells recovering from heat
shock, large HspB1 oligomers are recovered that store conforma-
tion altered proteins. Analysis of the oligomeric structures of
HspB1 in the cells exposed to apoptotic inducers has revealed
complex and inducer-specific changes in HspB1 oligomerization
[13] that differed from those observed after heat shock, oxidative
stress [58], or exposure to TNFα [59]. These changes may reflect
putative interactions of HspB1 with key cellular regulators. To
detect the dynamic changes in HspB1 distribution upon cell frac-
tionation as well as its native size, cells expressing high loads of
HspB1 have to be used, as for example HeLa cells that constitu-
tively express 0.4 ng of HsB1 per μg of total cellular proteins. A
fraction of HspB1 associates, in an F-actin integrity-dependent way,
with non-ionic detergent sensitive structures, such as the plasma

HspB1 Organization in Cells 169



membrane cytoskeleton compartment where actin nucleation
occurs [60].

1. Expose cells, kept in a 37 �C incubator, to various stress indu-
cers. Control non stressed cells are kept at 37 �C. Heat shock
should be performed in a temperature-controlled water bath
(þ/� 0.1 �C) rather than in a cell culture incubator.

3.2.1 Cell Fractionation 1. Cells, washed in ice-cold PBS, pH 7.4, are lysed at 4 �C in a
Dounce homogenizer in TEM lysis buffer in the absence or
presence of 0.1% Triton X100.

2. Centrifuge the lysates at 10,000 � g for 10 min. Add SDS
sample buffer (1� or 5�) to the resulting pellets and super-
natants to obtain samples that have similar volumes. Boil
immediately the samples which can then be stored at �20 �C.

3. Process for SDS-PAGE and immunoblot analysis using appro-
priate antibodies (see belowNote 1). The presence of HspB1 in
the pellet fraction and its absence when the cells are lyzed in the
presence of Triton reflects its association with detergent-
sensitive structures.

4. The F-actin integrity-dependent association can be tested by
incubating the cells for 1 h with 0.5 μM of the F-actin disrupt-
ing agent cytochalasin D before they are lyzed.

3.2.2 Native Size

Analysis

To detect changes in HspB1 native size in response to various
stress, proceed as follows:

1. Prepare a Sepharose 6B gel filtration column (1 cm � 100 cm)
equilibrated in TEM according to the manufacturer’s proce-
dures (void volume: 2000 kDa). The column should be kept in
the cold room. Always keep some TEM at the top of the
column to avoid it to dry. Changes in temperature will ruin
the column (bubble formation).

2. Set the peristaltic pump to obtain a column flow of about
2.5 ml/5 min. Wash the column with at least one volume
column of TEM. Set the fraction collector so that each fraction
contains about 2.5 ml.

3. Calibrate the column using prestained molecular mass markers
(Kit for Molecular Weights 29,000–700,000 for Gel Filtration
Chromatography). The kit contains blue dextran
(>2,000,000 Da), thyroglobulin (669,000 Da), Apoferritin
(440,000 Da), β-amylase (200,000 Da), and carbonic anhy-
drase (29,000 Da). To calibrate the column, remove the TEM
solution at the top of the column and load 1 ml of the kit
preparation solution. Once the 1 ml solution has penetrated
inside the sepharose, the column is developed in TEM. Frac-
tions of 2.5 ml are collected and the optical density is
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determined using a visible spectrophotometer. Note the frac-
tions containing the different stained markers and their
corresponding molecular masses.

4. 107 cells (in case of HeLa) are lyzed in 1 ml of TEM containing
0.1% Triton X100. Centrifugate the lyzate in the cold at
10,000 � g for 10 min and collect the supernatant sample.

5. Remove the TEM solution at the top of the column. Load the
1 ml supernatant sample on the top of the pre-equilibrated
Sepharose 6B gel filtration column. Loading a larger volume
of sample could alter the separating power of the column.

6. Once 1 ml of the sample has penetrated inside the sepharose,
the column is developed in TEM. Fractions of 2.5 ml are
collected and kept at 4 �C.

7. 50 μl of each column fraction is collected and mixed with 10 μl
of 5�SDS sample buffer and boil immediately. No protein
precipitation is required if 107 HeLa cells are analyzed per
column run (seeNote 2). Gel electrophoresis and immunoblots
using HspB1 antibody are performed as already described [59]
and revealed with the ECL kit from Amersham (seeNote 1 and
Subheading 2). The detection in the different column fractions
of phosphorylatedHspB1 (see Subheading 3.5, step 2) or other
polypeptides of interest can easily be performed by probing the
immunoblots with specific antibodies. Interaction of HspB1
with other sHsps and formation of mosaic oligomeric struc-
tures has been described [29, 49–52]. It is therefore important
to test the column fraction with antibodies recognizing other
sHsps.

8. Autoradiographs from the immunoblot experiments are
recorded onto X-Omat LS films (Eastman Kodak). Films are
scanned (4990 Epson film scanner) and analyzed with ImageJ
software™ (NIH, Bethesda). The duration of the exposure
should be calculated so as to be in the linear response of
the film.

3.3 Immuno-

precipitation,

Interaction

with Partners or Client

Proteins

The detection, in the above-described column fractions, of poly-
peptides that share the oligomeric profile of HspB1 can result in an
interaction with this chaperone and can be tested by immunopre-
cipitation. For example, in growing HeLa cells client polypeptide
like pro-caspase-3 interacts with HspB1 small oligomers while
HDAC6 interacts only with the large ones suggesting that different
phosphorylation/oligomerization organizations of HspB1 are
required for their respective binding [27, 28]. In the case of pro--
caspase-3, interaction with HspB1 enhances its stability. In con-
trast, when the level of HspB1 is artificially decreased (see
Subheading 3.6) pro-caspase-3 is degraded through an ubiquitin-
proteasome process. As described before, HspB1 can also interact
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with other sHsps and form mosaic oligomeric structures [29]. It is
therefore important to test the column fractions described in Sub-
heading 3.2.2 with antibodies recognizing other sHsps or other
putatively interesting polypeptides.

1. Perform immunoblots analysis of the column fractions using
antibodies against polypeptides that have the potential to inter-
act with HspB1. Check for common oligomeric structures and
define the column fractions that should be analyzed. Several
adjacent fractions can be pooled. The fractions should always
be kept at 4 �C. Freezing may alter protein-protein
interactions.

2. Collect a 100 μl aliquot of the pooled fractions and add 25 μl of
5� SDS sample buffer and immediately boil the sample (which
can be denoted total non depleted sample). Collect at least 1 ml
of the pooled fractions in two different tubes. One tube will
receive 5 μl of non-immune antibody (normal immunoglobu-
lins) and the other 5 μl of immune anti-HspB1 monoclonal
antibody (see Subheading 2). Let it sit on ice for 3 h. Add 50 μl
of a 1:1 slurry (made of water and protein G-agarose beads) to
both the tubes. Attach the tubes to a rotating wheel in the cold
room. After 3 h, collect the tubes and spin down the protein-G
agarose beads (500 g � 5 min). In both the tubes
(non-immune and immune) collect the supernatant and the
pellet. Collect a 100 μl aliquot of the supernatant and add 25 μl
of 5� SDS sample buffer and immediately boil the sample
(which can be denoted as total depleted sample). Resuspend
the agarose beads in 1 ml of IPP 150 buffer and repeat the
washing of the beads at least three times. Resuspend the
sepharose beads in 50 μl of 1� SDS buffer and boil. Spin the
beads and collect the sample buffer on the top of the beads.
Protein G-Agarose beads can be recycled.

3. Analyze the samples in SDS-PAGE and transfer the gel to the
nitrocellulose membrane. Probe the immunoblot with anti-
HspB1 antiserum and secondary antibody and reveal with
ECL (see Subheading 2). Note the decreased signal of HspB1
in the total depleted sample compared to the original total
non-depleted sample. If HspB1 is not detectable in the total
depleted sample, the immunoprecipitation was quantitative
(the antibody was able to immunoprecipitate all the HspB1
molecules present in the sample). Verify that HspB1 is indeed
immunoprecipitated by anti-HspB1 antibody and not by the
non-immune immunoglobins. In case the level of nonspecific
protein bands is too high, repeat the experiment and include
more stringent washes using IPP 300 buffer.

4. Probe a similar immunoblot blot (or the same one) with an
antibody directed against a polypeptide sharing HspB1
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oligomeric property (both the antibodies can be used simulta-
neously, see Note 3). In the total depleted fraction, check for a
decrease in the level of the targeted polypeptide. Compare the
percentage of decreased signal to that observed in the case of
HspB1. A complete immunodepletion of the targeted polypep-
tide suggests that it forms a 1:1 complex with HspB1. Check
for the presence of the polypeptide in the immunoprecipitated
fraction (see Note 4).

5. Repeat the experiment but in this case the antibody directed
against the interacting polypeptide is used to perform the
immunoprecipitation. The resulting immunoblots are then
probed with anti-HspB1 antibody.

6. Protein client. Once the interaction of HspB1 with a polypep-
tide has been detected repeat the experiments using the cells
transfected with a DNA vector encoding an RNAi targeting
HspB1 (see below Subheading 3.6, step 2). A direct analysis of
cell lysates (without the sizing column step) can be performed.
Check for the reduced level of expression of HspB1 that should
not be observed in control cells transfected with DNA vectors
encoding non-functional RNAi (scramble or mismatch) (see
Subheading 3.6, step 2). A concomitant decrease in the level
of the protein client means that it is protected against degrada-
tion by its interaction with HspB1 (chaperone activity). The
effect can be reversed if the cells are pretreated with a protea-
some inhibitor as MG-132 (0.1–0.5 μM for 24 h) before being
analyzed.

3.4 Dimer Formation Human HspB1, but not αB-crystallin (HspB5), contains a single
cysteine (position 137 in HspB1) that is suceptible to oxidation
(or even S-thiolation) and can promote dimer formation.

1. To detect the dimeric form of HspB1 in immunoblots, lysates
of cells exposed to oxidative stress must be analyzed, as previ-
ously described [38, 61], under nonreducing conditions using
SDS sample buffer devoid of dithiothreitol.

2. Analysis of cells transfected with HspB1 C137A dominant
negative mutant (see Subheading 3.7, step 2) can be performed
to visualize the aberrant oligomerization of HspB1 when its
unique cysteine residue is mutated [61].

3.5 Isoforms

Composition,

Phosphorylation

3.5.1 Isoforms

Composition

HspB1 phosphorylation is MAPKAP Kinase 2/3-dependent and
occurs on three serine sites (Ser 15, 78, and 82). At least three
isoforms of HspB1 can be resolved in 2-D immunoblots. The acidic
end is to the right. The “a” and more basic isoform represents the
unphosphorylated form of the protein. The “b” and “c” isoforms
are representative of Hsp27 phosphorylated at one or two sites,
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respectively. A minor isoform b’ is detectable between the “a and b”
isoforms. Its nature is still not known.

1. First dimension of the 2-d gels should be prepared using an
ampholine mixture made of 20% ampholines pH 3–10 and 80%
ampholines pH 5–7. The gel should be run as previously
described [62].

2. Following the second SDS-PAGE dimension and transfer on
nitrocellulose membrane, HspB1 isoforms are detected in
immunoblots using antibodies that recognize HspB1 or its
phosphorylated forms (see Subheading 2).

3.5.2 Direct Analysis

of HspB1 Level

of Phosphorylation

Immunoblot analysis of HspB1 phosphorylation at the different
serine sites is performed by probing immunoblots with antibodies
specific for HspB1 phosphorylation at either serine 15, serine 78, or
serine 82 (see Subheading 2).

3.6 Modulation

of HspB1 Level

of Expression

Assessing the consequences of changes in HspB1 level of expression
is an approach to increase our knowledge of the impact of this
protein on cell physiology. This is also an easy way to detect client
proteins stabilized by the holdase activity of HspB1 (see Subheading
3.3, step 6). Indeed, a decreased level of HspB1 can enhance the
degradation of specific client polypeptides, such as caspase-3 [32].

1. Overexpression. Cells that do not (or weakly) constitutively
express HspB1 are better used in this approach. Unfortunately,
most human cells (except some lymphocytes such as HL-60
cells) constitutively express HspB1. Consequently, murine
NIH 3T3 and L929 fibroblasts can be used that are devoid of
murine HspB1 expression in the absence of heat shock. Trans-
fection of these cells can be achieved using Lipofectamine™
reagent procedure (Subheading 2) as already described [55].

2. Underexpression. Cells constitutively expressing high loads of
HspB1 such as HeLa, T47D, 16-HBE, and BO2 can be used to
assess the consequences of a decreased level of HspB1. Trans-
fection of cells can be achieved using the lipofectamine proce-
dure [55, 63] using the pCIneohsp27 antisense cDNA vector
(see Subheading 2). In the HeLa cells, this procedure decreases
the HspB1 level by at least 40% [55]. A limitation of this
approach is that HspB1 antisense RNA could potentially
inhibit the expression of other sequence-related members of
the sHsp family.

To overcome the problem, an RNAi approach that specifically
targets the mRNA encoding HspB1 can be used. In separate cul-
ture dishes, cells are transfected with 10 μg of either HspB1-,
Scramble-, or Mismatch-pSuperneo DNA vectors using the Lipo-
fectamine™ reagents (see Subheading 2) according to the
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manufacturer’s instructions. Two to three days after transfection,
perform immunoblot analysis to determine the efficiency of the
siRNA-induced silencing. In HeLa cells the level of HspB1 should
be reduced by at least 80%. Stable cell lines for siRNA expression
can be established using neomycin selection [27, 64].

3.7 Expression

of HspB1 Dominant-

Negative Mutants

Devoid of Holdase

Activity

1. Phosphorylation mutants of HspB1. Effects of phosphoryla-
tion on HspB1 function are tested following cell transfection
with previously described pKS27wt (wild-type Hsp27),
pKS2711-3A (non-phosphorylatable mutant: 3 serine sites
replaced by alanine), or pKS2711-3D (phospho-mimicry
mutant: 3 serine sites replaced by aspartic acid) vector [9] (see
Subheading 2). Expression of the Ser to Asp mutant shifts
HspB1 toward small oligomeric structures and abolishes
HspB1 holdase and protective activity [9, 10].

2. The C137A dominant-negative mutant (see Subheading 3.3,
step 6) knocks out the holdase activity of HspB1. The complex
formed by the mutant protein and endogenous wild-type
HspB1 is an aberrant and non-functional oligomeric
structure [61].

4 Notes

1. The level of HspB1 present in the different cell lines can be
estimated by comparing the immunoblot signals to that of
serial dilutions of the purified recombinant protein. Autoradi-
ography must be performed within the range of proportional-
ity of the film.

2. To avoid the time-consuming step of protein precipitation of
the fractions eluting from the sizing column, the starting mate-
rial should be at least 107 cells expressing about 4 ng of HspB1
per μg of total proteins (as for example HeLa cells).

3. Probing the same blot will work only if the client polypeptide
has a gel migration different from that of HspB1.

4. This approach can give you an estimation of the cellular per-
centage of the client polypeptide that interacts with HspB1.
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Chapter 13

Nucleotide Exchange Factors for Hsp70 Chaperones

Heike Rampelt, Matthias P. Mayer, and Bernd Bukau

Abstract

The ATPase cycle of Hsp70 chaperones controls their transient association with substrates and thus governs
their function in protein folding. Nucleotide exchange factors (NEFs) accelerate ADP release from Hsp70,
which results in rebinding of ATP and release of the substrate, thereby regulating the lifetime of the Hsp70-
substrate complex. This chapter describes several methods suitable to study NEFs of Hsp70 chaperones. On
the one hand, steady-state ATPase assays provide information on how the NEF influences progression of
the Hsp70 through the entire ATPase cycle. On the other hand, nucleotide release can be measured directly
using labeled nucleotides, which enables identification and further characterization of NEFs.

Key words Nucleotide exchange factor, Hsp70, GrpE, Bag1, HspBP1, Hsp110, Steady-state ATPase,
Nucleotide release, Stopped flow

1 Introduction

Hsp70 chaperones accomplish their role as folding helpers in a
variety of cellular processes by associating with substrates in a
manner controlled by cycles of ATP hydrolysis and ADP-to-ATP
exchange [1]. Thus, analyzing the ATPase cycle of Hsp70s in
molecular detail is crucial for our understanding of Hsp70-assisted
protein folding. Hsp70 proteins consist of an N-terminal nucleo-
tide-binding domain (NBD) allosterically coupled to a C-terminal
substrate-binding domain (SBD). The NBD of Hsp70s consists of
two lobes that form a deep cleft. The nucleotide is bound at the
bottom of this cleft such that it interacts with all four subdomains
that form the two lobes. The SBD consists of a β-sandwich sub-
domain, which encloses extended stretches of polypeptides with
upward protruding loops, and an α-helical subdomain forming in
the closed conformation a lid over the substrate-binding crevice.
ATP binding to the NBD induces a conformational change in the
SBD leading to the dissociation of the α-helical lid domain and a
docking of the β-sandwich subdomain onto the NBD, resulting in a
low affinity for substrates with high association and dissociation
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rates (Fig. 1) [2, 3]. Hydrolysis of ATP to ADP converts the SBD to
the high-affinity state, which is characterized by low substrate
association and dissociation rates. Cycling of the Hsp70 chaperone
through these states is facilitated by the action of co-chaperones
and by association with chaperone substrates. On the one hand,
J-domain proteins deliver substrates to the chaperone or are located
at cellular sites where Hsp70 substrates emerge, like the ribosome
or translocation pores, and stimulate in synergism with the sub-
strate ATP hydrolysis to facilitate substrate binding. On the other
hand, the release of ADP is accelerated by nucleotide exchange
factors (NEFs), whose interaction with the Hsp70 NBD enables
ATP rebinding and concomitant substrate release (Fig. 1).

So far, five unrelated classes of NEFs have been structurally
characterized [4–12]. Although each of these NEF classes possesses
a unique structure and interacts with Hsp70 in a distinct fashion,

Fig. 1 Hsp70 cycle and structure. (a), The ATPase cycle of Hsp70 chaperones.
(b), Cartoon representation of Hsp70 in the ATP bound open conformation (upper
panel, PDB ID 4B9Q, [2]) and ADP bound closed conformation (lower panel, PDB
ID 2KHO, [38]). NBD in blue; SBD in teal; substrate in orange, space filling
representation
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they can be placed into two groups according to their mode of
action. Four NEF classes stimulate ADP release by tilting out
subdomain IIB of the Hsp70 NBD which results in an opening of
the nucleotide binding cleft: The prokaryotic/organellar GrpE; the
eukaryotic Bag-1 type and Bag-2; and finally the eukaryotic
Hsp110 and Grp170 proteins, which are divergent members of
the Hsp70 family themselves. In contrast to these NEF classes,
eukaryotic HspBP1-like NEFs displace ADP by wrapping around
subdomain IIB of the Hsp70 NBD resulting in a massive destabili-
zation of subdomains IA and IB.

Two complementary approaches lend themselves to study how
co-chaperones affect the Hsp70 ATPase cycle: One can assess how
co-chaperones affect the rate-limiting step of the Hsp70 ATPase
cycle by studying steady-state kinetics, or alternatively, an individual
step of the cycle, for instance ADP release, can be monitored in
isolation.

2 Materials

2.1 Steady-State

ATPase Assay

1. HKM buffer: 25 mM Hepes/KOH pH 7.6, 50 mM KCl,
5 mM MgCl2 (see Note 1).

2. NADH 30 mM stock solution.

3. ATP 20 mM stock solution: Adjust the pH to 7.

4. Phosphoenolpyruvate (PEP) 50 mM stock solution.

5. Pyruvate kinase/lactate dehydrogenase mix: commercially
available (Sigma Inc.).

6. Proteins: Hsp70, J-domain protein, NEF (see Notes 2 and 3).

2.2 Release

of Radiolabeled

Nucleotide

1. HKM buffer: 25 mM Hepes/KOH pH 7.6, 50 mM KCl,
5 mM MgCl2 (see Note 1).

2. ATP 100 mM and 0.1 mM stock solutions: Adjust the pH to 7.

3. ADP 100 mM stock solution: Adjust the pH to 7.

4. [α-32P]-ATP 3000 Ci/mmole.

5. 1 mg/ml BSA.

6. 3.6% (v/v) acetic acid/400 mM LiCl.

7. Proteins: Hsp70, NEF (see Notes 2 and 3).

2.3 Nucleotide

Release by Stopped-

Flow Instrumentation

1. HKM buffer: 25 mM Hepes/KOH pH 7.6, 50 mM KCl,
5 mM MgCl2 (see Note 1).

2. N8-(4-N
0-methylanthraniloylaminobutyl)-8 amino- adenosine

50-di/triphosphate (MABA-ADP/ATP) 100 mM stock solu-
tion, adjusted to pH 7.

3. ATP 100 mM stock solution: Adjust the pH to 7.

4. Proteins: Hsp70, NEF (see Notes 2 and 3).
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3 Methods

3.1 NEF Effects

on Hsp70 Steady-State

ATPase Activity

In the ATPase cycle of an Hsp70 chaperone whose ATP hydrolysis
is maximally stimulated by the concerted action of a J-domain
protein and a substrate, ADP release becomes the rate-limiting
step. Therefore, in the presence of a stimulatory J-domain protein,
the addition of a NEF will increase Hsp70’s ATPase rate in a steady-
state assay. However, differences among J-domain proteins must be
taken into account. The bacterial DnaJ, when present at equimolar
concentration relative to DnaK, is sufficient for maximal stimula-
tion of ATP hydrolysis (13-fold to a stimulated rate of ca. 0.01 s�1

in the absence of GrpE and 190-fold to a rate of 0.14 s�1 in the
presence of GrpE [13, 14]). This is because under the artificial
in vitro conditions DnaJ serves as both J-domain protein and
substrate [15]. A similar situation is found for the yeast Ssa1/
Ydj1 system [16]. In contrast, many other eukaryotic J-domain
proteins on their own only marginally (two- to eightfold) stimulate
their partner Hsp70 to hydrolyze ATP in the absence of a chaper-
one substrate [17, 18]. This presumably reflects that these
J-domain proteins are not serving as substrate [19].

In contrast, in a single-turnover ATPase assay, many NEFs
inhibit ATP hydrolysis because they can displace not only ADP
from Hsp70, but also ATP prior to hydrolysis. Two examples are
the bacterial NEF GrpE [20] and the yeast Hsp110 protein Sse1
[21]. This property can also become apparent under steady-state
conditions (both in ATPase and substrate refolding assays), if the
ratio of NEF to Hsp70 is too high [18, 20, 22, 23].

The most convenient method to determine the steady-state
ATPase activity is a coupled enzymatic test, where pyruvate kinase
and lactate dehydrogenase convert ADP produced byHsp70, along
with phosphoenolpyruvate and NADH into ATP, lactate and
NAD+ [24]. Consumption of NADH is monitored as a decrease
in absorption at 340 nm (see Note 4).

1. Prepare a master mix containing phosphoenolpyruvate (PEP)
and NADH, the pyruvate kinase/lactate dehydrogenase
(PK/LDH) mix, and MgCl2. The final concentrations in the
assay should be 0.25 mM NADH; 0.4–1 mM PEP depending
on the ATP hydrolysis rate of the Hsp70; 5 mM MgCl2; dilute
out the commercially available PK/LDH mix 1:100.

2. Dispense the master mix into a microtiter plate and add Hsp70
chaperone and co-chaperones as required. Hsp70 concentra-
tions are typically around 1–3 μM. Monitor background ATP
hydrolysis with a reaction lacking Hsp70 and co-chaperones.
Also control for ATP hydrolysis by co-chaperones or contam-
inating ATPases by assaying all co-chaperone concentrations in
the absence of Hsp70. It is also advisable to construct an
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ATPase-deficient mutant of Hsp70 like the K71M-mutant of
bovine Hsc70 [25] and purify this variant protein using the
same protocol to determine the contamination level by
co-purifying ATPases.

3. Start the reaction by the addition of different concentrations of
ATP, e.g., 0.25–2 mM ATP.

4. Measure the decrease in A340 as a function of time, fit the data
to a linear equation using a suitable software package, and
calculate the amount of ADP produced by the Hsp70. Deter-
mine the kcat [s

�1] of the hydrolysis reactions at increasing ATP
concentrations, fitting the data to the Michaelis Menten equa-
tion (see ref. 26).

3.2 Determination

of Nucleotide

Exchange Using

Radiolabeled

Nucleotide

In a single turnover assay, nucleotide dissociation is monitored
directly, which allows precisely defining the action of a potential
NEF. The two methods outlined below similarly monitor the dis-
sociation of labeled ADP or ATP from Hsp70 upon addition of
excess unlabeled nucleotide and NEF. Either radiolabeled nucleo-
tide (this chapter) or a fluorescent nucleotide analog (Subheading
3.3) may be used.

To assess the release of radiolabeled nucleotide, complexes of
Hsp70 with [α-32P]-ATP are incubated with excess unlabeled
nucleotide in the absence or presence of a NEF. A rapid gel filtra-
tion step then separates dissociated from Hsp70-bound nucleotide
and the radioactivity in the protein peak is measured by scintillation
counting. Additionally, non-dissociated nucleotide may be ana-
lyzed by thin layer chromatography (TLC) [13, 23].

1. To form Hsp70-nucleotide complexes, prepare per reaction
and per time point 5 μl samples each containing 5 μM of the
Hsp70 chaperone with 5 μMATP including 400 Bq of [α-32P]-
ATP and incubate for 2 min on ice. In order to obtain Hsp70-
[α-32P]-ADP complexes by ATP hydrolysis, the incubation is
performed for 30 min at 30 �C.

2. Pre-warm the reaction at 30 �C and add 5 μl of pre-warmed
buffer containing 20–100 mM cold ATP with or without a
NEF at a 2–4-fold stoichiometric excess to the Hsp70.

3. At different time points, rapidly add 40 μl of ice-cold buffer to
the sample and immediately load it onto a G-50 Nick gel
filtration column (GE Healthcare) to separate Hsp70-
nucleotide complexes from unbound labeled nucleotide.
Before use, the column should be prepared in the following
manner: Equilibrate the column with HKM buffer, then load
1 ml of 1 mg/ml BSA onto the column and elute with three
column volumes of HKM buffer. This measure decreases non-
specific interactions of the Hsp70 with the column material.
Collect fractions of two drops in scintillation vials and deter-
mine the radioactivity of the fractions.
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4. Calculate the amount of protein-associated radioactivity per
total radioactivity for each time point and plot the decrease of
bound nucleotide over time. In order to obtain basal and
stimulated apparent release rates, fit a single-exponential
decay function to the data.

5. To analyze release of ATP and ADP separately, pool protein
fractions from the gel filtration column and spot the eluate
onto a TLC-plate that has been prepared in the following
manner: Spot 2 μl of a 5 mM ADP þ 5 mM ATP solution on
each start position of the TLC-plate. The unlabeled nucleo-
tides serve as a carrier in the chromatographic separation of
radiolabeled ATP and ADP.

6. Develop the TLC-plate in a running buffer of 10% (v/v) acetic
acid/400 mM LiCl, dry the plate, and expose it to a phospho-
imager screen.

7. Quantitate amounts of radioactive ADP and ATP using suitable
software and fit exponential equations to the data.

3.3 Determination

of Nucleotide Release

Rates by Stopped-Flow

Instrumentation

NEF-mediated stimulation of ADP release fromanHsp70 chaperone
can be determined directly and elegantly using stopped flow instru-
mentation. This instrumentation is ideally suited for monitoring fast
dissociation kinetics with half times of seconds to milliseconds since
the instrument’s dead time is approximately 1 ms. In principle, rapid
mixing of two solutions starts the reaction whose progression is
monitored as changes in fluorescence emission. The fluorescent
ADP-analog MABA-ADP (N8-(4-N

0-methylanthraniloylamino-
butyl)-8-aminoadenosine 50-diphosphate) [27] is ideally suited to
analyze nucleotide release fromHsp70 chaperones.Other fluorescent
ADP analogs with linkage of the fluorescent dye to different positions
of the nucleotide are not suitable for Hsp70s. Earlier studies have
established that the fluorescent group in both MABA-ADP and
MABA-ATP does not affect the affinity of the nucleotide analogs to
DnaK [27] and, by extension, to otherHsp70 chaperones. However,
when analyzing a different combination of nucleotide analog and
ATPases, the equivalence of the fluorophore-labeled and unlabeled
nucleotide needs to be established. To this end, the KD of the nucle-
otide analog should be determined, and additionally, a competition
experiment can be performed where the nucleotide analog is dis-
placed by titrating in unlabeled nucleotide (see ref. 27). In the
following the experimental setup for measuringMABA-ADP dissoci-
ation is described.

After pre-incubating the Hsp70 chaperone with MABA-ADP,
the sample is mixed with either excess (�100-fold) unlabeled
nucleotide alone, or with excess nucleotide and different concen-
trations of the potential NEF, to determine basal and stimulated
ADP release rates, respectively. Since protein-bound MABA-ADP
exhibits a higher fluorescence than the free molecule (e.g., twofold
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increase in fluorescence for DnaK-bound MABA-ADP [28]), its
dissociation from the Hsp70 chaperone translates into a decreased
fluorescence (see Note 5).

1. Equilibrate the stopped-flow instrument in assay buffer at the
assay temperature. We employ a fluorescence excitation wave-
length of 360 nm and a 420 nm cut-off filter for the detection
of emission [27]. Use filtrated buffer and water throughout.

2. Pre-incubate the Hsp70 chaperone with MABA-ADP at assay
temperature. We commonly use 0.5 μM of Hsp70 and nucleo-
tide each, however, the concentrations may require adjusting in
case the affinity of the Hsp70 for ADP is too low to allow for
accurate measurement or the fluorescence increase upon bind-
ing is lower than for DnaK.

3. Pre-incubate solutions with excess unlabeled nucleotide (e.g.,
250 μM ATP) þ/� different concentrations of NEF. If the
NEF of interest possesses a nucleotide binding domain itself, a
potential role of nucleotide binding for its activity can be
assayed by varying the nucleotide or changing its concentration
in this step (see Notes 6 and 7).

4. Load the Hsp70-MABA-ADP sample and the chase solution
(excess unlabeled nucleotide) into the two reservoir syringes of
the stopped flow instrument.

5. Make a test measurement to collect the necessary information
for setting the measurement parameters like the reaction time
(record the reaction for 10� the reaction half time).

6. Perform multiple measurements for every reaction. Average
and fit the data to a single-exponential equation to obtain
apparent off-rates for basal and stimulated nucleotide release.

4 Notes

1. It is vital that the buffers used in Hsp70 experiments contain
KCl. The Hsp70 NBD requires the presence of two potassium
ions, which coordinate the bound nucleotide; ATP hydrolysis is
minimal in the absence of potassium ions. Sodium ions cannot
replace potassium due to their significantly smaller ionic radius,
resulting in a fivefold reduction of the ATPase rate, altered
nucleotide association and dissociation kinetics, and altered
allostery [29, 30].

2. Since the steady-state ATPase assay also measures ATP hydro-
lysis by contaminating ATPases, the protein preparations
should be highly pure. This applies especially to Hsp70 pro-
teins due to their low intrinsic ATPase rates.
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3. Hsp70s are generally purified using several chromatography
steps [31, 32] because N- and C-terminal tags have been
shown to influence the steady-state ATPase activity. However,
an N-terminal His-tag has been used for the purification of the
endoplasmic reticulum Hsp70 BiP/Grp78 and subsequently
cleaved with thrombin to give the authentic N-terminus
[33]. Similarly, an N-terminal fusion to SUMO was employed
to purify the yeast Hsp70 chaperones Ssa1 [34].
For purification procedures for the E. coli NEF GrpE and the
human Bag1, refer to [20] and [35], respectively. HspBP1 and
FES1 were purified using an N-terminal His-tag [23]. The
Hsp110 proteins were purified with a TEV cleavable
N-terminal Histag or as an N-terminal fusion to SUMO
[34, 36].

4. Performing the steady-state ATPase assay in the presence of
inorganic phosphate (e.g., 10 mM) enhances the stimulatory
effect of NEFs because dissociation of ADP*Pi proceeds more
slowly under these circumstances. This is due to the ordered
product-release mechanism of Hsp70s where inorganic phos-
phate is released before the ADP [26].

5. Dissociation of MABA-ATP from an Hsp70 chaperone can be
monitored in a manner similar to that of MABA-ADP, how-
ever, due to hydrolysis of the ATP, a double-mixing experiment
has to be performed. In this case, Hsp70 protein is mixed in the
stopped-flow apparatus with a MABA-ATP solution, and after
an incubation time of, e.g., 30 s, the resulting solution is mixed
with chase nucleotide and NEF and nucleotide release is
measured.

6. As mentioned earlier, the NEFs from the Hsp110 and Grp170
protein families belong to the Hsp70 superfamily and thus bind
and hydrolyze ATP themselves. The nucleotide requirements
of these proteins for their NEF activity can be assessed in the
stopped-flow nucleotide release assay by varying the chase
nucleotide: You may pre-incubate the NEF with either ATP
or ADP at differing concentrations. While the nature of the
chase nucleotide does not have an influence on the nucleotide
dissociation step, it may affect the activity of the NEF.

7. Similarly, the rate of ATP hydrolysis by these Hsp70-like NEFs
may be stimulated upon interaction with their partner Hsp70
chaperone, as has been demonstrated for the yeast Grp170
protein Lhs1 [37]. To account for such a contribution to the
total ATP hydrolysis measured in a steady-state assay, control
measurements with the NEF and an Hsp70 mutant deficient in
either nucleotide binding or ATP hydrolysis should be
performed.
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Chapter 14

Determination of Hsp90 Activity Through Activation
of Glucocorticoid Receptors in Yeast

Michael Reidy

Abstract

Heat shock protein 90 (Hsp90) is an essential regulator of cellular function through activation of so-called
client proteins. Hsp90 is currently a target for potential anti-cancer therapeutics. Assaying for defects in
Hsp90 using budding yeast (Saccharomyces cerevisiae) is possible and efficient due to the high conservation
between the human and yeast Hsp90 systems. Here, we present a method for the determination of Hsp90
activity indirectly through the activation of exogenously expressed glucocorticoid receptor, a natural client
protein of Hsp90.

Key words Hsp90, Saccharomyces cerevisiae, Glucocorticoid receptor

1 Introduction

Hsp90 is a highly conserved molecular chaperone that influences
many different cellular processes by modulating the activity of
so-called client protein substrates. In eukaryotes, Hsp90 is essential
and abundant, even under optimal growth conditions. Importantly,
Hsp90 itself is regulated by a cohort of co-chaperone proteins,
which serve to guide Hsp90 through its cycle of ATP hydrolysis-
driven binding and release of clients (reviewed in [1]).

Client binding and release is accompanied by conformational
changes in Hsp90 dimers. The open conformation of Hsp90 is a
homodimer making contact in the C-terminal domain. This con-
formation is stabilized by co-chaperones such as Hop (Homo sapi-
ens)/Sti1 (Saccharomyces cerevisiae). Clients are brought to the
middle domain of open Hsp90 dimers by the Hsp70/Hsp40 sys-
tem. Hsp90 dimers then close and twist, facilitated by
co-chaperones such as Aha1 and p23 (human)/Sba1 (yeast). The
closed form of Hsp90 brings the N-terminal ATPase domains
together, which is required for ATP hydrolysis. Upon ATP hydro-
lysis the N-termini open and the client protein is released. The
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molecule is thus reset for another cycle. The regulation of the
Hsp90 reaction cycle is reviewed in greater detail in reference [2].

The yeast and human Hsp90 systems are highly conserved.
Human co-chaperones complement their yeast counterparts. The
high degree of conservation combined with the ease of genetic
manipulations and diversity of biochemical assays available in the
yeast system make it a valuable model organism for studying Hsp90
function. This is especially important since Hsp90 has become an
attractive target for anti-cancer therapies, since some types of can-
cer cells are hypersensitive to Hsp90 inhibition.

While Hsp90 is known to have hundreds of clients, only a few
of the pathways that rely on Hsp90 activity have been well char-
acterized. One of these pathways is the mammalian glucocorticoid
receptor (GR) pathway. GR is a modular cytosolic protein that
contains domains that bind glucocorticosteroid hormones and
DNA. In the absence of hormone, GR is bound to Hsp90 in
complexes that also contain other co-chaperones. In this state GR
is inactive. In the presence of hormone, GR is activated by Hsp90
and released, whereupon it moves to the nucleus and binds to
specific GR-responsive elements (GREs) in the promoters of anti-
inflammatory genes, upregulating their transcription [3, 4].

Even though yeast does not have a pathway comparable to GR,
the level of conservation between the human and yeast Hsp90
systems is such that mammalian GR expressed exogenously in
hormone-treated yeast efficiently activates the expression of
GRE-driven reporter genes such as β-galactosidase (LacZ)
[5–7]. Here, we present a detailed method for the analysis of
Hsp90 activity in response to mutation or inhibition of Hsp90 or
Hsp90 co-chaperones by quantification of GR activation in yeast.
The protocol presented here is a slight modification of that found in
reference [8].

In order to determine GR activation, a measure of Hsp90
activity, two plasmids must first be introduced into the yeast strains
to be tested: the GR expression plasmid and the GR activity
reporter plasmid. We present a method for transforming yeast
cells with both plasmids with high efficiency in a single reaction.
The transformed yeast carrying the GR and GR reporter plasmids
are then grown in the presence of hormone, and the amount of
LacZ activity is determined using a standard permeabilized yeast
cell assay. The amount of LacZ activity, expressed in Miller units, is
directly correlated to the amount of GR activation in response to
hormone. Since GR activation is dependent upon the ability of the
Hsp90 chaperone system, the affect of a particular treatment or
mutation on the Hsp90 system can be measured relative to the
proper controls.

190 Michael Reidy



2 Materials

2.1 Yeast

Transformation

1. Appropriate yeast strain(s). The strain(s) should be auxotrophic
for both uracil and tryptophan (see Note 1).

2. Appropriate liquid yeast growth media (see Note 2).

3. 14 mL round-bottom culture tubes, sterile.

4. Culture tube roller in 30 ˚C incubator.

5. 50 mL Erlenmeyer flasks, capped and autoclaved.

6. Shaking incubator.

7. Rat glucocorticoid receptor (GR) plasmid pG/N795
(Addgene cat. #1284). This plasmid expresses the rat GR
open reading frame under the control of the strong constitutive
GPD promoter and contains the 2 μ origin for high copy
maintenance in yeast and the TRP1 selectable marker.

8. GR reporter plasmid pUCΔSS-26X. This plasmid expresses
LacZ under the control of a GR responsive promoter and
contains the URA3 selectable marker [8].

9. Sterile water.

10. Sonicated salmon sperm DNA (Agilent #201190). Before the
first use, boil salmon sperm in a water bath for 10 min and then
immediately submerge into ice (see Note 3).

11. Lithium acetate stock solution, 1 M: dissolve 5.1 g lithium
acetate dihydrate in water to make up to 50 mL, then filter
sterilize. Lithium acetate stock solution is good for up to
2 months when stored at room temperature.

12. PEG stock solution: 50% polyethylene glycol 3350 w/v in
sterile water. Dissolve 25 g in 20 mL sterile water in a 50 mL
Falcon tube. Shake vigorously to dissolve. Centrifuge briefly to
remove air bubbles and adjust volume to 50 mL with sterile
water. Mix well (see Note 4).

13. 10� TE: 100 mM Tris–HCl pH 8.0, 10 mM EDTA pH 8.0.

14. 1.5 mL flip-cap tubes, autoclaved.

15. Vortex mixer.

16. 42 ˚C water bath.

17. –Ura–Trp selective plates: 2% glucose, 0.7% yeast nitrogen
base, 2% agar, �Ura–Trp dropout mix (see Note 5).

2.2 GR Activity Assay 1. Yeast strains harboring pG/N795 and pUCΔSS-26X plasmids.

2. 14 mL round-bottom culture tubes.

3. Selective liquid growth media: 2% glucose, 0.7% yeast nitrogen
base, with appropriate nutrients for selection (see Note 6).

4. Culture tube roller in 30 ˚C incubator.
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5. Deoxycorticosterone acetate (DOC) solution, 10mM: dissolve
37 mg of DOC in 10 mL 95% ethanol. Protect from light and
store at �20 �C.

6. Z-buffer: dissolve 0.375 g KCl, 8.05 g Na2HPO4·7H2O,
2.75 g NaH2PO4·H2O, 0.125 g MgSO4 in 400 mL water.
Adjust pH to 7.0, if necessary. Adjust volume to 500 mL and
filter sterilize. Store at room temperature for up to 6 months
(see Note 7).

7. 10% sodium dodecyl sulfate (SDS): dissolve 1 g SDS in 9 mL
water then adjust final volume to 10 mL.

8. Chloroform (CHCl3).

9. β-mercaptoethanol (βME).

10. Vortex mixer.

11. o-nitrophenyl-β-D-galactoside (ONPG) solution, 1 mg/mL:
dissolve 50 mg of ONPG in 50 mL Z-buffer + βME (see
Subheading 3.2, step 3). Be sure ONPG is fully dissolved—
crushing crystals with a glass rod helps greatly. Prepare fresh on
the day of the experiment. ONPG stock solutions older than
1 day should not be used.

12. Stop solution, 1 M Na2CO3: dissolve 2.6 g Na2CO3 in 20 mL
water. Adjust final volume to 25 mL. Prepare fresh on the day
of the experiment.

13. 2.0 mL round-bottom flip-cap tubes, autoclaved.

14. Spectrophotometer capable of determining absorbance at
600 nm and 450 nm.

3 Methods

3.1 Yeast

Transformation

All the steps are performed at room temperature unless otherwise
noted.

Day 1:

1. Inoculate 3 mL of the appropriate growth medium in 14 mL
round-bottom culture tubes with the yeast strains to be trans-
formed. Incubate overnight, with rolling, at 30 ˚C or appropri-
ate temperature.

Day 2:

2. Prepare the following solutions:

(a) LiAc/TE: add 1 mL lithium acetate stock solution and
1 mL 10� TE to 8 mL sterile water. Mix well.

(b) LiAc/TE/PEG: add 1 mL lithium acetate stock solution,
1 mL 10� TE to 8 mL 50% PEG stock solution. Mix well;
the solution will be very viscous.
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3. Dilute 1 mL of overnight cultures with 9 mL fresh media in a
sterile 50 mL Erlenmyer flask and incubate at 30 ˚C with
shaking for 4 h. (see Note 8).

4. Harvest cells via centrifugation at 1000 � g for 1 min. Decant
media.

5. Wash the cells with 10 mL sterile water. Centrifuge at 1000� g
for 1 min. Decant water.

6. Suspend the washed yeast cells in 1 mL of LiAc/TE solution.
Incubate at room temperature for 5–10 min (see Note 9).

7. For each transformation reaction: In a separate, sterile 1.5 mL
flip-cap tube, combine 50 μL cells from step 6, 5 μL boiled
salmon sperm DNA, and 1 μg each of plasmids pG/N795 and
pUCΔSS-26X. Mix via vortexing briefly at medium speed.

8. Add 350 μL LiAc/TE/PEG solution. Mix well by vortexing at
high speed for 10–20 s (see Note 10).

9. Incubate the tubes in a 42 ˚C water bath for 30 min.

10. Centrifuge at 10,000 � g for 1 min.

11. Carefully remove the supernatant with the pipette and discard.
Do not disturb the cell pellet. Remove as much of the solution
as possible (see Note 11).

12. Suspend cells in 300 μL sterile water.

13. Spread 100–200 μL cells onto –Ura–Trp selection plate. Allow
sufficient time for the water to soak into the media and then
invert the plate (see Note 12).

14. Incubate at 30 ˚C for 3–5 days. Colonies should be visible
starting on the third day after plating. Once colonies have
reached 1–2 mm in diameter, the plates can be stored at
room temperature for up to 2 weeks, or at 4 ˚C for up to
4 weeks, inverted. Discard plates after 1 month.

3.2 GR Activity Assay All the steps are performed at room temperature unless otherwise
noted.

Day 1

1. For each strain to be tested, inoculate 3 mL of appropriate
–Ura, �Trp media in 14 mL round-bottom culture tubes
with a single colony from the fresh GR/reporter plasmid trans-
formation plate, ideally less than 1 week old. Do not use plates
older than 2–3 weeks. Do this with three individual colonies for
each strain to be tested. These will serve as independent
biological replicates (see Note 13).

2. Incubate at 30 ˚C with rolling overnight.

Day 2

3. Prepare the following solutions fresh:
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(a) Z-buffer + βME: to a 50 mL aliquot of Z-buffer, add βME
to 50 mM.

(b) 0.01% SDS: add 1 μL of 10% SDS to 999 μL sterile water.

(c) ONPG solution (see Subheading 2.2, step 11).

(d) Stop solution (see Subheading 2.2, step 12).

4. In the morning, dilute 0.3 mL of cultures with 2.7 mL of fresh
media in new 14 mL round-bottom culture tubes.

5. Add 3 μL of DOC stock solution to each. Include a wild-type
strain with no DOC as a negative control and spectrophotom-
eter blank.

6. Incubate at 30 ˚C with rolling for 4–6 h (see Note 14).

7. Measure and record the OD600 of all cultures (see Note 15).

8. Transfer 1 mL of each culture to a 2.0 mL round-bottom flip-
cap tube (see Note 16).

9. Centrifuge at 10,000 � g for 1 min.

10. Carefully decant media by pouring. Be careful not to disturb
cell pellet (see Note 17).

11. Resuspend the cells from step 8 in 150 μL Z-buffer + βME (see
Note 18).

12. Add 50 μL CHCl3.

13. Add 20 μL 0.01% SDS.

14. Close the lid tightly and vortex for 1 min at high speed (see
Note 19).

15. Add 700 μL ONPG solution.

16. Close the lid, mix well by inverting the tubes several times, and
incubate for at least 10 min in a 30 ˚C water bath. Yellow color
should be readily observable. Record the total time of the
incubation, as this value is needed for the LacZ activity calcula-
tion (see Note 20).

17. Stop the reaction by adding 500 μL Stop solution. Close the lid
and mix well by inversion (see Note 21).

18. Centrifuge at 10,000 � g for 30 s.

19. Transfer 500 μL of the supernatant to a spectrophotometer
cuvette, being sure not to disturb the cell debris and chloro-
form layer at the bottom of the tube. Measure and record the
absorbance at 450 nm. Use the reaction from the cells that
were not treated with DOC as the blank.

3.3 Determination of

GR Activity

1. Calculate Miller units of each sample using the following for-
mula: Miller U ¼ (1000*A450)/(t*V*OD600), where A450 is
the absorbance at 450 nm of the stopped reaction, t is the time
of the reaction in minutes, V is the volume of the culture used
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in the reaction, and OD600 is the optical density of the culture
used in the assay.

2. Calculate the average and standard deviation of the three
biological replicates (individual GR/reporter plasmid transfor-
mants) for each sample.

3. Determine sample activity relative to the wild-type strain or
other appropriate control. This calculation allows for more
accurate comparison from experiment to experiment.

4 Notes

1. In order for this protocol to work, the strains to be tested must
be both uracil and tryptophan auxotrophs. Specifically they
must have null, non-reverting mutations in both the URA3
and TRP1 genes. Generally, this assay is used to test the effect
of mutations in Hsp90 or Hsp90 co-chaperones on GR activa-
tion. This protocol assumes that such mutant strains are already
in hand. For a method on plasmid shuffling in Hsp90-deleted
strains, see [9]. Always include an isogenic wild-type strain as a
positive control.

2. Use a liquid growth media that selects for any plasmids that
may be in the strain. Strains that are deleted for both chromo-
somal Hsp90 genes and have an Hsp90 allele on a plasmid, but
no other plasmids, do not require selectable growth conditions
since Hsp90 is an essential gene.

3. Salmon sperm DNA performs a “carrier” role and greatly
increases transformation efficiency. In order to achieve maxi-
mum transformation efficiency, it is essential that before the
first use the salmon sperm DNA is boiled and then immediately
moved to ice. Once boiled, salmon sperm DNA can be stored
at �20 �C. It is not necessary to boil for subsequent uses.
However, any drops in subsequent transformation efficiency
can usually be remedied by additional boiling/ice cycles.

4. The PEG stock solution is very viscous. Use sterile water to
dissolve PEG instead of filter sterilizing.

5. There are several forms of yeast nitrogen base (YNB) available.
Use YNB that contains ammonium sulfate but lacks amino
acids. In addition to lacking uracil and tryptophan, omit
other appropriate nutrients in order to select for other plasmids
that may be present in your strain. Prepare plates in advance to
give them time to dry enough to readily take up the suspended
cell solution.

6. Generally, the media used in this step is the same as used for the
transformation, but in a liquid form.
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7. Z-buffer lacking βME is stable at room temperature for up to
6 months. In this protocol, βME is added to an aliquot of
Z-buffer immediately before use.

8. Highest transformation efficiencies are attained using cells that
are in the logarithmic phase of growth. A simple way to check
whether the cells are in log-phase growth is to estimate the
percentage of yeast cells with buds via light microscopy. Most
cells in a log-phase culture should contain buds, whereas most
cells from the overnight (i.e., stationary phase) culture will be
unbudded. Cells from the overnight culture may be used, but
expect lower transformation efficiency.

9. Typically, one should have 0.5–1.0 OD600 units of cells per
transformation reaction. Thus, the OD600 of the cells sus-
pended in LiAc/TE should be 10–20. This protocol assumes
the overnight culture had an OD600 of ~10, which is typical of
cells grown overnight in rich, i.e., non-selective, media. If the
overnight culture was grown in selective media, the final OD600

was probably 3–5, so adjust the final volume of cells in LiAc/
TE accordingly.

10. The LiAc/TE/PEG solution is quite viscous. Be careful when
pipetting to minimize transfer errors. Using a repeater pipette
helps reduce pipetting errors. If using cells from an overnight
culture, or if your strain does not transform well, addition of
1 μL of βME to the transformation mixture may improve
efficiency.

11. Some residual LiAc/TE/PEG solution in the tube does not
greatly impact transformation efficiency. However, excess
residual LiAc/TE/PEG solution will affect efficiency. It is
not necessary to wash the cells at this step, but washing may
be advised if removing the LiAc/TE/PEG solution is
problematic.

12. Yeast plates should be incubated and stored inverted, i.e., lid
side down, in order to prevent any condensation that forms on
the lid from spilling onto the media.

13. It is crucial that a wild-type control be included in each experi-
ment. Importantly, we have found that assaying cells that have
been freshly transformed with the GR and GR reporter plas-
mids gives the most reliable data. Prolonged subculturing of
GR and GR reporter plasmid-carrying strains results in
increased cell-to-cell variability in GR activation, probably
due to accumulating differences in plasmid segregation at
mitosis. Therefore, transformation of wild-type controls with
the GR and GR reporter plasmids should be done fresh for
each experiment. Individual transformant colonies represent
independent biological replicates.
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14. The duration of the hormone-incubation step is strain depen-
dent. Typically, 4–6 h. of incubation results in one or two cell
doublings and works well for our strains. The researcher should
empirically determine the optimal length of hormone incuba-
tion for their strains and then use this condition consistently
from experiment to experiment, in order to accurately compare
results across experiments.

15. An accurate measurement of cell density is key for the determi-
nation of GR activation and controls for variability in yeast
strain growth rates.

16. More or less volume of the culture may be used in the assay,
depending on the strain growth rate. The volume of culture
used is factored into the GR activation calculation, so if using a
volume other than 1 mL, be sure to make note of this and
adjust calculations accordingly. In general, it is suggested to
have a comparable amount of cells in each reaction, to mini-
mize errors due to loss of cells during manipulations.

17. In general, we have found that washing the cells may result in
cell loss that contributes to variability and increased experimen-
tal error. We have found that omitting the wash step has no
effect on LacZ activity. Excess media that may be stuck to the
sides of the tube can be removed by carefully wicking it away
with a KimWipe, but be sure not to disturb the cell pellet. Any
detriment that may be caused by residual media is outweighed
by the potential loss of cells that can occur from washing.

18. We have found that use of a repeater pipette for this and
subsequent steps increases efficiency and decreases experimen-
tal error.

19. Thorough vortexing is crucial for the permeabilization of the
cells. Be sure to use tubes that have lids that seal tightly to avoid
spilling chloroform.

20. Factors that may influence LacZ reaction time include age of
DOC and ONPG reagents. Temperature also greatly influ-
ences the reaction. Reactions may be incubated at 37 ˚C, as
long as this is duly noted and consistently maintained from
experiment to experiment. It is possible, but not necessary, to
calculate rates of LacZ activity, rather than end points, by
removing aliquots during the incubation step and immediately
stopping with an appropriate amount of Stop solution.

21. The stopped reactions are moderately stable for up to 2 days at
room temperature, if protected from light. However, we rec-
ommend measuring the Absorbance at 450 nm as soon as
possible after stopping the reaction.
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Chapter 15

Bacterial Hsp90 ATPase Assays

Joel R. Hoskins, Sue Wickner, and Shannon M. Doyle

Abstract

Bacterial Hsp90 is an ATP-dependent molecular chaperone involved in protein remodeling and activation.
The E. coli Hsp90, Hsp90Ec, collaborates in protein remodeling with another ATP-dependent chaperone,
DnaK, the E. coliHsp70. Both Hsp90Ec and DnaK hydrolyze ATP and client (substrate) proteins stimulate
the hydrolysis. Additionally, ATP hydrolysis by the combination of Hsp90Ec and DnaK is synergistically
stimulated in the presence of client (substrate). Here, we describe two steady-state ATPase assays used to
monitor ATP hydrolysis by Hsp90Ec and DnaK as well as the synergistic stimulation of ATP hydrolysis by
the combination of Hsp90Ec and DnaK in the presence of a client (substrate). The first assay is a
spectrophotometric assay based on enzyme-coupled reactions that utilize the ADP formed during ATP
hydrolysis to oxidize NADH. The second assay is a more sensitive method that directly quantifies the
radioactive inorganic phosphate released following the hydrolysis of [γ-33P] ATP or [γ-32P] ATP.

Key words Hsp90, Hsp70, DnaK, ATP hydrolysis, Steady-state ATPase

1 Introduction

Hsp90 is a widely conserved and ubiquitous molecular chaperone
that participates in ATP-dependent protein remodeling and activa-
tion in both eukaryotes and prokaryotes, an activity that requires
the Hsp70 chaperone system [1–3]. Additionally, in eukaryotes the
ATPase activity and the chaperone cycle of Hsp90 are regulated by
a myriad of co-chaperones [1, 2]. In contrast to eukaryotic Hsp90,
bacterial Hsp90 functions independently of Hsp90 cochaperones
[4, 5].

Hsp90 is a functional homodimer, and each monomer is com-
prised of three domains: an N-terminal ATPase domain [6, 7], a
middle domain that is involved in client binding [6, 8–10], and a
C-terminal dimerization domain that also contains residues that
interact with client [2, 8]. Hsp90 undergoes large-scale conforma-
tional changes upon ATP binding and hydrolysis, and these
motions are coupled with the processes of client binding, remodel-
ing, and release [6, 7, 10–12]. Apo Hsp90 in the solution exists as
“V-shaped” dimers linked through the C-terminal domain
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[13]. However, ATP binding leads to closing of the ATP lid on the
ATP-binding site, dimerization of the N-terminal domains, and
compaction of the molecule [11–14]. ATP hydrolysis and ADP
release trigger the dissociation of the N-domains and the return
of apo Hsp90 to the “V-shaped” dimers [11–14]. Eukaryotic
Hsp90 cochaperones including Aha1/Hch1, Hop/Sti1, Cdc37,
and p23/Sba1 regulate the cycle of ATP binding and hydrolysis
as well as imparting client protein specificity [1, 2, 12].

The Hsp70 chaperone system collaborates with Hsp90 in pro-
tein remodeling and activation [1, 3, 4]. Eukaryotic Hsp70 and its
bacterial homolog, DnaK, are highly conserved, ATP-dependent
molecular chaperones [15–17]. Hsp70 has both an N-terminal
ATP-binding domain and a C-terminal substrate-binding domain,
which are connected via a flexible linker [17]. Like Hsp90, Hsp70
undergoes large conformational changes upon ATP-binding,
hydrolysis, and release [17]. Moreover, Hsp70 acts in conjunction
with two cochaperones, Hsp40 (J-domain protein) and a nucleo-
tide exchange factor (NEF). The Hsp40 cochaperone targets cli-
ents for recognition by Hsp70 and stimulates ATP hydrolysis by
Hsp70, while the NEF triggers nucleotide exchange by Hsp70
[15, 18, 19].

In E. coli, Hsp90Ec acts in conjunction with DnaK and an E. coli
J-domain protein, DnaJ or CbpA. GrpE, the E. coliNEF, stimulates
protein reactivation, but is not essential [4, 5]. Homologs of
eukaryotic Hsp90 cochaperones have not been identified in bacte-
ria [1]. Instead, Hsp90Ec and DnaK directly interact, both in vivo
and in vitro [4, 5], and this interaction is essential for collaboration
in client remodeling and a synergistic stimulation of ATP hydrolysis
[20]. Additionally, client binding and ATP hydrolysis by both
chaperones is required for client remodeling and synergy in ATPase
activity [20].

Two alternative methods for monitoring the ATPase activity of
Hsp90Ec, DnaK and the combination of the two chaperones are
described here. One is an enzyme-coupled spectrophotometric
assay that is performed in a microtiter plate. For each mole of
ATP hydrolyzed, 1 mol of ADP is produced. The ADP produced
is converted to ATP by pyruvate kinase (PK) in an enzymatic
reaction requiring phosphoenolpyruvate (PEP) and producing
pyruvate. Pyruvate is then reduced to lactate by L-lactate dehydro-
genase (LDH) in an enzymatic reaction that is coupled to the
oxidation of NADH to NAD+. Thus for each mole of ATP hydro-
lyzed, 1 mol of NADH is oxidized. The assay monitors the decrease
in optical density at the NADH absorbance maxima, 340 nm, as a
function of time. This decrease in NADH is directly proportional to
the rate of ATP hydrolysis. The constant regeneration of ATP
allows monitoring the ATP hydrolysis rate as long as PEP and
NADH are present.
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A second more sensitive method to measure ATP hydrolysis by
Hsp90Ec is also described. In this method, radioactive inorganic
phosphate, either 33Pi or

32Pi, produced by hydrolysis of [γ-33P]
ATP or [γ-32P] ATP is monitored following the formation of a
phosphomolybdate complex and organic extraction.

2 Materials

All the solutions are prepared using ultrapure H2O and analytical
grade reagents from common sources (unless specifically
indicated).

2.1 Enzyme-Coupled

Spectrophotometric

ATPase Assay

1. HKE buffer: 25 mMHepes, pH 7.5, 50 mMKCl, and 0.1 mM
EDTA (final concentrations in 100 μL reaction mixtures). A
concentrated buffer (5� or 10�) can be prepared and used for
accuracy and simplification. Store the concentrated buffer at
room temperature. ATPase reactions are supplemented with
DTT (2 mM final) during reaction assembly.

2. NADH (nicotinamide adenine dinucleotide), 25 mM stock
solution in HKE buffer. NADH concentration can be deter-
mined by measuring A340 in a spectrophotometer. The extinc-
tion coefficient of NADH is 6.22 � 103/M/cm. Store frozen
(�20 �C) in ~100 μL aliquots.

3. ATP, 100 mM stock solution. To 100 mg of ATP add 1 mL
ultrapure H2O. Adjust the pH to 7.5 using 1 M Tris base.
Make a 1:1000 dilution (1 μL ATP + 999 μL ultrapure H2O)
and read the absorbance at 260 nm. The extinction coefficient
of ATP is 15.4 � 103/M/cm. A 1:1000 dilution of 100 mM
ATP has an absorbance of 1.54. Adjust the volume with ultra-
pure H2O as needed to obtain a concentration of 100 mM.

4. Phosphoenolpyruvate (PEP), 100 mM stock solution in HKE
buffer. Store frozen (�20 �C) in ~100 μL aliquots.

5. Pyruvate kinase/lactate dehydrogenase (PK/LDH) mix, com-
mercially available (Sigma: P0294).

6. MgCl2, 1 M stock solution in ultrapure H2O. Store at room
temperature.

7. DTT, 1 M stock in ultrapure H2O. Store frozen (�20 �C).

8. Proteins: DnaK, Hsp90Ec, ribosomal protein L2 (client
protein).

9. Geldanamycin (Sigma), 30 mM stock solution in DMSO.
Hsp90Ec is inhibited by 10–30 μM geldanamycin (seeNote 1).

2.2 ATPase Assay

Using Radioactive ATP

1. HKE buffer: 25 mMHepes, pH 7.5, 50 mMKCl, and 0.1 mM
EDTA (final concentrations in 50 μL reaction mixtures). A
concentrated buffer (5� or 10�) can be prepared and used
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for accuracy and simplification. Store the concentrated buffer at
room temperature. ATPase reactions are supplemented with
DTT (2 mM final), Triton X-100 (0.005% final), and MgCl2
(10 mM final) during reaction assembly.

2. ATP, 100 mM stock solution (see Subheading 2.1, item 3).

3. [γ-33P] ATP (Perkin Elmer: NEG302H) or [γ-32P] ATP (Per-
kin Elmer: NEG002A). Make an ~0.1 μCi/μL stock solution
(typically a 1:100 dilution into ultrapure H2O). Freeze in
aliquots at �20 �C.

4. MgCl2, 1 M stock solution in ultrapure H2O. Store at room
temperature.

5. DTT, 1 M stock in ultrapure H2O. Store frozen (�20 �C).

6. Triton X-100, 10% solution (Thermo Scientific: 28314).

7. Tungstosilicic (silicotungstic) acid solution, 20 mM stock solu-
tion in 10 mM MgSO4. For 50 mL, solubilize 0.12 g MgSO4

in ultrapure H2O. Use 2.88 g silicotungstic acid and solubilize
in the prepared 50 mL of 10 mM MgSO4. Store at 4

�C.

8. KH2PO4, 2 mM stock solution. For 50 mL, solubilize 13.6 mg
KH2PO4 in ultrapure H2O. Store at 4 �C.

9. Ammonium molybdate solution, 5% stock solution (w/v) in
2 M H2SO4. For 50 mL, dilute stock H2SO4 to 2 M and then
solubilize 2.5 g ammonium molybdate. Store at 4 �C.

10. Isobutanol:toluene solution, 1:1 (v/v). Store at room temper-
ature in a sealed glass container.

11. Proteins: DnaK, Hsp90Ec, L2.

12. Scintillation fluid for organic solvents (e.g., Eccoscint A).

13. Geldanamycin (Sigma), 30 mM stock solution in DMSO.
Hsp90Ec is inhibited by 10–30 μM geldanamycin (seeNote 1).

3 Methods

3.1 Enzyme-Coupled

Spectrophotometric

ATPase Assay

With the assay conditions described here, Hsp90Ec hydrolyzes ATP
at a rate of ~0.1 nmol/min and the rate is stimulated ~fourfold in
the presence of L2 (client protein) [8, 20]. DnaK hydrolyzes ATP
at a rate of ~0.1 nmol/min and is only slightly stimulated by L2
[20]. When the three proteins are combined, an ~twofold stimula-
tion above the additive values is observed [20]. The ATPase activity
can be measured readily using a steady-state ATPase assay in a
96-well plate. In an enzyme-coupled reaction, ADP produced by
the chaperones is regenerated to ATP by a reaction that is coupled
with the conversion of NADH to NAD+ [21, 22] (Fig. 1). The
absorbance of NADH at 340 nm is monitored to measure the
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decrease in NADH concentration, which is quantitatively propor-
tional to the rate of ATP hydrolysis.

1. Equilibrate a black, clear-bottom 96-well plate at 37 �C in a
plate reader capable of monitoring A340 over time at 37 �C (see
Note 2).

2. Prepare a 10�mixture of PEP, PK/LDH,NADH,MgCl2, and
ATP. The final concentrations of the components in 100 μL
reactions are 1 mM PEP, 1:100 dilution of the PK/LDH mix,
0.5 mMNADH, 10 mMMgCl2, and 2 mM ATP (seeNote 3).
Aliquot 12 μL of the 10� mix into individual PCR tubes.
These mixtures will be used in step 4 (see Note 4).

3. In individual 1.5 mLmicrocentrifuge tubes, assemble the chap-
erone mixtures (90 μL) containing HKE buffer, DTT, DnaK or
Hsp90Ec or both together in the presence or absence of L2 (see
Note 5). The final concentrations in 100 μL mixtures are
25 mM Hepes, pH 7.5, 50 mM KCl, 0.1 mM EDTA, and
2 mMDTT. The proteins are typically used at equilmolar ratios
of DnaK monomer:Hsp90Ec dimer:L2 monomer at a concen-
tration of 1 μM (see Note 6). Transfer the chaperone mixtures
into wells of the 96-well plate.

4. Using a multichannel pipette, start the reactions by transferring
10 μL of the 10�mix of PEP, PK/LDH, NADH, MgCl2, and
ATP into the wells of the 96-well plate that contain the chaper-
one mixture. A multichannel pipette is used for this step to
ensure that all the reactions have the same start time (see Note
4). Mix the reactions in the plate using a plate mixer or use the
mixing function of the plate reader.

5. Measure the decrease in NADH absorbance at 340 nm as a
function of time in a plate reader at 37 �C.

6. Fit the data to a linear equation using appropriate software (see
Note 7). Calculate the amount of NADH (nmol) converted to
NAD+ (nmol) in each reaction by comparing the slope to that
of a previously determined NADH standard (see Note 8).

Fig. 1 Enzyme-coupled spectrophotometric ATPase assay. ADP produced by Hsp90Ec, DnaK, or the combina-
tion of chaperones with or without L2 is regenerated to ATP by a reaction that is coupled with the conversion of
NADH to NAD+ [21, 22]. The decrease in NADH concentration is monitored
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The amount of NADH (nmol) converted to NAD+ (nmol) is
quantitatively proportional to the amount of ADP generated
and can be used to determine the rate of ATP hydrolysis.

3.2 ATPase Assay

Using Radioactive ATP

Alternatively, Hsp90Ec ATPase can be monitored by measuring the
production of inorganic phosphate, 33Pi or

32Pi, from the hydroly-
sis of [γ-33P] ATP or [γ-32P] ATP [23]. Free Pi, in the form of a
phosphomolybdate complex, is quantitatively recovered by organic
extraction.

1. Prepare a 10� mixture of 40 mM ATP and [γ-33P] ATP
(or [γ-32P] ATP), such that after dilution each 50 μL reaction
will contain 4 mM ATP and 0.1 μCi [γ-33P] ATP (1 μL of
0.1 μCi/μL stock solution). The reactions will be started by the
addition of 5 μL of this mixture in step 3 below.

2. In individual 1.5 mLmicrocentrifuge tubes, assemble the chap-
erone mixtures (45 μL) containing HKE buffer, DTT, Triton
X-100, MgCl2, DnaK or Hsp90Ec or both together in the
presence or absence of L2 (see Note 5). The final concentra-
tions in 50 μL mixtures are 25 mM Hepes, pH 7.5, 50 mM
KCl, 0.1 mM EDTA, 2 mM DTT, 0.005% Triton X-100, and
10 mM MgCl2. The proteins are typically used at equilmolar
ratios of DnaK monomer:Hsp90Ec dimer:L2 monomer at a
concentration of 1 μM (see Note 6).

3. Start the reactions by adding 5 μL of the ATP mixture to each
reaction mixture. Incubate mixtures at 25 �C for various times
(see Note 9). To determine the total input radioactivity, add
1 μL of the 0.1 μCi [γ-33P] ATP solution to 49 μL HKE buffer
and transfer 50 μL into 10 mL scintillation fluid in a scintilla-
tion vial and determine radioactivity with the experimental
samples.

4. Following incubation, add 100 μL 20 mM silicotungstic acid
solution to each reaction and vortex gently. Next add 200 μL
2 mM KH2PO4 to each reaction. Then add 100 μL 5% ammo-
nium molybdate solution to each reaction and vortex gently.
Incubate the reactions for 1 min at 37 �C.

5. Add 450 μL of the isobutanol:toluene mixture to each reac-
tion. Vortex each tube vigorously for 15 s (see Note 10). Let
the tubes sit for 1 min at room temperature to allow phase
separation.

6. Remove 100 μL of the top organic layer and add to 10 mL
scintillation fluid in scintillation vials. Measure radioactivity in a
liquid scintillation counter (see Note 11). Use the input
radioactivity control to determine the fraction of 33Pi or

32Pi

in each sample and calculate the amount of ATP hydrolyzed
(see Note 12).
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4 Notes

1. To determine if Hsp90Ec is contaminated with nonspecific
ATPase activity, geldanamycin can be used. It specifically inhi-
bits ATP hydrolysis by Hsp90Ec [4, 24].

2. The preincubation step allows the reactions to reach 37 �C
faster and reduces the lag in hydrolysis that can make monitor-
ing the linear phase of the reaction more difficult.

3. The NADH concentration indicated, 0.5 mM, is a starting
suggestion and can be adjusted to accommodate various ATP
hydrolysis rates.

4. The 10� mixture (12 μL) is added into PCR tubes (preferably
strips) prior to the addition to the 96-well plate. In order for all
the reaction mixtures to have the same starting time point, a
multichannel pipette is used to remove 10 μL of the 10� mix
from the PCR tubes and make the addition into the 96-well
plate.

5. For background subtraction, carry out a reaction with buffer
alone and buffer with L2 only. See Note 1 for information
about controls for ATPase contamination in Hsp90Ec samples.

6. These conditions have been optimized to monitor the synergy
between Hsp90Ec and DnaK. Different ratios and concentra-
tions of Hsp90Ec, DnaK, and L2 may be used.

7. When fitting the data, usually only a portion of the data can be
used for the linear fit. There is often a short lag at the start of
the reaction, followed by a linear portion and then a plateau
when NADH is exhausted. For the fit, only use data in the
linear portion of the curve.

8. The NADH standard curve is determined by preparing NADH
standards in duplicate as follows: (1) Transfer 3 μL of a 25 mM
NADH solution into 297 μL HKE buffer to obtain 25 nmol
NADH/100 μL. (2) Using150 μL of this dilution, make five
twofold serial dilutions into 150 μL HKE buffer to make solu-
tions of 12.5, 6.25, 3.13, 1.56, and 0.78 nmol NADH/
100 μL. Transfer 100 μL of each concentration of NADH
and HKE buffer alone into separate wells of a black, clear
bottom 96-well plate. Measure absorbance at 340 nm using a
plate reader. Plot A340 as a function of NADH (nmol) in Prism
or another data analysis program. Fit the data using linear
regression analysis and use the resulting linear equation to
calculate the rate of NADH (nmol) converted to NAD+

(nmol) from the experimental data.

9. This assay can be used as an end-point reaction from which the
rate of ATP hydrolysis per minute can be calculated. However,
it is important to determine that hydrolysis for each protein is
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in a linear range by measuring the amount of ATP hydrolyzed
after various times of incubation and adjusting the end-point
incubation time as necessary.

10. Caution should be used when opening and closing microfuge
tubes during this assay. Any defect in the lid can cause leaking
upon vortexing the organic solution.

11. To accurately calculate the amount of radioactive Pi in the
organic layer, determine the final volume of the organic layer.
Perform a mock reaction using 50 μL of HKE buffer in place of
a reaction mixture (step 1, Subheading 3.2) and follow steps
2–5 as described (Subheading 3.2). Remove and determine the
volume of the organic layer. This volume is necessary to calcu-
late the amount of total Pi found in the organic layer as only
100 μL (~25%) is monitored by scintillation counting.

12. Convert cpm in each reaction mixture to nmol ATP hydrolyzed
min�1. Make sure to take into account the fraction of the
organic layer counted, the reaction time in minutes, and the
specific activity (cpm/nm) of ATP in the reaction, accounting
for both the labeled and unlabeled ATP.
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Chapter 16

Detecting Posttranslational Modifications of Hsp90

Rebecca A. Sager, Mark R. Woodford, Len Neckers, and Mehdi Mollapour

Abstract

The molecular chaperone Heat Shock Protein 90 (Hsp90) is essential in eukaryotes. Hsp90 chaperones
proteins that are important determinants of multistep carcinogenesis. The chaperone function of Hsp90 is
linked to its ability to bind and hydrolyze ATP. Co-chaperones as well as posttranslational modifications
(phosphorylation, SUMOylation, and ubiquitination) are important for its stability and regulation of the
ATPase activity. Both mammalian and yeast cells can be used to express and purify Hsp90 and also detect its
posttranslational modifications by immunoblotting.

Key words Heat shock protein 90 (Hsp90), Molecular chaperones, Posttranslational modification,
Phosphorylation, SUMOylation, Ubiquitination

1 Introduction

Heat Shock Protein 90 (Hsp90) is an essential molecular chaperone
in eukaryotes [1, 2]. Its cellular functions have been most clearly
identified in mammalian cells, Drosophilia, and baker’s yeast Sac-
charomyces cerevisiae [3]. Hsp90 creates and maintains the func-
tional conformation of a subset of proteins [4–6]. These targets
(or “clients”) are key components of signal transduction pathways
and numerous transcription factors. Hsp90 and a discrete set of
co-chaperone proteins “hold” these clients in a state from which
they can respond to activating signals [7].

Hsp90 chaperone activity depends on ATP binding and hydro-
lysis [8–10]. This is coupled to a conformational cycle involving the
opening and closing of a dimeric “molecular clamp” via transient
association of Hsp90’s N-terminal domain [11, 12]. The
N-domain also binds the antitumor antibiotics geldanamycin and
radicicol, both Hsp90 inhibitors [13–17].

Hsp90 ATPase activity is also regulated by co-chaperones. For
example, HopSti1 [18–20], p50Cdc37 [21–23], and p23Sba1 [24, 25]
have an inhibitory effect on the ATPase cycle of Hsp90, while Aha1
[26–30] and Cpr6 [31, 32] have an activating effect.

Stuart K. Calderwood and Thomas L. Prince (eds.), Chaperones: Methods and Protocols, Methods in Molecular Biology,
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Hsp90 is posttranslationally modified (PTMs) by phosphoryla-
tion, acetylation, S-nitrosylation, ubiquitination, and SUMOylation
[33–36]. These PTMs, in concert with co-chaperones, fine-tune
Hsp90 chaperone function, which ultimately leads to chaperoning
of kinase and non-kinase client proteins of Hsp90 [37, 38]. The
most extensively studied Hsp90 PTM is phosphorylation
[39–49]. Early work has shown that cells treated with the serine/
threonine phosphatase inhibitor, okadaic acid, demonstrate Hsp90
hyperphosphorylation and decreased association of the chaperone
with pp60v-Src, suggesting a link between Hsp90 phosphorylation
and chaperoning of its target proteins [50, 51]. Subsequent study
has shown that c-Src directly phosphorylates Tyr300 of Hsp90
under basal conditions, reducing its ability to chaperone client
proteins [48].

Recent work has shown that Hsp90 is also subject to SUMOy-
lation, which is an addition of a small ubiquitin-like modifier to a
lysine residue. This modification affects cellular localization or
function of a protein rather than signal for its degradation like
ubiquitination. SUMOylation of Lys191 in human Hsp90α
(Lys178 in yeast) promotes its binding to the co-chaperone Aha1
and also increases cells’ sensitivity to Hsp90 inhibitors [33].

Lack of PTM-specific antibodies has made it difficult to study
PTMs of Hsp90. There is currently only one phospho-Hsp90α
antibody (Cell Signaling) available for detecting the phosphoryla-
tion of Hsp90α-Thr5/7 [52]. Also HSP90 gene knockouts are
lethal in mammalian systems; therefore, any PTM Hsp90 mutant
must be investigated in a background of highly expressed native
mammalian Hsp90 proteins.

Simple baker’s yeast, Saccharomyces cerevisiae, is a well-
established and valuable tool for studying various aspects of con-
served protein chaperone machinery. The yeast system has provided
us with a powerful tool to study Hsp90 phosphorylation, since it
readily allows plasmid exchange whereby any introduced Hsp90
gene—provided it is partially functional—can provide 100% of the
Hsp90 of the cell (Fig. 1). Such genetic modifications are simply
not achievable in cultured mammalian cells. This plasmid exchange
(Fig. 1) was used to isolate temperature-sensitive (ts) Hsp90
mutants.

This chapter describes the isolation and identification of yeast
Hsp90 phosphorylation using immunoblotting procedures. Using
the yeast system it is possible to show that Hsp90 is constitutively
phosphorylated on serine and threonine residues. However, Hsp90
threonine phosphorylation is lost upon either heat shock stress or
treatment with the Hsp90 inhibitor GA (Fig. 2).

This chapter also describes the isolation and analysis of the
human (h)Hsp90-N-domain from mammalian cells. This is
achieved by introducing a PreScission protease cleavage site
between the N-domain and adjacent charged linker region of
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hHsp90α, allowing isolation of the N-domain. Separation of the
N-domain containing either wild-type or non-SUMOylated
hHsp90α-K191R mutant from the full-length Hsp90 protein
allows for better detection of SUMOylatedHsp90 by immunoblot-
ting (Fig. 3).

Fig. 2 Yeast Hsp90 phosphorylation on serine (phos-S) and threonine (p-T) residues. yHsp90-His6 was purified
from yeast cells that were heat shocked at 39 �C for 40 min or treated with 100 μM GA for 1 h. Wild-type cells
containing the empty plasmid were used as negative control

Fig. 1 With plasmid shuffling, a mutant hsp90 gene can be made to provide all the Hsp90 of the yeast cell
(yHsp90¼ Hsp82 and yHsc90 ¼ Hsc82). This involves introducing the mutation into yHsp90 on Leu2 plasmid
and then introducing it into haploid yeast cells (yHsp90Δ, yHsp90Δ). Growth of these cells on 5-fluoroorotic
acid (5-FOA) will “cure” the yeast cells of the wild-type yHsc90 therefore creating hsp90 mutant
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2 Materials

1. YPD (2% (wt/vol) Bacto peptone, 1% (wt/vol) yeast extract,
2% (wt/vol) glucose, 20 mg/L adenine).

2. Yeast protein extraction buffer (yEB): 50 mM Tris–HCI,
pH 6.8, 100 mM NaCl, 50 mM MgCl2. One tablet of com-
plete EDTA-free protease inhibitor cocktail (Roche) and one
tablet of PhosphoSTOP (Roche) are added to 50 mL mEB.

3. 425–600 μm glass beads (acid washed) (Sigma).

4. Dulbecco’s Modified Eagle’s Medium—high glucose
(DMEM; Sigma) supplemented with 10% fetal bovine serum
(FBS).

5. Mammalian protein extraction buffer (mEB): 0.1% NP-40,
20 mM Tris–HCl, pH 7.4, 100 mM NaCl, 1 mM MgCl2,
20 mM Na2MoO4. One tablet of complete EDTA-free prote-
ase inhibitor cocktail (Roche) and one tablet of PhosphoSTOP
(Roche) are added to 50 mL mEB. (For the detection of
SUMO, mEB should also contain 20 mM N-ethylmaleimide
(NEM), see Note 8).

6. TransIT-2020 transfection reagent (Mirus).

7. Bio-Rad Protein Assay Dye solution (Bio-Rad).

8. Ni-NTA agarose (Qiagen).

9. Imidazole (Sigma).

10. Anti-FLAG M2 Affinity Gel agarose (Sigma).

11. PreScission protease (GE Healthcare).

Fig. 3 Schematic representation of Hsp90-FLAG showing the amino (N-), charged linker (CL), middle (M-), and
carboxy (C-) domains. Mammalian lysate with the Hsp90-FLAG will be attached to anti-FLAG agarose and
Hsp90 N-domain can be isolated by PreScission protease digestion
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12. PreScission protease cleavage buffer: 50 mM Tris–HCl,
150 mM NaCl, 1 mM EDTA, 1 mM DTT (pH 7.0).

13. SDS-PAGE sample buffer (2�): 125 mM Tris–HCI pH 6.8,
20% glycerol, 2% SDS, 10% 2-mercaptoethanol, 0.01% bromo-
phenol blue, stable at �20 �C. Aliquot and avoid freeze-thaw
cycles.

14. Protran BA85, 0.45 μmNitrocellulose membrane (Whatman).

15. Ponceau S solution (Sigma).

16. Tris-buffered saline (TBS): 150 mM NaCl, 25 mM Tris-Base.
Adjust pH to 7.4 using HCI. Sterile filter and incubate at 4 �C.

17. Albumin, bovine serum (minimum purity 98%).

18. Dried skimmed milk.

19. Phospho-serine antibody (Sigma).

20. Phospho-threonine antibody (Sigma).

21. Phospho-tyrosine antibody (4G10; Millipore).

22. Acetylated lysine antibody (Cell Signaling).

23. Ubiquitin antibody (Santa Cruz).

24. SUMO-1 or SUMO-2/3 antibody (Cell Signaling).

25. 6�–His antibody (Invitrogen).

26. FLAG epitope antibody (ThermoScientific).

27. Anti-secondary mouse and/or rabbit antibody; ECL™ anti-
mouse or anti-rabbit IgG, Horseradish Peroxidase-linked
whole antibody (GE Healthcare).

28. ELC plus Western Blotting Detection System
(GE Healthcare).

29. X-ray film, X-ray cassette, and X-ray film developing machine.

3 Methods

3.1 Extraction of

Total Yeast Protein

1. Grow PP30 cells [8] expressing His6 linked at the N domain of
Hsp82 (yHsp90) on 150 mL YPD overnight a 28 �C.

2. Harvest and wash cells 2–3 times in ice-cold deionized water
(dH2O).

3. Transfer the cell pellet into a screw cap 2 mL tube.

4. Pellet the cells and remove the supernatant (see Note 1).

5. Add equal volume of cell pellets, ice-cold glass beads.

6. Add half the volume of pellet/glass beads, yEB.

7. Bead beat the cells using the mini-beadbeater (BioSpec Pro-
ducts, Inc.) for 30 s.

8. Incubate the cells on ice for 30 s.
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9. Repeat steps (7 and 8), 10–12 times.

10. Centrifuge the tubes at (10,000 � g) for 10 min at 4 �C (see
Note 2).

11. Transfer the supernatants into fresh 1.5 mL micro-centrifuge
tubes.

12. Centrifuge the tubes at (10,000 � g) for 10 min at 4 �C (see
Note 2).

13. Transfer the supernatants (soluble protein) into fresh 1.5 mL
micro-centrifuge tubes.

14. Determine protein concentrations using Bio-Rad Protein
Assay solution (Bio-Rad).

15. Transfer 40 μL of Ni-NTA Agarose slurry into a 1.5 mL micro-
centrifuge tube (see Note 3).

16. Add 1.0 mL of yEB to the Ni-NTA Agarose and spin at
10,000 � g for 1 min at 4 �C.

17. Remove the supernatant and add 1.0 mL of yEB to the
Ni-NTA Agarose (see Note 4).

18. Repeat step (16, 17) four times.

19. Resuspend the Ni-NTA Agarose in 30 μM imidazole in yEB
and incubate at 4 �C for 30 min (see Note 5).

20. Repeat step 16–17 twice and remove the supernatant.

21. Add 1 mg of total protein to the Ni-NTA Agarose in a total
volume of 600 μL.

22. Incubate the total proteins/Ni-NTA Agarose at 4 �C for 2 h
(see Note 6).

23. Centrifuge the tubes at (1000 � g) for 1 min at 4 �C.

24. Gently remove the supernatant (see Note 7).

25. Add 1 mL of yEB to the Ni-NTA Agarose.

26. Repeat (23–25) five times.

27. Wash the Ni-NTA agarose with 30 μM imidazole in yEB.

28. Wash the Ni-NTA agarose with yEB once.

29. Centrifuge the micro-centrifuge tube at 15,000 � g for 1 min
at 4 �C.

30. Remove as much supernatant as possible.

31. Add 40 μL of the protein sample buffer.

32. Boil the samples for 3–5 min.

33. Proceed to Subheading 3.3 for Western blotting and PTM
detection.
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3.2 Extraction of

Total Protein from

HEK293 Cells and

Immunoprecipitation

(IP) of hHsp90

1. Transfect HEK293 cells (~40% confluent in a 10 cm dish;
growing in DMEM +10% FBS) with 2 μg hHSP90-FLAG
using TransIT-2020 reagent (Mirus) and incubate overnight
at 37 �C, 5%CO2.

2. Place the plates on ice and aspirate media. Wash 2� with cold
PBS. Remove all remaining PBS from the plate.

3. Add 200 μL cold mEB to the plate. Scrape the cells and transfer
to a 1.5 mL micro-centrifuge tube on ice (see Note 8).

4. Sonicate the lysate for 15 s. Incubate on ice for 15 s. Repeat ten
times.

5. Centrifuge the tubes at (10,000 � g) for 8 min at 4 �C (see
Note 2).

6. Transfer supernatants (soluble protein) into fresh 1.5 mL
micro-centrifuge tubes.

7. Determine protein concentrations using Bio-Rad Protein Assay
solution (Bio-Rad).

8. Transfer 50 μL anti-FLAG M2 Affinity Gel agarose (Sigma)
into a 1.5 mL micro-centrifuge tube.

9. Add 500 μL mEB to the anti-FLAG agarose and spin at
10,000 � g for 1 min. Remove the supernatant (see Note 4).

10. Repeat step 9 four times.

11. Add 1 mg of total protein to the anti-FLAG agarose in a total
volume of 500 μL.

12. Incubate the total protein/anti-FLAG agarose at 4 �C for 2 h
on a rotator (see Note 6).

13. Centrifuge the tubes at 1000 � g for 1 min.

14. Gently remove the supernatant (see Note 7).

15. Add 500 μL mEB to the anti-FLAG agarose.

16. Repeat (steps 13–15) five times.

17. Add 500 μL mEB to the anti-FLAG agarose.

18. Centrifuge at 15,000 � g for 1 min.

19. Remove as much supernatant as possible (see Note 9 for
optional PreScission protease cleavage, Fig. 3).

20. Add 40 μL of the protein sample buffer.

21. Boil the samples for 3–5 min.

22. Proceed to Subheading 3.3 for Western blotting and PTM
detection.

3.3 Western Blotting

and Detection of

Hsp90 PTMs

1. Centrifuge the samples at 1000 � g and load the supernatant
onto a 7.5% SDS-PAGE Tris-HCI gel (see Note 10).

2. Transfer the proteins from SDS-PAGE gel onto ProtranBA85,
0.45 μm nitrocellulose membrane (Whatman) (see Note 11).
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3. Examine the quality and efficiency of the transfer by staining
the membrane with Ponceau S solution (Sigma) for 2 min (see
Note 12).

4. Wash the membrane with dH2O.

5. Incubate the membrane in 5% milk in TBS-T for 15–20 min at
room temperature.

6. Wash the membrane with 1� TBS-T for 5 min at room
temperature.

7. Repeat (38) three times.

8. Incubate the membrane with primary antibody (see Table 1).

9. Wash the membrane three times with 1� TBS-T for 5 min at
room temperature.

10. Incubate the membrane with 1:2000 dilution of secondary
anti-mouse or anti-rabbit antibody in 5% milk-TBS-T for 1 h
at room temperature.

11. Wash the membrane three times with 1� TBS-T for 5 min at
room temperature.

12. Remove 1� TBS-T and then apply ECL plus (GE Healthcare)
to nitrocellulose membrane for 2–3 min.

13. Drain nitrocellulose membrane of excess developing solution
(do not let dry).

Table 1
Primary antibodies for Hsp90 post-translational modifications detection by Western blot

PTM Antibody Manufacturer Dilution Diluent
Time and
temperature Species

Phosphorylation Phospho-serine
(PSR-45)

Sigma (cat no.
P5747)

1:500–1:1000 1 % BSA
in TBS-T

o/n 4 �C Mouse

Phospho-
threonine
(PTR-8)

Sigma (cat no.
P6623)

1:500–1:1000 1 % BSA in
TBS-T

o/n 4 �C Mouse

Phospho-
tyrosine
(4G10)

Millipore
(cat no.
05-321)

Mouse

Acetylation Acetylated
lysine

Cell Signaling
(#9441)

Rabbit

Ubiquitination Ubiquitin
(P4D1)

Santa Cruz
(sc-8017)

1:500–1:2000 5 % milk in
TBS-T

o/n 4 �C Mouse

SUMOylation SUMO-1
(2A12)

Cell Signaling
(#5718)

Mouse

SUMO-2/3
(18H8)

Cell Signaling
(#4971)

Rabbit
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14. Wrap the blot in saran wrap.

15. Place the blot in the X-ray film cassette (see Note 13).

16. Expose the blots to X-ray films by placing X-ray film directly
against the western blot at different lengths of time.

4 Notes

1. The cell pellet must be kept on ice.

2. At this stage, Bio-Rad Protein Assay solution (Bio-Rad) should
be prepared.

3. Ni-NTA Agarose is precharged with Ni2+ ions and appears
blue in color. It is provided as a 50% slurry in 30% ethanol.

4. Do not disturb the Ni-NTA or anti-FLAG Agarose pellet.

5. Imidazole at low concentrations is commonly used in the
binding and wash buffer to minimize binding of unwanted
host cell proteins.

6. Use Eppendorf Thermomixer R to gently mix total proteins/
Ni-NTA Agarose solution.

7. Avoid disturbing the Ni-NTA or anti-FLAG Agarose.

8. For the detection of SUMO, mEB should always contain
20 mM N-ethylmaleimide (NEM).

9. PreScission protease cleavage: incubate hHsp90α-FLAG
bound to anti-FLAG agarose with 2 units of PreScission Pro-
tease in 50 mMTris–HCl, 150mMNaCl, 1 mMEDTA, 1 mM
DTT (pH 7.0) at 10 �C for 16 h.

10. Criteron precast gels from Bio-Rad are suitable for this
purpose.

11. The high MW setting on the Bio-Rad Trans-Blot Turbo trans-
fer system is suitable for this purpose.

12. Prepare 5% dry milk (LabScientific Inc.) in 1� TBS-T (0.1%
Tween-20, Sigma) buffer before examining the membrane.

13. This procedure must be performed in the dark.
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Chapter 17

Chromatin Immunoprecipitation (ChIP) of Heat Shock
Protein 90 (Hsp90)

Aneliya Yoveva and Ritwick Sawarkar

Abstract

Chromatin immunoprecipitation followed by sequencing (ChIP-seq) is a widely used technique for
genome-wide mapping of protein-DNA interactions and epigenetic marks in vivo. Recent studies have
suggested an important role of heat shock protein 90 (Hsp90) at chromatin. This molecular chaperone
assists other proteins to acquire their mature and functional conformation and helps in the assembly of
many complexes. In this chapter, we provide specific details on how to perform Hsp90 ChIP-seq from
Drosophila Schneider (S2) cells. Briefly, the cells are simultaneously lyzed and reversibly cross-linked to
stabilize protein–DNA interactions. Chromatin is prepared from isolated nuclei and sheared by sonication.
Hsp90-bound loci are immunoprecipitated and the corresponding DNA fragments are purified and
sequenced. The described approach revealed that Hsp90 binds close to the transcriptional start site of
around one-third of all Drosophila coding genes and characterized the role of the chaperone at chromatin.

Key words ChIP-Seq, Drosophila Schneider (S2) Cells, Hsp90

1 Introduction

Heat shock protein 90 (Hsp90) is a specialized molecular chaper-
one that facilitates complex formation, stability, and activity of
many protein kinases and transcription factors. Predominantly loca-
lized and characterized in cellular cytosol Hsp90 has a well-
established role in proteostasis, cell signaling, and carcinogenesis
[1]. It has emerged as a promising target in cancer therapeutics
with thirteen Hsp90 inhibitors undergoing clinical evaluation [2].

Recent reports suggest an important function of Hsp90 in
nuclear events [3]. Nuclear Hsp90 has been found to regulate the
function of both transcription factors and the general transcription
machinery, thus contributing to regulation of gene expression
[4]. One of the first examples of Hsp90 regulating transcription
factor function was shown in studies of steroid hormone receptors
[5, 6] where it modulates their assembly, disassembly, and activity
[7]. In addition to hormone receptors, Hsp90 physically interacts
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and affects the activity of a variety of TFs, such as p53, c-myc,
STAT3, NF-kB, HSF1 [4]. Another intriguing role for Hsp90 in
the nucleus appears to be its interaction with the general transcrip-
tion machinery. It not only mediates Pol II assembly in the cyto-
plasm and nuclear import of the fully assembled holoenzyme [8]
but regulates Pol II pausing via stabilization of the negative elon-
gation factor complex [9]. In addition, the chaperone is known to
affect the packaging of DNA into chromatin and thus contributes
to epigenetic regulation of gene expression [10]. It induces chro-
matin accessibility changes through interactions with chromatin-
modifying/remodeling complexes that could either activate
(SMYD3, trithorax/MLL, RSC complex) [11–13] or repress
(EZH2) [14] gene expression.

Thus several studies link Hsp90 to transcription regulation at
different levels. A comprehensive characterization of the nuclear
clients of Hsp90 and the mechanism by which the chaperone con-
trols gene expression is needed. Such efforts would enhance our
understanding of the nuclear functions of Hsp90, traditionally
considered to be a cytosolic chaperone. An important question
remains largely unclear: does Hsp90 modulate the nuclear translo-
cation and consequent activity of soluble, non-DNA-bound forms
of clients or does Hsp90 directly interact with chromatin-bound
forms? Further studies employing genome-wide occupancy analysis
will be required to reveal Hsp90-bound chromatin loci to clearly
understand its role at chromatin.

Identification of genome-wide occupancy of transcription fac-
tors, components of the basal transcription machinery, and mod-
ified histones has been critical in understanding the mechanisms of
transcriptional regulation. Several widely used methods contribute
to the study of how proteins interact with chromatin, and some of
the popular techniques are detailed below:

l Chromatin Immunoprecipitation [15]—it has become an indis-
pensable tool for studying gene regulation and epigenetic
mechanisms. The first step involves reversible cross-linking of
cells in their growth media in order to stabilize protein–DNA
interactions. Following chromatin preparation and sonication,
DNA fragments bound to protein of interest are enriched using
an antigen-specific antibody. It allows the genome-wide locali-
zation of not only transcription (co)/factors but specific post-
translational modifications of proteins such as histones for
example. The major issues here originate from the cross-linking
and immunoprecipitation steps. Cross-linking is very likely to
mask some of the antigen epitopes and thus prevent antibody
binding. The choice of a specific ChIP-grade antibody of a very
good quality is critical.
The following three approaches offer an important advantage
over ChIP—they allow mapping the binding site of proteins for
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which a good ChIP-seq-grade antibody is not available, as is the
case with many chaperones. However, all of them have a signifi-
cant disadvantage—they do not allow specific mapping of post-
translationally modified proteins.

l Chemical affinity capture followed by sequencing (Chem-seq)
[16]—this recent technique relies on small chemical compounds
binding with a high affinity to the protein of interest to enrich it
from cross-linked or uncross-linked chromatin. The small size of
chemical components makes antigen recognition easier and is
not that much hampered by the cross-linking of protein-DNA
complexes. It is the first method that allows researchers to
directly determine the location of cellular factors targeted by
small molecules throughout the genome. The successful out-
come of the protocol however relies on the existence of a chemi-
cal that binds to an antigen with a high specificity and efficiency.
Therefore, it has been applied to a limited number of proteins.
The increasing number of highly specific and potent Hsp90
inhibitors could soon allow the genome-wide Hsp90 localiza-
tion through Chem-seq [17].

l Biotin-mediated ChIP (BioChIP) [18]—it involves endogenous
expression of critical chromatin/DNA binding factors tagged
with biotin. This allows their affinity capture by streptavidin.
Biotin-streptavidin interaction is highly specific and one of the
strongest non-covalent interactions in nature. These features
significantly reduce the nonspecific binding background and
favor a highly efficient target pull-down. A major disadvantage
here is the need of recombinant biotin-tagged protein expres-
sion which is more time-consuming, elaborate and could intro-
duce artifacts.

l DNA adenine methyltransferase identification (DamID) [19]—
this alternative method involves expression of the DNA-binding
protein of interest as a fusion protein with DNA methyltransfer-
ase. This enzyme mediates in vivo DNA adenosine methylation
in the region of the binding site. By using methylation-sensitive
restriction enzymes to enrich methylated DNA, this technique
allows an identification of protein-bound DNA independent of
immunoprecipitation.

In the following protocol, we focus on ChIP and provide
specific details on how to identify Hsp90-bound chromatin loci in
Drosophila Schneider (S2) cells. It could also be applied to other
cell types and (co)chaperones such as p23 [13].
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2 Materials

2.1 Reagents Prepare all the solutions with molecular biology grade water (Milli-
Q™) and supplement them with protease inhibitors.

2.2 Cells Preparation

and Cross-Linking

1. Protease inhibitors at a final concentration of: 3 μg/mL apro-
tinin, 10 μg/mL leupeptin, 1 μg/mL pepstatin,
0.1 mM PMSF.

2. Methanol-free formaldehyde 16% (Thermo Scientific, Prod.
Nr. 28906).

3. 10� cell lysis buffer: 50 mM HEPES, 50 mM NaCl, 10 mM
EDTA, 5 mM EGTA.

4. Glycine 1 M.

5. Wash buffer: 50 mM Tris, pH 8.0, 15 mM NaCl, 0.5 mM
EGTA, 60 mM KCl.

2.3 Chromatin

Extraction

and Sonication

1. Sonication buffer: 10 mM Tris, pH 8.0, 1 mM EDTA,
0.5 mM EGTA.

2.4 Chromatin

Quality Check

1. RNase A 10 mg/mL (DNase and protease free; AppliChem,
Prod. Nr. A3832).

2. Proteinase K 20 mg/mL (Sigma Aldrich, Prod. Nr. P2308).

3. TE buffer: 1 mM EDTA pH 8.0, 10 mM Tris–HCl pH 8.0.

4. Phenol–chloroform–isoamyl alcohol 25:24:1 (ROTH, Prod.
Nr. A156.3).

5. Glycogen 5 mg/mL (Roche, Prod. Nr. 13741729).

6. 100% Ethanol.

7. EB buffer: 10 mM Tris–Cl, pH 8.5.

8. 1� TAE buffer: 40 mM Tris–acetate, 1 mM EDTA, pH 8.0.

9. 2% agarose gel in TAE buffer.

10. GelRed Nucleic Acid Gel Stain, 10,000� in water.

11. 100 bp DNA ladder.

12. DNA loading dye.

13. High Sensitivity DNA Kit (Agilent).

2.5 Immuno-

precipitation

1. ChIP dilution buffer: 10 mM Tris, pH 8.0, 1 mM EDTA, 1%
Triton X-100, 0.1% sodium deoxycholate, 0.1% SDS,
140 mM NaCl.

2. Specific antibody against a protein of interest (anti-Hsp90
polyclonal serum used in this case).
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3. Protein A-Dynabeads (Novex by Life technologies, Prod.
Nr. 10002D).

4. LiCl buffer: 10 mM Tris, 250 mM LiCl, 1 mM EDTA, 0.5%
NP-40, 0.5% sodium deoxycholate.

5. Elution buffer: 1% SDS, 100 mM NaHCO3.

2.6 Equipment 1. End-over-end rotator.

2. Refrigerated tabletop centrifuge.

3. Protein Low Binding tubes.

4. DNA Low Binding tubes.

5. BioRuptor (Diagenode).

6. Magnetic rack.

7. Thermomixer.

8. Laboratory heating oven.

9. Vortex mixer.

10. Qubit fluorometer.

11. Agarose gel electrophoresis equipment.

12. UV-transilluminator.

13. 2100 Bioanalyzer.

3 Methods

3.1 Cells Preparation

and Cross-Linking

1. Use 50 � 106 exponentially growing cells per reaction in
10 mL of growth media. Add 10� cell lysis buffer and Triton
X-100 directly in the media to reach 1� and 0.5% final concen-
tration, respectively.

2. Immediately add formaldehyde to a final concentration of 1%
to facilitate cells cross-linking (see Notes 1 and 2).

3. Incubate for 15 min with end-over-end rotation at room tem-
perature (see Note 3).

4. Stop the cross-linking reaction by adding glycine to a final
concentration of 100 mM. Incubate for 5 min with end-over-
end rotation at room temperature.

5. Spin down the isolated and cross-linked nuclei at 750 � g for
5 min at 4 �C and discard the cross-linking solution (seeNote 4).

6. Wash twice with ice cold wash buffer (see Note 5).

3.2 Chromatin

Extraction

and Sonication

All the following procedures should be performed at 4 �C with
ice-cold buffers containing protease inhibitors.
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1. Resuspend the nuclei pellet thoroughly in 200 μL of sonication
buffer and transfer to a protein low binding tube (see Notes 6
and 7).

2. Sonicate with Bioruptor (Diagenode) in cold water with the
following settings: 30 cycles with intervals of 30 s ON/OFF at
maximum power. The optimal size range of the acquired DNA
fragments for ChIP-seq analysis should be between 200 and
600 base pairs appearing as a smear (Fig. 1) (see Note 8).

3. Spin down the sonicated material at 16,000 � g for 10 min (see
Notes 9 and 10).

Fig. 1 Not sonicated (1) and sonicated (2) chromatin from Drosophila S2 cells
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4. Transfer the supernatant to a fresh protein low binding tube
(see Note 11).

3.3 Chromatin

Quality Check

For optimal results confirm sonication efficiency and chromatin
yield prior to IP. The following steps could be skipped once the
protocol is optimized.

1. Take a 20 μL aliquot (1%) of the sheared chromatin. Add 1 μL
of RNase A and 1 μL of proteinase K and incubate for 30 min at
37 �C.

2. Reverse cross-link overnight in a 65 �C oven (see Note 12).

3. Bring the volume of both IP and Input samples to 400 μL with
TE buffer.

4. Add an equal volume of Phenol–chloroform–isoamyl alcohol
(25:24:1) mixture and vortex (see Note 13).

5. Incubate at room temperature for 1 min.

6. Spin down at 20,000 � g for 10 min at 4 �C.

7. Transfer the nucleic-acid-containing aqueous upper phase to a
DNA low binding tube. Add sodium chloride and glycogen to
200 mM and 50 μg/mL final concentration, respectively (see
Note 14).

8. Incubate the mixture for 2 h at �20 �C for 1 h at �80 �C (see
Note 15).

9. Spin down at 20,000 � g for 10 min at 4 �C. Discard the
supernatant.

10. Wash with 1 mL of 80% EtOH (precooled at �20 �C).

11. Spin down at 20,000 � g for 10 min at 4 �C. Discard the
supernatant.

12. Air-dry the pellet around 5 min.

13. Resuspend in 20 μL of EB buffer.

14. Measure DNA amount by Qubit following the manufacturer’s
protocol—expected yield around 1 μg of DNA per 1 � 106

cells).

15. Assess chromatin shearing efficiency either on a 2% agarose gel
or on Bioanalyzer 2100 using High Sensitivity DNA chip
according to the manufacturer’s protocol. The optimal size
range of DNA for ChIP-seq analysis should be between
200 and 600 base pairs (Fig. 1).

3.4 Immuno-

precipitation

1. Use 20–50 μg of chromatin for ChIP-seq and 5–10 μg for qPCR
per reaction—one for the specific antibody (IP) and one for an
appropriate negative control (mock-IP; pre-immunization
serum or IgA/IgG antibody could be used) (seeNote 16).

2. Dilute it 1:10 in ChIP dilution buffer.
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3. Take a 5% aliquot as input DNA. Freeze at �20 �C until
needed.

4. Add 5 μg of Hsp90 or control antibody to the IP and mock-IP
reactions, respectively (see Note 17).

5. Incubate overnight at 4 �C with end-over-end rotation.

6. Prepare 25 μL of Protein A-Dynabeads per reaction. Wash in
ChIP dilution buffer (see Note 18).

7. Capture the antigen-antibody complexes by adding 25 μL of
Protein A-Dynabeads per reaction and incubate for 4 h.

8. Separate the beads on a magnetic rack and discard the
supernatant.

9. Transfer the beads in ChIP dilution buffer to a new tube.

10. Wash the beads five times per 5 min with 1 mL of ChIP
dilution buffer.

11. Wash once per 5 min with 1 mL of LiCl buffer.

12. Wash twice per 5 min with 1 mL of TE buffer.

13. Elute by adding 50 μL of Elution buffer and incubating in a
thermomixer at 65 �C for 15 min under vigorous shaking
(1400 rpm) (see Note 19).

At this point, thaw the input DNA and process along with the
IP samples.

14. Reverse cross-link overnight at 65 �C in a laboratory oven (see
Note 20).

15. Add 200 μL of TE buffer and 8 μL of RNaseA. Incubate for
2 h at 37 �C in a thermomixer.

16. Add 4 μL of Proteinase K, mix and incubate overnight at
55 �C in a laboratory oven.

17. Purify the DNA using Phenol–chloroform–isoamyl alcohol
(25:24:1) as previously described (Subheading 3.3, steps
4–12). DNA purification kits are not recommended due to
loss of material and size selection.

18. Resuspend the DNA pellet in 50 μL of EB buffer and transfer
to a fresh tube—expected yield around 15–30 ng per
50 � 106 cells.

IP DNA can then be sent for next-generation sequencing [20]
(see Note 21).

4 Notes

1. Always use methanol-free formaldehyde for optimal and repro-
ducible results (methanol reduces the fixing power of
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formaldehyde). Ampoule-sealed solutions are highly recom-
mended as they are well protected from both air oxidation
and light. Formaldehyde is highly toxic and has to be handled
carefully under a fume hood.

2. Simultaneous cell lysis and cross-linking achieved at this step
generates isolated cross-linked nuclei—a much purer substrate
for subsequent steps than whole cells. That initial cellular frac-
tionation improves significantly the chromatin shearing pro-
cess. A recently published protocol [21] offers an alternative—
cross-linking of cells in growing media followed by ultrasound-
based nuclear extraction. Nuclei isolation prior to chromatin
preparation offers an additional advantage for proteins that are
highly abundant in the cytosol (like Hsp90). By eliminating the
cytosolic pool the efficiency of chromatin-bound Hsp90 pull-
down is increased.

3. Cross- linking is a time- and temperature-dependent process. It
should not exceed 15 min performed at room temperature.
Extended cross-linking could lead to poor results due to
reduced sonication efficiency, reduced antibody accessibility
to antigen and epitope masking.

4. Discard formaldehyde-containing solution according to the
institutional safety rules.

5. Pause point: cross-linked nuclei/cells could be snap frozen in
liquid nitrogen and stored at �80 �C for at least 1 month.

6. Avoid foaming since it dramatically reduces cross-linking effi-
ciency. If foaming occurs, centrifuge for 3 min at 20,000 � g.
Resuspend the material gently leaving no foam bubbles.

7. Use non-siliconized protein low binding tubes to prevent pro-
teins sticking to tube walls and thus protein loss.

8. One could use alternative sonication devices—Branson tip
sonicator or Covaris ultrasonicator, for example. Sonication
conditions however must be carefully optimized depending
upon the specific sonicator to ensure the optimal quality of
sheared chromatin. The optimal size range of the acquired
DNA fragments for ChIP-seq analysis should be between
200 and 600 base pairs (Fig. 1). DNA fragments out of the
range may not be sequenced later on.

9. Proper sonication will generate a clear solution. Turbidity
could indicate insufficient sonication.

10. A minimal pellet should be visible at this point. If a larger pellet
appears, the sonication did not work properly.

11. Pause point: sheared chromatin could be stored at 4 �C for up
to 1 week.
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12. Use a laboratory oven for longer thermal incubations to pre-
vent sample condensation on the cap of the tube and ensure
uniform heating.

13. Phenol–chloroform is highly toxic and should be handled
under the fume hood. Avoid inhalation and skin contact.
Wear protective clothing and gloves.

14. Glycogen increases the quantitative recovery of DNA.

15. Pause point: incubation at �20 �C or �80 �C could also be
done overnight.

16. An isotype matched control immunoglobulin (a negative con-
trol) is necessary to determine the nonspecific DNA enrich-
ment (background).

17. The choice of antibody is crucial. To test whether an antibody
is ChIP-grade, follow the ChIP protocol until the IP washes
are done. At this point boil the beads in 1� SDS loading buffer
for 30 min (a longer boiling time is necessary to reverse cross-
link) and perform a western blot.
The amount of antibody per IP and the incubation time
depend mainly on the affinity properties of the antibody and
the abundance of the protein of interest. Test each new anti-
body to determine optimal conditions.

18. Protein A/G agarose beads could also be used but magnetic
beads give a lower background, do not require blocking and
are easier to handle.

19. Always use fresh Elution buffer. Pause point: the eluted mate-
rial could be frozen at �20 �C and stored for up to a week.

20. Do not reverse cross-link for more than 18 h.

21. Pause point: the DNA could be stored frozen at �80 �C and
stored for at least 1 month.
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Chapter 18

A Workflow Guide to RNA-seq Analysis of Chaperone
Function and Beyond

Benjamin J. Lang, Kristina M. Holton, Jianlin Gong,
and Stuart K. Calderwood

Abstract

RNA sequencing (RNA-seq) is a powerful method of transcript analysis that allows for the sequence
identification and quantification of cellular transcripts. RNA-seq has many applications including differen-
tial gene expression (DE) analysis, gene fusion detection, allele-specific expression, isoform and splice
variant quantification, and identification of novel genes. These applications can be used for downstream
systems biology analyses such as gene ontology analysis to provide insights into cellular processes altered
between biological conditions. Given the wide range of signaling pathways subject to chaperone activity as
well as numerous chaperone functions in RNA metabolism, RNA-seq may provide a valuable tool for the
study of chaperone proteins in biology and disease. This chapter outlines an example RNA-seq workflow to
determine differentially expressed (DE) genes between two or more sample conditions and provides some
considerations for RNA-seq experimental design.

Key words RNA-seq, RNA sample collection, cDNA library construction, Differential gene expres-
sion, edgeR, Gene ontology, GOseq, Chaperones, Heat shock proteins

1 Introduction

RNA-seq is a versatile method of transcript analysis that utilizes
sequenced RNA-derived cDNA libraries to assess gene expression.
In the past decade, its use has expanded dramatically (Fig. 1). This
has been facilitated by decreasing costs of next-generation sequenc-
ing, the availability of commercial kits for library construction, and
continued refinement of methods for downstream analysis. In
addition to these factors, the increasing utilization of RNA-seq
has been driven by advantages it provides over previous transcrip-
tomic methods such as tiling microarrays and cDNA Sanger
sequencing, reviewed in [1, 2]. Features of RNA-seq include its
wide quantitative range, high sequencing accuracy, conduciveness
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to high-throughput applications, adaptability to large genomes and
detection of lowly expressed genes, low background noise and that
it is not completely dependent upon the existence of an annotated
genome. Unlike RT-qPCR, RNA-seq allows for transcript quanti-
fication across the entire gene body simultaneously and therefore
has a greater capacity to distinguish between splice variants and
isoforms.

Beyond their proteostatic functions, several studies have
demonstrated chaperones to have various regulatory activities in
transcription andmRNAmetabolism. These have included roles for
HSP90 members in RNA polymerase II complex assembly, facilita-
tion of transcriptional pausing, mRNA splicing, and catalytic activ-
ity of the RNA-induced silencing complex (RISC) [3–6]. In
addition, HSP70 family members bind to and mediate mRNA
stability and decay [7–12], of note, these properties can be distinct
between HSP paralogs and regulated by co-chaperones
[13, 14]. These studies indicate a broad potential for chaperones
to have significant impact upon transcriptomic profiles; however,
few are yet to assess chaperone functions at a transcriptomic level.
Given its above-mentioned advantages, RNA-seq is likely to be
highly beneficial for future studies of RNA-chaperone functional
relationships.

The RNA-seq workflow begins with the experimental condi-
tions from which RNA samples are collected, followed by total
RNA extraction, construction of cDNA libraries, sequencing of
cDNA libraries, and subsequent bioinformatic analyses (Fig. 2).
These general steps are somewhat universal for studies using
RNA-seq; however, the parameters and method within each step

Fig. 1 A Pubmed search using term “RNA-seq” returned the displayed number of
studies by year. Since 2008 the number of studies utilizing RNA-seq has rapidly
increased
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are typically selected for the chosen application. This is reflected by
the large variation in published RNA-seq protocols [15]. Bioinfor-
matic analysis of RNA-seq data typically involves performing
sequence quality control, alignment of sequences to a reference
genome, generation of gene feature count data, followed by various
assessments of gene transcript abundance, or identification includ-
ing DE analysis, refinement of gene models, splice variant analysis,
isoform expression quantification, gene fusion detection, and
allele-specific expression. This chapter is intended to provide an
RNA-seq workflow protocol for differential gene expression analy-
sis of coding genes. Investigators may adapt the protocol to their
chosen application and we provide some guidance for making such
changes.

2 Materials

2.1 Samples 1. Samples for RNA extraction from cell culture or animal-derived
tissue.

2.2 Tissue Harvest

and RNA Isolation

1. Qiagen QIAshredder cat. no. 79654.

2. Qiagen RNeasy® mini kit cat. no. 217004.

3. β-mercaptoethanol.

4. RNAse-free microcentrifuge tubes.

5. RNase-away Molecular BioProducts cat. no. 7002.

6. DNase I Qiagen cat. no. 79254.

7. Cell culture plates.

8. 70% ethanol.

Fig. 2 A generalized workflow for an RNA-seq protocol examining differential
gene expression (DE), and the topics of this chapter
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2.3 Assessment of

the Concentration,

Purity, and Integrity of

the RNA Sample

1. Agilent® bioanalyzer with Expert 2100 software.

2. Agilent® RNA 6000 Nano microfluidic chips.

3. Reagents and consumables for Agilent RNA 6000 Nano
microfluidic chip.

This instrumentation and service can commonly be accessed at
core facilities.

2.4 cDNA Library

Construction (Service

Often Available at

Next-Generation

Sequencing Facility)

1. Solid-Phase Reversible Immobilization (SPRI) nucleotide-
binding paramagnetic beads, e.g., Agencourt® AMPure® XP
(Beckman Coulter cat no. A63880) or KAPA Pure Beads
(KAPA Biosystems).

2. Illumina® TruSeq index adapters.

3. Thermocycler.

4. Magnetic rack.

5. Low-adhesion, RNAse-free, DNAse-free, 1.5 mL microcentri-
fuge tubes.

6. Low-adhesion, RNAse-free, DNAse-free, PCR tubes sized for
thermocycler to be used.

7. Agilent® bioanalyzer tapestation.

8. Filtered pipette tips.

9. KAPA® Stranded RNA-Seq with RiboErase cat. no. KK8483.

2.5 Next-Generation

Sequencing

1. Illumina® HiSeq 2500 sequencer.

2.6 Sequence

Processing and

Analysis

1. High performance computer cluster with UNIX
command line.

2. Programs for;

l Assessing read quality; FastqQC.

l Trimming/filtering reads; Flexbar [16], Trimmomatic [17].

l Read alignment; TopHat2/Bowtie 2 [18], HISAT [19],
STAR [19].

l Assigning read counts to annotated genes; samtools, htseq
count [20].

3. R version 3.X.X, Bioconductor software packages [21], edgeR
[22], GOseq [23], ggplot2 [24].

3 Methods

3.1 Experimental

Design

1. Determine the number of samples needed for each condition.
See Subheading 4.1 for further guidance on choosing number
of biological replicates.
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2. Determine the sequencing platform to be used. For this proto-
col an Illumina® HiSeq 2500 sequencer platform is used.

3. Decide how the cDNA libraries will be constructed, stranded,
or un-stranded. This protocol uses the KAPA stranded
RNA-Seq with RiboErase kit.

4. Determine the minimum read depth needed and the cost
See Subheading 4.1.

3.2 RNA Collection

from Cell Culture

1. Prepare experimental samples ready for RNA collection.

2. Clean working area and pipettes with ethanol and RNase away.

3. Remove media from culture dishes as much as possible. Note
that the maximum number of animal cells recommended for
the use of the RNeasy® Plus Mini kit protocol is 1 � 107.

4. Following the RNeasy® Plus Mini Handbook, use RLT buffer
with β-mercaptoethanol to lyse the cells and collect cell lysate in
a new RNase-free microcentrifuge tube.

5. Homogenize the sample by passing it through a QIAshredder
column.

6. Continue the protocol with inclusion of the optional DNase I
digestion step.

7. Continue to Subheading 3.3 of this protocol, RNA integrity
analysis or store at �80 �C.

Note that RNeasy® mini kit buffers RLT and RW1 should not
be mixed with bleach.

3.3 RNA Extraction

from Mouse Tissue

1. Sacrifice mice per ethical protocol.

2. Excise the tissue of interest from the mouse.

3. Mince up to 30 mg of tissue to small pieces (1–3 mm) with
scissors, and transfer into a round-bottom tube with appropri-
ate volume of cell lysis buffer RLT with β-mercaptoethanol per
RNeasy® Plus Mini Handbook.

4. Homogenize the sample by passing it through a QIAshredder
column.

5. Continue the protocol with inclusion of the optional DNase I
digestion step.

6. Continue to Subheading 3.3 of this protocol, RNA integrity
analysis or store at �80 �C.

Note that RNeasy® mini kit buffers RLT and RW1 should not
be mixed with bleach.

3.4 Assess the

Concentration and

Integrity of the RNA

Sample

1. Quantify the concentration of RNA by absorbance
spectrophotometry.

2. Assess RNA integrity using Agilent bioanalyzer. Submit 2–4 μL
of RNA sample to core facility for analysis or if instrument is

A Workflow Guide to RNA-seq Analysis of Chaperone Function and Beyond 237



available in-house, perform analysis per the manufacturer’s
directions.

3. Proceed with protocol if sample RNA is sufficiently intact (see
Subheading 4.3.

3.5 Stranded cDNA

Library Construction

Using KAPA Stranded

RNA-Seq Kit with

RiboErase for

Illumina® Platforms

Follow the manufacturer’s protocol to complete these steps of
cDNA library construction for RNA-seq using the Illumina®

platform;

1. rRNA depletion to enrich for coding genes.

2. Fragmentation of RNA.

3. Reverse transcription of fragmented RNA to produce 1st
strand cDNA.

4. Second strand synthesis, second strand marked with dUTP.

5. Ligation of dAMP to 30 ends of dscDNA strands.

6. Ligation of indexed adaptors to each sample dscDNA.

7. PCR amplification of cDNA libraries.
Note that numerous SPRI purifications are involved through-
out the above steps and are dependent upon the protocol used.
When using Agencourt ® AMPure ® XP or KAPA Pure Beads®,
it is essential the RNA/DNA-binding steps are performed at
room temperature for the RNA/DNA to associate with the
beads. RNA/cDNA/Bead solutions that are not equilibrated
to room-temperature will result in sample loss.

3.6 Next-Generation

Sequencing

1. Perform library quality control and quantification of cDNA
libraries.

2. Pool/ multiplex the cDNA libraries at equal proportions to
create master pool mix.

3. Run the cDNA library pool on an Illumina® HiSeq 2500
sequencer flow cell or platform of choice.

3.7 Sequence

Processing and

Analysis

1. Export FASTQ files to remote directory—these are the raw
sequence files containing the sequences or “reads” for each
indexed sample.

2. Perform quality control upon “.fastq” files (raw reads) to
remove low-quality reads and to remove or “trim” the indexed
adaptors from the reads.

3. Align reads to reference genome using alignment software,
e.g., tophat2 [18], STAR [25], HISAT2 [19].

4. Generate a counts matrix using “htseq count” to count the
number of reads aligning to each annotated gene [20].

5. Compare gene-wise expression (differential gene expression
“DE”) across samples or conditions using EdgeR [22].
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6. Assess changes in cellular or biological processes between
conditions through gene ontology analysis using GOseq [23].

7. Representation of data.

4 Notes

1. Experimental design
Immediate RNA-seq experimental design decisions include the
number of biological replicates for each condition, whether the
cDNA libraries will be stranded or un-stranded, whether the
sequencing run will be paired end (PE) or single end (SE), read
depth, read length, and cost. Choosing the most cost and
statistically effective combination of these parameters can be
challenging as there is no current standard; however, recent
studies have provided direction on how each of these para-
meters should be prioritized according to the experimental
application [26–29].

One starting point is determining how many biological
replicates the experiment will entail. Biological replicates are
essential for encapsulating the biological variation within repli-
cates and between conditions in the statistical analysis [29, 30].
For DE analysis, the investigator may perform a power analysis
to predict the number of replicates needed based upon desired
power, biological coefficient of variation (BCV), and effect size.
This can be a challenge if the BCV for the model is not known.
If a costly experiment is planned, it may pay to perform a pilot
study to approximate the BCV for power analysis. A typical
biological coefficient of variation (BCV) for animal tissue-
derived samples is 0.2–0.6 and therefore may require more
replicates to achieve a given power and effect size than samples
derived from cell lines (BCV closer to 0.1). A study by Schurch
et al., recommended 6 replicates to be the minimum for each
condition, and at least 12 replicates for each condition if all DE
genes are to be determined [28]. Next-generation sequencing
(NGS) was shown to be highly reproducible; therefore, prior-
itizing biological replication over technical replication will
benefit DE analysis [31].

Increasing the number of sequence reads attributed to each
biological sample, or “read depth,” increases DE power up to a
point of saturation [32]. A limiting factor for this parameter is
commonly the cost of additional sequencing lanes and flow
cells, and it is therefore balanced across an optimal number of
biological replicates, the relationship of which was examined by
Liu et al., [26]. For example, the Illumina HiSeq 2500 plat-
form yields approximately 180 M reads per sequencing lane, if
the cDNA library from one biological sample is applied to one

A Workflow Guide to RNA-seq Analysis of Chaperone Function and Beyond 239



flow cell lane, the read depth would be approximately 180 M
reads. For DE analysis of coding genes, allocating a pooled
library of 10–12 cDNA libraries to one flow cell lane will
yield approximately 18–15 million reads per sample,
respectively. According to the findings by Liu et al., aiming
for 10–20 million reads per sample is the most cost-efficient
distribution of reads to gain maximum statistical power for DE
RNA-seq [26].

Strand-marked or “stranded” cDNA libraries provide addi-
tional mapping information over un-stranded cDNA libraries.
In contrast to un-stranded libraries, stranded cDNA libraries
allow the RNA template strand to be recognized. This is an
important distinction in regions where overlapping gene fea-
tures exist on opposing DNA strands or when the anti-sense
strand is also transcribed [33]. Levin et al. assessed different
methods of strand marking protocols for RNA-seq and con-
cluded dUTP marking of the second strand with paired-end
sequencing to be a preferred method using the Illumina plat-
form [33]. Opting for paired-end (PE) sequencing is generally
considered a cost-effective choice to yield greater information
from the RNA-seq experiment. PE RNA-seq improves read
mapping to features and is also beneficial for splice variant
analysis. For the DE analysis, 50 nt sequence cycles/read
length is sufficient to assign reads to gene features, with very
few genes mapping to multiple features [34]. Longer read
lengths will significantly increase the cost and provide greater
benefit for other applications.

As much as possible, the handling of RNA samples and
processing of all cDNA libraries should be kept as consistent as
possible throughout the protocol. Differences in sample pro-
cessing can influence gene calls downstream and lead to batch
effects in the data. Factors in an RNA-seq experiment that may
contribute to a batch effect include: experiment date, isolation
date, sample storage, sample age, sample gender, isolation area,
isolation kit, researcher, and lab [27]. It is best practice to
construct all cDNA libraries in concert and to sequence the
samples as normalizedpooled cDNA libraries on the same flow
cell lane if possible, or equal numbers of each condition spread
across multiple flow cell lanes.

2. RNA collection
Careful RNA isolation, handling, and storage are critical for
generating valid RNA-seq data. If using a commercial column-
based extraction method, the column should be treated with
DNase to reduce the chance of genomic contamination of the
library preparations. Care should also be taken to prevent any
buffer residue on the outside of the column reaching the final
elution and thereby avoiding unwanted impurities entering the
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sample. RNAses are ubiquitous and steps to protect the RNA
sample from RNases such as using clean gloves, and wiping the
working area and pipettes with RNAse solution are measures
that can counter RNase contamination. Progressing through
the RNA extraction protocol as promptly as possible as well as
swift storage at �80 �C are also measures the investigator can
take to limit sample degradation. We recommend either com-
pleting the RNA extraction protocol in its entirety once the
sample is lyzed or if commercial RNA preservation reagents are
used, then to closely follow the recommendations for their use.
Repeated freeze-thaw cycles can lead to reduced RNA integrity
and should be avoided.

3. RNA integrity analysis
Prior to the construction of cDNA libraries for sequencing, it is
important to assess the RNA integrity of each sample. This step
not only provides confidence going forward through the work-
flow, but can save a great deal of time and downstream heart-
ache where poor sample quality leads to misleading or no
results. Currently, the best method to determine RNA integrity
within a sample is to use the Agilent Bioanalyzer system for
RNA integrity number (RIN) analysis. The RIN is an arbitrary
number derived from an algorithm that uses the fluorescent
spectra generated by running an RNA sample through the
Agilent Bioanalyzer microcapillary electrophoresis system
[35, 36]. Up to 12 samples can be run on one chip at a time
and the analysis simultaneously determines RNA concentration
in the sample. An example of the fluorescent spectra generated
is shown in Fig. 3, where large peaks can be observed in samples
with high integrity that correspond to 18S and 28S ribosomal
RNA (Fig. 3a), which are absent in degraded samples (Fig. 3b).
The algorithm used to generate the RIN number encompasses
multiple features of RNA degradation that provides a more
robust and reproducible method of determining RNA integrity
than assessments based upon the 18S:28S ratio alone [35, 36].

Fig. 3 Agilent Bioanalyzer analysis of RNA integrity. (a) An example fluorescence spectra generated by the
Agilent Bioanalyzer from an intact RNA sample with RIN value of 10 with distinct peaks corresponding to 18S
and 28S rRNA (b) A degraded RNA sample of low RIN value showing absence of fluorescent signal
corresponding to 18S and 28S rRNA and high level of small RNA molecules
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4. cDNA library construction
(a) Ribosomal RNA (rRNA) makes up 80–90% of total RNA

and for the DE analysis of coding genes, enrichment of
non-rRNA is commonly employed to ensure that rRNA
does not consume most sequence reads [29]. One
method to enrich for coding genes is selection of polyA-
mRNAs using poly-dT beads or poly-dT primers for
reverse transcription [29]. This is a highly effective
method of reducing downstream reads being allocated
to rRNAs, however be aware that the poly-dT-based
library construction can bias representation of 30 reads
[1, 37]. A common alternative to polyA-based enrich-
ment is rRNA-depletion followed by random hexamer-
primed reverse transcription, which too is subject to some
bias, however to a lesser degree [38]. The KAPA stranded
RNA-seq with RiboErase kit used in this protocol depletes
rRNA by hybridizing rRNA-complementary DNA oligo-
nucleotides to rRNA and degradation of RNA:DNA
hybrids by RNase H while sparing the non-hybridized
non-rRNA RNA molecules. The starting volume of total
RNA used for the rRNA-depletion stage of the KAPA
stranded RNA-seq with RiboErase protocol is 10 μL.
Use the same mass of starting RNA across the samples,
the amount that remains post-rRNA reduction will vary
with variations in the proportion of rRNA across the
samples; however, it is not necessary to requantify the
rRNA-depleted RNA as variations in rRNA-depleted
RNA input will be compensated for downstream when
the cDNA libraries are pooled based upon cDNA concen-
tration prior to sequencing.

(b) For fragmentation of RNA, the KAPA stranded RNA-seq
Kit with RiboErase kit uses heat treatment in the presence
of magnesium. Varying the time and heat treatment will
result in fragments of dependent length. For RNA-seq
analysis of coding gene expression, we have typically
used 6 min at 94 �C as designated by the kit’s protocol
to achieve fragments of approximately 200–300 bp. Opti-
mal fragment length can be application-dependent and
may also influence how many sequencing cycles one
chooses. For example, some sequencing redundancy will
occur if 100 bp fragments are generated and more than 50
sequencing cycles PE are used at the sequencing stage as
the same sequence information will be duplicated.

(c) If using a strand-specific protocol such as the KAPA
stranded RNA-seq Kit with RiboErase kit, it is important
to be aware that the second strand marked with dUTP will
not be amplified at the latter PCR stage (3.4.7). The
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complement of the coding gene-region will therefore be
amplified and sequenced. When using the sequence align-
ment software, be sure to designate the strandedness of
the cDNA libraries. This also applies for counting
reads to gene features at stage (Htseq count- 3.6.4)
where the --stranded ¼ reverse option needs to be
designated.

(d) A unique indexed adapter is ligated to the cDNA libraries
of each biological sample. The KAPA stranded RNA-seq
Kit with RiboErase kit provides a guide to how much
adapter should be included in each ligation reaction and
is proportionate to the amount of input RNA. The
indexed adaptors serve two purposes. First, the ends of
the adaptors allow for the cDNA libraries to bind the
sequencing flow cell. Second, a unique 6-nucleotide
sequence identifier or “index” allows for the cDNA
libraries to be pooled together and run on the same flow
cell lane as each sequence read is attributed to an individ-
ual biological sample based upon the unique index identi-
fier. The adenylation of the 30 ends of dscDNA allows for
ligation of the adaptors at 30 ends, the indexed adaptors
are also ligated to the 50 ends. The inclusion of adaptors at
both the ends of dscDNA allows for paired-end sequenc-
ing (PE), where the final cDNA library fragments are
sequenced from both directions. PE-sequencing is desir-
able as it allows for sequences to be located to the genome
with greater confidence and allows quantification of alter-
natively spliced transcripts.

(e) PCR amplification of cDNA libraries is the final step of
cDNA library construction. PCR primers complementary
to the Illumina adaptors are added and the cDNA libraries
are amplified by PCR for 8–16 cycles. The cycle number
recommended by the KAPA protocol is dependent upon
the amount of input RNA. The goal of this amplification
stage is to increase the cDNA library yield while maintain-
ing a representative distribution of the transcript-derived
cDNA molecules. Molecules of cDNA representing tran-
scripts in high abundance will be enriched more rapidly
than cDNAs representing transcripts of low abundance
and therefore choosing the optimum number of amplifi-
cation cycles is a balance between increasing the cDNA
library to a sufficient yield for sequencing while limiting
over-amplification of highly abundant cDNAs. Over-
amplification will lead to highly abundant cDNAs taking
up a disproportionate number of binding sites on the
flowcell and underrepresentation of lowly expressed tran-
scripts. After the post-PCR purification stage, cDNA
libraries should be stored at �20 �C.
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5. Next-generation sequencing
Once the cDNA libraries have been constructed it is important
to quantify the cDNA concentration and assess the size distri-
bution of each cDNA library. This is commonly achieved using
the Agilent tapestation system to assess cDNA size distribution
and by qPCR to determine cDNA library concentration [34].
The cDNA libraries are then normalized by concentration and
combined or “pooled” to form a master/parent cDNA library
that will be run on an Illumina flow cell lane. As described in
Note 1, the sequencing parameters the investigator must
choose are application-dependent. These parameters include
whether the sequencing run is to be paired-end (PE) or single
end (SE) and the number of sequencing cycles.

6. Sequence processing and analysis
(a) Quality control of raw reads

Quality control should always be performed as a first step
to understanding the fastq sequence generated by RNA-
seq. A fastq file is essentially a fasta (sequence) file, but
with an added line, for the PHRED (quality) score, the
scale of which depends on the sequencer generating it.
Quality/degradation of input RNA, RNA library prepara-
tion, model and chemistry kit of the Next-Gen Sequencer,
and length of sequence can all affect the consistency and
quality of sequence throughout the read. The Java pro-
gram FastQC generates an html report, including crucial
graphical metrics like per base sequence quality, average
quality per read, sequence duplication levels, and overrep-
resented sequence. With these metrics, a researcher can
decide whether to trim their sequence to maximize align-
ment success based on a blunt end cutoff, or quality
threshold. Sometimes barcodes or adapters have not
been removed, and this should be addressed as well before
proceeding with alignment. There are a myriad of
trimming/grooming programs available, including Cuta-
dapt/Trim Galore [39], FASTX-Toolkit, Skewer [40],
PRINSEQ [41], Trimmomatic [17], to name a few.
FastQC should be rerun on trimmed/groomed sequence
for validation. For more advanced QC metrics and visual-
ization, RSeQC contains an expansive collection of quality
control tools and sequencing metrics, along with format
conversion.

(b) Alignment to reference genome
TopHat2 with its underlying dependency on the Bowtie2
aligner was once the standard for Illumina sequencing
alignment [18]. Taking an indexed genome along with
an optional genome annotation file (GAF/GTF),
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TopHat2 can discern reads that span splice junctions, and
detect novel isoforms.

TopHat2 is a command line Unix tool, and as such, is
best suited to run in a High Performance Compute
(HPC) environment. It can distribute its computation
over multiple processors to speed up alignment, which is
a workflow very amenable to HPC. TopHat2 is now
becoming deprecated, and replaced with HISAT2, by
the same group at Johns Hopkins University [19]. The
syntax for mismatches and multi-mappers is very similar,
and HISAT2 is not plagued by many of the high memory
requirements of other ultrafast aligners.

STAR aligner emerged as an ultrafast alignment alter-
native to TopHat2, equally capable of mapping reads
across splice junctions and detecting novel isoforms
[25]. STAR is a Unix tool with higher memory require-
ments, so is best in an HPC environment. STAR affords
greater options and specificity as to mismatches, multi-
mappers, and output format, and includes verbose align-
ment statistics.

(c) Differential expression analysis
The powerful R package edgeR is available through Bio-
conductor to perform DE analysis to derive a list of genes
that statistically differ between conditions [22]. The
edgeR package is able to derive meaningful biological
signal from a low number of replicates, in terms of number
of significant genes and precision, compared to other
algorithms [28, 42].

The edgeR package performs DE analysis on raw
counts data, as opposed to RPKM or FPKM, which have
been shown to not effectively eliminate gene length bias
[43]. Instead, by considering each gene and acknowled-
ging that each gene length and therefore bias is the same
between conditions, direct gene-wise comparisons can be
made between conditions. Gene length can later be fac-
tored in during functional enrichment analysis, where the
context of the DE genes is explored.

Lowly expressed genes (usually 5–10 counts per mil-
lion (CPM)) are often considered to be noise, and are
conditionally omitted out of the analysis, to prevent
them from skewing the statistics. This thresholding can
be set to a determined number of samples: all the genes in
condition 1 must have a CPM > 5 to be considered, etc.
Removing the lowly expressed genes shrinks the size of
the input matrix to an easier-to-compute size.

While RPKM or FFKM normalization is not applied,
the input data matrix still consists of varying library sizes
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(total read counts per sample) that must be normalized to
allow for even-footing comparison. Highly expressed
genes may be dominating the total number of reads, and
need to be compensated for. The edgeR package uses
trimmed means of M normalization (TMM) [43]. TMM
minimizes the log-fold changes between samples and
derives a scaling factor. A scaling factor below one scales
the counts up and the library size down, indicating that “a
small number of high count genes are monopolizing the
library size.” [43]. Conversely, a scaling factor above one
scales the counts down and the library size up. With the
scaling factor, the counts data has a new, effective library
size.

It is often useful to visualize how samples cluster using
unsupervised methods. Multi-dimensional scaling (MDS)
plots the leading log-fold change in the highest two
dimensions. Ideally, samples from conditions will separate
along the primary X-axis (Fig. 4). Hierarchical clustering
on the top quartile varying genes, possibly in conjunction
with a heatmap, can also identify any issues with sample
consistency. Algorithms like surrogate vector analysis
(SVA) [44] can be used to create a modified count to
use in edgeR and correct for batch effects.

Like many popular R DE algorithms, edgeR DE is
based on a Negative Binomial (NB) model. A NBmodel is
an over-dispersed Poisson model, that is, it has a variation
term. The variation is how much the genes in samples
within a condition differ from their mean. The biological
coefficient of variation (BCV) for an ideal model cell line is
around 0.1, but is often as high as 0.6 for human samples,
McCarthy et al. reported BCV of 0.4 to be typical of
human samples [45]. The edgeR algorithm encapsulates
the BCV in two ways: common and gene-wise. The com-
mon dispersion assumes that genes all have the same
mean-variance relationship. This dispersion is further
refined on a tag-wise (gene) level with empirical Bayesian
shrinkage; genes more consistent between replicates are
ranked higher [45].

The edgeR has two major implementations: “classic”
and “generalized linear model” (GLM). The classic mode
is for experiments with only two conditions (one factor),
and uses quantile-adjusted conditional maximum likeli-
hood (qCML) to determine if a gene differs between
conditions. The common and tagwise dispersions work
on pseudo counts conditioned on the effective library
size. The actual DE is an exact test using the negative
binomial distribution. The resultant p-values are then
corrected to q-values for multiple testing errors with a
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Fig. 4 Multi-dimensional scaling (MDS) plots are an informative visual representation of relatedness between
samples. Ideally, samples will be separated across dimension 1 based upon the biological condition such as in
(a). Where samples are not separated across dimension 1 based upon biological condition such as in (b) may
be indicative of a batch effect heavily influencing the gene count data
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false discovery rate, using Benjamini-Hochberg (BH) cor-
rection [46].

For multiple factor experimental designs, the GLM
approach is more appropriate. The common and tagwise
dispersion are estimated using Cox-Reid profile-adjusted
likelihood (CR) by fitting generalized linear models to the
design (experimental setup) matrix. The DE can be calcu-
lated between any pairwise factors using a GLM likelihood
ratio test. P-values are corrected for multiple testing with
BH to get resultant q-values. Some investigators choose
to threshold q-values with a combination of log-fold
change (logFC) to filter out only the statistically signifi-
cant genes with the highest differential signal. Differen-
tially expressed genes are most commonly represented as
logFC to provide a scale upon which observed fold-
changes can be represented.

(d) Gene ontology analysis using GOseq
Interrogating the biological context of a DE gene list is
imperative to understanding what genes upregulated and
downregulated do together. Gene Ontology (GO) is con-
trolled vocabulary to describe a gene by three features:
Biological Process (BP), Cellular Component (CC), and
Molecular Function (MF). The Gene Ontology Consor-
tium maintains a constantly updated catalog of ontology
for many model organisms, and is manually curated and
evidence-based [47]. By running variations of a Fisher’s
Exact Test against a DE list for each term’s membership, a
p-value and corrected q-value is derived, to determine if a
GO term is significant in the dataset.

For RNA-seq data, the question of gene length is not
addressed in the edgeR differential, as each gene is con-
sidered significant in isolate. But there is still a systemic
bias of longer and more highly expressed transcripts being
detected, and achieving greater statistical power, skewing
the overall analysis [48]. To perform any sort of systems
biology approach, like using GO terms, the gene length
bias needs to be addressed [23].

The GOseq package in R was designed specifically to
perform functional enrichment analysis of NGS data using
GO terms, while addressing gene length bias and creating
custom null distributions [23]. Using a Probability
Weighting Function (PWF) against genes in the DE and
not in the DE, the new probability that a gene is differen-
tially expressed based on its transcript length is derived
and the null distribution for each GO term is calculated.
Only genes that were annotated in the analysis are
included; this provides a statistical advantage over some
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GO approaches, which use a “one background fits all”
approach. The GOseq authors find that simple hypergeo-
metric distribution as the null distribution is not sufficient
to model the data appropriately. While resampling is pre-
ferred, this is computationally intensive. Instead, GOseq
uses the Wallenius non-central hypergeometric distribu-
tion, which assumes that “all genes within in a category
have the same probability of being chosen, but this prob-
ability is different from the probability of choosing genes
outside this category” [23]. The resultant p-values are
corrected for multiple testing using Benjamini- Hochberg
FDR, and GO terms meeting the prespecified alpha are
considered significant.

Because of the nature of GO terms, that is, they are
organized in a Directed Acyclic Graph (DAG), where
more specific, smaller membership terms belong to
higher-level, larger membership terms, it is often difficult
to tease out the exact context of the bigger picture. Tools
like REVIGO (Reduce and Visualize Gene Ontology)
take a list of significant GO terms as input and cluster-
related terms, creating scatterplots, interactive graphs, and
tag clouds [49]. The igraph tool, available in R, Python,
and C/C++, is another popular alternative to visualizing
the networks from Gene Ontology [50].

(e) Representation of data
Data visualization plays a crucial role in conveying the
results of an RNA-seq experiment. Beginning with the
cursory glance at the alignment, Integrative Genomics
Viewer (IGV) can display how reads map to the reference
genome (Fig. 5) [52, 53]. Heatmaps with dendrograms
provide a powerful visualization of a DE list, which is
more manageable than the entire dataset. The heatmap.2
function in the R package gplots provides powerful
functionality to create information-rich heatmaps with
dendrograms. Some experimentalists use raw counts and
adjust their color scaling. Another popular option is to
calculate z-scores per gene, and graph these z-scores.
Hierarchical clustering calculates the distance between
samples and between genes. Samples of the same experi-
mental factor should cluster together. Genes will cluster
according to count or z-score in high-low blocks. Generic
choices of clustering include Euclidean, Manhattan, and
Pearson Correlation distance metrics. Branches can be cut
as appropriate to denote sample or gene clusters.

7. Additional resources
Where institutional access to a high-performance computing
cluster is not available, several commercial analysis services are
available. These include the amazon cloud computing service
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which uses a UNIX command line and many of the steps out-
lined in this protocol could be adapted to using the amazon
cloud, see Griffith et al., for reference [54]. The Xsede project
is also openly available (https://www.xsede.org/) and provides
computing resources to perform RNA-seq analysis. Online
discussion forums such as biostars (https://www.biostars.org)
and seqanswers (http://seqanswers.com/) are valuable tools to
help navigate issues commonly faced when working through an
RNA-seq workflow.
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Chapter 19

Computational Modeling of the Hsp90 Interactions
with Cochaperones and Small-Molecule Inhibitors

Gennady M. Verkhivker

Abstract

Allosteric interactions of the molecular chaperone Hsp90 with a diverse array of cochaperones and client
proteins, such as protein kinases and transcription factors, allow for efficient molecular communication in
signal transduction networks. Deregulation of pathways involving these proteins is commonly associated
with cancer pathologies and allosteric inhibition of oncogenic clients by targeting Hsp90 provides a
powerful therapeutic strategy in cancer research. We review several validated computational approaches
and tools used in the studies of the Hsp90 interactions with proteins and small molecules. These methods
include experimentally guided docking to predict Hs90-protein interactions, molecular and binding free
energy simulations to analyze Hsp90 binding with small molecules, and structure-based network modeling
to evaluate allosteric interactions and communications in the Hsp90 regulatory complexes. Through the
lens of allosteric-centric view on Hsp90 function and regulation, we discuss newly emerging computational
tools that link protein structure modeling with biophysical simulations and network-based systems biology
approaches.

Key words Hsp90 chaperone, Cochaperones, Protein client interactions, Experimentally guided
protein docking, Drug discovery, Small-molecule inhibitors, Protein-ligand interactions, Binding
free energy simulations, Protein structure network analysis, Systems biology

1 Introduction

The molecular chaperone Hsp90 (90 kDa heat-shock protein) is
required for managing conformational development, stability, and
function of proteins in the crowded cellular environment
[1–4]. Hsp90 plays a key role in regulating stability and activation
mechanisms of a wide range of regulatory and signaling proteins,
most notably protein kinases, and transcription factors that are
critical for signal transduction, regulatory mechanisms, and
immune response [5–9]. The diverse regulatory mechanisms of
the Hsp90 machinery are enabled through cooperation with a
cohort of cochaperones that tailor structural and functional plastic-
ity of Hsp90 to facilitate evolutionary development and execute
functions of client proteins [10–14]. Conformational changes of
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the Hsp90 chaperone are only weakly coupled to nucleotide bind-
ing and, in the absence of cochaperones and substrate proteins, the
Hsp90-ATPase functional cycle is primarily determined by stochas-
tic transitions between different functional forms of Hsp90
[15–19]. Central to the role of cochaperones is precisely

Fig. 1 The Hsp90-ATPase Chaperone Cycle. In the course of the Hsp90 functional cycle, ATP binding to the
Hsp90-NTD of the apo Hsp90 in the open form induces a fast dynamic exchange between a nucleotide-free
Hsp90 and an intermediate ATP-bound state in which the ATP lids and Hsp90-NTDs are still open. The kinase-
specific cochaperone Cdc37 acts early in the chaperone cycle and binds to the Hsp90-NTDs inducing a
partially contracted open form of Hsp90 and stabilizing the nucleotide-free chaperone conformation. Protein
kinase clients are recruited to the Hsp90 system though the action of Cdc37. After ATP binding, Hsp90 reaches
the next intermediate state in which the ATP lids are closed but the Hsp-90-NTDs are still open. Starting from
Cdc37-Hsp90 complexes, ATP binding results in an open-closed equilibrium. The hydrolysis is inhibited by
Cdc37. In an intermediate ATP-bound complex, with the ATP lids closed but the Hsp90-NTDs are still
separated, the cochaperone Aha1 binds to the Hsp90-MD via its N-terminal domain and begins to compete
with Cdc37 binding. ATP binding shifts the binding properties to favor the Aha1 binding, leading to the full
displacement of Cdc37 from complexes. After nucleotide-induced conformational changes are established,
the Hsp90-NTDs are dimerized leading to the formation of the closed intermediate state. Aha1 accelerates the
ATPase cycle by facilitating dimerization process of the Hsp90-NTDs and the formation of a partially closed
state with the dynamically associated ATP. Binding of p23 displaces Aha1 and stabilizes the completely closed
ATP-bound Hsp90 dimer in a conformation committed for ATP hydrolysis. After ATP is hydrolyzed, p23 is
released from the complex and the Hsp90-NTDs dissociate leading to the formation of the semi-open
ADP-bound state. At the final state, ADP is released and Hsp90 comes back to the nucleotide-free open state
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orchestrated coupling of the Hsp90-ATPase cycling machine to
requirements of client proteins, whereby stochastic conformational
fluctuations of Hsp90 are modulated leading to a deterministic
succession of specific chaperone states that guide timely recruit-
ment, activation, and release of the protein clientele (Fig. 1). Func-
tional classification of Hsp90 cochaperones into client recruiters
(Sti1/Hop, Cdc37, Sgt1), remodelers of Hsp90 (Aha1, FKBP51/
FKBP52), and late-acting cochaperones (p23) highlights distinc-
tive functional roles and mechanisms of cochaperones that support
client proteins through modulation of the Hsp90 conformational
ensemble (Fig. 2) [25]. These cochaperones are involved in

Fig. 2 Structures of the Hsp90-cochaperone Complexes. (a) The cocrystal structure of yeast Hsp90 bound to
the AMP-PNP and two molecules of p23 (pdb id 2CG9). The Hsp90 dimer is shown in surface representation
with the Hsp90-NTD in green, the Hsp90-MD in blue, and the Hsp90-CTD in red. The two p23 molecules are
shown in cyan ribbons. (b) Structural mapping of the Hsp90-Aha1 interactions from the NMR experiments. The
Hsp90 dimer is annotated as in (a) and the Aha1 molecule is shown in cyan ribbons. (c) The crystal structure of
the human Cdc37 construct in the complex with the yeast Hsp90-NTD (pdb id 1US7). (d) The crystal structure
of the HSP90-Sgt1-Rar1 complex (pdb id 2XCM) is a heterohexamer in a ring configuration with two copies of
each component. The two Hsp90-NTD molecules are shown in blue and red ribbons; the two Sgt1-CS domains
are presented in cyan and green ribbons; and the two Rar1-CHORD2 domains are depicted in orange and
magenta ribbons respectively. (e). The NMR ensemble of solution structures of the p53-DBD (PDB ID 2FEJ).
The Hsp90 dimer is shown in surface representation with the Hsp90-NTD in green, the Hsp90-MD in blue, and
the Hsp90-CTD in red
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regulating the rate of ATP hydrolysis (Aha1, Cdc37, p23), mod-
ulating conformational flexibility of Hsp90 (p23, Sgt1), and assist-
ing in client-specific Hsp90 recognition (Sti1/Hop, Cdc37, Sgt1).
Aha1 (Activator of Heat shock 90 kDa protein ATPase homolog 1)
is a cochaperone which stimulates the ATPase activity. Cochaper-
ones p23/Sba1p [20, 21], Sti1p/Hop [22], and Cdc37 [23] can
arrest the Hsp90-ATPase cycle in a particular conformational state
to recruit and support activities of specific protein clients. The client
recruiter cochaperone Cdc37 functions as a highly specialized adap-
tor that can deliver kinase clients to the chaperone system and, in
coordination with Hsp90, can promote and maintain stabilization
of protein kinases during the maturation process. Hsp90 binding
with cycle-accelerating cochaperones (Aha1, Cpr6) and cycle-
inhibiting cochaperones (p23) can modulate the progression of
the ATPase cycle by providing temporal control over conforma-
tional transitions required for proper loading and release of the
substrate proteins [24]. Cochaperones Sgt1 and Rar1 are coopera-
tively integrated into the Hsp90 system to ensure proper folding
and stabilization of immune sensing client proteins [25]. The inter-
actions of Hsp90 with cochaperones and client proteins are
dynamic and synergistic in nature, causing cooperative structural
changes in the interacting partners and eliciting global conforma-
tional rearrangements of Hsp90 [26, 27].

There has been increasing evidence that allosteric interactions
of the Hsp90 proteins can ultimately determine the regulatory
mechanisms and cellular functions of signaling cascades that are
under chaperone’s control. The statistical model of allosteric regu-
lation assumes the ensemble of pre-existing conformational states
and communication pathways can be modulated by allosteric per-
turbations [28]. Integration of molecular docking, atomistic and
coarse-grained simulations, and protein structure network analysis
has provided a convenient platform for quantifying the regulatory
principles underlying allosteric interactions of Hsp90 with cocha-
perones and client proteins. Computational studies have employed
structural and dynamic approaches to quantifying mechanistic
aspects of Hsp90 regulation. Our early studies have provided the
first atomic resolution models of allosteric regulation in the Hsp90
chaperone and presented evidence of a cross-talk between the N-
and C-terminal binding sites of Hsp90 [29, 30]. Atomistic molec-
ular dynamics (MD) simulations and coarse-grained approaches
have been used to systematically investigate functional dynamics
and global motions of the Hsp90 chaperone [31]. Allosteric inter-
actions of the Hsp90 with cochaperones and client proteins have
been dissected in recent studies of the Hsp90 regulatory complexes
with Aha1 and p23 cochaperones [32], Cdc37 and Sgt1 cochaper-
ones [33], and p53 client protein [34] (Fig. 2). These studies
integrated biochemical characterizations of Hsp90 interactions
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with cochaperone and client proteins in experimentally guided
reconstruction of binding interfaces for the Hsp90 complexes.

Protein docking approaches can integrate experimental data
such as mutagenesis data and NMR chemical shift perturbations
as experimental restrains to guide sampling of protein-protein com-
plexes [35, 36]. A graph-based representation of protein structures
provides a robust framework for the prediction of allosteric inter-
actions and communications in protein systems through network
modeling of residue interactions and protein-protein binding
[37, 38]. Using this model, residue interaction networks could be
described as weighted graphs and use common measures of node
centrality to characterize the local connectivity of a particular node
(degree) and global indices of node connectivity (closeness and
betweenness). These network descriptors describe fundamental
topological features of a biological system and can identify func-
tional residues involved in ligand binding and protein interactions.
MD simulations combined with the protein structure network
analysis can characterize allosteric structural changes in the confor-
mational populations [39]. Protein network approaches integrated
dynamic contact maps of residue cross-correlations in the descrip-
tion of residue connectivity to characterize allosteric communica-
tions in protein systems [40]. Residue interaction networks could
be often organized in partially overlapping local communities of
interacting nodes in which the network connections are dense
within communities, but between which they are sparser. We con-
ducted a protein structure network analysis and community decom-
position of the Hsp90 complexes and analyzed principal differences
in the residue interaction networks [41]. According to these stud-
ies, allosteric regulation of the Hsp90 chaperone may be mediated
by modules of structurally stable residues that display high central-
ity in the global interaction network. The network analysis has
reproduced a number of structural and mutagenesis experiments,
suggesting that the network parameters and centrality analysis
could present a robust and simple tool for predicting hot spots of
the Hsp90 activity. Computational studies of the Hsp90 interac-
tions have argued for relevance of a synergistic approach that com-
bines functional dynamics and protein structure network
approaches as a robust tool for probing mechanisms of Hsp90
regulation by cochaperones and client proteins.

Since Hsp90 is responsible for folding of many proteins asso-
ciated with malignant progression, inhibition of the Hsp90 protein
folding machinery can produce a broad-spectrum antitumor activ-
ity and lower the risk of drug resistance due to a combinatorial
blockade of multiple signaling pathways [42, 43]. Several natural
compounds including Geldanamycin, Radicicol [44], Taxifolin
[45], and Withaferin A (WA) [46] are effective inhibitors of
Hsp90 and cause the depletion of multiple oncogenic client pro-
teins by binding to the ATP binding site of the Hsp90 N-terminal
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domain (Hsp90-NTD). Multiple chemical series of small-molecule
inhibitors targeting the Hsp90-NTD have been developed by lever-
aging crystallographic information in combination with structure-
based virtual screening and ligand docking [47, 48]. -
Pharmacophore-based virtual screening and shape-based ligand
similarity screening combined protein and ligand-centric strategies
in the discovery of the Hsp90-NTD inhibitors [49, 50]. MD simu-
lations combined with the binding free energy analysis using the
molecular mechanics-generalized born surface area (MM/GBSA)
method have been also explored in rationale design and optimiza-
tion of binding activities of the Hsp90-NTD inhibitors
[51–53]. Recent studies have demonstrated that the Hsp90
C-terminal domain (CTD) is important for the dimerization of
the chaperone and contains a second nucleotide binding site
[54, 55]. Molecular docking studies combined with MD simula-
tions guided design of novel allosteric inhibitors targeting the
Hsp90-CTD binding pocket [56–59]. By integrating biochemical
and cell-based studies within experimentally guided modeling of
the Hsp90 interactions, we have discovered a series of small mole-
cules can bind the Hsp90-CTD binding site and exhibit activity in
different tumor cell lines destabilizing binding various Hsp90 client
kinases [60–63]. A comprehensive account of molecular modeling
approaches used in the discovery of clinically relevant Hsp90 inhi-
bitors has shown that structure-based docking, binding free energy
simulations, and network-based approaches could significantly
accelerate discovery process [64].

We review computational approaches and tools that can be
employed in studies of the Hsp90 interactions with cochaperones,
client proteins, and small-molecule inhibitors. These methods
include protein docking, binding free energy simulations, and
structure-based modeling of the residue interaction networks.

2 Methods

2.1 Experimentally

Guided Protein

Docking

Experimentally guided docking using HADDOCK methodology
[35, 36] utilizes sets of experimental data such as mutagenesis data
and NMR chemical shift as experimental restrains that guide sam-
pling of protein-protein complexes (Fig. 3).

1. Structural and functional information is converted into a series
of Ambiguous Interaction Restraints (AIR) determined by the
selection of active and passive residues.

2. Definition and selection of active and passive residues forming
the AIR templates are based on two primary sources of experi-
mental information: structural topology of and functional
effects of specific residues based biochemical and structural
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studies of chaperones and kinase clients. The active residues used
in HADDOCK modeling are defined as those involved in the
Hsp90-cochaperone-specific interactions. Passive residues are
defined as residues within a 5A radius of active residues.

3. The docking protocol consists of several stages: randomization
of orientations followed by rigid body energy minimization
(EM); semi-flexible simulated annealing in torsion angle space,
which consists of a rigid body MD search and first round of
simulated annealing, followed by a second round semi-flexible
simulated annealing during which side chains at the interface are
free to move. A third round of semi-flexible simulated annealing
is the next step of the search during which both side chains and
backbone at the interface are free to move. A final refinement in

Fig. 3 An Overview of Experimentally Guided Docking using HADDOCK Approach. The cartoon outlines and
summarizes the selections of active/passive residues and experimental restraints for HADDOCK simulations.
The docking protocol consists of consecutive stages: (a) randomization of protein orientations; (b) rigid body
energy minimization (EM); (c) semi-flexible simulated annealing in torsion angle space (TAD-SA), which
consists of a rigid body MD search and first round of simulated annealing, followed by a second round semi-
flexible simulated annealing during which side chains at the interface are free to move. A third round of semi-
flexible simulated annealing is the next step of the search during which both side chains and backbone at the
interface are free to move; (d) a final refinement in Cartesian space with explicit solvent concludes HADDOCK
docking simulation
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Cartesian space with explicit solvent concludes the run. In the
course of each independent run, 2000 rigid-body structures are
generated during the initial rigid body docking phase. A large
number of independent runs (~5000) combined with the
default number of randomly generated initial structures
(~2000) in each of the conducted runs are expected to produce
an adequate sampling of the conformational space for theHsp90
complexes (Fig. 3).

4. Docked solutions are judged by the total intermolecular energy:

HADDOCK Score ¼ Evdw + Eelec + EAIR

where Evdw is the van der Waals energy, Eelec is the electrostatic
energy, and EAIR is the restraint contribution respectively. The best
200 docked models are submitted to cycles of the semi-flexible
simulated annealing and final water refinement. The structures are
ranked with standard weights. After the water refinement stage, the
total energy is calculated as the weighted sum of the contributing
terms:

HADDOCK Score ¼ 1:0Evdw þ 0:2Eelec þ 0:1Edist þ 1:0Esolv

Esolv is the solvation energy. The nonbonded intermolecular
interactions are calculated with an 8.5 Å cutoff using the OPLS
parameters. The dielectric constant epsilon is set to 10 in the
vacuum part of the protocol and to 1 for the explicit solvent
refinement. The secondary structure elements are kept intact dur-
ing the simulated annealing refinement through hydrogen bond
and dihedral angle restraints. The cutoff distance of 10 Å and a
minimum cluster size of 5 structures are used in clustering of
docked poses. The best scored structures from each cluster can be
reported and analyzed.

2.2 Protein Structure

Modeling and Ligand-

Protein Binding

Structure preparation of proteins and ligands for molecular simula-
tions of ligand-protein binding and binding free energy computa-
tions consisted of several stages and included checking and
correcting for errors, adding missing residues and atoms, filling
valences with hydrogens, predicting pK values for titratable amino
acids, assigning predefined partial charges and radii to all atoms,
and generating force field parameter and topology files for MD
simulations. We describe the main components and details of struc-
ture analysis and preparation.

2.2.1 Protein Structure

Preparation

1. Protein crystal structures are obtained and downloaded from the
Protein Data Bank [65].

2. Protein residues in the crystal structures are systematically
inspected for missing residues and protons. Hydrogen atoms
and missing residues are initially added and assigned according

260 Gennady M. Verkhivker



to the WHATIF program web interface [66, 67]. Protonation
states for titratable groups are initially determined using WHAT
IF pKa calculations in aqueous solution at pH 7.0 [68, 69]. The
initial assignments of protonation states are checked for consis-
tency and subjected to a second round of refinement usingH++
approach (http://biophysics.cs.vt.edu/H++) [70, 71]. Using
this approach, missing hydrogens are added to the studied pro-
tein structures based on predicted pKa of titratable groups.
These calculations are based on the continuum solvent approach
in the framework of the Poisson-Boltzmann (PB) model [72].

3. The unresolved structural segments and missing loops are mod-
eled using loop prediction approaches ModLoop [73, 74] or
ArchPRED [75]. The protein structures are then optimized
using the 3Drefine method that is based on an atomic-level
energy minimization using a composite physics and knowledge-
based force fields [76].

2.2.2 Ligand Structure

Preparation

1. The crystallographic coordinates of the ligand-protein com-
plexes are used to extract the inhibitor conformation, followed
by optimization of the inhibitor geometry with density func-
tional theory at the B3LYP/6-31G level using the Gaussian
09 package. In this stage of structure preparation, a strategy of
comprehensive and compatible parameterization for the protein
and inhibitor atoms is applied that utilizes a set of CHARMM
General Force Field (CGenFF)-compatible parameters
[77–79]. The atomistic charge parameters for small-molecule
inhibitors are initially probed using ParamChem approach by
assigning parameters based on analogy with a set of CGenFF
parameters [80]. The inhibitor parameters are then refined using
the restrained electrostatic potential (RESP) charge fitting pro-
cedure [81–83] on the electrostatic potentials produced by
single-point quantum mechanical calculations at the Hartree-
Fock level with a 6-31G* basis set. The adopted protocol is
consistent with the accepted best practices in the employment
of CHARMM force field for simulations of protein-inhibitor
complexes that include RESP fitting procedure or extracting
charges directly from quantum mechanical calculations.

2. VMD plugin ffTK can be used to complete computation of
partial atomic charges and parameters for small-molecule inhi-
bitors [84]. This protocol is based on the CGenFF force field
and parameterization strategy that allows for compatibility
between CHARMM22 force field parameters for proteins and
CGenFF parameters. Similar tools ANTECHAMBER [85] and
ACPYPE [86] simplify the automatic generation of topology
and parameters and assignment of partial charges for small mole-
cules from quantum mechanical computations that may be used
with the General Amber Force Field (GAFF) [87, 88] andOPLS
force field [89].
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2.2.3 Ligand-Protein

Binding Free Energy

Calculations

1. The binding free energy of the ligand-protein complexes is calcu-
lated using the MM-GBSA approach [90–92]. In this approach
the binding free energy ΔGbind is written as the sum of the gas
phase contribution ΔGMM, the solvation free energyΔGsolv, and
an entropic contribution �TΔS.

ΔGbind ¼< ΔGMM > þ < ΔGsolv > � < TΔS > :

The brackets <> denote an average of these contributions
calculated over the MD trajectories. The gas-phase contribution
<ΔGMM> to the binding free energy is the difference in the molec-
ular mechanics energy of the complex and the isolated protein and
ligand. These contributions are calculated according to the
CHARMM or AMBERmolecular mechanics force field. The solva-
tion free energy ΔGsolv is the difference between the solvation
energy of the complex and solvation free energies of the isolated
protein and ligand. The solvation free energy of a molecule is given
as the sum of nonpolar and polar contributions. The nonpolar
contribution is computed using the solvent accessible surface area
(SASA) model and given as ΔGnp

solv ¼ σ∗SASA where the parameter
σ¼0.0072 kcal/ (mol*Å

´ 2). The electrostatic contribution to the
solvation free energy ΔGelec

solv is calculated using the analytical
generalized Born (GB) model. The entropy contribution consists
of translationalΔStrans, rotational ΔSrot and vibrational
ΔSvibcomponents.

2. Binding free energy is computed either from a single trajectory
of the complex (“single-trajectory approach”) or from separate
trajectories of complex, receptor, and ligand (“three-trajectory
approach”). In a “single trajectory” variation of the MM-GBSA
approach, calculations are based on the MD simulations of the
complexes followed by the separation of the individual snapshots
into isolated protein and ligand conformations. This protocol is
less rigorous but more efficient and robust by reducing cancella-
tion errors associated with the differences in the intramolecular
energies and yielding better convergence of binding free ener-
gies [90–92].

3. A workflow tool FEW [93] can facilitate setup and execution of
ligand binding free energy calculations with AMBER for multi-
ple ligands. FEW allows preparing implicit solvent molecular
mechanics calculations according to the MM-PBSA and the
MM-GBSA approach. Prerequisite for the setup of MM-GBSA
calculations is the existence of MD trajectories in the MD simu-
lation folders generated with the help of the MD setup function-
ality of the FEW workflows. We follow the setup of the
MM-GBSA, 3-trajectory approach calculations using the FEW
command file ana_am1_3trj_pb0_gb2.
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@WAMM
######################################################################
##########
# Command file for MM-PBSA / MM-GBSA calculations based on trajectories
# generated by molecular dynamics simulations previously.
######################################################################
##########
# Location and features of input and output directories / file(s)
#
# lig_struct_path: Folder containing the ligand input file(s)
# output_path: Basis directory in which all setup and analysis folders will
#              be generated. The directory needs to be identical with the
#              'output_path' directory used for setup of the MD simulations.
lig_struct_path              /home/user/structs
output_path               /home/user/

# Receptor features
# water_in_rec: Water present in receptor PDB structure
#               used for setup of MD simulations
water_in_rec                 1

######################################################################
##########
# General Parameters for MM-PBSA / MM-GBSA calculation setup
#
# mmpbsa_calc: Setup MM-PBSA / MM-GBSA calculations
# 1_or_3_traj: "1" or "3" trajectory approach
# charge_method: Charge method used for MD, either "resp" or "am1"
# additional_library: If an additional library file is required, e.g. for
#                     non-standard residues present in the receptor structure,
#                     this file must be specified here.
# additional_frcmod: If additional parameters are needed, e.g. for describing
#                    non-standard residues present in the receptor structure,
#                    a parameter file should be provided here.
# mmpbsa_pl: Path to mm_pbsa.pl script
mmpbsa_calc             1
1_or_3_traj             3
charge_method          am1
additional_library      /home/user/input_info/CA.lib
add_frcmod               
mmpbsa_pl               $AMBERHOME/bin/mm_pbsa.pl
######################################################################
#########
# Parameters for coordinate (snapshot) extraction
#
# extract_snapshots: Request coordinate (snapshot) extraction
# snap_extract_template: Template file for extraction of coordinates from
#                        trajectory, i.e. input-file for mm_pbsa.pl; only
#                        required if non-standard input-file shall be used.
# image_trajectories: If set to "1" solutes of the specified trajectories
#                     will be imaged to the origin before coordinates are
#                     extracted. Please regard that this may require a large
#                     amount of additional disc space.
# trajectory_files: Trajectory files to regard. The path will be determined
#                   automatically. Specify 'all' to regard all trajectories
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#                   files produced in MD. This ensures consistent snapshot
#                   numbering. Subsets of snapshots will be generated according
#                   to the parameters first_snapshot, last_snapshot, and
#                   offset_snapshots. If only a subset of the available MD
#                   trajectories shall be used, the individual files must be
#                   specified as 'trajectory_files  <file_name>' providing
#                   one entry per line.
# first_snapshot: First structure that shall be extracted from trajectory
# last_snapshot:  Last structure that shall be extracted from trajectory
# offset_snapshots:  Frequency of structure extraction
#
extract_snapshots           1
snap_extract_template       
image_trajectories          1
#
trajectory_files  all
#
first_snapshot              1
last_snapshot               100
offset_snapshots            1
######################################################################
##########
# MM-PBSA / MM-GBSA Analysis
# mmpbsa_template: Template file for MM-PBSA / MM-GBSA analysis - File used
#                  as input-file for mm_pbsa.pl; only required if non-standard
#                  file shall be used.
# PB: If not zero PB calculation will be performed
#     Options: "0" -> No PB
#              "1" -> PB with calculation of the non-polar part of the
#                     solvation free energy using the Method developed by
#                     Tan et al. (J. Phys. Chem. B, 2007, 111, 12263-12274).
#                     This method can only be run in combination with GB=1
#                     or GB=0.
#              "2" -> Hybrid model developed by H. Gohlke and A. Metz
#                     with IVCAP=5 and CUTCAP=50
#              "3" -> PB with MS=1 and Parse radii
#              "4" -> PB with MS=1 and mbondi radii. This method can only
#                     be combined with GB=1 or GB=0.
# GB: If not zero GB calculation will be performed
#     Options: "0" -> No GB
#              "1", "2", "5" -> GB analysis according to 'igb' (see manual)
#
# decomposition: If larger 0 energy decomposition of specified type is
#                performed. Options: 1-4 - See Amber manual for decomposition
#                type options. Decomposition only works with PB=4 and GB=1.
#                SASA is calculated by the ICOSA method.
# no_of_rec_residues: Number of residues in the receptor structure
#
# total_no_of_intervals: Total number of intervals to analyze.
#                        The total_no_of_intervals needs to be consistent with
#                    the number of 'first_PB_snapshot', 'last_PB_snapshot',
#                        and 'offset_PB_snapshots' definitions below. Setting
#                        total_no_of_intervals to a value larger than 1, is
#                        usually only necessary if snapshots with different 
#                        offsets shall be analyzed.
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4. When you have ensured thaont the path of the basic input/
output directory is specified correctly in the command file,
setup of the MM-GBSA calculations by FEW can be invoked by.

$FEW/FEW.pl MMGBSA /home/user/cfiles/mmpbsa_am1_3trj_pb0_gb2

After the successful completion of the FEW run, a new folder
called calc_a_3t exists in the basic input/output directory. This
calc_a_3t folder, which is named after the procedure employed
(a ¼ am1 and 3t ¼ 3-trajectory approach), contains a sub-folder
for each ligand in which the topologies without water (topo), the
extracted snapshots (snapshots), and the input-files for the
MM-GBSA calculation (s51_100_1) are located.

5. To start the MM-GBSA calculations execute the
qsub_s51_100_1_pb0_gb2.sh script located in the calc_a_3t
folder.

/home/user/calc_a_3t/qsub_s51_100_1_pb0_gb2.sh

The result files of the calculations appear in the folder.

/home/user/calc_a_3t/<ligand name>/s51_100_1/pb0_gb2

# first_PB_snapshot: Structure to start analysis with
# last_PB_snapshot: Last structure to regard in analysis
# offset_PB_snapshots: Specification of offset between structures that shall
#                      be regarded in the MM-PBSA calculation
#
# mmpbsa_batch_template: Batch script template for MM-PBSA calculation
# mmpbsa_batch_path: Optional, path to regard as basis path for batch script
#                    setup, in case it differs from <output path>.
#
# mmpbsa_sander_exe: Optional, Sander executable can be defined here if not
#                    the default executable in $AMBERHOME/bin shall be
#                    used for carrying out the MM-PB(GB)SA calculations.
# parallel_mmpbsa_calc: No. of processors to use for parallel run
mmpbsa_template           
PB                        0
GB                        2
#
decomposition             0
no_of_rec_residues        290
#
total_no_of_intervals     1
first_PB_snapshot         51
last_PB_snapshot          100
offset_PB_snapshots       1
#
mmpbsa_batch_template     /home/user/input_info/MMPBSA.sge
mmpbsa_batch_path         /home/user/
#
mmpbsa_sander_exe         
parallel_mmpbsa_calc      1
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2.3 Protein Structure

Network Analysis

Protein structure network that is also often referred to as Residue
Interaction Network (RIN), or protein structure graph (PSG) can
be constructed and analyzed using web based tools GraProStr [94]
and NAPS [95].

2.3.1 Residue Interaction

Network Construction

1. A graph representation of proteins can be used in the protein
structure network analysis, where amino acid residues are con-
sidered nodes and edges correspond to the nonbonding residue-
residue interactions (Fig. 4). An amino acid residue represented
by the Cβ atom is considered node in the network and an edge is
constructed if the distance between the Cβ atoms is within the
lower and upper thresholds defined by the user (default upper
threshold ¼ 7 Å; lower threshold ¼ 0 Å).

2. The pair of residues with the interaction strength Iij greater than
a user-defined cutoff (Imin) are connected by edges and produce
a protein structure network graph for a given interaction
strength Imin. The strength of interaction between two amino
acid side chains is evaluated as

I ij ¼ nijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ni �Nj

� �q � 100

where nij is the number of distinct atom pairs between the side
chains of amino acid residues i and j that lie within a distance of
4.5 Å. Ni andNj are the normalization factors for residues i and
j respectively [72, 76]. The number of interaction pairs includ-
ing main chain and side chain made by residue type i with all its
surrounding residues in a protein k is evaluated. A pair of resi-
dues can be connected if Imin > 3.0%.

3. A weighted network representation of the protein structure
described in [37–40] can be adopted. This model incorporates
both the non-covalent connectivity of side chains and residue
cross-correlation fluctuation matrix in the construction of net-
work graphs. The weight wij is defined according to [40] as
wij ¼ � log(|Cij|) where Cij is the element of the covariance
matrix measuring the cross-correlation between fluctuations of
residues i and j obtained from MD simulations.

2.3.2 Residue Interaction

Network Parameters

1. The analysis of the interaction networks can be done in Gra-
ProStr and NAPS web portals by computing network para-
meters such as hubs, cliques, and communities (Fig. 4). If the
total number of edges incident on the node (called the degree of
a node) is at least 4 the node is identified as a hub. The k-cliques
are complete subgraphs of size k in which each node is
connected to every other node. A k-clique is defined as a set of
k nodes that are represented by the protein residues in which
each node is connected to all the other nodes. A k-clique
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community is determined by the Clique Percolation Method
[96, 97] as a subgraph containing k-cliques that can be reached
from each other through a series of adjacent k-cliques.

2. The shortest paths between two residues are determined using
the Floyd–Warshall algorithm [98] that compares all possible
paths through the graph between each pair of residue nodes. At
the first step, the distance between connected residues is consid-
ered to be one, and the shortest path is identified as the path in
which the two distant residues are connected by the smallest
number of intermediate residues.

2.3.3 Residue Centrality

Analysis

All the topological measures can be computed using python scripts
in a graph library package Networkx (http://networkx.github.io/).
NetworkX is a Python software package for the creation, manipula-
tion, and study of complex networks [99].

1. Residue centrality analysis is based on computations of the
shortest paths between residue nodes. The length of a path L
(ni, nj)between distant nodes ni and njis estimated the sum of
the edge weights between the consecutive nodes (nk, nl) along
the path:

L ni;nj

� � ¼
X

kl

w nk;nlð Þ

2. The betweenness of residue i is defined to be the sum of the
fraction of shortest paths between all pairs of residues that pass
through residue i:

Cb nið Þ ¼
XN

j<k

gjk ið Þ
gjk

where gjk denotes the number of shortest geodesics paths con-
necting j and k, and gjk(i) is the number of shortest paths
between residues j and k passing through the node ni. Residues
with high occurrence in the shortest paths connecting all residue
pairs have higher betweenness values. Computation of between-
ness centrality is implemented a NetworkX function between-
ness_centrality (G, k ¼ None, normalized ¼ True,
weight ¼ None, endpoints ¼ False, seed ¼ None)

3. The closeness of residue i is defined as the inverse of the average
shortest path (geodesic distance) from residue i to all other
residues in the network. Residues with shorter geodesic dis-
tances to the remaining residues typically have higher closeness
values. Closeness centrality quantitatively measures information
transition from a given node to other accessible nodes in the
network.
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Computation of closeness centrality is implemented as one of
the NetworkX functions closeness centrality (G, u ¼ None, dis-
tance ¼ None, normalized ¼ True).

2.3.4 Community

Analysis of Residue

Interaction Networks

We use the Girvan–Newman algorithm that extends the definition
of node/residue betweenness to the case of edges, defining the
“edge betweenness” of an edge as the number of shortest paths
between pairs of nodes that run along this edge [100]. If there is
more than one shortest path between a pair of nodes, each path is
assigned equal weight such that the total weight of all of the paths is
equal to unity. If a network contains communities or groups that
are only loosely connected by a few intermodular edges, then all
shortest paths between different communities must go along one of
these few edges. The algorithm for community detection includes
the following steps: (a) the betweenness of all the existing edges in
the network is calculated first; (b) the edge with the highest
betweenness is removed; (c) the betweenness of all the edges
affected by the removal is recalculated; (d) steps b and c are
repeated until no edges remain. Girvan-Newman algorithm for
computing communities is implemented as one of the NetworkX
functions girvan_newman(G,most_valuable_edge ¼None) that can
be used in the protein structure analysis.

3 Notes

1. During structure preparation for HADDOCK simulations,
missing atoms will be automatically generated by HADDOCK
when generating the topologies and PDB files of the molecules
in the begin directory. In case of missing residues, chain breaks
will be introduced.

2. HADDOCK docking with an ensemble of structures may also
include single-point mutants provided that the PDB file of the
mutant is edited and the mutated residue is renamed to the
proper amino acid name.

3. In HADDOCK program, active and passive residues have to be
defined by the users based on their own interpretation of the
experimental data, especially in the case of NMR titration data.
One way to interpret the significance of the shift is to calculate
the average perturbation and to consider that all perturbations
higher than the average are significant.

4. In HADDOCK definition of active and passive residues the
accessibility cutoff is not a hard limit. The identity of the residues
at the Hsp90 interfaces with cochaperones and client proteins
(Fig. 2) should be analyzed prior to docking to include residues
with lower accessibility as they may correspond to functional
groups.
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5. To guarantee a sufficient sampling of the Hsp90-protein inter-
actions, the number of structures generated at the rigid-body
stage (it0) should be between 5000 and 10,000

6. The validity of the MM-GBSA approach is rested on rigor of the
free energy decomposition into additive contributions originat-
ing from different groups of atoms and various types of interac-
tions. The free energy errors resulting from non-additivity
effects can be progressively minimized in the limit of a small
perturbation step. MM-GBSA binding free energy computa-
tions require a sufficiently large number of intermediate snap-
shots that can produce a reliable characterization of binding free
energies.
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Chapter 20

Computational Analysis of the Chaperone Interaction
Networks

Ashwani Kumar, Kamran Rizzolo, Sandra Zilles, Mohan Babu,
and Walid A. Houry

Abstract

We provide computational protocols to identify chaperone interacting proteins using a combination of both
physical (protein–protein) and genetic (gene–gene or epistatic) interaction data derived from the published
large-scale proteomic and genomic studies for the budding yeast Saccharomyces cerevisiae. Using these
datasets, we discuss bioinformatic analyses that can be employed to build comprehensive high-fidelity
chaperone interaction networks. Given that many proteins typically function as complexes in the cell, we
highlight various step-wise approaches for combining both the genetic and physical interaction datasets to
decipher intra- and inter-connections for distinct chaperone- and non-chaperone-containing complexes in
the network. Together, these informatics procedures will aid in identifying protein complexes with distinc-
tive functional specializations in the cell that yield a very broad and diverse set of interactions. The described
procedures can also be leveraged to datasets from other eukaryotes, including humans.

Key words Chaperone network, Functional enrichment, Genetic interactions, Physical interactions,
Protein complexes

1 Introduction

Molecular chaperones are key players of cellular protein folding and
assembly [1, 2]. Chaperone proteins are found in all cellular com-
partments and are involved in numerous physiological processes.
Typically, chaperones are grouped into families depending on
sequence similarity and function. The major chaperone families in
the budding yeast Saccharomyces cerevisiae are 2Hsp90s, 14Hsp70s,
22 Hsp40s, 8 CCTs, 1 Hsp60, 1 Hsp10, 6 prefoldins, 5 ATPases
associated with diverse cellular activities (AAA+), 7 small heat-shock
proteins (sHsps), and 1 calnexin (total of 67 chaperones). Addition-
ally, the Hsp70 and Hsp90 chaperones function with 4 and 11
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partner proteins termed cochaperones, respectively [3]. Despite
many mechanistic and functional studies on both chaperones and
cochaperones (CCos), the spectrum of cellular substrates and cellu-
lar functions they mediate remains largely incomplete. Hence, to
obtain a better view of the division of labor among molecular
chaperones in the cell, it is necessary to study them at a global
systems level.

The use of proteomic methods has become a key tool to study
phenotypes in cells by mapping physical (protein–protein) and
genetic (gene–gene or epistatic) interaction networks. Typically,
experiments to map physical interactions involve three essential
steps: (1) separation and isolation of proteins; (2) the acquisition
of sequence information for protein identification; and (3) database
utilization for downstream analysis [4]. While protein–protein
interactions (PPIs) can be mapped using various proteomic
approaches in many model organisms such as human and yeast
[5–7], the most standard techniques used to perform large-scale,
systematic measurements of PPIs involves precision-based mass-
spectrometry (MS)methods [8]. For instance, PPIs can be obtained
by affinity purifying the endogenously tagged bait protein and then
identifying co-purifying interactors by tandem MS/MS.

On the other hand, large-scale genetic interaction (GI) data
have also been used to unmask gene and protein organization in the
cell. Most insights into genetic interaction networks have been
gained from the work done in the budding yeast [9], Gram-
negative bacteria [10, 11], Gram-positive bacteria [12, 13], and
other species [14–16]. To study GIs in yeast, double mutant strains
are systematically created by mating a resistance-marked “query”
deletion mutant strain against an array of single-gene deletion
mutants typically marked with kanamycin using synthetic genetic
analysis (SGA) technology [9, 17]. Such methodology allows for a
quantitative assessment of the relative fitness of a double-mutant
meiotic progeny using the GI scores, which are further categorized
into aggravating (negative or synthetic lethal) or alleviating (posi-
tive or buffering) GIs. Aggravating interactions occur when the
double-mutant fitness is lower than the expected for the two single
mutants and may reflect compensatory pathways. The most
extreme type of aggravating GIs is referred to as “synthetic lethal”
where the double-mutant (compared to single mutants) does not
grow at all. In contrast, alleviating interactions occur when the
double-mutant fitness is greater than that expected for the two
single mutants. For instance, this scenario can occur when genes
function in the same nonessential pathway or complex. Both types
of GIs from the network can be organized in a two-dimensional
hierarchical clustering, where clusters are formed from the query
genes according to the overlap of their interactions with the array
genes. Sets of genes either with similar GI scores (positive or
negative) or those functioning within the same pathway
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(or subunits within a complex) tend to cluster together. Further-
more, the GI profile similarity provides a potential biological func-
tion for an uncharacterized gene based on its GI profile similarity
with known genes.

Using the PPI and GI frameworks, our group published in
2005 a comprehensive physical and genetic analysis of the Hsp90
chaperone interaction network, showing a broad role of the cha-
perones in many distinct cellular pathways [18, 19]. Subsequently,
in 2009, we published a yeast chaperone physical interaction atlas
for 63 chaperones [20], which allowed us to uncover a clear dis-
tinction between chaperones that are promiscuous and chaperones
that are functionally specific. The analysis indicated the presence of
cellular hot spots of chaperone interactions in the cell. Recent
efforts by our groups have also concentrated on building a com-
prehensive chaperone and cochaperone (CCo) interaction network
using a combination of PPI and GI data. The integration applica-
bility of various data types in network biology can provide a multi-
dimensional approach to the study of proteomics [21]. This is very
useful for CCos given that they are typically promiscuous in their
interactions. The use of both physical and genetic data types pro-
vides information on inter- and intra- CCo complex interactions
that would otherwise be missed by using one single approach.

In this chapter, we provide detailed computational protocols
and source codes to build a comprehensive interaction network
based on PPI and GI data. Most of our work has concentrated on
chaperones and their cochaperones, but the described algorithms
can be applied to networks with proteins involved in any other
functions.

2 Methods

The protocols provided demonstrate various computational
methods to determine functional relationships among genes and
proteins. We also describe approaches to integrating similar (e.g.,
protein interactions from different studies) as well as different (e.g.,
proteomic and genomic) biological data. Various sources of protein
interactome and computational tools are provided below along
with relevant analyses. The algorithms have been provided in R
code (https://www.r-project.org), which is a language for statistical
computing and graphics.

2.1 Construction

of the Chaperone

Genetic Interaction (GI)

Network

SGA-based large-scale screening is the most widely used approach
to identifying genetic interactions (i.e., epistatic relationships)
between genes. Briefly, a GI between two genes is estimated by
comparing the growth fitness defects of the strains having single-
gene deletion mutants versus strains with both genes deleted.
The process of construction and quantification of growth fitness
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of all three mutants (two single and one double) pertaining to two
genes is described in [22]. The SGA score for a gene pair is calcu-
lated using the following multiplicative model [23].

SGA Score ¼ WAQ�(WA �WQ).

where WAQ, WA, and WQ are the double, single array, and single
query mutant growth fitness values, respectively. A statistical confi-
dence measure (p-value) is assigned to each interaction based on a
combination of the observed variation of each double mutant
across four experimental replicates and estimates of the background
lognormal error distributions for the corresponding query and
array mutants [22]. The two criteria of, for example, SGA scores
� |0.08| and p-value <0.05 are used to evaluate the strength of a
GI. Such GIs are then combined to construct a GI network. In the
case of multiple testing (gene pair tested multiple times in different
batches) or reciprocal redundancy (gene pair tested as both array-
query as well as query-array), the SGA score for that pair with best
p-value is selected. A succinct schematic description of the GI
network construction is shown in Fig. 1.

2.2 Quantifying CCo

Interaction Densities

CCos help thousands of substrate proteins fold, assemble, and
traffic appropriately. Consequently, CCos are expected to have, on
average, a higher number of GIs in comparison to the rest of the
yeast genes. To confirm this supposition, we can compare the GI
density distribution of CCos with that of all other genes in the
whole-genome network [22].

#R script to generate density distribution of the GIs of CCos

versus rest of the genes.

# Importing the input file

data <- read.table(file.choose(),header¼T,sep¼"\t")

# Importing the required R libraries

Fig. 1 A flowchart summarizing the construction of CCo GI network extracted from the genome-wide double
mutant growth fitness data
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library(ggplot2)

library(reshape2)

attach(data)

data.m <- melt(data)

p <- ggplot(aes(x¼value, colour¼variable), data¼data.m)

p + geom_density() +

theme_bw() + theme(panel.grid.major ¼ element_blank(),

panel.grid.minor ¼ element_blank(), axis.text.x ¼
element_text(angle¼0),legend.position ¼ c(0.8, 0.8)) +

scale_x_continuous(breaks ¼ round(seq(0, 1000, by ¼ 100),1),

name¼"Number of interactions", expand ¼ c(0, 0)) +

scale_y_continuous(breaks ¼ seq(0,0.0035,0.0005), limits¼c

(0,0.004), name¼"Density", expand ¼ c(0, 0)) +

labs(colour ¼ "Genes") + annotate(geom¼"text", x¼400,

y¼0.0015, label¼"italic(P) < 0.02", parse¼TRUE, color-

¼"black") +

# To add lines to represent the average number of GIs of two

gene sets. For example, 160 and 80 for CCos and all other

genes, respectively.

geom_vline(xintercept ¼ 80, size ¼ 0.5, colour ¼ "black",

linetype ¼ "dashed") + geom_vline(xintercept ¼ 160, size ¼
0.5, colour ¼ "black",linetype ¼ "dashed")

2.3 Analysis of GI

Network

2.3.1 Clustering of GI

Profiles

Two genes are considered to have similar GI profiles when their set
of positive and negative GIs are significantly alike. Two genes with
similar profiles can, therefore, be considered functionally associated
[22]. A very powerful way to organize genes according to their GI
profiles is by applying two-dimensional (2-D) hierarchical cluster-
ing. Conceivably, genes pertaining to same pathways and/or com-
plexes are more likely to cluster together. 2-D hierarchical
clustering can be performed by using a standalone tool called
Cluster 3.0 which can be downloaded from http://bonsai.hgc.jp/
~mdehoon/software/cluster/software.htm. A detailed manual
explaining how to use Cluster 3.0 is also provided. Obtained
images can then be visualized in the form of a heatmap using the
Java TreeView tool (http://jtreeview.sourceforge.net/). The
strength of this approach lies in the functional prediction of genes
for which little or no information is available in the literature (also
known as orphan genes). If a well-annotated gene is clustered
together with an orphan gene through the guilt-by-association
principle [24], it can be proposed that those two genes have similar
molecular functions.

2.3.2 Bioprocess

Enrichment in the GI

Network

A bioprocess represents a group of genes that delineate a series of
events achieved by one or more coordinated assemblies of molecu-
lar functions. The following analysis can be performed to determine
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bioprocesses that are significantly enriched for GIs in the GI net-
work indicating their importance. If NETn is the number of genes
in the GI network whereas BPn is the number of genes in a
bioprocess, we calculate four numbers:

1. The number of observed interactions for genes in a bioprocess G
(BPintobs)

u; vð Þ∈E Gð Þf j u∈V BPð Þ∨ v∈V BPð Þj g j
here, u and ν are two of the all (V) genes in the BP and E represents
the edges (interactions) in the network.

2. The maximum possible number of interactions for genes in a
bioprocess G (BPintmax)

BPn NETn � BPnð Þ þ BPn BPn � 1ð Þ=2

3. The number of actually observed interactions in the GI network
G (NETintobs)

u; vð Þ∈E Gð Þf j u∈V Gð Þ∨ v∈V Gð Þj g j

4. The maximum possible number of interactions in the GI net-
work G (NETintmax)

NETn NETn � 1ð Þ=2

#R script to calculate enrichment

#Typically, large-scale GI studies involve genes from many

bioprocesses. Assuming that there is an input file containing

BPintobs, BPintmax, NETintobs and NETintmax values for each

bioprocess separated by tab delimiters.

# Importing the input file

data <- read.table(file.choose(),header¼T,sep¼"\t")

# Function to calculate hypergeometric distribution based

p-values

data.P <- phyper(data$BPintobs, data$BPintmax, data$NETintobs -

data$BPintmax, data$NETintmax, lower.tail ¼ FALSE)

# Function to calculate corrected p-values, i.e., false dis-

cover rate (FDR)

data.FDR <- p.adjust(data.P, "fdr")

# Joining the p- and FDR values to the input file

data.P.FDR <- cbind(data, data.P, data.FDR)

# Exporting the calculated values

write.table(data.P.FDR, "Data-P_FDR.txt", sep¼"\t")

In general, a bioprocess with p-value (or FDR) < 0.05 is
accepted as enriched.
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2.3.3 Bioprocess

Crosstalk in the GI Network

Significance of the observed GIs between two bioprocesses can be
evaluated using Fisher’s Exact test. For that, we make a contin-
gency Table 1:

#Assuming that there is an input file containing BP1, BP2, A,

B, C and D values for each bioprocess pair separated by tab

delimiters, the R script to calculate bioprocess pair enrich-

ment (p-value) is

data <- read.table(file.choose(),header¼T,sep¼"\t")

get_fisher <- function(data){

mat <- matrix(as.numeric(data[c(3:6)]),nrow¼2, ncol¼2)

f <- fisher.test(as.table(mat), alternative¼"greater")

return(c(df[1], f$p.value))

}

P.values <- apply(df, 1, get_fisher)

As described above, p-value corrections can be performed on
the obtained p-values. Generally, a bioprocess pair with p-value
(or FDR)< 0.05 is accepted as enriched. Similarly, we can compute
crosstalk enrichment between CCo families.

2.3.4 Building the CCo GI

Profile Correlation

Similarity Network

The GI profile of a given gene is composed of the list of positive and
negative GIs involving that gene across the whole genome. A
strong correlation in the GI profile of two genes should indicate
high similarity in the pattern of their genetic interactions with other
genes in the genome, suggesting similar molecular function or
pathway/complex [22]. This property can be used to assess the
connectivity between CCos in the cell by building a GI profile
correlation similarity network. The mathematical formula to calcu-
late the Pearson correlation coefficient (r) is

Table 1
contingency table

GIs involving BP1 GIs not involving BP1

GIs involving BP2 A C

GIs not involving BP2 B D

Where,
A ¼ Number of GIs between BP1 and BP2 genes

B ¼ Number of GIs between BP1 and non- BP2 genes

C ¼ Number of GIs between BP2 and non- BP1 genes

D ¼ Number of GIs that do not involve BP1 or BP2 genes
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r ¼ n
P

xy � P
xð Þ P yð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n
P

x2ð Þ � P
xð Þ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n
P

y2ð Þ � P
yð Þ2

q

where n is the number of pairs of data points in the GI profiles,
x and y, of two genes. Assuming that we have a list of GIs as three
column file (Gene1, Gene2, and SGA score), the following R script
can be used to (1) generate the SGA score matrix and then (2) cal-
culate Pearson correlation coefficient values for each gene pair in
the matrix.

data <- read.table(file.choose(),header¼T,sep¼"\t")

data.mat <- acast(data, Gene1~Gene2, value.var¼"Score")

PCC <- cor(data.mat)

write.table(PCC, file¼"Output-matrix.txt")

Similar to GI scores, GI profile correlation can be used to
generate the epistatic network. A threshold on the significance of
the GI profile correlation scores can be set either by using statistical
means such as null distribution-based p-values. The GI profile
correlation similarity network can be visualized using the Spatial
Analysis of Functional Enrichment (SAFE) tool which is described
in detail elsewhere [25]. Briefly, SAFE highlights regions that are
densely connected with a particular attribute such as Gene Ontol-
ogy (GO) or cellular bioprocesses.

2.3.5 Finding Positive

and Negative GI Hubs

Hub genes in the network are genes with high number of GIs [26],
and are typically central to the network’s architecture because of
their essential role in the cellular processes. Their functions become
even more vital in the differential (or dynamic) network when two
static GI networks screened under two different conditions are
compared. In a given static network, the number of direct connec-
tions a node i (gene or protein) has is referred to as its connectivity
degree. When a network is represented as an adjacency matrix M,
the degree of gene i is calculated by

XNETn

j¼1

M i; jð Þ

where M(i, j) is an index representing ith row and jth column of
the matrix M. NETn is the number of genes in the network or
number of columns in the matrix M. High number of interactions
of a gene in the GI network is expected to have an important role.
Consequently, CCos with wider role in the network are likely to be
hubs. On the other hand, genes interacting with many CCos,
especially a particular chaperone family, could be predicted to
have close functional association with them. Furthermore, a
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dominant type of GI (positive or negative) could further help in
deciphering the nature of the potential associations.

Assuming that we have a list of GIs as three column files
(Gene1, Gene2, and SGA score), the following R script can be
used to calculate the number of positive and negative interactions
of each gene in the network.

# Read GI file containing gene names and GI score (Gene1,

Gene2, and Score delimited by tab)

data <- read.table(file.choose(),header¼T,sep¼"\t")

#Separating positive and negative GIs

data.neg <- subset(data, data$Score < 0, select ¼ c(Gene1,

Gene2))

data.pos <- subset(data, data$Score > 0, select ¼ c(Gene,

Gene2))

#Importing igraph library to do graph based calculations

library(igraph)

#Generating graph for positive and negative GIs, respectively

g.pos <- graph_from_data_frame(data.pos, directed¼F)

g.neg <- graph_from_data_frame(data.neg, directed¼F)

# Converting gene degree values into a dataframe

g.pos.degree <- as.data.frame(degree(g.pos))

g.neg.degree <- as.data.frame(degree(g.neg))

library(data.table)

#Use gene names as first column of the dataframe

setDT(g.pos.degree, keep.rownames ¼ TRUE)

setDT(g.neg.degree, keep.rownames ¼ TRUE)

#Assign desired names to the columns in the dataframe

setnames(g.pos.degree, 1, "Genes")

setnames(g.pos.degree, 2, "Degree")

setnames(g.neg.degree, 1, "Genes")

setnames(g.neg.degree, 2, "Degree")

#Merge 2 dataframes with respect to gene names

g.pos.neg.degree <- (merge(g.pos.degree, g.neg.degree, by.

x¼"Genes", by.y¼"Genes", sort¼F, all ¼T))

#Assign desired names to the columns in the dataframe

setnames(g.pos.neg.degree, 2, "PositiveDegree")

setnames(g.pos.neg.degree, 3, "NegativeDegree")

#Replace "NA" value with 0

g.pos.neg.degree[is.na(g.pos.neg.degree)] <- 0

#Export the results

write.table(g.pos.neg.degree,"CHap-net-degree-alle-aggr.txt",

sep¼"\t", row.names ¼ FALSE, quote ¼ FALSE)
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2.4 Construction of

PPI Network from

Multiple High-

Throughput Studies

Ideally, the integration of PPIs from several high-throughput stud-
ies should be performed because it broadens the coverage of the
chaperone interactome (Fig. 2). To illustrate the chaperone-based
PPI network construction, we can use the following large-scale
proteomic studies, where interactions can be restricted to a bait
(or target) CCo protein: Gavin et al. [5], Krogan et al. [27], Wodak
et al. [28], Babu et al. [29], and Gong et al. [20]. These studies
utilized MALDI-TOF (Matrix-assisted Laser Desorption/Ioniza-
tion Time of Flight) MS and/or tandem liquid chromatography
(LC-MS/MS) based confidence probability scores [30] for protein
identification. Briefly, the confidence scores are calculated as the
probability of a prey protein (or peptide), suggesting the likelihood
of its appearance in the purifications pertaining to a bait. Gold
standard literature reference set of PPIs from BioGRID (https://
thebiogrid.org/) can be used to calculate an optimum probability
score as a threshold at a high precision value. Specific thresholds of
these two (typically, Z-score � 1 for MALDI-TOF/MS, LC-MS/
MS and confidence score > 70%) scores can be used to discard low
confidence PPI detections [27, 31].

In order to make use of the compiled PPI datasets, an appro-
priate relative weighting must be performed as the different data-
sets may have different scoring methods, which can lead to a
scoring bias. In the case of chaperone PPIs, the purification enrich-
ment (PE) and the hypergeometric Hart interaction scores [32, 33]
are computed and compared by selecting the method that yields the
highest number of CCos. In the case of the Hart score, an
integrated PPI score can be computed by summing the relative

Fig. 2 A computational framework to integrate PPIs obtained from multiple high-throughput studies to
construct a high-fidelity PPI network
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weights from each dataset as follows: Gavin_Hart � γ1 + Babu_-
Hart � γ2 + Krogan_Hart � γ3 + Gong_Hart � γ4, where γ is the
weight of an individual dataset obtained by applying logistic regres-
sion. The γ value varies according to the influence of each dataset
on the overall precision of the PPI scoring.

To determine an optimum threshold of the Hart score, PPIs
can be compared to a high-confidence experimentally validated set
of protein complexes from a CYC2014 gold standard reference set
[34]. An individual dataset can increase or decrease the overall
precision and, therefore, its γ value can be fine-tuned to obtain a
score cutoff, where coverage of interactions is maximized while
maintaining a high precision value. We find the Hart scoring
method to be a better predictor of CCo PPIs.

2.5 Prediction of

Protein Complexes

Using Clustering

Algorithm

Since densely connected regions of a PPI network suggest that
associated proteins are likely to have a similar function [28], clus-
tering methods have been used to identify and predict protein
complexes and functional modules [35]. The Markov clustering
method (MCL) can be used [36] to identify the macromolecular
assemblies within the CCo PPI network. The resulting clusters can
be benchmarked based on the overall cluster properties such as the
number of clusters, average cluster size, intra- and inter-cluster
functional diversity as measured by Shannon index of gene ontol-
ogy (GO) terms in biological process and molecular function [37],
as well as CYC2014 [34] complex coverage through precision and
homogeneity metric [38]. Based on the minimization of intra-
cluster average functional diversity and coverage of known
CYC2014 complex members, an inflation parameter can be chosen
to generate the finalized PPI clustering. An MCL clustering algo-
rithm tool can be downloaded from http://micans.org/mcl/ and
can be run from command line. An example of the application of
this tool is shown below:

mcl <-|InputFile> --abc -o OutputFile

When running this program, the inflation value is usually cho-
sen in the range of 1.2–5.0.

2.5.1 Quality Assessment

of Predicted Protein

Complexes

A substantial overlap of a predicted cluster with one or more high-
confidence literature-curated protein complexes (CYC2014) is a
measure of high quality [27]. Here, we provide a detailed explana-
tion on how to do this analysis. Assuming that there are c predicted
clusters (C1. . .Cc) and m CYC2014 complexes (CYC1. . .CYCm),
we construct a m�c matrix A (also called confusion matrix) where
rows represent the number of common proteins in each of the
CYCi complexes in CYC2014 with the Cj clusters and columns
representing the number of common proteins in each of the Cj

clusters with that of CYC2014 complexes.
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A ¼
p11 p12 � � � p1c
⋮ ⋮ ⋱ ⋮
pm1pm2 � � � pmc

0
@

1
A ¼ pij

� �
∈ℕm�c

where pij represents an index of the matrix A.

The following four quantities are then computed:

1. Si is the sensitivity that quantifies the extent by which a
CYC2014 complex CYCi aggregated within the same predicted
cluster.

Si ¼ maxj pij

� �
=
Xc
j¼1

pij

2. H CYC
i is the homogeneity that quantifies the extent by which a

CYC2014 complex is distributed among predicted clusters.

H CYC
i ¼

Xc
j¼1

pij=
Xc
j¼1

pij

 !
: pij=

Xm
i¼1

pij

 !

3. Positive predicted value, PPVj, of a predicted cluster determines
the maximum portion of it being part of a CYC2014 complex

PPVj ¼ maxi pij

� �
=
Xm
i¼1

pij

4. H C
j is the homogeneity of a predicted cluster calculating the

extent to which it is distributed among CYC2014 complexes.

H C
j ¼

Xm
i¼1

pij=
Xm
i¼1

pij

 !
: pij=

Xc
j¼1

pij

 !

These four quantities are then used to calculate overall agree-
ment between CYC2014 complexes and predicted clusters repre-
sented by Precisiontotal and Homogeneitytotal which are defined as:

Precisiontotal ¼ sqrt Smean � PPVmeanð Þ
Homogeneitytotal ¼ sqrt H CYC

mean �H C
mean

� �
Here, Smean and PPVmean are the averages of Si and PPVj values

across the columns and rows, respectively.H CYC
mean andH C

mean are the
averages of all theH CYC

i andH C
j values, respectively. Below is an R

script to calculate the overall precision and homogeneity as
described above.
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#Read an input file containing a matrix in which each cell

represents the overlapping proteins between a literature

complex (rows) and predicted MCL cluster (columns)

data<- (read.table("mat.txt",sep¼"\t", header¼T, row.names¼1))

#Function to calculate Precisiontotal and Homogeneitytotal

Preci.homog <- function (D){

M <- as.matrix(D, nrow ¼ 1, ncol ¼ 1, byrow ¼ FALSE, dimnames

¼ NULL, row.names ¼ 1)

HCmean <- mean(colSums(t(apply(M, 1, function(i) i/sum(i)))

*apply(M, 2, function(i) i/sum(i))))

HMmean <- mean(rowSums(t(apply(M, 1, function(i) i/sum(i)))

*apply(M, 2, function(i) i/sum(i))))

Smean <- mean(apply(M,1,max)/(rowSums(M)))

PPVmean <- mean(apply(M,2,max)/(colSums(M)))

Precision.tot <- sqrt(Smean*PPVmean)

Homogeneity.tot <- sqrt(HMmean*HCmean)

newlist <- list("Precision_total" ¼ Precision.tot, "Homoge-

neity_total" ¼ Homogeneity.tot)

return(newlist)

}

#Calling the function for input matrix

Preci.homog(data)

2.6 Building a

Combined Physical-

Genetic Interaction

Network

Deciphering the functional relationships among proteins is essen-
tial to comprehend all facets of cell biology. Typically, proteins in
the cellular environment work as complexes and are part of a
multidimensional proteome [21]. In Subheading 2.3.1, we
described an elegant approach to predict protein complexes or
pathways by applying hierarchical clustering to the GI profiles.
Experimentally identified or predicted protein complexes on their
own would not exhibit connections with each other. An auxiliary
course to fill in this knowledge gap is to use GI information to
investigate association between already known or predicted protein
complexes [39]. Furthermore, these techniques help in the predic-
tion of new members of complexes since a gene holding high GI
profile correlation with most of the complex members is likely to be
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another component of the complex. To establish functional con-
nections between protein complexes, the GI profile similarity net-
work can be overlaid onto the predicted MCL clusters obtained
from the physical PPIs. This data integration is essential as the PPI
network cannot establish genetic (or epistatic) connections
between complexes. Hence, integrating GI with PPI provides an
additional layer of information to the network.

By using the average GI profile similarity scores between genes
(proteins) of two clusters as a connectivity score, a quantitative
inter-complex connection can be established (Fig. 3). At the
intra-complex level, proteins are connected using their respective
GI profile similarity metrics. Only positive correlations among
genes within the same complex are considered to be meaningful
in this analysis.

3 Concluding Remarks

Our stepwise strategy provides a computational framework for
capturing PPI and GI data on CCos. Given their promiscuous
and typically transient folding functions in the cell, most CCo
interactions tend to be difficult to obtain using affinity purification

Fig. 3 Schematic overview of mapping GI profile correlations onto predicted protein clusters. Functional
relationships between predicted protein clusters are obtained by averaging the GI profile correlation scores
among their (gene) members. Similarly, positive GI profile correlation scores are used to enhance the
envisaged functional connections within a cluster
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(AP)/MS methods. Furthermore, some CCo genes, like Hsp90,
are pleiotropic and are considered prototypical capacitors of genetic
variation in many organisms [40–42]. This complicates their inter-
action study using GI data since pleiotropic genes tend to have
many GIs with different genes from multiple pathways. Therefore,
even though pleiotropic genes often are hubs in the GI network,
they seldom show functional enrichment with specific pathways/
processes. Hence, by combining both the GI and the PPI data, a
global CCo functional pattern can be elucidated where complexes
containing specialized CCos have more inter-complex connections
compared to complexes containing functionally general CCos.

The computational approaches described here can generate a
comprehensive and high-fidelity CCo network that exposes the
global functional role of CCos in protein homeostasis. This can
serve as a powerful resource for anyone studying CCo interactions
from any organism as we recently did for yeast CCos [43].
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Chapter 21

Immunohistochemistry of Human Hsp60 in Health
and Disease: From Autoimmunity to Cancer

Francesco Cappello, Everly Conway de Macario, Francesca Rappa,
Giovanni Zummo, and Alberto J.L. Macario

Abstract

Hsp60 (also called Cpn60) is a chaperonin with essential functions for cell physiology and survival.
Additionally, its involvement in the pathogenesis of a variety of diseases (e.g., some autoimmune disorders
and cancer) is becoming evident with new research. For example, the distribution and levels of Hsp60 in
cells and tissues have been found altered in many pathologic conditions, and the significance of these
alterations is being investigated in a number of laboratories. The aim of this ongoing research is to
determine the meaning of these Hsp60 alterations with regard to pathogenetic mechanisms, diagnosis,
classification of lesions, and assessing prognosis and response to treatment.
Hsp60 occurs in the mitochondria, i.e., its typical residence according to classic knowledge, and also in

other locales, such as the cytosol, the cell membrane, the intercellular space, and biological fluids (e.g.,
blood and cerebrospinal fluid). Detection and quantitative determinations in all these locations are becom-
ing essential components of laboratory pathology in clinics and research. Consequently, immunohisto-
chemistry targeting Hsp60 is also becoming essential for pathologists and researchers interested in
disorders involving this chaperonin.
In this chapter, we summarize some recent discoveries on the participation of Hsp60 in the pathogenesis

of human diseases, and describe in detail how to perform immunohistochemical reactions for detecting the
chaperonin, determining its location, and measuring its quantitative levels.

Key words Hsp60, Chaperonin Hsp60, Hsp60 immunohistochemistry, Hsp60 immunostaining,
Hsp60 in tissues, Hsp60 locations, Hsp60 in cancer, Hsp60 and autoimmunity, Molecular mimicry,
Hsp60 antibodies

1 Introduction

Hsp60 is a chaperonin conserved in evolution, typically described
as a mitochondrial molecule (named Cpn60) related to bacterial
GroEL that works together with Hsp10 (evolutionarily related to
bacterial GroES) in assisting the correct folding of other mitochon-
drial proteins [1, 2]. However, we now know that in mammalian
cells up to 40% of cellular Hsp60 occurs in extra-mitochondrial sites
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(e.g., cytosol and cell membrane) in normal and pathological tis-
sues [3–5].

A number of in vivo studies have revealed that the levels of
cytosolic Hsp60 gradually increase or decrease during the carcino-
genetic steps that go from normal tissue through dysplasia to
carcinoma in various organs [4, 6–9]. These data stimulated the
use of Hsp60 as a biomarker for assessing diagnosis and prognosis
of pre-neoplastic and neoplastic lesions [4, 8, 10].

In addition, the presence of Hsp60 on the cell membrane
(mHsp60) has been noted in normal [11], stressed [12], and
tumor [13, 14] cells and was thought to be associated with mem-
brane transport and signaling [15–17]. An increase in mHsp60
levels (which may be accompanied by Hsp60 release into circula-
tion) is considered a danger signal for the immune system since it
can lead to the activation of innate and/or adaptive immune
responses [18–21].

Interestingly, mHsp60 occurs on the cell surface of certain
tumors [14], associated with p21ras protein [22] and/or alpha-3-
beta-1 integrin, the latter involved in the adhesion of metastatic
breast-cancer cells to lymph nodes and bone tissue [23]. This cha-
peronin favors cell proliferation through its ability to survive to
apoptotic stimuli in different types of tumors [24]. It has also
been shown that mHsp60 plays a role in the metastatization of
pancreatic carcinoma [13] and that it occurs on the surface of oral
tumor cells, participating in the mechanism of the tumor-cell lysis
induced by gammadelta-T lymphocytes [25]. In vitro experiments
have demonstrated that photodynamic therapy induces an increase
of mHsp60 which may be taken to indicate that Hsp60 could be
used as target antigen in anticancer immunotherapy [26–29].

Other than with carcinogenesis, Hsp60 has been associated
with several diseases [30], particularly those with autoimmune
components [31, 32] like atherosclerosis [33–38], systemic auto-
immune vasculitis [39–41], degenerative joint diseases [42–44],
autoimmune glomerulonephritis [45, 46], juvenile dermatomyosi-
tis [47], cutaneus disease [48, 49], and neurological disorders
including epilepsy [50]. In some of these diseases, molecular mim-
icry of human and microbial Hsp60 has been postulated as the
pathogenic mechanism [51, 52]. For instance, Hsp60 from eukar-
yotes shares about 50% identical amino acids with prokaryotic (e.g.,
bacterial pathogens) counterparts [51, 53]. This high similarity in
primary structure implies common antigenic sites, which would
react with cross-reactive antibodies [51, 54]. Exogenous Hsp60
from a microbe elicits an immune response in humans that
although directed primarily against the microbial molecule will
also recognize the endogenous chaperonin [55]. Thus, Hsp60
provides a link between infection and development of autoimmune
diseases [51], as postulated for arthritis [56], multiple sclerosis

294 Francesco Cappello et al.



[57], mialgic encephalomyelitis [58], diabetes [59], myasthenia
gravis [60], and inflammatory bowel diseases [51, 61].

The findings summarized above and the identification of the
chaperonopathies as an important group of newly recognized dis-
orders [30, 62] have stimulated interest in Hsp60 in physicians,
including oncologists, immunologists, and pathologists, who study
this molecule to learn about its presence and degree of expression in
human tissues and to correlate their findings with disease onset and
progression, and response to treatment [63].

In this chapter, we describe methods to perform immunohis-
tochemistry for Hsp60 in normal and pathological human tissues,
in order to detect and localize the chaperonin and to assess its
levels.

Although molecular techniques (e.g., PCR) are nowadays gain-
ing in importance not only in research but also in diagnostics (e.g.,
in surgical pathology), immunohistochemistry still represents the
“gold standard,” the reference technique in many laboratories for
protein identification in situ. This is because of the potential of
immunohistochemistry to identify, localize, and assess the quantity
of a protein while at the same time providing information on the
cell type (normal, tumoral, epithelial, stromal, etc.) in which the
protein (e.g., Hsp60) is expressed, and the characteristics (e.g.,
normal or pathologic) of the structures in the vicinity. Thus, immu-
nohistochemistry provides a range of information not only on the
protein itself but also on its surroundings. The methods we
describe are applicable to a large variety of tissues and proteins,
such as Hsp60 and also other Hsp-chaperones by just substituting
the pertinent specific antibodies.

Essentially, the methodology we will describe is based on the
principle that if Hsp60 is present in a histological section fixed onto
a glass slide it will react with anti-Hsp60 antibody (i.e., the primary
antibody). To make visible this reaction, a biothinylated secondary
antibody directed against the primary antibody serves as a bridge
for a signal-emitting compound, such as the enzyme peroxidase.
The latter is linked to streptavidine, which has high affinity for the
biotin in the secondary antibody and, therefore, it will bind to the
complex primary/biotinylated secondary antibody when the com-
plex is bound to the histological section because the ligand for the
primary antibody, i.e., Hsp60, is present in the tissue. The follow-
ing step consists of revealing and assessing the signal. If the sign-
emitting molecule is an enzyme such as peroxidase, its presence will
be revealed by adding an enzyme substrate that, upon enzymatic
action, yields a compound that produces a colored precipitate (the
visible signal) in the tissue, exactly on the spot in which Hsp60 is
located. In a simplistic way it can be said that if there is no signal,
the conclusion is that Hsp60 is not present in the tissue tested. On
the contrary, if there is signal, the conclusion is that the bigger the
signal the moreHsp60 occurs in the tissue. However, controls must
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be run with every test to rule out false positive and false negative
results, as will be explained later.

2 Materials (See also Notes 1–15 for Important Details)

1. Ten staining jars.

2. One staining humid tray.

3. Hydrophobic marker pen (PAP pen).

4. Xylene (stored at 23 �C).

5. Alcohol, both absolute and 96�, and distilled water (all stored
at 23 �C).

6. Aqueous 3% H2O2 (stored at 4 �C).

7. Dulbecco’s phosphate-buffered saline (PBS) (stored at 23 �C).

8. 10% Bovine Serum Albumin (BSA), or ready-to-use protein
blocking solution, serum-free (both stored at 4 �C).

9. Primary antibody for Hsp60 (stored as indicated by the sup-
plier) to be diluted in the diluent provided with the antibodies,
or a similar commercially available alternative (both stored at
4 �C). Make a fresh dilution, following the directions in the
antibody instructions-datasheet; this dilution is stable at 4 �C
for variable periods of times (few hours to few days), depending
on the antibody.

10. Ready-to-use biotinylated secondary antibodies diluted in PBS
(stored at 4 �C).

11. Ready-to-use streptavidin-peroxidase complex diluted in PBS
(stored at 4 �C).

12. Ready-to-use chromogen (i.e., aminoethilcarbazole or diami-
nobenzidine). These reagents must be used with caution since
they are highly toxic and light sensitive, and must always be
manipulated wearing protective gloves. Store at 4 �C in
the dark.

13. Sodium hypochlorite.

14. Ready-to-use aqueous haematoxylin (stored at 4 �C).

15. Ready-to-use aqueous mounting medium (stored at 23 �C).

3 Methods

Immunohistochemical procedure to demonstrate the presence of Hsp60
on formalin-fixed paraffin-embedded histological sections on glass
slides. All the steps are carried out at 23 �C. Steps 1–4, 8, 11,
13, 15, 18, 19, and 20 are to be done in appropriate staining jars.
Steps 6, 7, 9, 10, 12, 14, and 16 have to be performed in a humid
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staining tray (put a sheet of wet laboratory paper on the bottom of
the tray) protected with a cover to transform the tray into a closed
chamber. “Slide” in what follows means glass slide with a histologi-
cal thin section onto it (Fig. 1) (Attention: Please, see Notes 1–15
for important details).

Fig. 1 Representative images of immunostaining for Hsp60. The three panels on the right show intense
positivity for Hsp60 (brown) in contrast with the almost absence of reaction on the control tissues on the left as
follows: normal brain (top panel), normal colonic mucosa (central panel), and thyroid goiter (bottom panel). On
the right, intense cytoplasmic positivity for Hsp60 in samples from astrocytoma (top panel), epithelial cells of
chronically inflamed mucosa from Crohn’s disease (central panel), and oncocytic metaplasia area of
Hashimoto Thyroiditis (bottom panel). Magnification 400�; scale bar: 100 μm
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1. Remove wax from the slides (“dewaxing” procedure) by
immersing them in xylene for 10 min, twice.

2. Clear with absolute alcohol for 5 min, once.

3. Dehydrate slides passing them through a series of alcohols,
from 96� through 80�/70�/50� to 30�, one time, 5 min for
each alcohol.

4. Place the slides in distilled water for 5 min to remove excess
alcohol.

5. Blot away (with absorbent paper) excess water from the slides:
first allow water to drain and then gently dry the slide with
appropriate absorbent paper. Encircle the histological section
on the slide with the PAP pen to make it visible throughout the
steps that follow.

6. Place the slides horizontally in the humid tray on the wet paper
at the bottom or, better still, place the slides on glass rods
placed parallel to each other like rails separated by the distance
necessary to provide support at each end of the slides.

7. Apply on the top of the section a drop of aqueous 3% H2O2 for
10 min (to block the tissue’s endogenous peroxidase).

8. Rinse the slides with fresh PBS for 5 min. Drain excess PBS and
dry the slides as above (step 5).

9. Apply 10% BSA (or protein-blocking serum-free solution) for
10 min.

10. Do not rinse the slides with PBS but, after blotting excess of
blocking solution, apply directly diluted Hsp60 primary anti-
body onto the section. Simultaneously, apply normal serum to
the negative control section in the negative control slide. Like-
wise, in the positive control slide, apply a primary antibody
known to give a positive reaction in the tissue under examina-
tion (for example, antibody anti-cytokeratins will give a posi-
tive reaction in colon cancer specimens). Keep all the reagents
on the slides for 1 h in the humid tray now closed with a cover,
so it becomes a humid chamber (evaporation must be avoided
at all costs!).

11. Rinse the slides twice with PBS, each for 5 min. Drain PBS and
dry the slides (see step 5).

12. Apply biotinylated secondary antibody to all sections for
15 min (in the humid chamber).

13. Rinse the slides twice with PBS, each for 5 min. Drain PBS and
dry the slides (see step 5).
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14. Apply streptavidin peroxidase complex to all the sections for
15 min (in the humid chamber).

15. Rinse the slides twice with PBS, each for 5 min. Drain PBS and
dry the slides (as above).

16. Apply chromogen for 9 min (or as indicated in the instructions-
datasheet provided by the supplier), in the humid chamber.

17. Rinse off chromogen from the slides into the staining tray and
add into the tray 5–10 drops of sodium hypochlorite to inacti-
vate the chromogen.

18. Rinse the slides twice with fresh water, each for 5 min. Drain
water and dry the slides (see above).

19. Apply hematoxylin for 1–2 min for counterstaining.

20. Rinse the slides twice with fresh water, each for 5 min. Drain
water and dry the slides (see above).

21. Mount coverslips with an aqueous mounting medium.

22. Examine the slides microscopically: positive stain (presence of
Hsp60) appears brown or red (depending on the chromogen:
red for aminoethilcarbazole or dark brown for
diaminobenzidine).

23. A common light microscope equipped with 4�, 10�, 20�,
and 40� objectives and 10� eyepieces is suitable to the exami-
nation of the stained slides. The magnifications obtained by
combining these objectives with 10� eyepieces are 40-, 100-,
200-, and 400-fold, respectively, each providing complemen-
tary information in a way that the final result, after examining
the section at all these magnifications, is a complete set of
immunohistochemical information. The lowest magnification
provides a panoramic view of the section and the general
characteristics of the reaction (e.g., highly localized or
generalized and, if localized, in only one or few spots as
opposed to many spots). As the magnification increases, more
details of the cells positive and negative for Hsp60 become
evident. It also becomes possible to tell whether the positive
reaction (indicating presence of Hsp60) is located, for example,
in the epithelium but not in the connective tissue or, when
there is a tumor, it is possible to determine where the positivity
occurs, namely in the tumor or in the surrounding normal
tissue. At the highest magnification it is possible to ascertain
whether the positivity is in the cell nucleus, or in the cytoplasm,
or in the membrane.
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4 Notes

1. Perform the same immunostaining in two serial sections, to
compare them. If immunopositivity differs in the two series,
technical problems are likely and the procedure must be
repeated with new slides.

2. Before the start, mark with a pencil the side and part of the slide
in which the histological section lies, to be sure throughout the
procedure of the location of the section. Also, enumerate the
slides to be tested, using Arabic numbers.

3. It is better to prepare the antibody dilution as a first step, before
starting dewaxing the slides. Keep the diluted antibody at 4 �C,
ready for use.

4. Dewax and rehydrate sections under a chemical hood, to avoid
personal exposure to xylene and alcohols vapors (see Subhead-
ing 3, step 1).

5. Make alcohol dilutions frequently, so they do not become
altered due to evaporation and hydration and to minimize
these problems keep the alcohols in sealed bottles (see Subhead-
ing 3, step 2).

6. After rinsing the slides with PBS carefully drain excess PBS and
dry (see Subheading 3, step 5) outside the PAP pen circle (see
Subheading 3, step 5) but keep wet the section inside the
circle. It helps to use a small square of adsorbent paper (2 cm
each side) to dry the slides.

7. Verify using a spirit bubble level that the staining tray is per-
fectly horizontal, to avoid that the reagent solutions cover the
section unevenly: the reagent solutions must cover the section
completely and evenly (see Subheading 3, step 6).

8. Make sure that each reagent (i.e., aqueous 3% H2O2, primary
antibody dilution, biotinylated secondary antibody, streptavi-
din, and chromogen) added on the slide covers the histological
section completely; the section must never be dry (see Subhead-
ing 3, steps 7, 10, 12, 14, and 16).

9. PBS solution should be made fresh the same day of use, or at
most 1 day before. Check the pH (it must be 7.2–7.4) (see
Subheading 3, steps 8, 11, 13, and 15).

10. Many antibodies need antigen retrieval to improve the demon-
stration of antigens. It consists of a pretreatment with an
antigen retrieval solution that breaks the protein cross-links
formed by formalin fixation and thereby uncovers hidden anti-
genic sites. Some antibodies for Hsp60 do not need antigen
retrieval before staining; we strongly suggest buying this kind
of antibodies, since antigen retrieval may alter integrity of the
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section and thus alter the quality of the results (see Subheading
3, step 10).

11. Calculate a final volume of 20–100 μL of diluted antibody
solution for each section, depending on its size (see Subheading
3, step 10).

12. Some chromogens are not sold “ready-to-use” but they consist
of two components that must be mixed a few minutes before
use. The mixing procedure is quite simple and it can be done
during the step (15 min) of streptavidin incubation (see Sub-
heading 3, step 16).

13. Make sure to wear good quality gloves without wholes of any
size when handling chromogen and sodium hypochlorite (see
Subheading 3, steps 16 and 17).

14. For mounting the coverslip, put it on the bench, put a little
drop of aqueous mounting medium over it, and put the slide
with the immunostaining over the drop. Wait a few seconds
until the drop spreads toward the borders of the slide, thus
covering all the section. Blot away excess of liquid with a small
square of adsorbent paper (see Subheading 3, step 21).

15. Microscopic examination (see Subheading 3, steps 22 and 23)
to analyze the reaction on the histological section must be
preceded by an evaluation at various magnifications of the
reaction quality. Here, the pathologist’s experience plays a
deciding role. One must learn how to detect false positives,
for example. If the negative control slide is positive, it is very
likely that the reaction in the experimental slides produced false
positives. Clues in this regard are given by looking at the cells
that are known beforehand that they do not contain the anti-
gen one is looking for and, if these cells are positive, the
conclusions are that the reaction did not go well and produced
false positives, and that the test must be repeated. On the
contrary, if the positive control slide does not show the
expected positivity in terms of intensity and distribution, it is
highly likely that the reaction in the experimental slides will
show a false negativity. In the experimental slides, if the cells
that should have been positive are not, the conclusion is that
the test produced false negatives, which is often confirmed by a
general lack of reaction in all the areas. The test should be
repeated. Obviously, the preceding guidelines are not always
applicable in their entirety, but at least some of them always are,
and these should be the tenets for a complete evaluation of
slide and reaction quality and, when this is satisfactory, the
examination of the slide and the recording of results can be
done with confidence.
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Chapter 22

Immunohistochemical and Flow Cytometric Analysis of
Intracellular and Membrane-Bound Hsp70, as a Putative
Biomarker of Glioblastoma Multiforme, Using the
cmHsp70.1 Monoclonal Antibody

Stefan Stangl, Gemma A. Foulds, Helena Fellinger, Geoffrey J. Pilkington,
A. Graham Pockley, and Gabriele Multhoff

Abstract

The major stress-inducible 70 kDa heat shock (stress) protein 70 (Hsp70) is frequently overexpressed in
highly aggressive tumor cells and thus might serve as a tumor-specific biomarker of aggressive disease. We
have previously shown that, in contrast to normal cells, tumor cells present Hsp70 on their plasma
membrane. In order to elucidate the role of intracellular and membrane-bound Hsp70 as a potential
tumor biomarker in glioblastoma multiforme, herein, we describe protocols for the staining of cytosolic
Hsp70 in tumor formalin fixed paraffin-embedded (FFPE) sections using immunohistochemistry, and for
plasma membrane-bound Hsp70 by multi-parametric flow cytometry using the cmHsp70.1 monoclonal
antibody (mAb).

Key words Intracellular and membrane-bound heat shock protein 70 (Hsp70), Glioblastoma multi-
forme, Formalin fixed paraffin-embedded (FFPE) sections, Immunohistochemistry, Flow cytometry,
Hsp70 antibody epitope

1 Introduction

Although great progress in the treatment of many cancers has been
achieved, glioblastoma multiforme (GBM) remains a debilitating
and life-threatening disease. Comprising nearly 75% of all the cases,
glioblastoma is the most frequent primary malignant tumor of the
central nervous system (CNS) and continues to be associated with
very poor long-term survival and the worst prognosis of all glial brain
tumors (gliomas). Despite improvements in the treatment of glio-
blastoma using advanced neurosurgical techniques and radiation
therapy, there remains no effective cure for this tumor [1]. The
average life-expectancy after diagnosis is less than 1 year, and fewer
than 10% of patients survive longer than 5 years after diagnosis, even
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after total tumor resection [1–3]. Administration of the alkylating
chemotherapeutic agent Temozolomide (TMZ) only increases
median survival rates to approximately 15 months [4–11]. Death
from glioblastoma is due to a rapid, aggressive local infiltration of
glioblastoma cells in the brain. Moreover, a high genetic tumor
heterogeneity can mediate resistance to radio(chemo)therapy. An
inherent or acquired resistance to radio(chemo)therapy drastically
reduces life expectancy. It is therefore essential to have reliable tumor
biomarkers that can identify patients who are likely to acquire resis-
tance to TMZ at an early time point.

The major stress-inducible 70 kDa heat shock (stress) protein
Hsp70 is frequently overexpressed in the cytosol for a large variety
of different tumor cells and elevated cytosolic Hsp70 levels are
often associated with therapy resistance. Therefore, we propose
Hsp70 as a potential biomarker of disease in GBM.

Using a unique monoclonal antibody (mAb, cmHsp70.1), the
Multhoff laboratory made the seminal discovery that, in addition to
its cytosolic localization, Hsp70 is also selectively expressed on the
plasma membrane of tumor cells (but not normal tissue)
[12–14]. The same laboratory also showed that the expression den-
sity of membrane Hsp70 on a broad profile of cancer cell lines is
further increased in vitro by standard treatments such as radio
(chemo)therapy [15, 16] where it also can confer therapy resistance.
Furthermore, membrane Hsp70 is more highly expressed on meta-
static disease than its corresponding primary tumor [17], and its
expression is associated with an unfavorable prognosis and a reduced
overall survival for some tumors [18]. An ongoing screening pro-
gram of over 1500 patients with various solid tumors in theMulthoff
laboratory reveals that more than 50% of all the patients have mem-
brane Hsp70 positive tumors, as identified by flow cytometric analy-
sis of isolated viable tumor cells using the cmHsp70.1 mAb.

These findings indicate that membrane-bound Hsp70 might act
as a universal, selective tumor-specificmarker of “aggressive” disease.
Therefore, it is of importance that, apart from cytosolic Hsp70 levels
also the membrane status of Hsp70 should be determined to
describe a tumor. Furthermore, membrane-bound Hsp70 also
could act as a tumor-specific therapeutic target which enables the
development of new approaches for the treatment of GBM such as
cell-based therapies. A number of preclinical studies have shown the
capacity of ex vivo activated (low-dose IL-2 plus a 14-mer Hsp70-
derived peptide, IL-2/TKD) activated NK cells to target a range of
cancer cell types expressing the membrane form of Hsp70 [12, 13,
19–24]. Studies have also demonstrated that this cytotoxic effect is
manifested by the release and uptake of granzyme B into target cells
via membrane Hsp70 [25]. The clinical safety and tolerability of
IL-2/TKD activated NK cells has been demonstrated in a Phase I
clinical trial [26], and its efficacy for the treatment of patients with
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non-small cell lung carcinoma after radiochemotherapy is currently
being assessed in a multi-center Phase II clinical trial [27].

We have also previously reported that recombinant human gran-
zyme B binds to membrane Hsp70 on cancer cells and that its
subsequent uptake, which results in the selective killing of membrane
Hsp70 expressing cells and tumors, occurs via an Hsp70-mediated
endocytosis process that is independent of perforin [17, 28]. Taken
together, these findings make membrane Hsp70 an excellent and
broadly-applicable molecule on which to develop a portfolio of new
immunotherapeutics based on ex vivo IL-2/TKD activated NK cells
[21, 22, 24, 26, 27, 29], human recombinant granzyme B [17, 25,
28], or Hsp70-targeting antibodies. The membrane-Hsp70-specific
antibody (cmHsp70.1) itself can induce antibody-dependent cellular
cytotoxicity (ADCC) [14], or can be used for a targeted delivery of
therapeutics in the form of antibody-drug conjugates (ADCs) or as a
therapeutic “cargo” delivered by nanoparticles.

Membrane Hsp70 has also been used as a basis for the develop-
ment of innovative imaging platforms for tumor detection and out-
come monitoring which employ the cmHsp70.1 monoclonal
antibody or a 14-mer tumor penetrating peptide (TPP) [15, 30–32].

Given the established association between membrane Hsp70
expression and disease aggressiveness, and the portfolio of thera-
nostic approaches that are being developed to target tumors expres-
sing membrane Hsp70, techniques for determining the membrane
Hsp70 expression by human glioblastoma tissue, and cell lines
derived from primary glioblastomas have been established using
the cmHsp70.1 mAb. These immunohistochemical and flow
cytometry-based approaches are described herein.

2 Materials

2.1 Patient-Derived

Glioblastoma

Multiforme Cell Lines

The human, low passage glioblastoma (UP007, UP029, and
SEBTA027) and brain metastatic lung carcinoma (SEBTA028)
cell lines were established in culture at the University of Ports-
mouth from biopsy tissue obtained at Kings College Hospital
London under ethics permission, 11/SC/0048. All the cell lines
were cultured in the DMEM growth medium supplemented with
10% v/v fetal bovine serum (FBS).

1. UP-007 was derived obtained from a 71 year old treatment
naive male de novo GBM patient with wild-type IDH1.

2. UP-029 was derived from a 66 year old treatment naive female
de novo GBM patient with wild-type IDH1 and IDH2.
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3. SEBTA-027 was derived from a 59 year old female with recur-
rent GBM in the right parieto-occipital region, with sarcoma-
tous elements, grade IV, wild-type IDH1, unmethylated
MGMT, and a 40% Ki67 labeling in dex and who had previ-
ously received radiotherapy and Temozolomide chemotherapy.

4. SEBTA-028 was derived from a 52 year old male with brain
metastatic lung carcinoma in the right temporal-occipital-pari-
etal region.

2.2 Patient- and

Preclinical Model-

Derived Paraffin-

Embedded Tissue

The diagnosis of glioblastoma multiforme was based on hemato-
loxylin/eosin staining of FFPE sections (2 μm) of two patients with
glioblastoma multiforme WHO stage IV. Additionally, sections
(2 μm) of orthotopically implanted GL261 mouse glioblastoma
were used for the analysis. Ethical approval for access to patient
tissue was obtained from the local ethical committee of the Tech-
nische Universit€at M€unchen, and informed consent was provided.

2.3 cmHsp70.1 Anti-

Hsp70 Monoclonal

Antibody (mAb)

The cmHsp70.1 monoclonal antibody (mAb, multimmune
GmbH, Munich, Germany), which selectively binds to membrane
Hsp70 on tumor cells, was generated by immunization of mice
with the 14-mer peptide TKDNNLLGRFELSG, termed “TKD,”
comprising amino acids 450–461 (aa450–461) in the C terminus of
the inducible Hsp70. Since the human and murine “TKD”
sequences only differ in one amino acid (TKDNNLLGRFELSG;
mouse TRDNNLLGRFELSG) [33], and the minimal antibody
epitope (NNLLGRF) is identical among different species [14],
the human cmHsp70.1 mAb shows cross-reactivity for human,
mouse, canine, and feline tumors.

The “TKD” sequence that is exposed to the extracellular milieu
of tumors resides in the C-terminally localized oligomerization
domain which is part of the substrate binding domain of the
Hsp70 molecule [34]. In contrast to other commercially available
Hsp70 antibodies, the cmHsp70.1 mAb uniquely identifies the
membrane form of Hsp70 on viable human and mouse tumor
cells not only in vitro but also in vivo in tumor-bearing mice [30].

In contrast to the cmHsp70.1 mAb, other commercially avail-
able mouse antibodies directed against Hsp70 fail to stain the
surface of viable tumor cells.

2.4 Immunohist-

ochemistry (IHC)

2.4.1 Deparaffinization

Reagents

1. Xylene.

2. Ethanol absolute 100% v/v.

3. Ethanol 96% v/v.

4. Ethanol 70% v/v.

5. Ethanol 50% v/v.

6. H2Odd.
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2.4.2 Target Retrieval

and Staining Reagents

1. Target retrieval solution: 1�/H2Odd, 0.5�H2Odd (DAKO cat
#: S1699).

2. Peroxidase blocking solution: 3% v/v H2O2/0.1% w/v sodium
azide/Phosphate-buffered saline (PBS).

3. Protein blocking solution: 5% v/v rabbit serum/antibody dil-
uent (DAKO REAL antibody diluent, cat #: S2022).

4. Phosphate-buffered saline (PBS).

5. Murine IgG1 anti-Hsp70 monoclonal antibody cmHsp70.1:
working solution 1: 500 in antibody diluent (multimmune
GmbH, Munich).

6. Horseradish peroxidase (HRP)-conjugated rabbit anti-mouse
polyclonal antibody: DAKO EnVision + system
HRP-conjugated rabbit anti-mouse polyclonal antibody.

7. DAB (3,30-diaminobenzidine): DAKO liquid DAB+ Substrate
and Chromogen System.

2.5 Flow Cytometry 1. Cells of interest.

2. Fc receptor (FcR)-blocking immunoglobulin (Ig; e.g., normal
rat IgG) solution, 200 μg/ml or specific Fc blocking reagents
that are suitable for use in the species of interest.

3. Carboxyfluorescein or FITC-conjugated cmHsp70.1 IgG1
murine anti-Hsp70monoclonal antibody (multimmuneGmbH).

4. Carboxyfluorescein or FITC-conjugated IgG1 murine mono-
clonal antibody to Hsp70 (clone C92F3A, StressMarq Bios-
ciences Inc. see Subheading 4).

5. Appropriately conjugated murine immunoglobulin (Ig) isotype
controls.

6. Phosphate-buffered saline (PBS) supplemented with 0.1% w/v
sodium azide (NaN3) and bovine serum albumin (BSA) (PAB;
see recipe below).

7. Nuclear/membrane integrity (viability) staining compound
dissolved in PBS: 200 μg/ml PI [alternative options include
250 μg/ml 7-AAD, 250 μg/ml TO-PRO-3 (Molecular
Probes), or 200 μg/ml PY(G)]—see Subheading 4.

2.5.1 PBS, pH 7.2,

Supplemented with Sodium

Azide (NaN3) and Fetal

Bovine Serum (FBS)

1. Dulbecco’s PBS, Ca2+- and Mg2+-free (e.g., Life Technolo-
gies), containing:

2. 0.1% (w/v) sodium azide.

3. 10% (w/v) fetal bovine serum (FBS).

4. Adjust pH to 7.2 using 1 N NaOH or 1 N HCl.

5. Filter solution through 0.22 μm membrane.

6. Store up to 1 month at 4 �C.
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7. EDTA (1 mM) can be added to reduce cellular aggregation.

CAUTION: Always keep cells and reagents at 4 �C. Be
extremely careful when handling sodium azide.

3 Methods

3.1 Immunohist-

ochemistry (IHC)

IHC must be performed on formalin-fixed, paraffin-embedded
(FFPE) tissue sections (2 μm) using a rabbit anti-mouse polyclonal
antibody staining kit (DAKO). In brief, tissue sections were boiled
by microwaving for 30 min in target retrieval buffer (DAKO) to
unmask the epitope. Between each of the following incubation
steps, sections were washed in PBS (Sigma). Nonspecific binding
must be blocked in a protein blocking solution for 60 min. Slides
must be incubated overnight at 4 �C with cmHsp70.1 mAb (multi-
mmune GmbH) or with a corresponding IgG control (Sigma).
After washing, the sections are incubated with the
HRP-conjugated anti-mouse polyclonal antibody, followed by the
DAB chromogen reaction to detect the binding of the primary
antibody. Nuclei are counterstained with hematoxylin and sections
embedded in embedding medium.

3.1.1 Rehydration
1. Xylene I & II 2 � 15 min

2. Ethanol absolute I & II 2 � 10 min

3. Ethanol 96% 2 � 5 min

4. Ethanol 70% 1 � 5 min

5. Ethanol 50% 1 � 5 min

6. H2Odd 1 � 5 min

3.1.2 Target Retrieval

and Staining 1. Target retrieval solution 1� 30min boiling (microwave)

2. Cooling down period 1 � 10 min in target retrieval
solution

3. H2Odd 1 � 2 min

4. Marking of the section with a
hydrophobic pen

5. Peroxidase blocking solution 1 � 30 min

6. H2Odd 3 � 5 min

7. Protein blocking solution 1 � 60 min

(continued)
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8. PBS 2 � 5 min

9. cmHsp70.1 mAb (1:500) Overnight (4 �C)

10. PBS 2 � 5 min

11. Envision + System HRP
Labelled anti-mouse polymer 1 � 30 min (RT)

12. PBS 1 � 5 min

13. Dab 1 � 4 min

14. H2Odd 1 � 5 min

15. Counterstain with hematoxylin 1 � 30 s

16. Rinse with warm tab water 1 � 5 min

3.1.3 Dehydration and

Embedding 1. Ethanol 50% 1 � 5 min

2. Ethanol 70% 1 � 5 min

3. Ethanol 96% II & II 2 � 5 min

4. Ethanol absolute III & IV 2 � 5 min

5. Xylene III & IV 2 � 10 min

6. Embedding (Eukitt)

CAUTION: Keep the time of the chromogen reaction exactly
at 4 min and use sections of the same thickness (2 μm) in order to
be able to compare staining intensities of different experiments.
Always run reference sections with a defined staining intensity as an
internal control.

3.1.4 Scoring Criteria of

IHC Using cmHsp70.1 mAb

The staining intensity must be analyzed semi-quantitatively within
the tumor area. The staining intensity of tumor cells is graded into
different scores: normal (+), intermediate (++), strong (+++). Nor-
mal tissues are graded as weak (+/�). The localization of the
staining (cytosolic, nuclear) as well as the percentage of positively
stained cells must be considered. The scoring must be performed
by at least two independent researchers.

3.2 Flow Cytometry 1. Prepare single-cell suspensions of tumor cells in ice-cold PBS
supplemented with 10% (v/v) FBS (PBS/FBS).

2. Dispense 1 � 105 cells into microcentrifuge tubes.

3. Pellet the cells by centrifugation for 5 min at 500 � g, 4 �C.
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4. Remove the supernatant by vacuum aspiration.

5. Add 4 μl ice-cold cmHsp70.1 mAb (1 μg/μl) to the pellet
containing approximately 50 μl PBS/FBS, resuspend and vor-
tex the tubes slightly.

6. Incubate the tubes for 30 min on ice and wash in ice-cold
PBS/FBS.

7. Resuspend the cell pellet in 300 μl PBS/FBS.
8. Add 3 μl PI to tube (Alternatively, add 4 μl 7-AAD, 4 μl

TO-PRO-3, or 5 μl PY(G).

9. Incubate th cells on ice for 5 min.

10. Analyze the cells using a flow cytometer immediately
thereafter.

11. Keep samples on ice during analysis.

12. Prolonged periods before analyzing them are generally not
recommended.

4 Notes

4.1 Immunohis-

tochemistry (IHC)

Scoring

Every nucleated human cell type expresses the stress-inducible
Hsp70 at low levels in the cytosol, whereas the membrane-bound
form of Hsp70 appears to be restricted to tumor cells. Given that
the cmHsp70.1 antibody can stain both, the membrane-bound and
cytosolic forms of Hsp70 and that approximately 70%–90% of the
total Hsp70 is residing intracellularly, it is nearly impossible to
distinguish between the membrane-bound and cytosolic localiza-
tions of Hsp70 by IHC. Therefore, membrane-bound Hsp70 must
be determined by flow cytometry of viable cells with intact plasma
membranes, whereas cytosolic Hsp70 can be determined by IHC.
It is well known that highly aggressive tumor cells show a higher
expression density and a different subcellular localization of Hsp70
compared to normal cells. Therefore, the intensity and the subcel-
lular distribution (cytosol, membrane, nucleus) of Hsp70 can be
considered tumor-specific characteristics. Since no human cell type
is completely negative for cytosolic Hsp70, different Hsp70 stain-
ing intensities rather than Hsp70 negative and Hsp70 positive
phenotypes can be distinguished. For a comparable scoring of
different staining intensities in different IHC staining procedures,
it is key to run control sections (tumor and normal tissue sections)
as a reference. The thickness of the sections must be exactly 2 μm to
be able to correctly score different staining intensities. Apart from
the staining intensity, many glioblastomas show a heterogeneous
staining pattern within the tumor tissue. Therefore, it is also neces-
sary to determine the percentage of the field which shows a certain
staining intensity. Finally, the subcellular distribution of the Hsp70

314 Stefan Stangl et al.



staining also needs to be considered. Figure 1 provides a typical
example of strong and weak staining intensity in the nucleus and
the cytosol in the tumor of a single patient with GBM.

4.2 Flow Cytometry The inclusion of the IgG1 murine monoclonal antibody to Hsp70
(clone C92F3A, StressMarq Biosciences Inc) in the staining proto-
col is essential to determine the amount of Hsp70 which is bound
to receptors such as TLRs or scavenger receptors on the cell surface
of tumor cells. This antibody does not stain the confirmation of
lipid bound Hsp70 in the plasma membrane of tumor cells.

Although cell viability should routinely be assessed in all flow
cytometric analyses, as nonviable cells and debris can nonspecifically
take up and bind probes and antibodies and so must be excluded
from phenotypic analysis, it is particularly essential for the specific
analysis of membrane Hsp70 expression by flow cytometry, as cells

Fig. 1 Representative immunohistochemical (IHC) staining patterns of sections (2 μm) of GL261 mouse
glioblastoma (a), human glioblastoma multiforme WHO grade IV (b, c) with cmHsp70.1 mAb. Staining intensity
scores are as follows: A: +++, B: +++, C: +. Panel A shows a typical cytosolic staining pattern, panels B and
C show representative examples of a cytosolic and nuclear staining pattern
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having a compromised cell membrane will be highly positive for
intracellular Hsp70 expression. Nonviable cells might also exhibit a
higher level of autofluorescence and/ or release DNA which can
promote cell clumping and aggregation. Cell aggregation can be
inhibited by including a small amount of DNAse in the staining
solution, and nonviable cells can be excluded from the analysis
using viability stains.

The viability of cultured cells can be quite low, however cell
death during sample processing can be minimized by performing all
cell preparations and staining procedures (including wash steps) at
4 �C or on ice and in the presence of bovine serum albumin (BSA)
or heat-inactivated fetal bovine serum (FBS). Cells should be ana-
lyzed in a flow cytometer as soon as possible. Cells should not be
fixed when analyzing the expression of membrane Hsp70.

The best method for excluding dead cells from data analysis is
to use a vital DNA dye in all the samples. Although some of the
more common vital dyes used in multicolor analyses are propidium
iodide (PI), 7-aminoactinomycin D (7-AAD), TO-PRO-3, and
pyronin Y(G) [PY(G)], a range of options are now available from
commercial suppliers. A note of caution is that dyes such as PI and
7-AAD can be taken up into viable cells over time, and so these
stains should be added immediately prior to analysis.

The relatively broad emission spectrum of 7-AAD can result in
spectral overlap into other detectors and require considerable com-
pensation in large multi-parameter panels. It is also quite a “dim”
fluorescent molecule.

The far-red viability dye DRAQ7™ (Biostatus Ltd., UK) can be
used in similar settings to PI and 7-AAD. A particularly useful
feature of DRAQ7™ is that its dual excitation characteristics
allow multibeam excitation and the exclusion of dead (DRAQ7+)
cells without “consuming” what could be a vital additional fluores-
cent channel. Figure 2 provides a panel of typical flow cytometry
results of membrane Hsp70 expression in patient-derived cancer
cell lines.
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Chapter 23

Detection and Analysis of Extracellular Hsp90 (eHsp90)

Stephanie Cortes, Alexander J. Baker-Williams, Mehdi Mollapour,
and Dimitra Bourboulia

Abstract

Heat Shock Protein 90 (Hsp90) is a ubiquitous molecular chaperone that comprises about 1–3% of the total
cellular protein. Over the last decade, Hsp90 has been detected and studied in the extracellular space
(extracellular or eHsp90) of normal and neoplastic cells. Once outside the cell, eHsp90 has been shown to
interact with extracellular client proteins and promote their stabilization and function. Cell conditioned
media are routinely collected to detect and quantify eHsp90, and determine its interactions with extracel-
lular clients. Finally, targeting specifically the eHsp90 with pharmacologic inhibitors or antibodies that are
unable to cross the plasma membrane has been beneficial in inhibiting tumor cell motility and invasion.

Key words Extracellular Heat Shock Protein 90 (eHsp90), Clients, Co-chaperones

1 Introduction

The molecular chaperone Hsp90 is an essential and highly abun-
dant protein in eukaryotes [1, 2]. The Hsp90 chaperone function is
regulated by a complex interplay of mechanisms including adeno-
sine triphosphate (ATP)-dependent Hsp90 conformational
changes, posttranslational modifications, and interactions with
cofactors or co-chaperones, all of which facilitate the optimal func-
tion of the chaperone and assist in folding, stabilization, and acti-
vation of “client” proteins [3, 4]. Two major isoforms of Hsp90, α
and β, are constitutively expressed in the cytoplasm; however, only
the Hsp90α is induced in response to cellular stressors.

Although Hsp90 has been considered a predominant cytosolic
protein, recent studies have increasingly supported early findings by
Eustace et al. that cells (normal and tumor) secrete Hsp90 to the
extracellular space, where it could exist as free unbound protein or
bound to the cell surface [5]. Following its release, Hsp90α can be
detected on the cell surface and in the conditioned media of a
variety of tumor cells including HT1080 fibrosarcoma cells and
MDA-MD231 breast carcinoma cells [5–7]. Detection of
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extracellular Hsp90β has been less successful and occasionally stud-
ies have resulted in conflicting observations [5, 6, 8]. In contrast,
osteosarcoma cells were shown to secrete Hsp90β, with Hsp90α
being undetectable [9].

In cancer, increased levels of eHsp90 have been associated with
migration, invasion, and metastasis of tumor cells
[10, 11]. eHsp90, similarly to the intracellular form, interacts
with extracellular client proteins, some found in free form, others
cell surface bound [6, 12, 13]. Matrix metalloproteinases (MMP-2
andMMP-9) are secreted proteases shown to interact with eHsp90,
and appear to rely on eHsp90 for their stability and activity
[14, 15]. Increased expression and hyperactivity of MMPs is a
hallmark of tumor development and progression since extensive,
irreversible extracellular matrix proteolytic degradation provides a
promigratory, proinvasive, and proangiogenic environment for
tumor cells [16].

The development of small-molecule inhibitors or anti-eHsp90-
specific antibodies that do not readily cross the plasma cell mem-
brane has introduced a unique approach of targeting and inhibiting
specifically the extracellular Hsp90 [17, 18]. The non-membrane
permeable Hsp90 inhibitor biotinylated ganetespib (STA-12-
7191) was recently shown to specifically bind to eHsp90, exhibit-
ing low toxicity in cell viability assays and blocking wound healing
and breast cancer cell migration [6]. Anti-eHsp90-specific antibo-
dies have also been used to inhibit eHsp90 function, tumor cell
invasion, and metastasis in in vivo human xenograft mouse models
[17, 19].

This chapter describes a procedure for detecting, isolating, and
characterizing cell secreted, extracellular unbound Hsp90. The
protocol includes detailed steps including mammalian cell culture,
protein isolation, western blot, and immunoprecipitation/co-
immunoprecipitation (Fig. 1).

2 Materials

1. Protein Extraction Buffer (50 mL): 1 mL 1 M Tris pH 7.4,
50 μL 1 M MgCl2, 1 mL 5 M NaCl, 2 mL 500 nM sodium
molybdate, 500 μL NP40 IGEPAL (Sigma), 1 Phosphatase
inhibitor tablet (Thermo Fisher), 1 Protease inhibitor tablet
(Sigma), ~45 mL dH2O.

2. 10� TBS (1 L): 24.2 g Trizma (Sigma), 80 g NaCl, 13 mL
HCl, 1 L dH2O.

3. 1� TBST (1�, 1 L): 900 mL dH2O, 100 mL 10� TBS, 1 mL
Tween 20 (working solution).
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4. Protein Loading Buffer (5�, 15 mL): 4.7 mL 1M Tris pH 6.8,
4.5 mL Glycerol, 1.5 g SDS, 0.75 mL 1% Bromophenol blue,
0.75 mL Beta-mercaptoethanol, ~4.3 mL dH2O.

5. 10� Running Buffer: 121.2 g Trizma (Sigma), 576.8 g Gly-
cine, 20 g SDS, 3.2 L dH2O.

6. 10� Transfer Buffer: 800 mL 5� Transfer buffer (Bio-Rad),
800 mL Ethanol, 2.4 L dH2O.

7. 4–20% Criterion™ Tris–HCl polyacrylamide gel (Bio-Rad).

8. Ponceau S solution (Sigma).

9. Dried skimmed milk.

10. Protran BA85, 0.45 μmNitrocellulose membrane (Whatman).

Fig. 1 Schematic representation of the experimental timeline. The experiment is completed in 4–7 days. CM
cell-conditioned media
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11. Thermo Scientific™ Pierce™ ECL 2 Western Blotting Sub-
strate (Thermo Scientific).

12. ECL2 or SuperSignal™ West Femto Maximum Sensitivity
Substrate (Thermo Scientific).

13. Rabbit anti-Flag antibody, Cat# PA1-984B, (Thermo
Scientific).

14. Rat anti-Hsp90 mAb (16F1), Cat# ADI-SPA-835F (Enzo Life
Sciences).

15. Rabbit anti-MMP-2 (D8N9Y) mAb, Cat# 13132 (Cell Signal-
ing Technology).

16. HRP-conjugated secondary antibodies (Santa Cruz, anti-
rabbit Cat #sc-2004, anti-rat Cat# sc-2006).

17. X-ray film, X-ray cassette, and X-ray film developing machine.

18. Centrifugal concentrators (Amicon).

19. TransIT-2020 (Muris), transfection reagent for mammalian
cells.

20. Dulbecco’s Modified Eagle Medium (Sigma).

21. Fetal Bovine Serum (FBS) (Sigma).

22. Phosphate-Buffer Saline (PBS) cell culture grade (Sigma).

23. Hsp90α or β cloned in mammalian expressing vector with
Flag tag.

24. Anti-Flag agarose beads (anti-Flag M2 Affinity Gel,
Cat#A2220, SIGMA).

3 Methods

3.1 Cell Culture

and Immunoblotting

(See Note 1)

1. Culture human embryonic kidney (HEK293) cells on a 10 cm
plate at 37 �C in a humidified atmosphere of 5% CO2, in 10%
FBS/DMEM culture media for 18 h.

2. Transfect cells using 6 μL of TransIT-2020, 600 μL serum-free
DMEM, and plasmid DNA (ranging from 1 μg to 3 μg) per
10 mL complete media per 10 cm plate (see Note 2).

3. Incubate the cells overnight at 37 �C in a humidified atmo-
sphere of 5% CO2.

4. Next day remove media and wash the cells gently twice with
5 mL PBS.

5. Serum starve the cells for 24 h with serum-free DMEM (see
Note 3).

6. Next day collect CM (avoiding disruption of attached cell
monolayer) (see Note 4).

7. Centrifuge CM at 4 �C for 5 min at a speed of 94 � g.
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8. Collect the supernatant. Transfer CM to centrifugal
concentrators.

9. Concentrate CM 10� by centrifuging at 2900 � g for
5–15 min depending on CM volume (see Note 5).

10. Add protein loading buffer to sample in a 1:1 ratio.

11. Boil samples for 5 min.

12. Briefly centrifuge sample.

13. Load samples on 4–20% Criterion™ Tris–HCl polyacrylamide
gel (Bio-Rad).

14. Run the sample at 200 Vuntil bands are clearly separated in 1�
running buffer.

15. Transfer gel onto nitrocellulose membrane.

16. Briefly wash membrane with 1� TBST.

17. Block membrane in 5% milk in 1� TBST for 1 h.

18. Wash membrane three times for 5 min each in 1� TBST.

19. Rock membrane overnight at 4 �C in antibody of interest (5%
Milk in 1� TBST).

20. Use rabbit anti-Flag antibody, 1:2000 in 1� TBST 5% milk,
incubation for 2 h at room temperature.

21. If endogenous Hsp90 is detected, use primary anti-Hsp90
antibody at 1:2000, overnight incubation at 4 �C.

22. Rabbit anti-MMP-2 antibody, 1:2000 in 1� TBST 5% milk,
incubation overnight at 4 �C.

23. Wash membrane three times for 5 min each in 1� TBST.

24. Rock membrane with secondary antibody in 5% milk in 1�
TBST for 1 h at room temperature.

25. Anti-rabbit antibody 1:4000 and anti-rat antibody 1:2000,
both in 1� TBST 5% milk, incubation for 1 h at room
temperature.

26. Wash membrane three times for 5 min each in 1� TBST.

27. Remove 1� TBST and apply developing solution (ECL-2 or
SuperSignal™ West Femto Maximum Sensitivity Substrate) to
membrane for 3–4 min 24. Remove excess of developing solu-
tion (see Note 6).

28. Place blot on X-ray film cassette.

29. Expose blot to X-ray films for different lengths of time.

30. Detect the Hsp90 protein at ~90 kDa.

31. Detect the MMP-2 protein at ~72 kDa (pro-MMP-2). Occa-
sionally, a second or even a third band between 62 and 67 kDa
may be present, corresponding to the intermediate and fully
activated MMP-2 forms.
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3.2 Immuno-

precpitation and Co-

immuno-precipitation

(See Note 1)

This protocol describes isolation of secreted Hsp90-Flag and deter-
mination of eHsp90-interacting proteins in co-immunoprecipitation
experiments. Here, we determine interaction with extracellular pro-
tease MMP-2 (Fig. 2).

1. Following the transfection and immunoblotting protocols as
described above in 3.1, Hsp90-Flag andMMP-2 expression are
determined in CM.

2. Wash 50 μL/sample of anti-Flag beads with 500 μL of 0.1%
protein extraction buffer for 30 s at 21,000 � g. Repeat this
step three times and vortex samples in between washes.

3. Add adjusted volume of concentrated or non-concentrated
CM to beads (based on the input levels of the interacting
protein MMP-2).

4. Adjust the sample to final volume of 500 μL with 0.1% protein
extraction buffer.

5. Rotate samples for 1 h at 4 �C.

6. Centrifuge at 4 �C for 30 s at 845 � g. Discard the supernatant
and keep the beads pellet.

7. Wash beads twice with 500 μL of 0.1% protein extraction buffer
for 30 s at 845 � g, and vortex in between washes.

8. Wash with 500 μL of 0.1% protein extraction buffer for 30 s at
21,000 � g. Remove the supernatant.

9. Elute protein from beads by adding 60–100 μL 5� protein
loading buffer to the beads and heat for 5 min (see Note 7).

10. Centrifuge at 21,000 � g for 30 s. Collect the supernatant
containing immunoprecipitated protein. Freeze samples at
�80 �C or continue with immunoblot (see Note 8).

Fig. 2 Detection and immunoprecipitation of Hsp90 from the conditioned media
of HEK293 cells. Hsp90-Flag was transfected and media collected for analysis.
Immunoprecipitation (IP) of Hsp90 was followed by co-immunoprecipitation
(co-IP) of MMP-2. Secreted MMP-2 levels are detected in the CM (input).
L ladder, C control, IP immunoprecipitation, co-IP co-immunoprecipitation

326 Stephanie Cortes et al.



11. Load supernatant samples (5 μL) on 4–20% Criterion™
Tris–HCl polyacrylamide gel (Bio-Rad) to detect the immu-
noprecipitated Hsp90-Flag.

12. Run gel at 200 V until bands are clearly separated in 1�
running buffer.

13. Transfer gel onto nitrocellulose membrane.

14. Wash membrane once with 1� TBST.

15. Block membrane in 5% milk in 1� TBST for 1 h.

16. Wash membrane three times for 5 min in 1� TBST.

17. Rock membrane for 1 h at room temperature with anti-flag
antibody in 5% Milk in 1� TBST.

18. Wash membrane three times for 5 min in 1� TBST.

19. Incubate membrane with secondary antibody in 5% milk 1�
TBST for 1 h at room temperature.

20. Wash membrane three times for 5 min in 1� TBST.

21. Remove 1� TBST and apply developing solution (ECL-2 or
SuperSignal™ West Femto Maximum Sensitivity Substrate) to
membrane for 3–4 min.

22. Remove excess developing solution.

23. Place blot on X-ray film cassette.

24. Expose blot to X-ray films for different lengths of time.

25. If inputs of Hsp90-Flag are equal proceed to
co-immunoprecipitation.

26. Equalize or run equal volumes of immunoprecipitated samples
in new gel and transfer as in step 13.

27. Wash blot three times for 5 min with 1� TBST.

28. Block blot for 30 min with 5% milk in 1� TBST.

29. Add anti-MMP-2 antibody (co-immunoprecipitated protein)
and incubate overnight at 4 �C.

30. Repeat steps 18–24.

4 Notes

1. All the steps involving CM are performed on ice.

2. No need to transfect if endogenous, secreted Hsp90 is the
protein of interest.

3. Treatment with drug or antibody should be completed follow-
ing serum starvation for 24 h.
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4. Cell extracts should also be collected if interested in intracellular
signaling and to ensure drug/antibody did not pass through cell
membrane.

5. If high levels of secreted Hsp90 are expected, no need to
concentrate CM.

6. Use Femto if signal not strong enough to be seen with ECL 2.

7. Compete with FLAG peptide if heavy/light chain is close to
protein of interest in immunoprecipitation (that applies to Flag-
tagged proteins).

8. Store samples (CM, lysates, IPs) at �80 �C if not being used
right away.
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Chapter 24

Molecular Chaperone Receptors

Ayesha Murshid, Jimmy Theriault, Jianlin Gong,
and Stuart K. Calderwood

Abstract

Extracellular heat shock proteins (HSP) play important roles in cell signaling and immunity. Many of these
effects are mediated by surface receptors expressed on a wide range of cell types. We have investigated the
nature of such proteins by cloning candidate receptors into cells (CHO-K1) with the rare property of being
null for HSP binding. Using this approach we have discovered that Hsp70 binds avidly to at least two classes
of receptors including: (1) c-type lectin receptors (CLR) and (2) scavenger receptors (SR). However, the
structural nature of the receptor-ligand interactions is not clear at this time. Hsp70 can bind to LOX-1
(a member of both the CLR and SR), with the c-type lectin binding domain (CTLD) as well as the SR
family members SREC-I and FEEL-1/CLEVER-1/STABILIN-1, which by contrast have arrays of
EGF-like repeats in their extracellular domains. In this chapter we will discuss: (1) methods for discovery
of HSP receptors, (2) approaches to the study of individual receptors in cells that contain multiple such
receptors, and (3) methods for investigating HSP receptor function in vivo.

Key words Extracellular, Heat, Shock, Protein, Scavenger, Receptor, Immunity

1 Introduction

It is apparent that heat shock proteins (HSP) play significant sig-
naling roles in the extracellular microenvironment [1, 2].HSP have
been found in human serum particularly after disease or stress
[3, 4]. The 70 kDa heat shock protein (Hsp70) has been shown
to be released from cells after acute stress as well as being secreted
after exposure to a number of stimuli [5, 6]. Extracellular HSPs
may thus be able to play the role of danger signal (danger activated
molecular pattern or DAMP) [7]. In this context, they may interact
with pattern recognition receptors (PRR) such as Toll-like recep-
tors (TLR) and activate pro-inflammatory signaling and transcrip-
tion [8, 9]. Proteins including Hsp60, Hsp70, Grp 96 have been
implicated as DAMPs [10, 11]. However, interpretation of such
experiments however requires caution and careful control as some
HSPs have the ability to bind to prokaryotic molecules that activate
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TLR signaling, such as lipopolysaccharides and the inflammatory
properties of HSPs are influenced by tissue context [2, 12]. In
addition, many members of the HSP family can participate in
adaptive immunity by binding to antigenic peptides and transport-
ing them into antigen-presenting cells (APC) [13, 14]. HSPs medi-
ate the process of antigen cross presentation [15] by facilitating
internalization of antigens and permitting their delivery to major
histocompatability class I (MHC class I) molecules [16] as well as
MHC Class II [17]. MHC I-peptide complexes can then stimulate
cognate T cell receptors on T lymphocytes and initiate the activa-
tion of clones of such powerful immune effectors [16, 17]. HSP
may thus play a versatile role in anti-tumor immunity by activating
the innate and adaptive arms. HSP can additionally activate natural
killer cells and lead to tumor cell killing and CD25þ immune
regulatory T cells [18–20]. HSP can thus upregulate or down-
regulate immunity depending on context.

Many studies have suggested that HSP activate immunity by
binding to receptors on the cell surface [21–29]. HSP binding is
saturable and competed for by unlabeled ligand, properties of
receptor-mediated signaling. However, this is where consensus
seems to end and some controversy exists as to the most significant
HSP receptors. We have attempted to address this issue by screen-
ing the various contenders for binding to Hsp70 and Hsp90.

2 Materials

2.1 Plasmids pET23 hsp90a plasmid.

pDEST™10.

AC-to-BAC Baculovirus transfection kit.

pCDNA3.1 eukaryotic expression vector.

2.2 Cell Lines Chinese Hamster Ovary-K1 cells (CHO-K1).

A375 human melanoma.

MISA human breast carcinoma cells.

Sf9 insect cells.

MC38 cells stably expressing the MUC1 tumor antigen.

B16 melanoma cells.

B16 melanoma cells stably expressing the MUC1 tumor antigen.

2.3 Mouse Systems

and Primary Murine

Cells

Wild type mice C57BL/6 and tlr2�/�/tlr4�/� double knockouts.

Primary mouse bone marrow dendritic cells were prepared from
C57BL/6 as in text.
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Splenocytes and/or lymph node cells (LNC) were isolated from
mice immunized with Hsp70.PC fusion vaccine as
described [30].

2.4 Chromatography Ni-NTA purification system (Quiagen).

10 mL Sephadex G-25 in PD10 column (Sigma-Aldrich).

5.0 mL ADP-agarose column (Sigma-Aldrich).

20 mL DEAE-cellulose anion exchange column (Pierce
Chemicals).

2.5 Buffers

and Reagents

Hypotonic Buffer: 10 mM NaHCO3, 0.5 mM PMSF, pH 7.1.

Buffer D: 20 mM Tris-acetate, 20 mM NaCl, 15 mM
b-mercaptoethanol, 3 mM MgCl2, 0.5 mM PMSF, pH 7.5.

ADP–agaroseElution buffer: 3.0 mM ADP in buffer D.

FPLC buffer: 20 mM sodium mono and diphosphate, 20 mM
NaCl, pH 7.0.

DEAE-cellulose elution buffer: 150 mM NaCl in FPLC buffer.

Hsp70 binding buffer (PFNC): 0.5% FBS, 0.05% NaN3 and 1 mM
CaCl2.

Hanks’ Buffered Saline Solution.

2.6 Antibodies Anti-Hsp70 antibody (SPA-810, Assay Designs Inc.).

2.7 Chromophores Alexa488 (Molecular Probes).

2.8 shRNA to SREC-I MISSION™ shRNA plasmids (shRNA) were purchased (Sigma-
Aldrich, St. Louis, MI) and the Lentivirus generation and transduc-
tion were performed according the manual of ViralPower™ Lenti-
viral Expression Systems (Invitrogen).

3 Screening for HSP Receptors

We have screened receptors for HSP binding in the context of cell
surface expression, by expressing candidate receptors in cells null
for Hsp70 binding. A number of primary and tissue culture cells
were therefore screened for lack of capacity to bind to Hsp70. We
screened both primary cells and established cell lines (Table 1).
Maintenance of established cell lines is described previously
[31]. Human Umbilical Vein Endothelial Cells (HUVEC) were
maintained in Endothelial Basal Medium-2 (EBM-2) supplemen-
ted with Clonetics™ SingleQuot® (Cambrex/Biowittaker). Isola-
tion of peritoneal macrophages was carried out as previously
described [32]. Briefly, peritoneal macrophages were isolated
from 6 to 10-week old C57BL/6 background mice. The mice
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were injected intraperitoneally with 3 mL of thioglycollate, and
after 4 days peritoneal exudate cells were harvested by lavage with
10 mL of RPMI 1640 and cultured in RPMI 1640 medium sup-
plemented with 10% heat-inactivated FBS and penicillin streptomy-
cin. Bone marrow-derived dendritic cells (BMDCs) were generated
from the femur and tibiae of C57BL/6 mice. The bone marrow
was flushed out and cultured in RPMI 1640 supplemented with
10% heat inactivated fetal bovine serum (FBS) and 40 ng/mL
GMCSF for 6 days. On day 3, a third of the media was replaced
by fresh growth media.

3.1 Alexa

488-Labeled Purified

HSP70 Preparation

Human melanoma cells A375-MEL or mouse MISA cells were
used as starting material for the Hsp70 preparation because high
endogenous HSC70 and/or HSP70 levels were detected in these
cell types (J. Theriault & SK Calderwood, unpublished). In addi-
tion, for some experiments we used minced mouse liver as an
abundant source for Hsp70. The Hsp70 purification protocol was
based on previous studies [33]. Briefly, a 10 mL cell pellet of tumor
cells or minced liver was homogenized in 40 mL hypotonic buffer
by Dounce homogenization. The homogenate was then spun at

Table 1
Relative capacity for a range of different tissue culture cells to bind to
Hsp70

Binding to Hsp70

Cell type Species Hsp70 binding

THP1, monocyte Human +

RAW264.7, macrophage Mouse ++

Primary macrophage Mouse ++

Primary dendritic cell Mouse ++

HEK293 embryonic kidney Human +

Vacular endothelial Human ++

PC-3, prostate carcinoma Human +

HeLa, cervical carcinoma Human ++

Hela S3 cervical carcinoma Human +

MCF7, mammary cancer Human +

IMR90, fibroblast Human �
K562, pluripotent leukemia Human �
A375, melanoma Human �
CHO K1, ovarian cells Chinese hamster �
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10,000 � g for 30 min and the supernatant was further treated for
60 min. at 100,000 � g. The sample buffer was changed to buffer
D using a PD-10 desalting column (Amersham-Biosciences). The
material was then applied directly to a 5 mL ADP-agarose column
pre-equilibrated with buffer D. Hsp70 was eluted from the
ADP-agarose column with 3 mM ADP in buffer D. The sample
buffer was then changed to FPLC buffer with PD-10 column. The
supernatant was applied to a DEAE anion exchange column equili-
brated with FPLC buffer (Amersham-Biosciences). Hsp70 was
eluted with the FPLC buffer containing 150 mM NaCl. Protein
concentrations were determined by Bradford assay. Purified Hsp70
was then labeled with fluorophore Alexa 488 according to the
manufacturer’s instructions (Molecular Probes, USA). Intactness
and purity of the labeled Hsp70 was checked by SDS-PAGE, Cou-
massie staining and the presence of Hsp70 in the preparation
confirmed byWestern blotting using a mouse monoclonal antibody
specific for HSP70 (see Note 1).

3.2 Alexa

488-Labeled Purified

Hsp90 Preparation

Hsp90 alpha DNA was prepared by PCR amplification from the
pET23 plasmid and cloned into pDEST™10. Overexpression of
Hsp90 alpha in Sf9 cells was achieved according to the BAC-to-
BAC Transfection kit protocol of Invitrogen. Transfer vector was
transformed into DH10BAC competent cells containing bacmid
DNA. Later, colonies containing recombinant bacmid were identi-
fied and prepared. The bacmid DNA was then transfected into Sf9
cells using CellFECTIN (Invitrogen) to make recombinant bacu-
lovirus according to the manufacturer’s protocol.

Sf9 cells were grown in Sf900II serum-free medium (Invitro-
gen) supplemented with 100 U/mL penicillin-streptomycin and
2 mM of L-glutamine in suspension cultures with continuous shak-
ing at 150 rpm at 27 �C in a non-humidified environment. The
insect cultures were infected in the log phase of growth with
recombinant baculovirus. Cells were harvested for 48 h post infec-
tion, washed with Hank’s buffered saline solution, and protein was
purified using the Ni-NTA purification system according to the
manufacturer’s protocol (Invitrogen). AcTEV protease was used
to cleave the 6� His tag from the fusion protein generated using
pDEST™10 after purifying the recombinant protein on a nickel
chelating resin. Purified Hsp90 was then labeled with Alexa 488 as
above. Intactness and purity of the labeled Hsp90 was checked by
SDS-PAGE, Coumassie Blue staining and the presence of Hsp90 in
the preparation confirmed by immunoblot.

3.3 HSP Binding

Assay

Cells were first screened by binding to Alexa 488-labeled HSP
in vitro and analysis by flow cytometry (Table 1). 2 � 105

non-trypsinized cells were washed twice in PFNC buffer and incu-
bated with 150 nM Alexa 488-labeled BSA (negative control),
Hsp70 or Hsp90 for 30 min on ice with gentle shaking. The cells
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were washed twice in PFNC buffer and Alexa 488-labeled protein
binding was monitored by flow cytometry (Becton Dickinson)
(see Notes 2 and 3).

Experiments utilizing flow cytometry were next confirmed by
confocal fluorescence microscopy. Alexa Fluor conjugated BSA,
Hsp70, or Hsp90 were prepared as above. Cells were labeled with
ligand for 20–30 min on ice. Cells were later washed with ice-cold
stripping buffer to remove unbound Hsp90.PC. Cells were then
fixed with 4% para-formaldehyde and permeabilized with 0.1%
TritonX-100. Fluorescence was then visualized using a Zeiss
510 confocal microscope (Carl Zeiss GmbH, Jena, Germany).
Fluorophores were visualized using 488 nm excitation and a band
pass 505–530 emission filter for Alexa 488. Images were taken using
a 63 � numerical aperture (NA) 1.4 oil immersion objective lens.

3.4 To Assay

Individual Receptors

for HSP Binding, We

Selected CHO-K1 Cells

as Null for HSP Binding

in the Wild-Type State

Cells were then transfected with expression plasmids for individual
receptors following the protocol used for study of LOX-1.

2.5 � 105 CHO-K1 cells were transiently transfected with 5 μg
of empty vector (pCDNA3) or pCDNA3 plasmids encoding
Myc-tagged LOX-1, for 48 h using the Superfect transfection
reagent according to the manufacturer’s instructions (QIAGEN).
Expression of recombinant proteins was analyzed after transfection
by SDS-PAGE and immunoblot with the mouse monoclonal anti-
Myc antibody (clone 9E10, Stratagene, USA). Cell lines were
maintained by selection with neomycin and checked routinely for
the expression of Myc-tagged product. In addition, we examined
the cell surface location of the candidate receptors using antibodies
to the extracellular domains of such proteins.

Using this approach, we have examined a number of candidate
receptors. As previous studies had suggested a role for LOX-1 in
immune responses to Hsp70, we began with the study of this
protein and have confirmed that Hsp70 binds avidly to CHO--
LOX-1 cells (Table 2) [24, 34]. LOX-1 has been assigned to at least
two distinct protein families, the c-type lectins and the scavenger
receptors (SR) [34, 35]. C-type lectin receptors (CLR) are a large
family of receptors characterized by the possession of a common
binding domain—the Ca++-dependent carbohydrate binding motif
(CTLD) [36, 37]. Binding to protein ligands can be inhibited by
the use of hapten sugars that differ between different CLR family
members. In the case of LOX-1, fucoidin is a hapten sugar that
interacts with its CTLD domain and inhibits Hsp70 binding to
LOX-I [24]. Scavenger receptors (SR) have been studied mostly in
endothelial cells but are expressed in dendritic cells and macro-
phages also (J. Gong, A Murshid & SK Calderwood, in prepara-
tion). SR are a group of proteins that are clustered according to
their function in cells—their ability to interact with chemically
modified proteins in the extracellular fluid, as exemplified by bind-
ing oxidized low density lipoprotein and acetylated or maleylated
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bovine serum albumin (BSA) [38–41]. Binding of HSP to SR can
initially be screened by competition assay using known SR binding
proteins such as maleylated BSA, oxidized LDL, acetylated LDL,
apolipoprotein B, or polyanions such as polyinosine [24]. In this
approach, one ligand is labeled (fluorescently for flow cytometry)
and the other one remains unlabeled. The competition assay is done
with a constant concentration of labeled HSP and varying concen-
tration of unlabeled ligands such as mBSA, AcLDL. The basis for
this interaction as well as HSP binding is nor well understood as the
extracellular domains of individual SR are highly divergent [41].

We screened members of these receptor families and confirmed
that Hsp70 binds to LOX-1 and as well as two other SR family
members, SREC-I and FEEL-1/Stabilin1/CLEVER-1 when
expressed in CHO-K1 (Table 2) [42–46]. Others have subse-
quently shown that another SR family member—scavenger recep-
tor A can interact with HSP family members that however fail to

Table 2
Candidate cell surface receptors tested for binding to Hsp70 and Hsp90 and degree of association as
indicate by symbol (þ)

Candidate HSP receptors

Receptor Type Expressed in Hsp70 Hsp90

TLR2 Signaling APC etc. � ND

TLR4 Signaling APC etc. � ND

CD14 Signaling APC etc. � ND

CD40 Signaling APC � ND

CD91 Internalizing Many � ND

LOX-1 Scavenger/CTL Endo, APC + ++

DC-SIGN Scavenger/CTL APC � ND

Dectin 1 Scavenger APC � ND

CLEC-1 Scavenger APC � ND

CLEC2 Scavenger APC � ND

SREC-1 Scavenger APC ++ ++

FEEL-1 Scavenger APC ++ ++

NKG2A CTL NK ++ ND

NKG2C CTL NK ++ ND

NKG2D CTL NK, T cell ++ ND

Binding to receptors was assayed in CHO transfectants with two exceptions, which are DC-SIGN, which was in K-562
(also HSP binding null) and the TLR, which were in HEK293. Ability to compete with 25-fold XS cold HSP70 is

indicated in last column
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bind CD36, MARCO, and CLA-1 [24, 47]. Hsp70 also binds to
other members of the CLR family such as NKG2D that are
expressed in natural killer cells (Table 2) [42]. However, in our
studies, Hsp70 failed to bind to a number of major CLR family
members including Dectin-1, DC-SIGN, CLEC-1, and CLEC-
2 (Table 2) [42]. Some studies also indicate a role for the LDL
receptor-related protein (LRP) or CD91 in HSP binding.
LRP/CD91 contains four clusters of binding repeats that mediate
association with at least 30 different ligands including
apolipoprotein E, α2macroblobulin, pro-urokinase, and others
[48, 49]. Most ligands bind specifically to two of these clusters of
binding repeats within domains II and IV [48]. However, we could
not detect Hsp70 binding to either domain II or IV when
expressed in CHO-K1 cells, and in addition, LRP null cells
appeared to bind Hsp70 as well as wild-type cells (Table 2)
[23, 42, 50]. Endocytosis of the molecular chaperone calreticulin
was also not decreased in CD91�/� cells casting some doubt on
CD91 as a universal endocytic receptor for HSPs [51]. By contrast
scavenger receptor SRA has been shown to be required for a large
proportion of gp96 and calreticulin uptake [22]. In the case of
Hsp90, neither fucoidin (LOX-1 agonist) nor α2-macroglobulin
(LRP/CD91 agonist) was able to block representation of a peptide
bound to Hsp90 [52]. Nonetheless, others have shown that inacti-
vation of CD91 can lead to loss of antigen re-presentation ability in
cells exposed to gp96/peptide complexes [53]. The large heat
shock proteins Hsp110 and Grp170, which have potent immune
properties, can bind to SRA and SREC-I and there is also some
evidence for binding to LRP/CD91 [25]. There is additionally
evidence indicating a possible role for LRP/CD91 in Hsp70 bind-
ing to macrophages [24]. Inhibition by α2macroblobulin competi-
tion has often been used as a criterion for HSP binding to
LRP/CD91 [25]. In addition, our unpublished experiments indi-
cate that levels of SREC-I and LOX-1 are very low in unstimulated
murine macrophages in which CD91 may play a significant role.
The usage of HSP receptors could thus vary with the nature of the
chaperone ligand, immune cell type, and the activation state of the
cell. Our studies in vivo indicate that TLR signaling is essential for
SREC-I-expressing DC to traffic to afferent lymph nodes after
vaccination with Hsp70 vaccine [30]. Hsp70 can itself induce
SREC-I expression in TLR pathway proficient murine DC suggest-
ing a feed-forward mechanism in which Hsp70 induces its own
receptors (SR) and amplifies immune effects of Hsp70-peptide
complexes [30]. There are also indications that Hsp70 activates
signaling receptors such as TLR2, TLR4, and CD40 and may be
involved in inducing inflammation and innate immunity [10, 11,
54]. However, using the CHO transfection system described
above, we were unable to confirm direct binding of Hsp70 to
these molecules (Table 2). At least in the case of TLR2, indirect
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activation of this receptor downstream of both LOX-1 and SREC-I
is observed after receptor binding to bacterial protein OMP1 [55].

Figure 1 shows a cartoon indicating that at least 4 HSP recep-
tors exist and could potentially be co-expressed in a single cell. In
addition, a range of other ligands can interact with such receptors.
The existence of multiple receptors therefore complicates interpre-
tation of experiments probing the function of extracellular HSP.
This difficulty is exacerbated by the findings that, while SREC-I and
LOX-1 have pro-immune functions, SRA-1 appears to be inhibi-
tory to the immune response by inhibiting the activity of TLR4
[24, 30, 47, 56]. The receptors may thus have both additive and
confounding effects.

With this plethora of receptors, the nature of the HSP-receptor
interaction is still in some doubt. However, the crystal structure of
ligand-bound LOX-1 has recently been determined. These studies
indicate that the ligand (oxidized LDL) binding surface is hydropho-
bic except for a basic spine composed of arginine residues essential
for ligand binding [57, 58]. These positively charged arginine resi-
dues together with the hydrophobic residues appear to confer the
specificity of LOX-1 for negatively charged lipids and lipoproteins
[57]. LOX-1 binds to its ligands as a homodimer with an intramo-
lecular disulfide bond [58]. It is not clear to what degree the ligand-
binding properties of SREC-I and FEEL-1/CLEVER1 resemble
those of LOX-1 (Fig. 1). The extracellular domains of these two
SR do not contain CTLD, but consist mostly of multiple EGF-like
repeats [59]. These repeat domains have a length of approximately

Fig. 1 Hsp70, oxidized LDL and chemically modified proteins each bind to scavenger receptors LOX-1, FEEL-1,
SRECI and SRA-1
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40 amino acids and are characterized by conserved arrangement of
six cysteine residues found in EGF itself [60, 61]. It has been shown
that at least four tandem repeats of EGF-like regions are required for
the FEEL-1 homolog FEEL-2 (STABILIN-2) to bind the acidic
lipid phosphatidylserine [62]. It is apparent therefore that much is
left to be learnt regarding the specificity and sequence requirements
for HSP binding to these candidate receptors.

4 Studying HSP-SREC-I Interaction In Vivo

As we are currently have not developed SREC-I knockout mice, we
took the approach of knocking down SREC-I in dendritic cells by
shRNA. Our studies had indicated that in mice with TLR2/TLR4
knockdown, responses to Hsp70 vaccine (Hsp70-FC) were strongly
inhibited [30, 63]. We utilized this finding to study the significance
of SREC-I in responses to Hsp70 in vivo. To address this issue, we
first determined whether the decreased immunity in TLR knockout
cells could be reversed by adoptive transfer of wild-type DC
(WT-DC) into tlr2�/�/tlr4�/� mice [30]. Indeed, transfer of
Hsp70-FC pulsed DC was able to induce immunity to tumors in
naive WT mice and support tumor-specific cytotoxicity [30]. We
next showed that immunization of tlr2�/�/tlr4�/� mice with WT
DC that had been pulsed with Hsp70-FC also increased the cyto-
toxic lymphocyte (CTL) activity and CTL frequency of such mice
[30]. This implies that WT donor DC were able to compensate for
the endogenous, inactive DC in tlr2�/�/tlr4�/� mice. Groups of
such knockout mice were next immunized with DC generated from
WT mice that had been infected with SREC-I shRNA or control
shRNA constructs and then pulsed with Hsp70-FC. SREC-I knock-
down inhibited the ability of WT DC to compensate for TLR
knockout indicating that this is a viable approach for studying
SREC-I function in vivo. These experiments therefore suggested
that SREC-I is essential for antigen presentation by DC exposed to
Hsp70.PC. These findings were confirmed by assessing the fre-
quency of antigen-specific T cells induced using an MHC-class-I/
peptide tetramer (iTAg). The 8-mer peptide (SAPDTRPA) is a
dominant epitope from MUC1 that binds to C57BL/6 MHC
class I, H-2Kb [64]. MUC1 is one of the most prominent tumor
antigens present in the Hsp70-FC vaccine [30]. The MUC1-8 iTAg
was used to identify and assess the tetramer-positive T cells. The
numbers of MUC1-8 iTAg-positive T cells from tlr2�/�/tlr4�/�

immunized with SRECI knockdown DC were significantly
decreased compared with those from mice transferred with DC
infected with control virus. Immunization of tlr2�/�/tlr4�/� mice
either with Hsp70-FC pulsed DC after SREC-I knockdown or after
infection with control virus resulted 1.45% and 3.51% CD8 T cells
positive for MUC1-8 indicating that SRECI plays an important role
in the induction of antigen-specific T cells by Hsp70-based vaccines.
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4.1 shRNA Directed

Against SRECI

MISSION™ shRNA plasmids (shRNA) were purchased (Sigma-
Aldrich, St. Louis, MI) and the Lentivirus generation and transduc-
tion were performed according to the manual of ViralPower™
Lentiviral Expression Systems (Invitrogen). The effectiveness of
shRNA for knockdown of murine SRECI (five clones:
TRCN0000067873; TRCN0000067874; TRCN0000067875;
TRCN0000067876; and TRCN0000067877) was examined Real-
Time PCR and immunoblot. The most effective construct for
mSREC-I mRNA knockdown (TRCN0000067875) was used. The
Lentivirus (insert sequence was 50–CCGCAGGTATGCACGCGT-
30 which does not target any mouse genes, but will activate RISC and
the RNAi pathway in the cells) was used as negative control.

Three-day-old DC were collected, purified, placed in 96-well
round-bottom plates with 1 � 106 cell per well for O/N culture in
a medium containing GM-CSF. On the second day, half of the
medium (100 μL) was removed and 100 μL Lenti-virus supernatant
(1 virus: 1 DC) was added. After 20 h, 150 μL of medium from
each well was replaced by fresh GM-CSF medium for additional
culture. DC infected with SREC-I shRNA or control constructs or
un-infected DC were collected for SREC1 expression and T cell
stimulation assay. Significant SRECI knockdown at the protein
level was achieved in 90–100 h.

5 Notes

1. Purified HSP. Most heat shock proteins are encoded by multi-
gene families. This is particularly true for Hsp70 in which there
are, depending on species, at least 12 closely related gene family
members each of which may bind to cells with differing affinities
[42]. This complication could be remedied by the use of recom-
binant proteins. However, if recombinant proteins are produced
in E. coli, great care must be taken to remove contaminating
PAMPs such as lipolysaccharides or peptidoglycans [12]. We
have prepared recombinant HSPs using the baculovirus/sf9
system to avoid these problems. However, LPS in particular
can be introduced into protein preparations from contaminated
glassware and we have been very carefull to assay all the batches
of HSP by the limulus assay.

2. HSP bind with only moderate affinity to the receptors uncov-
ered so far and these are promiscuous in terms of binding
partners. In most cases the structural basis for HSP-receptor
binding is not known. Thus, much needs to be learned regard-
ing HSP-receptor interaction. Future in vitro studies should
address questions of three dimensional structure of HSP-recep-
tor complexes and the exact affinities of the interactions [2].
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3. Many cells express multiple HSP receptors and great care must
be taken to isolate the properties of individual receptors. It
seems likely that other as yet unknown receptors exist [2].
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Chapter 25

Creation of Recombinant Chaperone Vaccine Using Large
Heat Shock Protein for Antigen-Targeted Cancer
Immunotherapy

Chunqing Guo, John R. Subjeck, and Xiang-Yang Wang

Abstract

Large heat shock proteins (HSPs) or stress proteins, including Hsp110 and Grp170, are unique molecular
chaperones with superior capability of shuttling tumor protein antigens into professional antigen-
presenting cells, such as dendritic cells, for highly efficient cross-presentation and T cell priming. Recon-
stituted chaperone complexes of large HSP and tumor protein antigen have been demonstrated to generate
a robust antigen-specific T lymphocyte response with therapeutic potency against multiple cancer types in
preclinical models. Here, we describe the methods for preparing this recombinant chaperone complex
vaccine and analyzing the vaccine-induced activation of antigen-specific T cells using in vitro and in vivo
systems.

Key words Large heat shock protein, Hsp110, Grp170, Chaperone vaccine, Antigen cross-presenta-
tion, T cell activation

1 Introduction

Heat shock proteins (HSPs) are among the most abundant and
ubiquitous intracellular proteins. As molecular chaperones, they are
actively involved in almost every aspect of protein homeostasis, e.g.,
folding/refolding, assembly, translocation, and degradation
[1]. The extensive studies have shown that certain tumor-derived
HSPs can serve as effective cancer vaccines [2–4], which is believed
to be due to the HSP-carried antigenic “fingerprint” of the tumor
[5]. It has been well documented that exogenous HSPs are highly
effective in directing associated antigens into antigen-presenting
cells (APCs) though the interactions with surface endocytic recep-
tors [6–9], resulting in cross-presentation of antigens on MHC
class I molecules. In addition to promoting antigen processing
and presentation, HSP interactions with certain signaling recep-
tors, such as toll-like receptors, facilitate phenotypic and functional
maturation of professional APCs, e.g., dendritic cells (DCs) or
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monocytes [10, 11]. Thus, the properties of HSPs as antigen
carriers and as activators of innate immune cells enable these chap-
erone molecules to be utilized as immunostimulatory adjuvants for
development of various immunotherapeutic approaches to treat-
ment cancer or infectious diseases [12].

High molecular weight or large HSPs, called Hsp110 and
Grp170, exhibit similar albeit distinct structural and functional
features compared to other chaperone molecules [13, 14]. In
light of their exceptional client protein-holding capacity and supe-
rior immunostimulatory activity [4, 15–17], we have created
recombinant heat shock or chaperone vaccines by complexing clin-
ically relevant tumor protein antigens to these large HSPs in vitro
[18–20]. Since it has long been understood that HSPs chaperone
full-length protein substrates, these generated complexes are
believed to resemble natural intracellular HSP-substrate chaperone
complexes. We have demonstrated that these recombinant chaper-
one vaccines exhibit strong antitumor activities in various preclini-
cal tumor models [18–24]. Intriguingly, these large HSPs (e.g.,
Hsp110) are significantly more potent than complete Freund’s
adjuvant (CFA) as an adjuvant in promoting antitumor immunity
[18], which may be attributed to their superior ability to facilitate
cross-presentation of associated tumor protein antigen in the vac-
cine cargo by DCs [25]. This “chaperoning” approach that we have
developed for creation of a targeted vaccine clearly provides several
advantages over autologous tumor vaccines, including no require-
ment for a surgical tumor specimen, unlimited quantities of off-
the-shelf vaccines with uniformity, broad applicability, and easy
immunomonitoring using well-defined tumor antigens [14, 26].

Here, we describe the methods for preparing recombinant
large HSPs and protein antigens using protein expression system
involving baculovirus-insect cells, generating large HSP-protein
antigen chaperone complexes by heat shock, and assessing this
vaccine-stimulated activation of T cells using both in vitro and
in vivo systems.

2 Materials

2.1 Preparation of

Recombinant Large

HSPs and Tumor

Protein Antigen

1. BacPAK baculovirus expression system (Clontech).

2. Baculovirus rapid titer kit (Clontech).

3. Ni2+-nitrilotriacetic acid (Ni-NTA)-agarose (Qiagen).

4. Lysis buffer: 20 mM Tris–HCl (pH 7.9), 0.5 M NaCl, 5 mM
Imidazole (Sigma), 0.1% Nonidet P-40, and protease inhibitor
cocktail tablets (Roche Molecular Biochemicals).

5. Binding buffer: 20 mM Tris–HCl (pH 7.9), 0.5 M NaCl, 5 mM
Imidazole.

346 Chunqing Guo et al.



6. Wash buffer: 20 mM Tris–HCl (pH 7.9), 0.5 M NaCl,
20–50 mM Imidazole.

7. Elution buffer: 20 mM Tris–HCl (pH 7.0), 0.5 M NaCl,
300 mM Imidazole.

2.2 Chaperone

Complex Formation In

Vitro

1. Luciferase aggregation assay buffer: 25 mM HEPES (pH 7.9),
5 mM magnesium acetate, 50 mM KCl, and 5 mM
β-mercaptoethanol.

2. Complexing buffer: Phosphate-buffered saline containing
20 mM HEPES, pH 7.2, 20 mM NaCl.

3. GelCode Blue Stain Reagent (Pierce).

4. BCA (bicinchoninic acid) protein assay kit (Pierce).

5. Enhanced chemiluminescence detection system (Amersham
Pharmacia).

2.3 Measuring

Antigen Cross-

Presentation In Vitro

Using BMDCs

1. Complete BMDC medium: RPMI-1640 medium containing
10% heat-inactivated fetal bovine serum (FBS), 10 mM
HEPES (PH7.3, Invitrogen), 20 ng/ml GM-CSF (R&D sys-
tem), 2 mM L-glutamine, 100 U/ml penicillin, and 100 μg/ml
streptomycin and 50 μM β-ME (Sigma).

2. Red blood cell lysis buffer: 0.15 M NH4Cl, 10 mM KHCO3,
0.1 M Na2EDTA, pH 7.2.

3. TruStain FcX™ (anti-mouse CD16/32) antibody (Clone
93, BioLegend).

4. FITC BrdU Flow kits (BD Pharmingen).

5. PerCP/Cy5.5 anti-mouse CD90.1 antibody (clone OX-7,
BioLegend).

6. FACS staining buffer: PBS containing 0.1% (m/v) bovine serum
albumin, 0.1% Na3N.

2.4 Measuring the

Immunogenicity of

Chaperone Complex

Vaccine In Vivo

2.4.1 The Enzyme-

Linked ImmunoSpot

(ELISPOT) Assay

1. Red blood cell lysis buffer: 0.15 M NH4Cl, 10 mM KHCO3,
0.1 M Na2EDTA, pH 7.2.

2. RPMI-1640 complete medium containing 10% FBS, 2 mM L-
glutamine, 100 U/ml penicillin, and 100 μg/ml streptomycin
and 50 μM β-ME.

3. 96-well nitrocellulose-backed microtiter plates (Millipore).

4. Rat anti-mouse IFN-γ (clone R4-6A2, BD Pharmingen).

5. Wash solution: PBS containing 0.05% (v/v) Tween 20.

6. Biotinylated IFN-γ antibody (clone XMG1.2, BD Pharmingen).

7. Avidin-alkaline phosphatase D (Vector Laboratories).

8. 5-bromo-4-chloro-3-indolyl phosphatase/Nitro Blue Tetrazo-
lium (BCIP/NBT) (Boehringer Mannheim).

9. Human Gp10025–33 peptide (KVPRNQDWL, AnaSpec).
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2.4.2 Intracellular IFN-γ

Staining Assay

1. Human Gp10025–33 peptide (KVPRNQDWL, AnaSpec).

2. FITC anti-mouse IFN-γ antibody (clone XMG1.2, BioLegend).

3. PE Rat anti-mouse CD8 antibody (clone 53–6.7, BioLegend).

4. FACS staining buffer: PBS containing 0.1% (m/v) bovine serum
albumin, 0.1% Na3N.

5. Intracellular Fixation & Permeabilization Buffer Set
(eBiosciences).

6. Cell Stimulation Cocktail (plus protein transport inhibitors)
(eBiosciences).

3 Methods

3.1 Preparation of

Recombinant Large

HSP and Tumor Protein

Antigen

The baculovirus-insect cell expression system, which not only facil-
itates proper protein folding and posttranslational processing, but
also greatly reduces endotoxin contamination, is used to generate
recombinant large HSPs (i.e., Hsp110 and Grp170) and protein
antigens (e.g., Gp100). The full-length cDNAs for large HSPs or
targeted antigens are first subcloned into a baculovirus transfer
vector (pBacPAK) containing the promoter for transcription as
well as the sequences for homologous recombination and selection.
The 6� histidine (His) affinity tag is introduced into the
N-terminus or C-terminus of the proteins to facilitate protein
binding to Ni2+-NTA agarose for purification. The constructed
plasmids are co-transfected along with replication-deficient baculo-
virus DNA into Sf21 insect cells for virus packaging.

The Bacfectin-DNA mixture is prepared by diluting transfer
vector (0.5 μg) with linear viral DNA (0.1 μg) and the Bacfectin
(4 μl) in 100 μl steriled nuclease-free water and then added drop-
wise to a 35 mm culture dish containing Sf21 cells while gently
swirling the dish to mix (see Note 1). 1.5 ml of BacPak complete
medium is then added after culture at 27 �C overnight. When the
signs of infection, such as irregular shapes and increased volumes,
appear (approximately 5 days post-transfection), culture superna-
tants are harvested for plaque assay. Freshly prepared sf21 cells in
35 mm dish are incubated with the serially diluted supernatant
(10�2 ~ 10�12) at room temperature for 1 h. After removing the
virus inoculums, the pre-warmed 1% SeaPlaque agarose solution
(FMC Bioproducts) is gently overlaid on the infected cell mono-
layer and BacPAK complete medium will be subsequently added on
the solidified agarose (see Note 2). After culture in a humidified
incubator for 5–7 days, the plates are stained with 0.03% neutral red
solution (Sigma) in PBS and the well-isolated viral plaques are
picked using sterile pasteur pipettes. Vortex of agarose plug in the
medium will allow the viruses to diffuse out of the agarose plug.
0.1 ml of inoculum from each virus plaque will be amplified for
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3–4 days using fresh sf21 cells until the cells appear grainy with
irregularly shaped membranes. The supernatants are collected after
centrifugation at 1000 � g for 5 min at room temperature (passage
I virus stock). Expression of large HSPs and targeted antigen
should be determined at this step using the infected remaining
cells by SDS-PAGE and immunoblotting analysis. The positive
recombinant virus plaques are further amplified (0.1 ml passage I
stock into 1.5 � 107 cells/30 ml medium in a 150 mm plate) for
4–6 days to produce passage II virus stock. Several aliquots should
be kept at �70 �C for long-term storage and the remainder kept at
4 �C as the working stock. The titration of virus should be per-
formed using passage II virus so that subsequent infections can be
optimized to produce the maximal yield of recombinant proteins.
Virus titers can be determined using a baculovirus rapid titer Kit
(Clontech) and calculated as follows: The titer of the virus stock
(pfu/ml) ¼ (average plaques per dish) � 10 � (dilution factor)�1.
Passage II virus stocks for large HSPs and protein antigens (e.g.,
Gp100) usually have a high titer of 5 � 107 pfu/ml.

Recombinant proteins are produced in large quantities by
infecting insect cells growing in suspension using higher multiplic-
ity of infection (MOI, ~5–10). Adding glucose (4.5 mg/ml) to
culture media was seen in our hands to increase the glycosylation of
certain glycoproteins such as Grp170 and Gp100. Three to
four days after virus infection, a small aliquot of cells is subjected
to SDS-PAGE to ensure protein expression before cells are col-
lected for the scale-up of protein production. Cells are sonicated in
lysis buffer (109 cells per 100 ml lysis buffer) and incubated for
30 min on ice. The supernatant of post-centrifugation at
10,000� g for 1 h at 4 �Cwill be incubated with Ni2+-NTA agarose
beads under native conditions at 4 �C (volume ratio ~ 20:1) and the
resins are packed onto columns the next day. The columns are
washed first with ten-fold bed volume of binding buffer and subse-
quently with wash buffer to remove nonspecific protein binding (see
Note 3). His-tagged recombinant proteins are eluted from column
with 5–10 ml of elution buffer. The eluted proteins are dialyzed
against phosphate-buffered saline (PBS) using Slide-A-Lyzer
(Pierce) and concentrated with Centriplus (Milipore) or Vivaspin
(Vivascience) ultrafiltration columns. The recovered proteins are
quantified using BCA protein assay with bovine serum albumin as a
standard. The estimated total protein yield is 1–2 mg per 109 cells.

3.2 Complex

Formation of Large

HSP and Tumor Protein

Antigen

It is recommended that aggregation protection assays using lucifer-
ase as a reporter protein are performed to assess the chaperoning
capability of recombinant large HSPs prior to the complex recon-
stitution [18, 27]. 150 nM luciferase and Hsp110 or Grp170 at a
molar ratio of 1:1 are incubated in the aggregation assay buffer at
43 �C for 30 min, and protein aggregation is monitored by mea-
suring the optical density at 320 nm using a spectrophotometer
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that is connected to a water bath for temperature control. Hsp110
or grp170 should be able to protect 70–90% of luciferase from heat
shock-induced denaturation (Fig. 1). For the generation of chaper-
one vaccines, recombinant large HSPs and targeted protein anti-
gens (e.g., melanoma antigen Gp100) are incubated under heat
shock conditions for 30 min, and then incubated at 37 �C for
another 1 h. Since the “melting” temperatures differ for individual
protein antigens, a pilot study should be carried out to determine
the approximate temperature at which the protein starts to dena-
ture as indicated by aggregation and precipitation of the protein.
The addition of Hsp110 or Grp170 to the protein antigen should
then inhibit aggregation as a result of complex formation. While
this model is generally applicable, there is an important caveat.
There is an upper temperature limit of approximately 65 �C that
can be used to induce aggregation since Hsp110 itself begins to
aggregate at about 70 �C. While most proteins examined do aggre-
gate in the available temperature range and therefore adhere to this
simple model, not all do. Some proteins are simply thermostable
and not suitable for complexing, e.g., ovalbumin. However, we
have had experience with protein antigens, which were purified
from bacterial inclusion bodies, that did not aggregate but readily
complexed with Hsp110 at higher temperature as indicated by
co-immunoprecipitation (e.g., the intracellular domain of
HER-2/Neu [27]), yielding potent vaccines. Therefore, while a
simple precipitation assay is an initial way to set parameters of
complexing, failure of this assay should not be reason to abandon
the antigen as not suitable. Most protein antigens that we have
examined do aggregate in the available temperature range and

Fig. 1 In vitro chaperoning activity assay using luciferase as a reporter protein. (a). Purified Hsp110 and
Grp170 were analyzed by SDS–PAGE and subsequent gel staining. (b). Luciferase was incubated in the
presence or absence of Hsp110 or Grp170 at 43 �C. The optical density of reaction samples at 320 nm was
monitored using a spectrophotometer. Aggregation of heated luciferase alone was set as 100%
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complex with Hsp110 or Grp170. In addition, the molar ratios of
large HSPs and the antigen can be adjusted to achieve the maximal
complexing efficiency, although a one-to-one molar ratio has been
found to be effective in most instances.

The complex formation will be confirmed using immunopre-
cipitation assays as previously described [21]. Anti-Hsp110 (1:200)
or Grp170 (1:100) antibodies are incubated with the complexes to
pull down chaperone proteins. Normal rabbit sera are used as
negative controls. The immune complexes are then precipitated
by Protein-A Sepharose CL-4B (Amersham Pharmacia) and
subjected to SDS-PAGE followed by either Gel-blue staining
(Pierce) or immunoblotting analysis with antibodies against the
targeted antigen (e.g., Gp100). Visualization of co-precipitated
Hsp110 (or Grp170) and the protein antigen by Gel-blue staining
also allows for an estimation of the molar ratio of complexing.
This can be quantitated from a gel scan by adjusting for molecular
weight differences and by assuming similar amino acid composi-
tions. For example, Gp100 has a molecular weight of about
75 kDa, so a 1 to 1 molar ratio with Hsp110 would be seen as a
ratio of about 0.70 based of Gel-blue band intensities. In
practice, this ratio is closer to 0.60 indicating that most Hsp110
molecules are occupied with Gp100 protein antigens. However,
simple visualization of both bands by Gel-blue staining appears to
guarantee sufficient complexing to generate a significant immune
response.

3.3 Measuring the

Chaperone Complex-

Facilitated Antigen

Cross-Presentation In

Vitro

In order to test the ability of large HSPs to enhance the cross-
presentation of chaperoned protein antigen, mouse bone marrow-
derived DCs (BMDCs) are prepared and used as APCs. The mouse
tibiae and femurs will be removed and cut with scissors to expose
the marrow cavity, and the bone marrow cells are flushed out from
the bones using a 3 cc syringe (VWR) attached to a 27-G needle
(Becton Dickinson) with ice-cold serum-free RPMI1640. Clusters
within the marrow suspension should be disintegrated by vigorous
pipetting, followed by the removal of red blood cells from the cell
suspension using lysis buffer. Cells are washed and passed through a
cell strainer (Becton Dickinson) to remove small pieces of bone and
debris. Yields are routinely 5 ~ 7 � 107 mononuclear cells per
mouse (two tibiae and two femurs) with a viability of >99%. Cells
in complete BMDCs culture medium are seeded at 2 � 106 cells/
well into 12-well plates (Corning) on day 0. The loosely adherent
granulocytes should be carefully depleted on day 3 and replaced
with fresh BMDC culture medium (see Note 4). On days 5 and
7 half of the culture supernatant is harvested and centrifuged. The
cell pellet is resuspended in fresh medium and given back into the
original wells. After 7 day cultures, the clustering adherent DCs will
dislodge from the stromal cells and float in the culture medium. On
day 9, the non- and semi-adherent cells are collected by gentle
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pipetting using a Pasteur pipet. The cells will be at least 80% of DCs
as identified by surface marker CD11c, MHC class II, and B7.1/
B7.2.

In vitro antigen-specific T cell proliferation assay will be used to
measure large HSP-enhanced antigen cross-presentation. Bromo-
deoxyuridine (BrdU), a synthetic nucleoside that is an analogue of
thymidine, can be incorporated into the newly synthesized DNA of
dividing cells. Therefore, BrdU incorporation assay involving
immunofluorescent staining of incorporated BrdU and flow cyto-
metric analysis provides an alternative non-radioisotope-based
method for assessing the complex-promoted T cell activation. The
procedure described here is to determine the frequency of BrdU
incorporating T cells following coculture with BMDCs that have
been loaded with recombinant large HSP-protein antigen com-
plexes (e.g., Grp170-Gp100). Alternatively, T cell activation may
be evaluated by intracellular staining of IFN-γ and flow cytometry
analysis that determines the frequency of antigen-specific T cells.
The cytokines that indicate T cell activation (e.g., IFN-γ) may also
be assessed using ELISA assays with commercially available kits
according to the manufacturer’s instructions.

BMDCs are incubated with recombinant Gp100 protein,
Grp170-Gp100 protein complexes or left untreated in a 200 μl
RPMI complete medium overnight at 37 �C. BMDCs are washed
and seeded into 96-well U-bottom cell culture cluster as stimula-
tors (1–2 � 104/well). Gp100-specific CD90.1+ CD8 T cells are
purified from Pmel17 TCR transgenic mice (Jackson Laboratory)
as responders using mouse CD8 cell recovery column kit (Cedar-
lane laboratories Limited) and cocultured with BMDCs at different

Fig. 2 Recombinant Grp170 promotes cross-presentation of Gp100 and activation of Gp100-specific T cells
in vitro. Purified CD90.1+CD8+ Pmel T cells that recognize MHC I-restricted Gp10025–33 peptide were
cocultured with BMDCs pulsed with Gp100 or Grp170-Gp100 chaperone complexes at a molar ratio of 10:1
(T cells: DCs) for 72 h. BrdU (10 μM) was added at the beginning of the coculture. Cells were stained with anti-
CD8, CD90.1 and BrdU antibodies conjugated with various fluorophores. BrdU+ cells were analyzed using flow
cytometry by gating in CD8+CD90.1+ cells
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ratios in the 96-well plates. BrdU solution is added at a final
concentration of 10 μM. After 72 h culture in a humidified
37 �C, 5% CO2 incubator, the cells are washed and blocked with
CD16/CD32 antibodies in FACS staining buffer, followed by
staining using anti-CD8-PE and CD90.1-PerCP/Cy5.5 antibodies
at 4 �C for 30 min. The cells are fixed, treated with DNase I
(300μg/ml), and stained with FITC-conjugated anti-BrdU anti-
bodies (BD Pharmingen). The cells are analyzed on a flow cyt-
ometer (e.g., BD FACS Calibur) for the frequency of BrdU+

CD90.1+ T-cells (Fig. 2).

3.4 Measuring the

Chaperone Complex

Induced T Cell

Activation In Vivo

The most reliable readout for the immunogenicity of protein
antigen-targeted chaperone complex vaccines is to determine
their ability to generate functional T cell responses in vivo. Several
T cell assays have been established, which include enzyme-linked
immunosorbent spot (ELISPOT) assay, in vitro cytolytic assay,
in vivo CTL killing assay, intracellular cytokine staining, ELISA
assay, or MHC class I-peptide tetramer assay. Here, we will briefly
discuss the ELISPOT assay, which measures the frequency of cyto-
kine producing T cells in response to antigen stimulation on a
single-cell level. The ELISPOT assay takes advantage of the rela-
tively high concentration of the cytokines in the environment sur-
rounding the cytokine-secreting cell, which can be captured and
detected using high-affinity cytokine antibodies. A total of
25–30 μg of large HSP-protein antigen (e.g., Gp100) complexes
is injected in a volume of 100 μl intradermally to naı̈ve mice. Mice
immunized with large HSP alone, protein antigen with or without
heat shock treatment will serve as controls. One week later, a
second vaccination is given to boost the immune responses. Spleen
or draining lymph nodes are collected after an additional week and a
single-cell suspension is prepared. Red blood cells are removed by
lysis buffer. A 96-well, nitrocellulose-backed microtiter plates
(Millipore) are precoated with 10 μg/ml rat anti-mouse IFN-γ in
PBS overnight at 4 �C or 2 h at room temperature. Splenocytes,
lymph node cells, or purified CD8+ T cells purified using magnetic
beads (Myltenyi Biotec) are plated at a concentration of
2–10 � 105 cells/well in RPMI1640 complete medium containing
antigens (e.g., 20 μg/ml Gp100 protein or 1 μg/ml Gp10025–32
peptide) on a level surface. Following culture in a humidified 37 �C,
5% CO2 incubator for 24 h and extensive rinse with wash buffer,
the plates are incubated sequentially with 5 μg/ml biotinylated
IFN-γ antibody and 0.2 U/ml avidin-alkaline phosphatase
D. Spots will be developed by adding 5-bromo-4-chloro-3-indolyl
phosphatase/Nitro Blue Tetrazolium (BCIP/NBT) to each well
and incubating at room temperature until color develops. The
number of the spots are counted with a Zeiss ELISPOT reader
and presented as the number of IFN-γ spots per 1 � 106 cells (see
Note 5).
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The frequency of IFN-γ producing CD8+ T cells in the spleens
and lymph nodes of the Hsp110/Grp170-Gp100 complex-
immunized mice may also be examined by intracellular IFN-γ
staining and flow cytometry (Fig. 3). Cells prepared from spleen
or lymph nodes are stimulated with human Gp10025–33 peptide
(1 μg/ml) and IL-2 (20 IU/ml) for 3 days in RPMI1640 complete
medium. Cells are then stimulated in RPMI1640 complete
medium containing Cell Stimulation Cocktail for 4 h followed by
staining of cell surface markers (e.g., CD8). After the last wash, the
cells are fixed in Fixation Buffer and incubated for 30 min at room
temperature in the dark. Cells are washed with Permeabilization
Buffer twice and resuspended in 100 μl Permeabilization Buffer (see
Note 6). FITC-conjugated anti-mouse IFN-γ antibody is added
and incubated for 30 min at room temperature in the dark. After
wash with Permeabilization Buffer, the stained cells are resus-
pended in Flow Cytometry Staining Buffer and analyzed by flow
cytometry to determine the frequency of IFN-γ+CD8+ T-cells.

To determine the therapeutic efficacy of the chaperone com-
plex vaccine against transplanted tumor xenografts, B16 melanoma
(ATCC) will be established subcutaneously in the flank area of
C57BL/6 mice (The Jackson Laboratory). When tumor size
reaches ~5–6 mm in diameter, mice will receive chaperone complex
(30 μg Gp100 protein complexed with Hsp110 or Grp170 at 1 to
1 molar ratio), Gp100 protein alone (30 μg) or left untreated. The
treatment will be performed every 3 days for a total of four doses.
Tumor volumes are monitored by measuring perpendicular tumor
diameters using an electronic digital caliper. Immune responses will
be assayed using the procedures described above.

Fig. 3 Recombinant Hsp110-Gp100 chaperone vaccine induces activation of antigen-specific T cell response.
C57BL/6 mice were immunized with Hsp110-Gp100 complex vaccine twice at weekly intervals. Lymph node
cells were stimulated with Gp10025–33 and subjected to intracellular staining for IFN-γ expression to
determine the frequency of antigen-specific CD8+ T cells after vaccination
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4 Notes

1. Given the inhibitory effect of FBS on the transfection, it is
necessary to wash the insect cell once with BacPAK Grace basic
medium (GIBCO) and replace the normal medium with serum-
free medium before adding the Bacfectin-DNA mixture to the
cells.

2. To achieve maximal protein expression, log phase Sf21 cells that
are at least 98% viable should be used for infections. Both the
quality of virus plaques and the level of protein production are
highly dependent on the viability of the cells. In addition, some-
times a protein antigen can be engineered to improve solubility
and expression, e.g., removal of a transmembrane domain as in
the case of melanoma antigen Gp100.

3. Including a low concentration of imidazole in the lysis and wash
buffers can help minimize nonspecific binding. Drying of the
columns should be always avoided during washes, since this will
result in the early elution of His-tagged proteins.

4. Male mice are preferred for the generation of DCs because of
their larger bone size compared to female mice. We flush out the
bone marrow cells using ice-cold serum-free RPMI 1640 instead
of the complete medium, because FBS in the complete medium
can generate a lot of foam during the repeated flushes that may
be harmful to the cells. To increase the purity of DCs, the loosely
adherent granulocytes should be removed thoroughly without
disturbing the large clusters of DCs.

5. A diffuse darkening of the nitrocellulose membrane is com-
monly observed when too many cells per well are seeded. Inad-
equate removal of cells from the ELISPOT plates after antibody
incubation may cause a high background. Washing the plate at
least once with distilled water will help reduce the “noise”.

6. 1 � Permeabilization Buffer for intracellular cytokine staining
should be freshly prepared by diluting in ddH2O. Recover the
buffer to room temperature before staining will enhance the
sensitivity of antibodies, especially for those samples in which
IFN-γ expression is low.
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Chapter 26

A Novel Heat Shock Protein 70-based Vaccine Prepared
from DC-Tumor Fusion Cells

Desheng Weng, Stuart K. Calderwood, and Jianlin Gong

Abstract

We have developed an enhanced molecular chaperone-based vaccine through rapid isolation of Hsp70
peptide complexes after the fusion of tumor and dendritic cells (Hsp70.PC-F). In this approach, the tumor
antigens are introduced into the antigen processing machinery of dendritic cells through the cell fusion
process and thus we can obtain antigenic tumor peptides or their intermediates that have been processed by
dendritic cells. Our results show that Hsp70.PC-F has increased immunogenicity compared to preparations
from tumor cells alone and therefore constitutes an improved formulation of chaperone protein-based
tumor vaccine.

Key words Heat shock proteins70 (Hsp70), Dendritic cells (DC), Cell fusion, Extraction of Hsp70
peptide complexes (Hsp70.PC), Tumor vaccine

1 Introduction

The heat shock proteins 70 (Hsp70) family is intrinsic to cellular
life, permitting client proteins to perform essential enzymatic, sig-
naling and structural functions within the tightly crowded milieu of
the cell and working to avert the catastrophe of protein aggregation
during stress [1–3]. There are at least 12 members of the human
Hsp70 family, including proteins expressed in the cytoplasm, endo-
plasmic reticulum, and mitochondria [1, 4, 5]. For molecular
chaperone function, Hsp70 family members are equipped with
two major functional domains, including a carboxy-terminal region
that binds peptides and denatured proteins and an N-terminal
ATPase domain that controls the opening and closing of the
peptide-binding domain [4, 6]. These two domains play important
roles in the functions of Hsp70 in tumor immunity, mediating the
acquisition of cellular antigens and their delivery to immune effec-
tor cells [7, 8]. Hsp70 expression becomes dysregulated in many
types of cancer leading to elevated Hsp70 levels under non-stress
conditions that protect emerging cancer cells from the apoptosis

Stuart K. Calderwood and Thomas L. Prince (eds.), Chaperones: Methods and Protocols, Methods in Molecular Biology,
vol. 1709, https://doi.org/10.1007/978-1-4939-7477-1_26, © Springer Science+Business Media, LLC 2018

359



that accompanies many steps in transformation, but also create an
opportunity for vaccine design [5, 9–12].

The molecular chaperone-based tumor vaccine was pioneered
by Srivastava et al. who prepared autologous vaccines in mice and in
human patients with the direct aim of targeting the unique antigens
that characterize each individual neoplasm [13–17]. In this
approach, Hsp70 peptide complexes (Hsp70.PC) are isolated
from the patients’ tumors by affinity chromatography using
ATP-agarose and formulations of Hsp70 applied in a multi-dose
regimen. The aim is for Hsp70.PC to facilitate antigen cross-pre-
sentation to the patient’s T cells through host APC and for the
unique mixture of peptides from the individual tumor to induce
antitumor immunity. Despite immunologic and clinical responses
obtained in a subset of patients with malignant tumors in the early
phase I and/or II trials with molecular chaperone GP96.PC (vite-
spen) purified from patient-derived tumors [16–19], the rando-
mized phase III trials, however, showed mixed results [20, 21].

We have attempted to produce an enhanced molecular chaper-
one-based vaccine through rapid isolation of Hsp70 peptide com-
plexes from fusions of tumor and dendritic cells (Hsp70.PC-F). In
our animal studies, Hsp70.PC-F vaccines show superior immuno-
logical properties such as enhanced induction of CTL against
tumor cells and stimulation of DC maturation over counterparts
from tumor cells [22, 23]. More importantly, immunization of
mice with Hsp70.PC-F resulted in a T-cell-mediated immune
response including significant increase of CD8 T cells and induc-
tion of effector and memory T cells able to break T cell unrespon-
siveness to a non-mutated tumor antigen and provide protection of
mice against challenge with tumor cells. By contrast, the immune
response to vaccination with Hsp70.PC derived from tumor cells
alone is muted against such non-mutated tumor antigen. Hsp70.
PC-F complexes differed from those derived from tumor cells in a
number of key manners, most notably, enhanced association with
immunologic peptides. In addition, the molecular chaperone
Hsp90 was found to be associated with Hsp70.PC-F as indicated
by co-immunoprecipitation, suggesting ability to carry an increased
repertoire of antigenic peptides by the two chaperones. These
experiments indicate that Hsp70.PC derived from DC-tumor
fusion cells have increased their immunogenicity and therefore
constitute an improved formulation of chaperone protein-based
tumor vaccine.

The rationale for the extraction of Hsp70.PC from DC-tumor
fusion cells is based on the observation that DC are the most potent
antigen-presenting cells [24, 25]. The fusion of DC and tumor cells
through chemical [26–43], physical [29, 44–53], or biological
[54, 55] means creates a heterokaryon that combines DC-derived
costimulatory molecules, efficient antigen-processing and -presen-
tation machinery, and an abundance of tumor-derived antigens.
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The DC and tumor cells become one hybrid cell sharing a unified
cytoplasm. The integration of cytoplasm from DC and tumor cells
renders the tumor antigens endogenous to the DC heterokaryon
and, therefore, facilitates the entry of tumor antigens into the DC
endogenous pathway of antigen-processing and -presentation
machinery [32, 56, 57]. It is likely that the antigen-processing
machinery from DC can sort or select the immunogenic peptides
to be processed and presented and work much more efficiently than
that from tumor cells, thus increasing the quality and quantity of
the Hsp-associated complexes.

2 Materials

2.1 Isolation of

Tumor Cells from

Patient-Derived Solid

Sample or Malignant

Fluid

DNase (0.1 mg/ml, Sigma-Aldrich, Saint Louis, MO).
Collagenase (1 mg/ml, Worthington Biochemical Corpora-

tion, Lakewood, NJ).
Ca2+/Mg2+-free Hanks balanced salt solution (HBSS medium,

Mediatech Inc., Manassas, VA).
A sterile 50 μm nylon mesher (Sigma-Aldrich, Saint Louis,

MO).
Heat-inactivated human AB serum (Sigma-Aldrich, Saint

Louis, MO).
RPMI 1640 medium (Mediatech, Manassas, VA).
L-Glutamine (2 mM, Mediatech, Manassas, VA).
Penicillin and Streptomycin (100 U/ml and 100 μg/ml)

(Mediatech Inc., Manassas, VA).

2.2 Generation of DC

from Human

Peripheral Blood

Monocytes

Ficoll density gradient centrifugation (Ficoll-Paque™ plus, GE
healthcare Bio-Sciences AB, Sweden).

Granulocyte-macrophage colony-stimulating factor
(hGM-CSF, 1000 U/ml) (Genzyme, Framingham, MA).

Interleukin-4 (hIL-4, 500 U/ml) (R&D Systems, Minneapo-
lis, MN).

2.3 Preparation of

DC-Tumor Fusions

Polyethylene glycol (PEG, 50% MW1450) (Sigma-Aldrich, Saint
Louis, MO).

2.4 Preparation of

Hsp70.PC Extraction

from DC-Tumor

Fusions

Tris–HCl (pH 7.4, 50 mM) (Boston Bioproduct, Ashland, MA).
NaCl (50 mM) (Sigma-Aldrich, Saint Louis, MO).
Nonidet P-40 (NP40, 1%, Sigma-Aldrich, Saint Louis, MO).
Protease inhibitor cocktail tablets, Complete Mini (Roche,

Mannheim, Germany).
Sodium Orthovanadate (NaVO4, 1 mM) (Boston Bioproduct,

Ashland, MA).
Antibody against human Hsp70 (5C1A12, Developed by Pro-

Mab Biotechnologies, Inc., Albany, CA).
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Dye Reagent Concentrate for protein assay (Bio-Rad, Hercu-
les, CA).

Protein A Sepharose (GE Healthcare, Waukesha, WI).
Protein G Sepharose (GE Healthcare, Waukesha, WI).

2.5 Measurement of

Levels of Endotoxin

Limulus amebocyte lysate (LAL kit, Cambrex Bio Science Inc.,
Walkersville, MD).

3 Methods

Cell fusion between DC and tumor cells can be achieved through
chemical, physical, or biological means. In our laboratory, we use
PEG to fuse DC and tumor cells. We have used the following
protocol to prepare Hsp70.PC extracts from DC-tumor fusion
cells (Fig. 1).

3.1 Generation of DC

from Human

Peripheral Blood

Monocytes

DC can be generated from human peripheral blood monocytes
(PBMC) derived from patients or from healthy donors. We usually
use Ficoll to separate PBMC and culture these cells in medium
containing hGM-CSF. The protocol is based on a previously
described method [58–60] with modifications:

1. Peripheral blood mononuclear cells (PBMC) obtained from
patients or leucopacks are transferred into 50 ml centrifuge
tube and sedimented at low speed.

2. The serum on the top of tube is collected into a clear tube as
serum for cell culture. The blood cells at the bottom of the tube
are resuspended with RPMI 1640 medium without serum (1:2
dilution).

3. The blood cells are gently laid on the top of the tube containing
a Ficoll density gradient.

4. Tubes are centrifuged at 699 � g for 20 min at room
temperature.

5. After Ficoll density gradient centrifugation, the cells in the
interface layer are collected into another tube with RPMI
1640 and 2% serum.

6. Cells are washed twice with serum-free medium and the num-
bers of the cells are counted.

7. Culture 1 � 106 cells/ml in RPMI 1640 containing 5% human
serum, 2 mM L-glutamine, 100 U/ml penicillin, and 100 μg/
ml streptomycin for 1 h in a humidified CO2 incubator.

8. After 1 h culture, gently wash and remove the non-adherent
cells. The adherent fraction is cultured in RPMI/AIM-V (1:1)
medium with 1% of human serum and 1000 U/ml hGM-CSF
and 500 U/ml hIL-4 for 5 days.
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9. On day 3 of culture, cell clusters appear. Fresh medium with
1000 U/ml of hGM-CSF is added if the color of medium
becomes yellow.

10. On day 5 of culture, the loosely adherent cell or cell clusters are
collected by gently dislodging the cells by pipetting and then
the cells are counted (most cells are immature DC).

3.2 Preparation of

Tumor Cells

Tumor cells can be either freshly isolated from tumor samples or
obtained from vials of frozen cell lines. The method described here
is used to isolate and culture tumor cells from patient-derived
breast or ovarian cancer sample under sterile condition.

1. The resected human tumor sample is weighted, minced to
small pieces (1–3 mm) and digested in HBSS solution contain-
ing 1 mg/ml collagenase, 0.1 mg/ml DNase, 100 U/ml peni-
cillin, and 100 μg/ml streptomycin.

Fusion cells or tumor cells

Discard supernatant Cell pellet

Cell pellet

Supernatant

Supernatant with antibody

Pellet / beads

Pellet / beads

Supernatant
HSP70.PC (check protein concentration)

Discard supernatant

Discard pellet = cell debris

Discard supernatant

Discard supernatant

Discard Pellet / beads

300g, 10 min

Wash in sterile PBS

Lysis buffer at 4°C, 30min

Anti-HSP70 antibody

Add protein A/G sepharose

Wash twice in lysis buffer, 16,000g, 1 min

Elute with 500mM NaC1 at RT for 2hr,
16,000g, 1 min at 4°C 

Wash twice in sterile PBS, 16,000g, 1 min

For 2hr, 4°C, then 16,000g, 15 min

at 4°C, ON

16,000g, 15 min

300g, 10 min

Fig. 1 Flow chart for Hsp70.PC purification
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2. The digested tumor tissue is then mashed through a sterile
50 μm nylon mesher under sterile conditions in a tissue
culture hood.

3. Cells are washed twice with cold HBSS solution.

4. Single-tumor cell suspensions are obtained by passing through
a cell strainer and the numbers of tumor cells counted.

5. Culture the tumor cells in high glucose DMEM medium con-
taining 10% human serum and antibiotics. Remove the
non-adherent dead cells.

6. Incubate the cells at 37 �C for 2–3 days. The cells are ready for
fusion when they are in the logarithmic phase of growth.

3.3 Cell Fusion 1. The DC generated from PBMC are cultured in 1000 U/ml
hGM-CSF medium for 5 days.

2. Tumor cells are maintained in DMEM supplemented with 10%
heat-inactivated FCS, 2 mM L-glutamine, 100 U/ml penicil-
lin, 100 μg/ml streptomycin.

3. The DC are mixed with tumor cells at a 10:1 ratio and the
mixture is washed once with serum-free medium followed by
low speed spin (500 rpm) to obtain cell pellets.

4. The mixed cell pellets are gently resuspended in pre-warmed
50% PEG solution (1 ml per 1–5� 108 cells) for 5 min at room
temperature.

5. The PEG solution is diluted by slow addition and mixing of
1, 2, 4, 8, and 16 ml warm serum-free medium within 10 min.

6. The cell pellets obtained after centrifugation at 394 � g are
resuspended in RPMI 1640 medium supplemented with 10%
heat-inactivated FCS, 2 mM L-glutamine, 10 mM nonessential
amino acids, 1 mM sodium pyruvate, 10%NCTC 109, 100 U/
ml penicillin, 100 μg/ml streptomycin, and 500 U/ml
hGM-CSF, and further cultured for 5 days.

7. After 5 days, DC-tumor fusion cells are loosely adherent to the
culture dish, whereas tumor–tumor fusions and unfused tumor
cells are attached firmly to the dish. The loosely adherent fusion
cells are obtained first by the gentle pipetting.

8. The fusion efficiency is determined by dual expression of tumor
antigens such as MUC1 and DC markers (MHC class II mole-
cules or co-stimulatory molecules).

3.4 Extraction of

Hsp70 Peptide

Complexes (Hsp70.PC)

from DC-Tumor Fusion

Cell Products

1. DC-tumor fusion cells are collected and counted.

2. Resuspend the cell pellets with lysis buffer (50 mM Tris–HCl,
pH 8.0, containing 50 mM NaCl, 1% Nonidet P-40, 1 mM
PMSF) (1 ml lysis buffer for 2 � 107 cells) on ice for 30 min.

3. Centrifuge the cell lysate at 9116 � g for 15 min at 4 �C.
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4. After centrifuge, collect the supernatant into a clear tube.

5. Check protein concentration with standard procedure
(Bio-Rad Bradford Protein Assay Kit):

(a) Prepare dye reagent by diluting one part Dye Reagent
Concentrate with four parts distilled, deionized water.

(b) Prepare three to five dilutions of a protein standard, which
is representative of the protein solution to be tested.

(c) Pipette 100 μl of each standard and sample solutions into
5.0 ml of diluted dye reagent.

(d) Incubate the test samples at room temperature for at least
5 min. Absorbance will increase over time. Samples should
be incubated at room temperature for not more than
15 min.

(e) Measure absorbance at 595 nm. Calculate the protein
concentration based on the standard curve.

6. The lysates are clarified by centrifugation, and the aqueous
phase is collected and incubated with mAb against human
Hsp70 at a concentration of 1:100, rotating through overnight
at 4 �C.

7. For protein analysis, the immunoprecipitates are dissolved in
Laemmli SDS sample buffer (0.1 Tris-Cl, 4% SDS, 20% glyc-
erol, 0.05% bromphenol blue, 5% 2-ME) and analyzed by
immunoblotting.

For Binding of the Immune Complex:

(a) Mix Protein A Sepharose and Protein G Sepharose at a 1:1
ratio followed by wash with lysis buffer once.

(b) Spin down at 13,000 rpm for 1 min at 4 �C, discard the
supernatant, and resuspend the beads with 250 μl lysis
buffer.

(c) Pipette 100 μl A/G mixture beads into sample tubes and
incubate for 2 h at 4 �C.

(d) After incubation, spin down at 13,000 rpm for 1 min at
4 �C. Remove the supernatant.

(e) Wash beads with 0.5 ml of lysis buffer for 5 min (rotate at
4 �C) followed by centrifugation at 13,000 rpm for 1 min
at 4 �C.

(f) Wash beads with 0.5 ml of sterile PBS for 5 min (rotate at
4 �C) followed by centrifugation at 13,000 rpm for 1 min
at 4 �C.

8. After extensive wash with lysis buffer, the immunoprecipitates
are eluted with sterile high salt elution buffer.

(a) Elute the proteins with (500 mM NaCl, 100 μl) at RT for
2 h.
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(b) Centrifuge at 13,000 rpm for 1 min at 4 �C.

(c) Collect the supernatant and measure the protein concen-
tration by Bradford protein assay.

9. The Hsp70.PC preparations are checked by the limulus
amebocyte lysate assay to ensure minimal contamination with
endotoxins, aliquoted into 1.5 ml eppendorf tubes and stored
at �80 �C.

4 Notes

The PEG solution is diluted by gradual addition and progressive
mixing of 1, 2, 4, 8, and 16 ml warm serum-free medium. The cell
pellets obtained after centrifugation at 1350 rpm are resuspended
in the medium containing 10% heat-inactivated FCS and GM-CSF.
The variable factor for cell fusion is the length of time the cells are
exposed to PEG. We have found that there is some difference in the
sensitivity of cells to PEG. It is desirable to perform a dose–re-
sponse test to evaluate the conditions of PEG fusion for each type
of tumor cell and to determine the optimal exposure time. Unlike
electrofusion, DC–tumor fusion by PEG is an active and evolving
process, and it is thus likely that the larger the initial contact surface
between the cells, the faster the integration of these cells. Fusion
efficiency is lowest immediately after the fusion process is initiated,
and one-week culture results in more than a tenfold increase in
efficiency (Gong J., unpublished data). In addition, short-term
culture will give the fusion cells sufficient time to integrate and
display the antigen in the context of MHC molecules.

For protein concentration measurement, Bradford dye
reagent absorbance will increase over time. Samples should incu-
bate at room temperature for at least 5 min, but no more than
15 min. After protein A/G sepharose binding with Hsp70 immu-
noglobulin, the beads should be gently mixed with lysis buffer to
wash off nonspecific interactions. However, the use of vortex
should be avoided since it may break the binding of sepharose
beads and immunoglobulins. Background caused by actin con-
tamination can be avoided by adding 10 mM ATP to lysis buffer.
All the steps should be performed at 4 �C to reduce proteolysis
and denaturation of antigens. This is especially important for the
binding step which is typically incubated overnight (or at least
2 h) at 4 �C.
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Chapter 27

Hsp70: A Cancer Target Inside and Outside the Cell

Christophe Boudesco, Sebastien Cause, Gaëtan Jego,
and Carmen Garrido

Abstract

Heat shock protein 70 (Hsp70) is the most ubiquitous stress-inducible chaperone. It accumulates in the
cells in response to a wide variety of physiological and environmental insults including anticancer chemo-
therapy, thus allowing the cell to survive to lethal conditions. Intracellular Hsp70 is viewed as a cytopro-
tective protein. Indeed, this protein can inhibit key effectors of the apoptotic and autophagy machineries. In
cancer cells, the expression of Hsp70 is abnormally high, and Hsp70 may participate in oncogenesis and in
resistance to chemotherapy. In rodent models, Hsp70 overexpression increases tumor growth and meta-
static potential. Depletion or inhibition of Hsp70 frequently reduces the size of the tumors and can even
cause their complete involution. However, HSP70 is also found in the extra-cellular space where it may
signal via membrane receptors or endosomes to alter gene transcription and cellular function. Overall,
Hsp70 extracellular function is believed to be immnunogenic and the term chaperokine to define the
extracellular chaperones such as Hsp70 has been advanced. In this chapter the knowledge to date, as well as
some emerging paradigms about the intra- and extra-cellular functions of Hsp70, are presented. The
strategies targeting Hsp70 that are being developed in cancer therapy will also be discussed.
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1 Introduction

The heat shock response is a universal mechanism induced by
almost all cells and tissues after many different stresses, it is asso-
ciated with an increase in the expression of a family of proteins
called heat shock proteins (Hsps). Most Hsps have strong cytopro-
tective effects and behave as molecular chaperones for other cellular
proteins [1]. Acute or chronic stress results in protein misfolding,
protein aggregation, or disruption of regulatory complexes. The
action of chaperones, through their properties in protein homeo-
stasis, is thought to restore balance. Mammalian Hsps have been
classified into five families according to their molecular size:
Hsp100, Hsp90, Hsp70, Hsp60, and small Hsps (15–30 kDa)
that includes Hsp27. Each family of Hsps is composed of members
that are expressed either constitutively or regulated inductively, and
that are targeted to different subcellular compartments. High
molecular weight Hsps are ATP-dependent chaperones, while
small Hsps act in an ATP-independent fashion. Chaperones are
instrumental for signaling and protein traffic, even in the absence
of stress. However, the need of Hsps increases after proteotoxic
damage. Hsp70 is one of the most strongly and universally induced
chaperones and has strong cytoprotective properties. Overex-
pressed Hsp70 prevents cell death triggered by various stimuli,
including hyperthermia, oxidative stress, or cytotoxic drugs
[2, 3]. Several among these stimuli induce Hsp70 overexpression
themselves [4, 5], providing an example of how pro-apoptotic
stimuli, delivered below a threshold level, can elicit protective
responses.

Hsps have also been shown to play a role in cell differentiation.
For instance, we and other groups have demonstrated that Hsp70
played a key role in erythroid differentiation. During red blood cells
formation, Hsp70 accumulates within the nucleus of the erythro-
blast and directly associates with GATA-1 protecting this transcrip-
tion factor required for erythropoiesis from its inactivation. As a
result, erythroblats continue their differentiation process instead of
dying by apoptosis [6]. We have demonstrated that defects in
Hsp70 nuclear translocation are at the base of erythropoietic
pathologies like Myelodisplatic syndromes or beta-thalassemia
[7, 8].

Hsp70 basal levels are unusually high in malignant cells, and
Hsp70 has been involved in oncogenesis and/or in chemotherapy
resistance, presumably due to its capacity to disable cell death
[9]. In this chapter, we will describe the different pathways through
which Hsp70 modulates cancer cell death and the emerging stra-
tegies that are being developed for cancer therapy. The immuno-
genic function of extra-cellular Hsp70 will also be discussed.
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2 Cytoprotective Functions of Hsp70

2.1 Hsp70 Is a

Molecular Chaperone

Human cells contain several Hsp70 family members including
stress-inducible Hsp70, constitutively expressed Hsc70, mitochon-
drial Hsp75, and GRP78, which is localized in the endoplasmic
reticulum [10]. Hsp70 proteins function as ATP-dependent molec-
ular chaperones. Under stressful conditions, elevated Hsp70 levels
allow cells to cope with increased concentrations of unfolded or
denatured proteins [11]. Some of the important house-keeping
functions attributed to Hsp70 include: (1) import of proteins
into cellular compartments; (2) folding of proteins in the cytosol,
endoplasmic reticulum, and mitochondria; (3) degradation of
unstable proteins; (4) dissolution of protein complexes; (5) control
of regulatory proteins; (6) refolding of misfolded proteins; and
(7) translocation of precursor proteins into mitochondria [12].

Hsp70 contains two distinct functional regions (Fig. 1): a
peptide-binding domain (PBD) and the amino-terminal ATPase
domain (ABD). The PBD, which includes a carboxyl-terminal
chaperone EEVD motif, is responsible for substrate binding and
refolding. The ABD, in turn, facilitates the release of the client
protein after ATP hydrolysis. A conserved proline in the ATPase
domain is essential to alternate Hsp70 conformations in response
to ATP binding and hydrolysis [13]. Distinct co-chaperones bind
to Hsp70 and regulate its chaperone function (Fig. 1). They can be
classified into three groups. (A) The J-domain co-chaperones, like
Hsp40, are a relatively large group that binds to the Hsp70 ABD
and stimulate the low ATPase activity of this chaperone
[14, 15]. (B) The nucleotide exchange factor co-chaperones cata-
lyze the release of ADP, which is required for the completion of
Hsp70 ATPase cycle. Members of this group are Bag-1, Bag-3,
Hsp110, or HspBP1. Of note, in the context of tumors, Hsp70s
role in the regulation of signaling has been reported to be mediated
by Bag3 [16] whereas in the regulation of tumorigenesis, at least in
colon cancer, Hsp110 seems to be the essential co-chaperone
[17, 18]. C) The TPR domain co-chaperones (Hop, CHIP) bind
to the C-terminal EEVD motif presented in both Hsp70 and
Hsp90 [19]. They are essential for combinational assembly of
Hsp70 and Hsp90 complexes. CHIP, which has an ubiquitin ligase
activity, has been implied in the ubiquitination of at least some Hsp
client proteins [19].

It must be noted that most of the information on human
Hsp70 is derived from the E. coliHsp70 homolog DnaK, although
this bacterial homolog only shares ~50% amino acid sequence
identity [20]. To get more insight into the structure of human
Hsp70, we have produced the protein using a recently developed
methodology, which allows the production of large quantities of
pure, full-length, and fully active human Hsp70 [21]. After the
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analysis of the protein by multi-angle light scattering combined
with bio-layer interferometry, we have shown that whereas human
Hsp70 can form homodimers that involve the C-terminal domain,
bacterial Hsp70 cannot [21].

2.2 Hsp70

Cytoprotective

Function

2.2.1 Inhibition of

Apoptosis

Hsp70 is an evolutionarily conserved protein whose expression
enhances the ability of cells to survive to a panel of lethal condi-
tions. Gene ablation studies demonstrate that Hsp70 plays an
important role in apoptosis. Cells lacking hsp70.1 and hsp70.3, the
two genes that code for inducible Hsp70, are highly sensitive to
apoptosis induced by a wide range of lethal stimuli [22]. Ablation
of the testis-specific isoform of Hsp70 (hsp70.2) results in germ cell
apoptosis. In line with these results, overexpression of Hsp70 inhi-
bits apoptosis and prevents caspase activation in many different
cellular models upon a variety of cellular stresses, including accu-
mulation of misfolded proteins, ROS, or DNA damage
[23–25]. On the contrary, depletion of Hsp70, either by anti-
sense constructions or siRNA strategies, increases the cells’ sensi-
tivity to apoptotic stimuli [26, 27]. In some cellular contexts,
Hsp70 depletion is sufficient to trigger apoptosis through
caspase-3 activation, in the absence of any additional stressful stim-
ulus [27, 28].

Hsp70 interacts with several targets in upstream signaling path-
ways. Growth factors, such as nerve growth factor or platelet-
derived growth factor, induce cell survival by activating the Phos-
phatidylinositol 3-Kinase pathway (PI3-K). Activated PI3-K phos-
phorylates inositol lipids in the plasma membrane that attract the

Fig. 1 Structure of Hsp70 with co-chaperones and sites of action of drugs discussed in the review. HSP70
contains two distinct functional regions: a Peptide Binding Domain (PBD) that includes a carboxyl-terminal
EEVD motif or chaperone motif which is responsible for substrate binding and refolding, and the amino-
terminal ATP binding domain or ATPase Domain (ABD), which facilitates the release of the client protein.
Indicated are the main co-chaperones that regulate Hsp70 chaperone function. Below, the principal inhibitors
of Hsp70 are listed (see the text)
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serine/threonine kinase Akt/PKB, a protein that generates a sur-
vival signal in response to growth factor stimulation. Hsp70 binds
and stabilizes Akt/PKB (Fig. 2) [29]. Interestingly, the
endothelial-specific HspA12B, a distant member of Hsp70 family
that is required for zebrafish vasculature development, is involved
in endothelial cell migration and tube formation through sustain-
ing Akt activity [30]. Thus, Hsp70 family members could play a
role in both the control of cell survival and differentiation. Hsp70
also binds to non-phosphorylated Protein Kinase C (PKC) via the
kinase’s unphosphorylated carboxyl-terminus, priming the kinase
for rephosphorylation and stabilizing the protein [29].

Hsp70 can inhibit stress-activated kinases such as apoptosis
signal regulating kinase 1 (Ask1), e.g., Hsp70 downregulation
facilitates H2O2-induced Ask1 activation and subsequent apoptosis
in NIH3T3 cells [31]. Hsp70 also binds to c-Jun N-terminal
Kinase (JNK), and prevents its activation independently of ATP
[3, 24]. For example, MEF hsp70.1�/� resist to JNK-mediated
apoptosis induced by hyperosmolarity whereas AEG3482, a
promising novel compound, inhibits JNK activity through

Fig. 2 Targets of Hsp70 in the apoptotic and cell survival pathways. HSP70 is a decisive negative regulator of
the mitochondrial pathway of apoptosis that can block cell death at different levels. At a pre-mitochondrial
stage by inhibiting stress inducing signals; at the mitochondrial stage, by preventing mitochondrial membrane
permeabilization through the blockage of Bax translocation; and, finally, at the post-mitochondrial level by
interacting with AIF and Apaf-1 or by protecting essential nuclear proteins from caspase-3 cleavage. Hsp70
also favors cell survival through Akt
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increased expression of Hsp70 [32, 33]. Hsp70 also negatively
interferes with p38 kinase activity [34].

The role of Hsp70 in regulating Nuclear Factor-κB (NF-κB)
function is more controversial. It has been postulated that cytosolic
Hsp70 could inhibit NF-κB while plasma membrane-associated
Hsp70 could activate this transcription factor [35–38]. However,
the stimuli that induce accumulation of cytosolic and membrane-
bound Hsp70 are the same [39, 40].

Hsp70 has also been shown to affect some transcription factors
involved in the expression of the Bcl-2 family. Bcl-2 and Bax are
transcriptional targets of the tumor suppressor protein p53: the
transcription of Bcl-2 is repressed by p53 whereas that of Bax is
induced. As a consequence, p53 expression induces apoptosis in
response to DNA damage [1]. Many tumor cells have a mutated
p53 and either Hsp70 or Hsc70 could form stable complexes with
this mutant protein. Hsp70 could also mask the nuclear localization
sequence of p53, thus preventing its nuclear import [41].

At the mitochondrial level, Hsp70 coupled to Hsp40 blocks
Bax translocation, thus preventing mitochondrial outer membrane
permeabilization and inhibiting the release of cytochrome c and
other mitochondrial apoptogenic molecules such as Apoptosis
Inducing Factor (AIF) [42]. This Hsp70 function depends on
both its chaperone and its ATP hydrolytic domains (Fig. 2)
[43, 44].

Hsp70 also acts at the post-mitochondrial level. It has been
found that Hsp70 inhibited apoptosis downstream of the release of
cytochrome c and upstream of the activation of caspase-3. Indeed,
Hsp70 has been demonstrated to bind directly to Apaf-1, thereby
preventing the recruitment of procaspase-9 to the apoptosome
[45]. The ATPase domain of Hsp70 was described to be necessary
for this interaction [46]. One protein target of caspase-3 is the
Caspase Activated DNAse (CAD), responsible for chromosomal
DNA digestion during the final phases of apoptosis. The enzymatic
activity and proper folding of CAD has been reported to be regu-
lated by Hsp70, its co-chaperone Hsp40 and ICAD, the inhibitor
of CAD. ICAD recognizes an intermediate folding state conferred
by Hsp70-Hsp40 [47]. It has also been reported in
TCR-stimulated T cells that Hsp70 binds CAD and enhances its
activity [48]. Poly [ADP-ribose] polymerase (PARP), a nuclear
protein involved in DNA repair, is an early target of caspase-3 and
its inactivation by cleavage is necessary to prevent necrosis and
inflammation during apoptosis. It has also been shown that
Hsp70 interacts simultaneously with PARP1 and XRCC1, another
DNA repair protein, in the nucleus of cells undergoing single-
strand breaks after heat treatment [49]. These results suggest that
Hsp70 could play a role in DNA integrity through its association
with PARP1 to create the repair protein complex. Another final
target of caspase-3 is the transcription factor GATA-1. We have
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demonstrated in human primary erythroid precursors that Hsp70
can protect GATA-1 from caspase-3 cleavage. As a consequence,
erythroid cells do not die by apoptosis but instead differentiate
(Fig. 2) [6, 8]. Therefore, HSP70 by acting at a very late point in
the apoptotic pathway can rescue cells from the dying.

2.2.2 Hsp70 and the

Extrinsic Death Receptor

Pathway

Hsp70 inhibits TNF-α-induced neuronal cell death during hypoxia
[50]. Exposure of hematopoietic cells to TNF-α induces the activity
of the pro-apoptotic double-stranded RNA-dependent Protein
Kinase (PKR). An inhibitor of PKR is the Fanconi Anemia Com-
plementation group C gene product (FANCC). Hsp70 interacts
with the FANCC protein via its ATPase domain and, together with
Hsp40, inhibits TNF-induced apoptosis through the ternary com-
plex Hsp70, FANCC, and PKR [51, 52].

In human chronic myeloid leukemia cells, Hsp70 can mediate
Bcr-Abl-induced resistance to TNFα-Related Apoptosis-Inducing
Ligand (TRAIL)-induced apoptosis by preventing the formation of
death-inducing signaling complexes involving the death receptors
DR4 and DR5 (Fig. 2) [53]. The role of Hsp70 in Fas-mediated
apoptosis is more controversial with opposite effects that depend
on the cellular context. However, Hsp70 can block the cleavage of
Bid by activated caspase-8 [54].

2.2.3 Hsp70 and

Alternatives Apoptosis-Like

Pathways

Upon activation of the intrinsic pathway, not only cytochrome c is
released from the mitochondria. AIF and endonuclease G
(EndoG), two mitochondria intermembrane proteins, translocate
to the nucleus and trigger caspase-independent nuclear changes
(Fig. 2) [55]. Hsp70 has been shown to prevent cell death in
conditions in which caspase activation does not occur, either due
to the addition of exogenous caspase inhibitors [56], or in cells in
which Apaf-1 or caspase-9 were genetically inactivated [57], indi-
cating that the cytochrome c/Apaf-1/caspase was not the sole
pathway involved in the anti-apoptotic effect of Hsp70. Indeed,
Hsp70 directly binds to AIF and inhibits AIF-induced chromatin
condensation. Of note, endogenous levels of Hsp70 seem to be
sufficiently high to control AIF-mediated apoptosis since down-
regulation of Hsp70 by an anti-sense construct sensitized the cells
to serum withdrawal and AIF [57]. This protective effect of Hsp70
might be physiologically relevant as AIF sequestration by Hsp70
reduces neonatal hypoxic/ischemic brain injury [58]. In addition,
Hsp70 inhibits erythroblast apoptosis by blocking the nuclear
import of AIF [59]. Hsp70 also associates with EndoG to prevent
DNA fragmentation, but this association could involve AIF as a
molecular bridge [60].

2.2.4 Hsp70 and

Autophagy

Lysosomes also function as integrators of cell death signals in many
different cell death scenarios [61, 62]. Lysosomal proteases, of
which the most studied are the cathepsins, translocate from the
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lysosomal lumen to the cytosol in response to a wide variety of
apoptotic stimuli. Upon release to the cytosol, cathepsins can trig-
ger mitochondrial outer membrane permeabilization
[63, 64]. Hsp70 is found in the endolysosomal membranes of
many tumors and stressed cells where it inhibits the release of
lysosomal cathepsins into the cytosol [63, 65]. Lysosomes positive
for Hsp70 display an increased size and resistance against chemical
and physical membrane destabilization [63].

However, the interplay betweenHSP70 and lysosomes is in fact
much more complex, as HSP70 also affects autophagic pathways.
“Autophagy” usually refers to macroautophagy, a well-described
cellular process by which the cell may degrade part of its cytoplasm
in a randommanner. In macroautophagy, double-membraned vesi-
cles called autophagosomes form around a portion of the cyto-
plasm. These autophagosomes may then fuse with lysosomes or
late endosomes and the content of the former is degraded by the
enzymes contained in the latter. It is suspected that macroauto-
phagy favors cell survival by facilitating the turnover of damaged
proteins and organelles, and by providing ATP and amino acids
recycled from the degraded autophagosome content. Multiple
recent studies in various cancer types have shown that inhibiting
autophagy using drugs such as chloroquine sensitizes cancer cells to
chemotherapy or radiotherapy [66] in cells either starved or treated
with rapamycin (known inducers of macroautophagy) [67]. HSP70
induces Akt phosphorylation/activation, which in turn activates
mTOR, a negative regulator of macroautophagy (Fig. 2). The
ATPase activity of HSP70 must be intact for this effect to take
place. One would expect therefore that if HSP70 is inhibited that
macroautophagy would increase. This is not however the case. Leu
et al. reported that inhibition of Hsp70 by
2-phenylethynesulfonamide (PES, or pifithrin-μ, see Subheading
“Targeting the Peptide-Binding Domain”) resulted in an increase
in LC3-II and autophagosomes. However, the content of these
autophagosomes failed to be degraded. The study proposes an
explanation for this through the fact that the cathepsins (and
notably cathepsin L) contained in the lysosomes could not mature
in the presence of PES [68]. All in all, this suggests that HSP70 has
a negative effect on the first step of macroautophagy, through the
mTor pathway, which prevents the formation of autophagosomes.
Yet HSP70 seems important in the maturing of lysosomes needed
for the degradation of the autophagosomes’ content. Nevertheless,
an off-target effect of PES should be investigated as other studies
have shown that in the absence of HSP70, the lysosomal proteases
are still effective, as they can diffuse to the cytosol and cause
caspase-independent cell death [63]. In accordance with this result,
we have shown that during monocytes differentiation, Hsp70
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interacts with the transcription factor Spi1/PU1 and blocks its
lysosomal degradation thereby assuring the viability of the differ-
entiated macrophages [69].

2.2.5 In Conclusion,

Hsp70 Can Be Considered

as the Quintessential

Inhibitor of Cell Death

Hsp70 is a strong cytoprotective protein that efficiently protects
cells from different types of cell death (Fig. 2).

Does the effect of Hsp70 in cell death processes result from the
chaperoning of the different proteins that interact with Hsp70? As
indicated in Fig. 1, Hsp70 has two domains. The domain necessary
for the chaperone function is the carboxyl-terminal domain. All the
reports that studied the domain of interaction with Hsp70 indicate
that the apoptotic partners of Hsp70 bind to the PBD of the
protein. However, for some interaction/protective properties, the
ATPase function of Hsp70 is needed but not for others. For
instance, while the ATPase function seems necessary for Apaf-1
and AIF [44, 45], it is dispensable for JNK or GATA-1 binding/
protection [8]. In erythroblasts, in which Hsp70 blocks apoptosis
by protecting GATA-1 from caspase-3 cleavage, an Hsp70 mutant
that only contains the PBD is as efficient as wild-type Hsp70 to
ensure their protection [6]. Based on these data, we can hypothe-
size that Hsp70 might chaperone proteins in an ATP-dependent as
well as ATP-independent manner.

What drives the interaction of Hsp70 with a given partner? It
may be determined by its cellular localization. For example, the
presence of Hsp70 in the lysosomal membrane is necessary for
inhibiting the lysosomal death pathway. The migration of Hsp70
into the nucleus is essential to determine whether an erythroblast is
going to die by apoptosis or to differentiate into a red blood cell
[7]. In tumor cells, Hsp70 expression at the plasma membrane
interferes with their clearance by the immune system. Membrane
Hsp70 facilitates granzyme B penetration in a perforin-
independent way and ensures cytotoxic T-lymphocytes killing
through FasL/Fas [39, 70, 71].

3 Hsp70 and Cancer

3.1 Hsp70:

Tumorigenicity and

Cancer Cell Resistance

In normal cells, under non-stressed conditions, the expression of
Hsp70 is usually very low. In contrast, high Hsp70 expression is a
property of cancer cells and essential for the survival of many
cancers. Hsp70 expression further increases after anti-cancer ther-
apy and, due to Hsp70 strong cytoprotective properties, its cellular
content has been inversely correlated with the response to the
therapy. Clinical studies suggested Hsp70 as a bad prognosis factor.
Increased expression of Hsp70 has been reported in high-grade
malignant tumors such as endometrial cancer, osteosarcoma, and
renal cell tumors [72]. Hsp70, along with PSA, are good tumor
markers to identify patients with early stage prostate cancer
[73]. Hsp70 is very abundant in chronic myeloid leukemia
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characterized by Bcr-Abl expression [74]. This overexpression of
Hsp70 is associated with resistance to imatinib, an effective chemo-
therapeutic agent used for its ability to block Bcr-Abl tyrosine
kinase activity [75]. A relationship between Hsp70 and gastric
cancer has also been reported through the effect of Helicobacter
Pylori in Hsp70 expression [76]. Hsp70.2, a member of the Hsp70
family that is normally expressed only in spermatogenesis, is present
at high levels in breast cancer and inhibits the onset of senescence
[75]. High expression of Hsp70 in breast, endometrial, gastric
cancer, or leukemia has been associated with metastasis, poor prog-
nosis, and resistance to chemotherapy or radiation therapy [23, 77,
78]. Nuclear accumulation of Hsp70 has been defined as an objec-
tive marker for the presence of epithelial dysplasia and the presence
of antibodies against Hsp70 in the serum has been described as a
diagnostic marker in patients with hepatocellular carcinoma
[79, 80]. More recently, the presence of circulating exosomes
expressing Hsp70 has been presented as an interesting strategy to
detect early metastasis [40, 81].

Studies in Bcr-Abl human leukemia cells show that Hsp70 is a
promising therapeutic target for reversing cancer cell drug resis-
tance probably because of its ability to inhibit apoptosis both
upstream and downstream of the mitochondrial signaling
[53, 74]. In experimental in vivo models, Hsp70 overexpression
has been shown to increase the tumorigenicity of cancer cells (colon
cancer, melanoma, myeloblastoma, and pancreatic adenocarci-
noma), while Hsp70 downregulation or inhibition strongly
decreases tumorigenicity [82, 83]. In this way, Hsp70 depletion
or inhibitors have chemosensitizing properties and may even kill
cancer cells (in the context of adenoviral infection) in the absence of
additional stimuli [82]. The cytotoxic effect of Hsp70 down-
modulation is particularly strong in transformed cells, yet undetect-
able in normal, non-transformed cell lines or primary cells
[83]. The fact that depletion of Hsp70 selectively sensitizes or
kills cancer cells has been rationalized by assuming that tumor
cells have a strong need of chaperones (in particular Hsp70) for
their survival, as compared to their normal counterparts, because
they have to rewire their metabolism.

3.2 The Inhibition of

Hsp70 in Cancer

Therapy

Neutralizing Hsp70 is therefore an attractive strategy for anti-can-
cer therapy. However, in contrast to another Hsp, Hsp90, for
which many specific inhibitors are available and some are in
advanced clinical trials, there are not yet inhibitors of Hsp70
ready to enter the clinic. The main raison is that Hsp70, in contrast
to Hsp90, is not an easily “druggable” protein. To block Hsp70,
until quite recently, the authors used inhibitors of the heat shock
response that act at the level of the heat shock transcription factor
1 (HSF1) and thereby block the transcription of all stress-inducible
Hsps. These inhibitors include the flavonoid quercetin, the
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diterpene triperoxide, triptolide [26, 84–88], and the benzo(a)
pyrene, described to inhibit Hsp70 expression in endothelial cells
[89]. Although it is true that these products by affecting HSF1
function block Hsp70, one of the heat shock proteins involved in
the stress response, they remain rather unspecific. Another nonspe-
cific inhibitor of Hsp70 is resveratrol, described to inhibit Hsp70
expression in K562 cells via downregulation of Akt kinase activity
and upregulation of ERK1/2 kinase activity [90].

3.2.1 Specific Inhibitors

of Hsp70

Targeting the Peptide-

Binding Domain

Our group has demonstrated that the rationally designed decoy
targets of Hsp70 derived from AIF can sensitize cancer cells to
apoptosis induction by neutralizing the function of Hsp70. These
AIF-derived peptides all carry the AIF region from aa 150 to aa
228, previously defined as required for binding Hsp70 on its PBD
and lacking AIF’s pro-apoptotic function [91]. These inhibitors,
called ADD70 (for AIF-derived decoy for Hsp70), bind to and
inhibit Hsp70 (Fig. 1). In vivo experiments, in a syngenic rat
colon cancer cell model and in a mice model of melanoma
(B16F10), showed that ADD70 decreased the size of the tumors
in rats and induced an important growth delay of the mice tumors.
In addition, ADD70 sensitizes both the rat colon cancer cells and
mouse melanoma cells to the chemotherapeutic agent
cisplatin [43].

More recently, we have selected peptide aptamers of 8–13
amino acids (E. coli thioredoxin was used as a scaffold) based on
their ability to bind Hsp70 (Fig. 1). One of these, aptamer A8,
binds to the PBD and more precisely to a domain of 14 amino acids
that remain extracellular when Hsp70 is inserted into the mem-
brane. A8 blocks several extracellular functions of Hsp70 and par-
ticularly its capacity to activate myeloid-derived suppressive cells. As
a consequence, A8 has anti-tumorigenic effects in vivo which are
associated with an increase in tumor-infiltrating cytotoxic CD8+

T-cells (see Subheading 4.1) [40].
Concerning chemical molecules specifically inhibiting Hsp70,

Leu et al. described a small-molecule inhibitor that interacts with
the C-terminal domain of Hsp70 called 2-phenylethynesulfonamide
(PES, Fig. 1). PES inhibits Hsp70 chaperone activity leading to the
aggregation of misfolded proteins, and destabilization of lysosome
membranes thus inducting an autophagic cell death [92]. However,
other reports indicate that PES induces a clear apoptotic, caspase-
dependent, cell death [92]. The ability of PES to induce an apoptotic
or autophagic cell death could be cell-type dependent [93].

Targeting the Amino-

terminal ATPase Domain

(ABD)

By analogy with the Hsp90 inhibitors, compounds that displace
ATP from Hsp70 are expected to be powerful tools. Williamson
et al. designed and synthesized adenosine derived molecules based
on the X-ray crystal structure of a commercially available ATP
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analog. Although further studies are necessary to determine their
specificity, some in vitro results are encouraging [94].

VER-155008 is an adenosine-derived compound that fits into
the ATPase domain of Hsp70 (and Hsc70), thereby inhibiting the
chaperone activity of these proteins (Fig. 1). This compound is
probably the Hsp70 inhibitor that has gone farthest in its preclini-
cal studies as it has even been tested in different cancer animal
models including in canines [95], alone or in combination with
Hsp90 inhibitors [96, 97].

A high-throughput screening for ATP turnover mediated by
human Hsp70 allowed the identification of azure C, methylene
blue, and myricetin as inhibitors of Hsp70. However, their specific-
ity for inducible Hsp70 family has not been analyzed [98].

The ABD domain is also the site of action of MKT-077, a
cationic rhodacyanine dye with selectivity toward cancer cells.
MKT-077 localizes in the mitochondria where it interacts with
mitochondrial Hsp70. This product has been tested in a phase I
clinical trial as an anti-tumor agent but showed renal toxicity.
However, combination of hsp90 inhibitors (17-AAG) and
MKT-077 in a xenografted model of hepatocellular carcinoma
showed anti-cancer effects [99]. More stable and promising analo-
gues have been produced recently (see Subheading “Targeting
Hsp70 Co-chaperones”).

Screening for Hsp70 ATPase activity within a NCI drug collec-
tion allowed the identification of NSC 630668, a dihydropyrimi-
dine. More interesting is the second generation compound MAL3-
101, which inhibits Hsp70 ATPase activity and blocks proliferation
of breast cancer and multiple myeloma cancer cells [100, 101]. Fur-
thermore, a strong synergy was observed in combination with
proteasome or HSP90 inhibitors. MAL2-11B was shown to inhibit
the activity of a viral J-domain protein, T antigen, suggesting that it
may be a new class of polyomavirus inhibitors [102]. The molecular
mechanism of action of these molecules requires further study.

Our team has selected a peptide aptamer of 13 amino acids
(aptamer A17) for its ability to specifically interact with Hsp70 ATP
binding domain and to block Hsp70 ATPase activity. A17 inhibits
Hsp70 chaperone activity, yet does not affect that of Hsc70 or
Hsp90. In vivo, A17 has a strong anti-tumor effect and increases
the sensitivity to apoptosis induction by anti-cancer drugs such as
cisplatin [83].

Targeting Hsp70

Co-chaperones

An interesting way of inhibiting only certain functions of Hsp70 is
to find molecules that specifically disrupt the interaction of Hsp70
with a particular co-chaperone. Although exploitation of this strat-
egy in drug discovery has only just started, using an alphaScreen
high-throughput approach, pyrimidotriazinediones were found to
interfere with Hop/Hsp70 interaction. However, these
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compounds were toxic for WST-1 cells in vitro [103]. It has been
reported that drugs targeting Hip impair Hsp70 chaperone pro-
teostasis and stimulate neurodegeneration [104]. Derivatives of
MKT-077 (a rhodacyanine dye) have shown the ability to interfere
with HSP70 co-chaperones. For instance, JG13 blocks the interac-
tion of Hsp70 with Bag-1 interaction [105] whereas JG98 blocks
Hsp70/Bag-3 interaction [106]. Although more studies are neces-
sary, this later interaction seems to be a promising therapeutic
target as Bag-3 is important for the pro-tumoral function of
Hsp70 [16]. Concerning Hsp40 (DNAJ), an RNA sequencing
study in hepatocellular fibro-lamellar carcinomas has demonstrated
the interest of targeting it [107]. An RNA aptamer targeting the
Hsp40 ATPase activity has been described [108].

We have shown that an essential co-chaperone to target, at least
in colon cancer, is HSP110. We have demonstrated that colon
cancers of the MSI type (microsatellite instability) all bear a domi-
nant negative mutation that we have called HSP110DE9 [17]. This
truncated protein binds to wild-type HSP110 at a 1:1 ratio, blocks
the co-chaperone and thereby the whole Hsp70 chaperone net-
work. As a consequence, the presence of HSP110DE9 is associated
with an excellent prognosis (response to Folfox chemotherapy) as
demonstrated in a multicentric study including more than 3000
colorectal cancer patients [109]. More recently, we have demon-
strated that HSP110DE9 not only sensitizes colon cancer cells to
the chemotherapy but also inhibits cancer cells proliferation [18]
and the polarizing effect of wild-type HSP110 in macrophages
toward a tolerant pro-tumoral phenotype [110]. Unfortunately,
most colorectal cancers are not MSI and therefore do not express
this endogenous HSP110 inhibitor that is HSP110DE9 (only
about 10–15% of all colorectal cancers express HSP110DE9). An
interesting strategy would be to render MSI-like a resistant colo-
rectal tumor by introducing HSP110DE9 or a molecular mimic.

3.2.2 Combinational

Therapies

The inhibition of Hsp70 is also considered an interesting strategy in
combination with other drugs since most of these, including
Hsp90 inhibitors, induce Hsp70 that can circumvent the drugs’
tumor cell killing effect [22, 43]. And, as a matter of fact, in clinical
trials testing Hsp90 inhibitors (most of which are geldanamycin
derivatives such as 17-AAG), Hsp70 expression is used as a
bio-marker.

This Hsp70 induction by Hsp90 inhibitors has not only been
associated with the toxicity of the treatment but has also been
related to calcium mobilization [111] and TGF-beta signaling
[112]. Whatever the pathway leading to it, Hsp70 accumulation
can reduce cell death induced by Hsp90 inhibitors and therefore
decrease their anti-tumor efficacy. Indeed, many articles demon-
strate the interest of combining Hsp90 and Hsp70 inhibitors. In
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support of this, the depletion of Hsp70 by siRNA strongly increases
cancer cells’ sensitivity to 17-AAG [113] and Hsp70 inhibitor
VER-155008 also potentiates the effect of 17-AAG in inducing
apoptosis in colon carcinoma cells [114]. We obtained a similar
increase in 17-AAG anti-cancer activity in colon cancer cells when
using ADD70 to block Hsp70 [43]. Future studies will tell if such a
combinational strategy gives the expected clinical results.

HDAC inhibitors are promising therapeutic tools as they
induce hyperacetylation and inhibition of several molecular chaper-
ones and co-chaperones [115]. However, similarly to Hsp90 inhi-
bitors, they also induce hsp70 expression in cancer cells by
disrupting the Hsp90–HDAC6–HSF1–p97 complex and activat-
ing HSF1-dependent gene transcription. HDAC inhibitors also
provoke the hyperacetylation of Hsp70 thereby promoting autop-
hagy, a cytoprotective mechanism induced by Hsp70 in cancer cells
[116]. Therefore, a strong rationale exists for combing inhibitors of
both HDAC and Hsp70.

4 Anticancer Therapeutic Approaches Based on Extracellular Hsp70

4.1 Extracellular

Hsp70 Has an

Immunological

Function

Apart from the already discussed protective roles of Hsp70 within
the cell, Hsp70 can also be extracellular (i.e., Hsp70 can be located
in the extracellular space or on the plasma membrane) and play a
role in the stimulation of the immune system and affect the tumor
microenvironment. In humans, the presence of Hsp70 in the serum
has been associated with stress or pathological conditions including
cancer. Tumor cells were identified as a natural source of extracel-
lular Hsp70. Previous studies identified a role for Hsp70 expressed
at the cancer cell surface during tumor growth and metastatic
spread [117]. An active release of Hsc70 from tumor cells was
observed following treatment with interferon-γ [118]. In vitro,
the members of the Hsp70 family have been detected in the
medium of antigen-presenting cells (APCs). The immunogenic
function of extracellular Hsps is mainly described through their
role in chaperoning antigenic peptides. The word “chaperokine”
has been evoked [119].

How Hsp70 is released into the extracellular environment is
still a debated issue. When the cells overexpress Hsp70, a small
fraction of the protein (around 10–15% depending on the cells)
anchors into the membrane, exposing a 14 amino acid stretch of the
PBD to the outside of the cell. Cytosolic Hsps do not contain
leader peptides enabling membrane localization. One possibility is
that cytosolic Hsps are transported to the plasma membrane in
concert with other proteins possessing transmembrane domains.
Another possibility for membrane anchorage might be a direct
interaction of Hsps with lipid components. Hsp70 has been
shown to associate with phosphatidylserine (PS) in PC12 tumor
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cells [120] and to colocalize with PS in the outer membrane leaflet
of hypoxic tumor cells [121]. Thus, it has been hypothesized that in
stressed tumor cells translocation of Hsp70 to the outer membrane
leaflet would be allowed by a mechanism associated with PS
flipping.

Concerning the presence of Hsps in the extracellular medium,
today there are two mechanisms reported by which Hsps may be
released from cells: (1) a passive release mechanism that includes:
necrotic cell death, severe blunt trauma, surgery and following
infection with lytic viruses; (2) an active release mechanism that
involves the non-classical protein release pathway in which Hsps are
released from highly immunogenic exosomes and as free Hsp
[122, 123]. De Maio’s group has demonstrated in vitro, in
HepG2 cells exposed to a heat shock, that Hsp70 was released
into the extracellular environment associated in a membrane-
associated form. Extracellular membranes containing Hsp70
strongly activated macrophages, much more than free recombinant
Hsp70, as indicated by their ability to induce TNF-α production
[124]. Interestingly, we have demonstrated that exosomes released
by cancer cells but not those released by normal cells haveHSP70 in
their membrane. These HSP70-exosomes are able to activate
myeloid-derived suppressive cells (MDSC) through the interaction
of Hsp70 with the TLR2 receptor on the MDSC. As a conse-
quence, the development of an efficient anticancer immune
response is blocked. The release of HSP70-exosomes by the cancer
cells is probably a mechanism of defense of the cancer cells to avoid
its immune clearance [40, 71]. Interestingly, our previously
described peptide aptamer A8 that binds to the 14 amino acids-
extracellular portion of membrane anchored Hsp70 blocks the
interaction between Hsp70 and TLR2. As a result, A8 treatment
of animals bearing a tumor results in tumor regression associated
with a strong intra tumoral infiltration by immune cells, notably
CD8+ T-cells and cytotoxic macrophages (M1-like) [40].

Hsp70 has been shown to activate innate and adaptive immune
reactions [125, 126]. Hsp70 chaperones antigenic peptides and
channels them in a receptor-mediated manner into the major histo-
compatibility complex (MHC) class I presentation pathway of pro-
fessional APCs, which then prime peptide-specific cytotoxic
T-lymphocyte (CTL) [127]. Therefore, Hsp70 derived from
tumors can be used as tumor-specific vaccines [128]. Hsp70 also
elicits the release of pro-inflammatory cytokines from innate
immune cells and increases the expression of co-stimulatory mole-
cules [129, 130]. Furthermore, Hsp70 has been shown to activate
the Natural Killer (NK) cell lytic machinery against tumors expres-
sing Hsp70 at the cell surface [131]. These features have led to
viewing Hsp70 as an endogenous adjuvant and immunological
danger signal [132].
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The members of the Hsp70 family together with those of the
Hsp90 family were identified as key regulators of the host’s
immune system. In vivo, in animal models, Hsp-peptide complexes
isolated from tumors developed an anti-tumor response while those
isolated from normal tissues did not induce an anti-cancer immune
response [133]. Therefore, the tumor-specific peptides chaperoned
by Hsps were essential for their immunogenicity. Following cross-
presentation of Hsp-chaperoned peptides on MHC class I mole-
cules, a T cell response is initiated [134–139] The exogenously
delivered antigenic peptides complexed to heat shock proteins,
like Hsp70, are able to enter the endogenous Ag-processing path-
way and prime CD8+ T cells for antigen production [140]. Hsps
have been found to be important players in the process of cross-
presentation of tumor-derived, antigenic peptides that are uptaken
by the APCs [141, 142]. Hsp-chaperoned antigenic peptides
derived from tumor cells are internalized in the APCs by endocyto-
sis via “Hsp receptors” (i.e., CD91, CD40, TLR2/4 � CD14,
CD35, LOX-1, SR-A). Following uptake and processing, the pep-
tides are presented to the MHC class I molecules and thus induce a
CD8+ T cell response against cancer. Recombinant Hsp70
enhances tumor antigen cross-presentation by means of complex
formation and augmenting antigen uptake. Innate immune activa-
tion by recombinant Hsp70 was not observed [143].

Hsp70-peptide complexes have also been described to enhance
MHC class II restricted peptide presentation and CD4+ T cells
activation [144]. Even in the absence of immunogenic antigens,
Hsps can provide danger signals for the host’s immune system
[145]. In this aspect, it is believed that Hsp70-peptide complexes
can suppress tumor growth via at least two pathways: one antigen-
dependent and the other antigen-independent. The c-terminal
domain of Hsp70 seems to be crucial in eliciting antigen-
independent responses, including NK cell stimulation against
tumor challenges [39, 146]. This can explain why, in experimental
models, immunization with multiple Hsp70-fusion peptide com-
plexes resulted in a better anti-tumor effect [147]. Hsp70 has been
suggested to have cytokine-inducing effects. In APCs, it induces
the release of pro-inflammatory cytokines like IL-1β, IL-6, or
TNF-α [39]. In established melanomas, Hsp70 has been shown
to act as a potent immune adjuvant inducing the production of
TNF-α [148]. However, this role of Hsps in inducing cytokines
production has been reported to be, at least in some cases, a
consequence of LPS contaminations in the Hsp preparations
[149, 150]. HSP70 levels could also impact its immunological
effect, as supra-constitutive concentration of HSPs is often used
to obtain a cytokine-inducing effect, whereas Hsp70 at physiologi-
cal amounts shows a rather inhibitory effect [151].
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4.2 Immuno-

therapeutic

Approaches Based on

Hsp70

As mentioned before, some Hsps-based immunotherapeutical
approaches against cancer exploit their carrier function for immu-
nogenic peptides [152]. In experimental models of metastatic
prostate cancer, Hsp70 is used as a potent adjuvant to induce cancer
auto-immunity [153]. It has been shown that immunization with
leukemic cells A20-derived Hsp70 induced the production of leu-
kemia A20-specific antibodies which, in turn, induced
complement-dependent cytotoxicity against A20 cells and enabled
eradication of leukemia cells in mice [154]. Therapeutic vaccination
with dendritic cells pulsed with tumor-derived Hsp70 induces
immunity against B16 melanoma, which is increased in combina-
tion with COX-2 inhibitors [155]. CD8+ and CD4+ T cell epi-
topes, fused to the carboxyl-terminus of Hsc70, can enhance tumor
immunity beyond the effect of the CD8+ epitope alone and eradi-
cate tumors [156]. Fusion of HPV16 E7 to the C-terminus half of
Hsp70 can induce potent antigen-specific CTL activity in experi-
mental models [157]. Moreover, a recombinant N domain of
Calreticulin/E7/C-terminal half of Hsp70, through synergistic
effects, can generate both potent antitumoral immunity and anti-
angiogenesis [157]. A small-molecule (apoptozole) inhibitor of
Hsp70 ATPase activity enhances the immune response to protein
antigens, i.e., production of antibodies and increase in the release of
Th1 and Th2-type cytokines [158].

Unfortunately, so far the clinical results obtained using Hsp70
in protein vaccines in cancer therapy, although encouraging, are far
from the conclusive results obtained in rodent models treated with
Hsps-based vaccines [133].

Also exploiting the immunogenic properties of extracellular
Hsp70, Multhoff’s group has developed a different approach. NK
cells, important effectors of the innate immune system, play a role
in the anti-tumor immunity generated by chaperone-rich cells
lysate vaccination [159]. Hsp70 is a triggering factor for NK cells
[160]. Incubation of NK cells with cytokines plus soluble Hsp70
protein or TKD peptide (the extracellular 14 amino acids peptide of
membrane Hsp70) enhances the cell surface density of NK cell
activating receptors including CD94 [160]. Concomitantly, the
cytolytic and migratory capacity of resting NK cells was found to
be initiated [161]. Membrane-bound Hsp70 serves as a tumor-
selective target structure, since Hsp70 is frequently presented on
the plasma membrane of tumors and metastases but not in normal
tissues. Incubation of peripheral blood lymphocytes with the TKD
peptide plus IL-2 initiates the cytolytic and migratory capacity of
NK cells toward membrane Hsp70 positive tumor cells in vitro and
in a xenograft tumor mouse model [162]. A phase I clinical trial has
been performed in patients with therapy-refractory, metastasized
colorectal and non-small lung cell carcinoma with very encouraging
results [163] and prompted the initiation in non-small lung cell
carcinoma of a Phase II randomized clinical study in 2015
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[131]. The advantage of this approach is the excellent safety profile
and the unlimited availability of the synthetic Hsp70 peptide which
stimulates NK cells, as compared with the complex Hsp-peptides/
vaccines isolated from patients. Of note, a pilot study of injection of
recombinant HSP70 in the tumor bed of patients with brain tumor
has recently shown one complete clinical response and one partial
response [164], encouraging the development of more clinical
trials.

5 Concluding Remarks: Hsp70 in Cancer Theranostics

Hsp70 may have oncogene-like functions and likewise mediate
“non-oncogene addiction” of stressed tumor cells that must adapt
to hostile microenvironments, thereby becoming dependent on
Hsp70 for their survival. Pro-survival functions of Hsp70 in cancer
depend on its intra- or extra-cellular localization. Intracellular
HSP70 has a well-described cytoprotective function through:
(1) its chaperone role in newly synthesized proteins or misfolded
proteins; (2) its strong anti-apoptotic properties; and (3) its role in
autophagy and protein degradation. Extracellular Hsp70 can chap-
erone peptide antigens, act as a danger signal, and activate
immunosuppressive cells. Inhibitors of extracellular Hsp70 (anti-
bodies or aptamers that target membrane Hsp70) have been shown
to restore the development of an efficient anticancer immune
response. Therefore, the dual function of Hsp70 (protective,
immunogenic) strongly increases the interest for this molecule in
cancer therapy and, consequently, the search for inhibitors of
Hsp70 has dramatically increased over the last years.

However, Hsp70 can also be a potential biomarker in cancer
patients’ follow up and for the diagnosis of early metastasis. Hsp70
is found in the extracellular medium either in a soluble form or in
nanovesicles and notably exosomes, nanoparticles (diameter:
~50–100 nm) released into the extracellular environment via the
endosomal vesicle pathway by fusion with the plasma membrane.
Some authors but not others have reported an association of Hsp70
blood levels and bad prognosis in cancer. The reason for this
discrepancy may be the low stability and very fast turnover of
soluble Hsp70 in the blood. In contrast, the exosomes act as a
carrier and protect Hsp70 from extracellular enzymes. Almost all
cells secrete exosomes but we have demonstrated that only those
secreted by cancer cells have Hsp70 on their membrane. We have
called this subpopulation of tumour-derived nanoparticles HSP70-
exosomes. We have patented an interferometry biolayer technique
using the HSP70 peptide aptamer developed to selectively bind the
extracellular domain of membrane-anchored HSP70
(PCT/EP2015/063186). Using this technology to capture
HSP70-exosomes, we have provided a proof of that we can measure
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HSP70-exosomes in human fluids and notably in blood and urine
samples from cancer patients. Further, in a small cohort of cancer
patients (breast, lung) we have demonstrated that HSP70-
exosomes are abundant in cancer patients while hardly detectable
in healthy volunteers [40]. Since one single cancer cell can secrete
thousands of exosomes, this can be a very interesting approach to
explore in the future for early cancer detection.

Toward a more individualized patients care, this approach to
quantifying extracellular Hsp70 will also allow determining the
population more susceptible to respond (in terms of Hsp expres-
sion) to a Hsp70-inhibition therapy. Since many chemotherapeutic
drugs, to a bigger or lesser extent, induce an increase in Hsp70,
measuring circulating levels of Hsp70 gives a rationale to determine
which chemotherapies may benefit the most from their combina-
tion with a Hsp70-targeted therapy.
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Chapter 28

Evidence for Hsp90 Co-chaperones in Regulating Hsp90
Function and Promoting Client Protein Folding

Marc B. Cox and Jill L. Johnson

Abstract

Molecular chaperones are a diverse group of highly conserved proteins that transiently interact with partially
folded polypeptide chains during normal cellular processes such as protein translation, translocation, and
disassembly of protein complexes. Prior to folding or after denaturation, hydrophobic residues that are
normally sequestered within a folded protein are exposed to the aqueous environment and are prone to
aggregation or misfolding. Multiple classes of molecular chaperones, such as Hsp70s and Hsp40s, recog-
nize and transiently bind polypeptides with exposed hydrophobic stretches in order to prevent misfolding.
Other types of chaperones, such as Hsp90, have more specialized functions in that they appear to interact
with only a subset of cellular proteins. This chapter focuses on the role of Hsp90 and partner co-chaperones
in promoting the folding and activation of a diverse group of proteins with critical roles in cellular signaling
and function.

Key words Hsp90, Hop, p23, Immunophilins, Co-chaperones

1 HSP90 Molecular Chaperone Machine

Hsp90 (heat shock protein, 90 kDA) refers to a family of homolo-
gous proteins. Yeast and mammalian cells contain two isoforms of
cytosolic Hsp90. Higher eukaryotes also contain mitochondrial
Trap-1 and Grp94 of the endoplasmic reticulum. The E. coli homo-
log is known as HtpG. Hsp90 contains three conserved domains:
an N-terminal ATP-binding domain, a middle domain, and a
carboxy-terminal domain. The ability of Hsp90 to bind and hydro-
lyze ATP is essential for its function. Although there are slight
differences in structure and rates of ATP hydrolysis, a unified
model for the conformational changes of cytosolic Hsp90,
TRAP1, Grp94, and HtpG has emerged (reviewed in [1–4]).
A simplified model is presented in Fig. 1. In the absence of nucleo-
tide, Hsp90 is dimerized at the carboxy-terminus, resulting in an
open conformation. Nucleotide binding induces the closing of a lid
over bound nucleotide. The N-terminal domains then associate to
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form the “closed” conformation, in which portions of the amino-
terminal domain “cross-over” to associate with the other protomer.
The Hsp90 dimer then forms a compact twisted structure that
results in the association of a flexible loop from the middle domain
with the nucleotide-binding pocket. This structure is capable of
ATP hydrolysis. After hydrolysis, Hsp90 returns to the open con-
formation. Some forms of Hsp90 adopt the “closed” conformation
even in the absence of nucleotide, suggesting that nucleotide shifts
the equilibrium between distinct conformations rather than trig-
gering specific conformational changes [5]. Asymmetric interac-
tions with clients, co-chaperone proteins, and posttranslational
modifications help drive the folding process [6–10].

Cytosolic Hsp90 complexes function as part of an
ATP-dependent, ordered pathway in which clients are transferred
from Hsp70 to Hsp90 [11–13]. HtpG directly interacts with
Hsp70 and cooperates with Hsp70 to fold model clients such as
denatured luciferase [14]. Grp94 and the Hsp70 Bip also sequen-
tially interact with clients [15]. As discussed in more detail below,
the cytosolic Hsp90 function is also dependent on dozens of
co-chaperones. No co-chaperones for HtpG or TRAP1 are
known, but two, Cnpy-3 and MZB1, have been described for
GRP94 [16, 17]. For the purpose of this review, co-chaperones
are proteins that have physical interaction with Hsp90 but cooper-
ate with Hsp90 to fold clients rather than being clients themselves.
Another useable test to distinguish whether a protein is a client or a
co-chaperone is to test the effect of Hsp90 inhibitors. Many Hsp90
clients become unstable and are targeted for degradation by the
proteasome upon Hsp90 inhibition (reviewed in [18]), while the
levels of co-chaperones are unaffected.
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p23, Sgt1, Cdc37,
Aha1, Hch1;
CacyBP/SIP, Aarsd1

Hop, Cyp40, FKBP51/52
PP5/Ppt1

Fig. 1 Hsp90 ATPase cycle. In the absence of ATP (left), Hsp90 is dimerized at its
C-terminus in the ‘open’ conformation. Upon ATP binding (right), the N-terminal
domains undergo subsequent conformational changes that result in closing of a
‘lid’ over the bound nucleotide and additional dimerization of the amino-termini.
Co-chaperones may be separated into those that bind the amino-terminal or
middle domains (above the line) or those that bind the EEVD sequence at the
carboxy-terminus of Hsp90 (below the line)
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2 HSP90 as a Global Cellular Regulator

The first two classes of Hsp90 clients identified through classical
biochemical techniques were steroid hormone receptors (the pro-
gesterone receptor and glucocorticoid receptor) and the v-src kinase
[19, 20]. Hsp90 interacts with the GR and PR in the absence of
hormone, repressing transcriptional activity. Hsp90 also maintains
the receptor in a conformation capable of high-affinity hormone
binding. Once hormone binds, Hsp90 and associated co-chaper-
ones are released and the receptors become active as transcription
factors. Multiple protein kinases require Hsp90 for stability and
become targets for degradation upon Hsp90 inhibition. Additional
clients require Hsp90 for folding, activation, transport, or incor-
poration into multiprotein complexes [3, 21, 22].

High-throughput studies that measured the impact of genetic
or pharmacological inhibition of Hsp90 indicate up to 10–15% of
all proteins are directly or indirectly dependent on Hsp90 for
function. Proteins of S. cerevisiae that physically interact with
Hsp90 and/or display altered mRNA or protein level upon
Hsp90 inhibition have been identified [23–27]. Studies in
C. albicans suggest that the Hsp90 clientele, judged by proteins
with altered regulation upon Hsp90 inhibitor, varies in a growth-
state-dependent manner [28, 29]. Similar to those studies, human
proteins affected by Hsp90 inhibition were identified [30]. Protein
kinases, transcription factors, and E3 ligases are among the most
prevalent types of Hsp90 clients [31]. Additional classes of Hsp90
clients include proteins with leucine-rich repeat domains or
β-propeller domains [32], chromatin remodelers [33, 34], and
additional proteins, such as telomerase [35] and iNOS
[36]. Hsp90 is also needed for RNA-induced silencing complexes
[37] (Table 1).

The list of known clients of TRAP1 and GRP94 is smaller.
TRAP1 regulates the metabolic switch between respiration and
glycolysis and loss of TRAP1 disrupts mitochondrial function
[38, 39]. Gpr94 is required for a subset of secreted proteins or
proteins expressed on the cell surface, such as immunoglobulins
[15, 17], insulin-growth factor II [40], Toll-like receptors [16],
and components of the Wnt signaling pathway [41]. Although loss
of HtpG does not cause significant growth defects in E. coli, a few
clients of bacterial HtpG have been identified, such as the ribo-
somal protein L2 [42] and other proteins [43, 44].

3 HSP90 Interaction with Clients

Hsp90 interacts with hundreds of clients that do not share any
obvious sequence or structural homology. For a long time, it has
been thought that clients interact with Hsp90 while in a nearly
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completely folded conformation, stabilizing client conformations in
such a way to allow them to quickly respond to an activation signal,
such as ligand binding or phosphorylation [45]. Two recent studies
describe how protein instability could promote Hsp90 interaction.
A key factor that dictatesHsp90 interactionwith protein kinases was
the intrinsic instability of the kinase [31]. Moreover, the cyro-
electro microscopy structure of the Hsp90-Cdc37-Cdk4 kinase

Table 1
Representative list of Hsp90 client proteinsa

Transcription factors Ref. (and refs within)

Nuclear hormone receptors

Progesterone, glucocorticoid, estrogen receptors [45]

Heme-responsive transcription factor, Hap1 [218]

Aryl hydrocarbon receptor [219]

Mutant p53 [220]

Heat shock factor, Hsf1 [219]

HIF1a [221]

Protein kinases

v-src [19]

Raf, Ste11 [156]

PKR, dsRNA-dependent kinase [161]

Wee1 kinase [222]

ErbB2 [164]

Fes tyrosine kinase [219]

AKT [223]

Cdk4 [7]

Other

Telomerase [35]

Hepatitis B reverse transcriptase [224]

matrix metalloproteinase 2 (MMP2) [225]

iNOS [36]

RSC chromatin remodeler [33]

Rvb1 and Rvb2 helicases [34]

RISC [37]

Nod1 [226]

aA complete list of client proteins is maintained at http://www.picard.ch/downloads/Hsp90interactors.pdf
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complex demonstrates how Hsp90 stabilizes the kinase in an
unfolded state [7].

Given the diversity of Hsp90 clients, it is possible that clients
have different binding sites and/or that the client-binding site
changes as Hsp90 undergoes conformational changes. A conserved
client-binding site has been identified [7, 46], and there is some
overlap between those sites and other recently identified client-
binding sites [8, 10]. However, single-particle electron microscopy
structure of an Hsp90-Cdc37-Cdk4 kinase complex [47] suggests
additional sites may also be used. Other reviews and articles within
discuss specifics of the Hsp90-client interaction in more detail
[48, 49].

4 HSP90 Co-chaperones

Early studies found that Cdc37 is present in Hsp90-complexes with
protein kinases [50], and that Hop, p23, and a set of tetratricopep-
tide repeat (TPR) containing proteins were present in complex with
various steroid hormone receptors [51], although the composition
varied in a receptor-dependent manner [52]. Since then many
additional co-chaperones have been identified (a comprehensive
list is maintained by Dr. Didier Picard (https://www.picard.ch/
downloads)) [53]. Co-chaperones are variously characterized by
the domains of Hsp90 with which they interact, their own bio-
chemical functions or in the order in which they appear to interact
with particular client proteins [3, 54]. Our intent is not to provide a
comprehensive listing of all co-chaperones. Instead, we will focus
on what is known about how the in vivo functions of a few co-cha-
perones, particularly with regard to client specific and/or the out-
come of client folding (Tables 1 and 2). Importantly,
co-chaperones frequently exhibit mutually exclusive binding to
Hsp90, either by competing for the same binding site or because
they stabilize conformations of Hsp90 that preclude interactions
with other co-chaperones [45, 55, 56]. Further, some
co-chaperones only interact with proteins with specific structural
domains [32].

5 Co-chaperones with CS Domains (CHORD and Sgt1)

p23. p23 and its yeast homolog, Sba1, preferentially bind Hsp90 in
the presence of ATP or non-hydrolyzable analogs. p23 inhibits the
ATPase activity, stabilizing the closed conformation, which results
in prolonged interaction of the client with Hsp90 [57–62]. p23 has
molecular chaperone activity and is able to suppress the aggregation
of citrate synthase [63, 64]. p23 is essential for development and
mice lacking p23 die in an early embryonic stage [65]. Although
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not essential in yeast, Sba1 is required for optimal growth and
activity of Hsp90 clients [66].

p23 is found in complex with Hsp90 and a range of client
proteins including steroid hormone receptors, telomerase, duck
hepatitis B reverse transcriptase [45], the RSC chromatin remode-
ler [33], and argonaute [32, 67]. High-throughput genomic and
proteomic studies demonstrate that p23 has additional roles in
ribosome biogenesis and cellular transport [68].

6 Sgt1

Although the structures of p23 and the CS domain of Sgt1 are
similar, they exhibit distinct interactions with Hsp90 [69, 70]. Sgt1
does not modulate the ATPase activity of Hsp90 and may exhibit
altered interactions with Hsp90 in the presence or absence of
nucleotide [71, 72]. Like many other co-chaperones, Sgt1 contains
a tetratricopeptide repeat (TPR) domain, which typically mediates
interaction with the carboxy-terminus of Hsp90 [45]. However,

Table 2
Select Hsp90 cochaperones and their functions

Co-chaperone Biochemical functions
Known client protein-Hsp90 complex
interactions

p23 (Sba1) Chaperone activity [64]; inhibits
Hsp90 ATPase activity [58, 60]

Steroid hormone receptors, telomerase,
Hepatitis B virus reverse transcriptase [45],
RSC chromatin remodeler [33]

Sgt1 (Sgt1) Adapter protein [71] Kinetochore complex, NLR immune sensors
[32, 74]

Cdc37 Adaptor, binds protein kinases [227];
inhibits Hsp90 ATPase activity
[228]

Protein kinases [31, 227]

Aha1 Activates Hsp90 ATPase activity [80] Mutant CFTR [90]

Hop (Sti1) Inhibits Hsp90 ATPase activity;
stimulates Hsp70 ATPase activity
[100, 102]

Steroid hormone receptors [146],
kinases [115]

Cyp40 (Cpr6/7) Chaperone activity; PPIase activity
[64, 130]

Steroid hormone receptors [146]

FKBP51/52 Chaperone activity; PPIase activity
[119]

Steroid hormone receptors [146]

PP5 (Ppt1) Dephosphorylates Hsp90, Cdc37
[78, 148]

Steroid hormone receptors [146],
kinases [147]
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the TPR domain of Sgt1 is not required for Hsp90 interaction and
is absent from Sgt1 orthologs in some species [73]. SGT1 is essen-
tial in yeast, and Sgt1 appears to act early in the Hsp90 folding
cycle, serving as an adaptor protein that helps to recruit client
proteins to Hsp90 [71]. Sgt1 interacts with the CBF3 kinetochore
complex, Polo kinase, plant R (resistance) proteins, and related
Nod-like receptors (reviewed in [74]). In high-throughput studies,
Sgt1 exhibited a strong preference for binding proteins with
leucine-rich repeat domains [32].

7 CacyBP/SIP and Aarsd1

The CS domain is also found in additional co-chaperones 7. includ-
ing Calcyclin Binding Protein/Siah-1 Interacting Protein
(CacyBP/SIP) and Aarsd1 [75, 76]. CacyBP/SIAP binds Hsp90
and exhibits chaperones activity, but its overall function in the
Hsp90 machinery remains unknown. AArsd1 is a muscle-specific
co-chaperone in mammalian cells that interacts with the Hsp90
beta isoform during muscle differentiation. By replacing p23, it
alters activity of the glucocorticoid receptor.

8 Cdc37

Cdc37 is essential in yeast and is required for the folding and
stabilization of approximately 60% of protein kinases in yeast and
mammalian cells [31, 77]. The Hsp90-Cdc37 interaction is regu-
lated by phosphorylation of a conserved residue of Cdc37
[78]. Early structures showed that the middle domain of Cdc37
(also known as p50cdc37) binds directly to the amino-terminal
domain of Hsp90 and inhibits ATPase activity [79]. However, in
the structure of anHsp90-Cdc37-Cdk4 kinase complex [7], Cdc37
binds the middle domain of Hsp90. Thus, it is possible that Hsp90-
Cdc37 contact sites change during the folding process. The struc-
ture of the Hsp90-Cdc37-Cdk4 kinase structure details how
Cdc37 binds the unfolded kinase.

9 Aha1 and Hch1

Aha1 (activator of Hsp90 ATPase) dramatically stimulates the
ATPase activity of Hsp90 [80, 81]. Hsp90 has a split ATPase
domain, which requires association of the amino-terminal and
middle domains for hydrolysis to occur. Aha1 stimulates ATP
hydrolysis by promoting a conformational change that allows a
catalytic loop of the middle domain to associate with the amino-
terminus [9, 82, 83]. Hch1 is a fungal-specific co-chaperone that is
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homologous to the first half of Aha1. Hch1 is also able to stimulate
the ATPase activity of Hsp90, albeit weakly [80]. Hch1 and Aha1
appear to have differing in vivo functions [84–87]. The function of
Hch1 appears to be replaced in higher eukaryotes by a posttransla-
tional modification of Hsp90 [88].

Aha1 plays a critical role in the quality control process that leads
to degradation of the mutant cystic fibrosis transmembrane con-
ductance regulator (CFTR), an Hsp90 client [89, 90]. The CLC-1
chloride channel also interacts with Aha1 [91]. High-throughput
studies identified additional proteins that interact with Aha1
[32, 92, 93]. This list includes ribosomal proteins, proteins
required for transcription, translation, and DNA maintenance.
The specific in vivo functions of Hch1 are largely unknown.

10 TPR-Containing Co-chaperones

A number of co-chaperones contain TPR domains and dynamically
compete for a common-binding site at the carboxy-terminus of
Hsp90, which contains the terminal sequence EEVD
[45, 94]. Although there are two EEVD-binding sites, evidence
suggests that a single Hop/Sti1 binds the Hsp90 dimer, and it is
possible for two different TPR-containing proteins to bind simul-
taneously to help drive the folding cycle [95, 96]. Comparative
studies examined the interaction of a variety of TPR-containing
co-chaperones with both Hsp90 and cytosolic Hsp70, which also
contains a carboxy-terminal EEVD sequence [94, 97–99].

11 Hop (Hsp70-Hsp90 Organizing Protein)

Sti1, the yeast homolog of Hop, binds Hsp90 in the absence of
ATP and inhibits dimerization of the amino-terminal domain,
resulting in reduced ATPase activity [100, 101]. Sti1 was also able
to stimulate the ATPase activity of the Hsp70 Ssa1 [102]. Hop/
Sti1 contains three TPR domains, one that preferentially binds
Hsp70, one that binds Hsp90, and one that is able to weakly bind
either Hsp70 or Hsp90 [94]. Simultaneous binding of Hop to
Hsp70 and Hsp90 helps mediate transfer of client protein from
Hsp70 to Hsp90 [13, 103]. Multiple studies have elucidated the
dynamics and structure of the Hsp90-Hsp70-Hop/Sti1 complex
formation [95, 104–107]. Similar to other co-chaperones, Hop/-
Sti1 function and/or localization are regulated by phosphorylation
[108, 109].

Hop interacts with a variety of Hsp90 clients
[32, 110–112]. Hop also interacts with the prion protein [113]. A
review of Hop/Sti1 functions is available [114]. Deletion of STI1
from yeast results in slow growth at high and low temperatures, as
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well as defects inHsp90 clients such as heterologous steroid hormone
receptors and kinases [115]. KnockdownofHop/Sti1 levels has been
linked to attention deficit disorders in mice [116] and decreased
migration of cancer cells [117].

12 Immunophilins

Immunophilins are a group of proteins that bind immunosuppres-
sant drugs such as FK506, rapamycin, or cyclosporin A
[118]. Although they vary in size and domain structure, all the
members of the immunophilin family have peptidyl-prolyl isomer-
ase activity (PPIase activity). The immunosuppressant drugs bind
the catalytic pocket and inhibit PPIase activity. Two types of immu-
nophilins, Cyp40 (which binds cyclosporin A) and FKBP51/
FKBP52 (which bind FK506), also contain TPR domains that
mediate interaction with Hsp90 [45]. These two classes of immu-
nophilins have dissimilar sequence and structures, yet both types of
co-chaperones mediate the activity of known Hsp90 client proteins
and have molecular chaperone activity that is independent of their
PPIase activity [64, 119].

Compared to other tissues the immunophilins are most abun-
dant in the nervous system where some family members may have a
role in neuronal differentiation [120, 121]. In addition, the immu-
nophilins are implicated as having PPIase-dependent roles in a
variety of protein conformational disorders including Parkinson’s
disease and Alzheimer’s disease (reviewed in [122]). The aggrega-
tion of partially misfolded proteins (e.g., abnormally phosphory-
lated Tau) is a hallmark of these diseases and some immunophilin
family members regulate the conformational stability of these neu-
ronal aggregates. Several immunophilin family members are also
known to associate with and regulate microtubule assembly or
disassembly in a PPIase-dependent manner [121, 123–125]. The
immunophilins can also associate with steroid hormone receptor
Hsp90 complexes and regulate receptor folding, hormone binding,
and nuclear translocation (reviewed in [126, 127]. A slightly
different collection of these TPR proteins co-purify with different
steroid hormone receptors, indicating client specificity, but the
basis for this selectivity is poorly understood [52]. The mecha-
nism(s) by which the immunophilins regulate steroid hormone
receptor activity is still unclear, but in all the cases examined
the PPIase activity is not required for receptor regulation. In addi-
tion to these more characterized roles, immunophilin family mem-
bers have been implicated in a wide variety of fundamental
biological processes, signaling cascades, and disease states
(reviewed in [126]).
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13 Cyp40

Cyp40 associates with nuclear steroid hormone receptors, includ-
ing the progesterone, estrogen, and glucocorticoid receptors
[45]. Cyp40 contains an amino-terminal PPIase domain and a
TPR domain separated by a small linker region. In S. cerevisiae,
there are two homologs of Cyp40, Cpr6 and Cpr7, that have
different in vivo functions [128, 129]. Purified Cpr6 had no effect
on the ATPase activity of Hsp90 [100]. Cells lacking CPR6 exhibit
few discernible phenotypes, while loss of CPR7 results in slow
growth and defects in Hsp90 client protein activity. Cpr6 and
Cpr7 exhibit different PPIase and molecular chaperone activities,
but it is unclear how these activities affect Hsp90 client activity
[130, 131]. The role of the PPIase domain remains unclear, but the
TPR domain and/or the hydrophobic linker that separates the
PPIase and TPR domains appear to be critical for molecular chap-
erone and Hsp90 client activity [132, 133].

14 FKBP51 and FKBP52

FKBP51 and FKBP52 are two related proteins that are found in
complex with steroid hormone receptors. There are no FKBP
homologs that contain TPR domains in yeast. Similar to CyP40,
FKBP51 and FKBP52 contain a PPIase domain and a TPR domain,
separated by a short linker. Despite their sequence similarities,
FKBP52 and FKBP51 have distinct effects on steroid receptor
activity. The presence of FKBP52 in steroid hormone receptor
complexes results in higher hormone binding affinity. FKBP51
offsets the positive effects of FKBP52, suggesting that the ratio of
the two proteins is important. The specific ability of FKBP52 to
promote steroid hormone receptor activity is dependent on
non-catalytic residues in the PPIase domain that may interact
directly with the ligand-binding domain or indirectly through
interaction with factors regulating through the ligand binding
domain [134]. Consistent with a positive role in steroid hormone
receptor function, mice lacking FKBP52 exhibit androgen, proges-
terone, and glucocorticoid receptor-related defects including
androgen insensitivity in males, uterine defects and implantation
failure in females, hepatic steatosis, increased susceptibility to high
fat diet-induced hyperglycemia and hyperinsulinemia, and behav-
ioral defects [135–143]. While mice lacking FKBP51 have no overt
morphological defects, they have reduced sensitivity to pain pre-
sumably through defects in glucocorticoid receptor signaling in the
spinal cord and they are more resilient to stress and depression
[137, 144, 145]. The importance of FKBP51 in regulating gluco-
corticoid receptor is also highlighted in New World primates.
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These primates overexpress FKBP51 relative to Old World
primates, resulting in reduced GR hormone-binding affinity and
glucocorticoid resistance. The overexpression of FKBP51 may be
an adaption to higher circulating levels of glucocorticoids in New
World Primates [146]. These studies emphasize that the type of
TPR-containing co-chaperone bound to Hsp90 may have dramatic
effects on client protein activity.

15 PP5

PP5 is a serine-threonine phosphatase that interacts with Hsp90
through its TPR domains. PP5 interacts with a wide range of
proteins involved in signaling pathways, including ATM/ATR
and the Rac GTPase (reviewed in [147]). Deletion of the yeast
homolog, PPT1, results in Hsp90 client-specific defects
[148]. Intriguingly, Ppt1 appears to be able to dephosphorylate
both Hsp90 and Cdc37 [78, 148], indicating that Ppt1 may have a
general role in regulating the activity of the Hsp90 molecular
chaperone machine and other proteins [149].

16 Assays Used to Study the Role of HSP90 And Co-chaperones in Client Folding

Early analysis of the interaction of Hsp90 with client proteins
focused on analysis of steroid hormone receptors and protein
kinases, and those remain the most well-studied clients. A common
theme of Hsp90 function is that folding or assembly is dynamic and
requires sequential interactions with various components of the
Hsp90 molecular chaperone machine. Most clients likely require
Hsp70 and Hsp40. However, there is increasing evidence that
clients interact with distinct sets of additional co-chaperones
[32, 45, 150, 151]. In particular, different sets of clients appear
to use Hop, Cdc37, or Sgt1 as adaptors to facilitate Hsp90
interaction.

17 Protein Kinases

Overexpression of the heterologous v-src kinase is toxic to the yeast
Saccharomyces cerevisiae, but mutations in Hsp90 or co-chaperones,
particularly Cdc37 and Ydj1, disrupt kinase level or activity reduce
toxicity [152, 153]. The most commonly used construct is the one
that expresses v-src under a galactose-regulated promoter
[154, 155]. Ste11 is a mitogen-activated kinase homologous to
mammalian Raf that exhibits reduced levels in cells expressing
mutant forms of Hsp90 or co-chaperones [156, 157]. Overexpres-
sion of the Ste11 kinase domain (Ste11ΔN) is toxic, but not in cells
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expressing mutant forms of Hsp90. A plasmid that constitutively
expresses Ste11ΔN-K444R, which is inactive as a kinase, has been
used to study interaction of Hsp90 and co-chaperones
[158, 159]. An alternative approach measures the ability of Ste11
to activate downstream genes using lacZ fusions or rtPCR
[160]. Reagents to study the mammalian dsRNA-dependent kinase
PKR and the yeast kinase Gcn2 have also been developed for use in
yeast [161, 162].

Hsp90 inhibitors result in reduced steady-state levels of mam-
malian Hsp90-dependent protein kinases and reduced Hsp90-
kinase interaction [163]. Some kinases are more sensitive to
Hsp90 inhibitors than others [164–166]. Many studies of
Hsp90-kinase interaction use pull-down assays [167]. A sophisti-
cated series of pull-down assays demonstrate how tyrosine phos-
phorylation mediates kinase folding through a cycle of
posttranslational modifications of Hsp90 and Cdc37 [168]. That
study showed that progression through the cycle required Cdc37
release and Aha1 interaction. More recently, the LUMIER assay, in
which one protein is FLAG-tagged and the other is tagged with
Renilla luciferase, was adapted to study Hsp90 interaction with
client proteins [31]. This assay is able to provide quantitative
analysis of the interaction of human kinases with Hsp90.

The instability of Hsp90-dependent protein kinases in the
absence of Hsp90 makes analysis challenging, but the interaction
of Hsp90 with two purified kinases has been analyzed. Hsp40,
Hsp70, Cdc37, and Hsp90 were sufficient to restore Chk1 kinase
activity. Although not required for kinase activity, the presence of
Hop further enhanced activity [169]. Genetic evidence also sug-
gests that the functions of Hop and Cdc37 at least partially overlap
[160]. The structure of a cryo-EM complex of Hsp90-Cdc37-
Cdk4 is now available [7]. In order to obtain the stable complex,
the three proteins were co-expressed in Sf9 insect cells. Molybdate,
which is known to stabilize Hsp90-client interactions, was used
[170]. Consistent with proposed roles for Hsp70 and Hsp40 in
loading kinase onto Hsp90, simply mixing purified Hsp90, Cdc37
and Cdk4 did not promote complex formation.

18 Steroid Hormone Receptors

Steroid hormone receptors are found in complex with Hsp90 and
co-chaperones when hormone is not present. Glucocorticoid
receptor and progesterone receptor stripped of Hsp90 and asso-
ciated proteins are unable to bind hormone. The first experiments
to identify Hsp90 and co-chaperones involved isolation of steroid
hormone receptor complexes from vertebrate cell extracts in the
absence of hormone [51, 171]. These progressed to in vitro assem-
bly reactions of Hsp90 and other proteins onto resin-bound
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receptor capable or hormone binding in rabbit reticulolysates
[172–174]. A few years later the system was modified to enable
addition of purified proteins (Hsp70, Hsp90, Hop, Hsp40, and
p23) to resin-bound receptor to form the high affinity hormone-
binding state [175–177]. These studies support a model that newly
synthesized or misfolded receptor first interacts with Hsp40 and
Hsp70. Hsp40 interacts directly with the progesterone receptor
and is required to promote Hsp70 interaction. In contrast,
Hsp70 appears to bind glucocorticoid receptor prior to Hsp40
[178, 179]. Subsequent interaction of Hop/Sti1 promotes
Hsp90 interaction. Nucleotide-binding results in the formation of
the ATP-bound closed form of Hsp90 and p23 interaction. It is in
this “late complex” that the receptor is capable of high affinity
hormone binding. Client dissociation occurs upon hormone bind-
ing and ATP hydrolysis.

The immunophilin component within the Hsp90-receptor
complex is not required for receptors to reach hormone binding
conformation in vitro and is not included in this model. Their
relevance within these complexes and this model are discussed
below.

The above studies were complicated by the fact that many client
proteins are extremely unstable in the absence of Hsp90. The
steroid hormone receptors are an example of a client protein that
cannot be purified in full-length form without the presence of
Hsp90. Expression and purification of the steroid hormone recep-
tors in a bacterial system is not possible. The receptors can be stably
expressed in insect cells and yeast cells solely because of the pres-
ence of Hsp90 and associated co-chaperones. Two recent studies
used soluble glucocorticoid receptor ligand-binding domain
(GRLBD) to study Hsp90 interaction using only purified proteins.
Kirschke et al. monitored the interaction of Hsp70 and Hsp90 with
GRLBD containing the F602S mutation, which increases solubility
[12]. Consistent with earlier reports, they observed distinct roles
for Hsp70, Hsp90, Hop, Hsp40, and p23 in order to bind hor-
mone. However, their results found that isolated GRLBD was able
to bind hormone, and that Hsp70 partially unfolded GRLBD prior
to promoting Hsp90 interaction. In a separate study, Lorenz et al.
used a different mutant of the GRLBD to gain new insights into
interaction sites between GR and Hsp90 and how GR interaction
affects Hsp90 conformation and ATPase activity [8].

Studies in yeast were the first to demonstrate a role for Hsp90
in steroid hormone maturation [20]. These studies use two plas-
mids: one that constitutively expresses the receptor (usually GR),
and another that expresses beta-galactosidase under a glucocorti-
coid response element (GRE-lacZ). GR activation is dependent on
hormone addition. Yeast expressing mutations in Hsp90 or con-
taining deletions or mutations in genes encoding Ydj1 (an Hsp40),
Sba1 (p23), or Sti1 (Hop) exhibit reduced or altered GR activity
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[115, 180–182]. Similar studies with Hsp70 are complicated since
Ssa, the Hsp70 that interacts with GR, is encoded by four different
genes.

The traditional model suggests that after Hsp70 release and
ATP-associated conformational changes in Hsp90, other co-cha-
perones such as p23 and immunophilins bind and stabilize the
closed conformation of Hsp90. Based on the model, the
TPR-containing Hop protein is exchanged for a TPR-containing
immunophilin during this transition. However, recent evidence
demonstrated that Hsp90 can accommodate both Hop and
FKBP52 simultaneously suggesting the possibility of an additional
transitional complex involving both Hop and an immunophilin
[96, 183]. Thus, the exact mechanism by which the receptor tran-
sitions from “intermediate” Hsp70-based complexes to “late”
Hsp90-based complexes is currently unclear. The “late” complex
is actually a collection of complexes distinguished by which TPR
containing proteins are bound at the carboxy-terminus of Hsp90.
Studies with different steroid hormone receptors showed that dif-
ferent levels of Cyp40, PP5, FKBP51, and FKBP52 bind the recep-
tors [52]. Thus, the composition of the late complex varies in a
client-specific manner. However, there is not yet enough evidence
about the composition of other “late” client complexes to know the
extent of this variation. Upon activation ATP hydrolysis occurs and
Hsp90 and co-chaperones are released from the client protein.
However, it is also clear that some of the chaperone components
have a direct regulatory role in the receptor signaling pathways. The
Hsp90 complex silences steroid hormone receptor function until
hormone binding occurs by blocking access to the receptor nuclear
localization signal, blocking receptor dimerization, and blocking
the association of transcriptional coactivators (reviewed in [184]).
Additionally, the immunophilin FKBP52 can directly influence
receptor hormone binding [139, 185, 186] and receptor translo-
cation to the nucleus [187, 188]. While the immunophilin compo-
nent within these “late” complexes is not considered necessary for
receptors to reach the hormone binding conformation in vitro, the
fact that FKBP52 increases the efficiency of hormone binding
suggests that at least FKBP52 is required for hormone binding
in vivo at low, physiologically relevant hormone concentrations.

Based on studies of the steroid hormone receptors it is gener-
ally assumed that the late stage complexes are relatively short lived.
In the case of PR the mature conformation of the receptor lasts only
several minutes [11], which correlates with the slow ATPase cycle
of Hsp90 (reviewed in [2, 3]). After several minutes the complex
dissociates and the receptor is cycled back into the chaperoning
pathway. Thus, the receptor-folding pathway is a dynamic, ordered
process that involves many transient interactions. In the absence of
Hsp90 the receptors are unstable and degraded rapidly through the
proteosomal degradation pathway [54].
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Upon hormone binding the steroid hormone receptors are
translocated to the nucleus, if not already within that compartment,
where they dimerize, associate with hormone responsive enhancer
elements on the DNA, and mediate gene transcription. The role of
the late stage chaperones in these processes remains unclear. There
is evidence that chaperones are involved in the nuclear translocation
of GR including chaperone and co-chaperone interactions with
dynein motor proteins and interactions with nuclear pore proteins
[189, 190]. These findings suggest that the late stage complex is
required at least until GR reaches the nuclear pore. However,
whether or not the Hsp90 chaperone complex dissociates in the
cytosol or travels into the nucleus with GR is debated. Given that
some of the receptors (ER and PR) already exist largely within the
nucleus [191, 192], one would assume that late stage complexes
with these receptors are present in the nucleus. Given their presence
in the nucleus it is plausible that the late stage chaperones could
have a role in all the steps of the steroid hormone receptor signaling
pathway including DNA binding and the regulation of gene tran-
scription. Some evidence exists suggesting that Hsp90 and p23 can
regulate the receptors at the level of gene transcription but the
exact role of the late stage chaperones on the DNA remains
unclear [193].

While the immunophilins associate with “late” complexes to
regulate receptor activity, whether or not that regulation is through
direct contacts with the receptor within the context of the larger
complex is unknown. One approach that has been used is to
immune-deplete Hsp90 from cell extracts prior to immuno-
precipitation or immuno-precipitating client protein and stripping
off the chaperones with high salt prior to the addition of the
interacting co-chaperone. The latter approach was used to demon-
strate a direct interaction between FKBP52 and GR [194] . The
functional significance of this interaction remains unclear given the
fact that FKBP52 regulation of GR requires FKBP52 interaction
with Hsp90 [186]. Introducing mutations that abrogate
co-chaperone interaction with Hsp90 could also be used to assess
direct interactions. An FKBP52 mutant containing a single point
mutation (K354A) in the TPR domain that abrogates binding to
Hsp90 exists [186]. Interestingly, FKBP52 was recently shown to
bind directly to β-catenin and promote β-catenin interaction with,
and regulation of, the androgen receptor through the AR-binding
function 3 (BF3) surface, and this functional synergy is indepen-
dent of FKBP52 binding to Hsp90 given that it was unaffected by
the FKBP52-K354A mutation [195]. The fact that this
co-regulatory mechanism is specific to the androgen receptor sug-
gests that FKBP52 may have multiple distinct roles in steroid
hormone receptor signaling pathways, some of which are indepen-
dent of Hsp90. This also presents the possibility that FKBP52
regulates receptors through direct and/or indirect interactions at
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multiple sites on the receptors. Indeed, another study suggests that
the helix 1–3 (H1–H3) loop in the GR hormone-binding domain is
an FKBP51 and FKBP52 regulatory site [196], but whether or not
they regulate this site through direct or indirect interaction is
unknown.

19 RNA-Induced Silencing Complex (RISC)

RISC is the main complex involved in RNA interference. Hsp90
and a set of co-chaperones similar to those involved in steroid
hormone receptor maturation have been found to be involved in
loading RNA duplexes into Argonaute proteins in mammalian,
drosophila, and plant cells [37, 67, 197]. Hsp90, Hsp70, hop, an
Hsp40, Cyp40, p23 and Aha1 are among those proteins with
described roles in the ATP-dependent assembly of RISC
complexes.

20 Leucine-Rich Repeat Proteins

Sgt1 (suppressor of G2 allele of skp1) is an Hsp90 co-chaperone
that exhibits specificity for proteins containing leucine-rich repeat
protein-interaction domains [32, 198]. Sgt1 appears to enable
Hsp90 to interact with a wide range of client proteins involved in
the innate immune responses of animals and E3 ubiquitin ligases
[74, 199]. Sgt1 andHsp90 were identified in pull-down assays with
the yeast kinetochore protein Skp1 [200]. Subsequent studies
using purified components resulted in the model that Sgt1 directly
binds Skp1 and delivers it to Hsp90. Sti1 may also function as part
of these complexes since ternary complexes between Sgt1, Sti1 and
Hsp90 have been observed [71]. A role for Hsp70 in Sgt1 com-
plexes has also been established [201]. The crystal structure of the
TPR domain of Sgt1 bound to Skp1 is available [199]. Further, the
ability of Sgt1 to stabilize LRR domains has been used to enhance
expression and solubility of NOD1 expression [202].

21 Co-chaperones as Drug Targets

Hsp90 has attracted considerable attention as a target for cancer
chemotherapy because Hsp90 is required for the functions of pro-
teins that influence multiple steps in cancer progression
[203, 204]. Similar to Hsp90, some Hsp90 co-chaperones are
overexpressed in tumor cells [205]. Small-molecule inhibitors
that bind Hsp90, destabilize clients, and induce apoptosis have
been used in clinical trials to treat a range of tumor types. Most
Hsp90 inhibitors bind the ATPase domain of Hsp90, and thus
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inhibit the wide range of Hsp90 functions. The most promising
results with Hsp90 inhibitors in clinical trials are as part of combi-
nation therapies for breast cancer, lung cancer, and some leukemias
[206–208]. Hsp90 inhibitors are also potential therapies to combat
pathogenic fungi [209]. Inhibitors that target co-chaperones may
also have clinical significance. The compound Y-632 disrupts Hop-
Hsp90 function and has anti-tumor effects [210]. Similarly, two
compounds, gedunin and ailanthone, which target p23 also exhibit
anti-tumor activity [211, 212]. A compound that disrupts Cdc37-
Hsp90 interaction did not reduce the activity of Hsp90-dependent
kinases [213], likely due to the presence of direct Cdc37-kinase
interactions [7]. Compounds that target other co-chaperones may
have more specific effects. For example, an inhibitor of Aha1 might
be used to alleviate the effects of cystic fibrosis [90]. In addition,
specific immunophilin family members are promising therapeutic
targets for the treatment of a variety of diseases including endocrine
and behavioral disorders, neurodegeneration and cancer (reviewed
in [126]). The immunosuppressive drug FK506 effectively reduces
androgen-dependent prostate cancer cell growth presumably
through disruption of FKBP52-regulated androgen receptor activ-
ity [214]. Thus, compounds that target FKBP52 and/or the mech-
anism by which FKBP52 regulates receptors, but lack
immunosuppressive effects, might be used for the treatment of
prostate cancer. Indeed, MJC13, a drug thought to target the AR
BF3 surface, was shown to block FKBP52 and β-catenin interaction
with, and regulation of, the androgen receptor [215, 216]. MJC13
prevents dissociation of the AR-Hsp90 complex upon hormone
binding in an FKBP52-specific manner leading to reduced
androgen-dependent gene expression, AR-dependent prostate can-
cer cell proliferation, and prostate tumor growth in a mouse xeno-
graft model [215–217].

22 Remaining Questions About Co-chaperone Function

Many additional questions remain about how specific
co-chaperones direct the function of Hsp90 to properly fold and
activate the diverse array of client proteins. One of the main ques-
tions about co-chaperone function is why cytosolic Hsp90 requires
co-chaperones whereas other forms of Hsp90 (TRAP1 and HtpG)
do not. In addition, the co-chaperones encoded by diverse eukary-
otic species vary, suggesting that each organism has a slightly dif-
ferent component of co-chaperones [73]. More work is required to
determine whether the requirement for specific co-chaperones is
due to how it regulates Hsp90 versus how co-chaperones directly
affect client function. In most cases, the role of direct co-
chaperone-client interaction is largely unknown. It is possible that
a co-chaperone does not interact directly with client protein alone
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but co-chaperone association with the Hsp90 complex could bring
the co-chaperone into direct contact with the client protein. Iden-
tifying and characterizing direct client protein:co-chaperone inter-
actions has traditionally been a challenging task. Hsp90 is one of
the most abundant proteins in the cell. Thus, any system in which
Hsp90 is present cannot determine direct interactions without the
use of additional tools as one cannot be sure that the client:co-
chaperone interaction observed is simply through both proteins
associating with the Hsp90 complex.
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Chapter 29

Clinical Evaluation and Biomarker Profiling of Hsp90
Inhibitors

Akira Yuno, Min-Jung Lee, Sunmin Lee, Yusuke Tomita,
David Rekhtman, Brittni Moore, and Jane B. Trepel

Abstract

Inhibitors of the molecular chaperone heat shock protein 90 (Hsp90) have been in clinical development as
anticancer agents since 1998. There have been 18 Hsp90 inhibitors (Hsp90i) that have entered the clinic,
all of which, though structurally distinct, target the ATP-binding Bergerat fold of the chaperone
N-terminus. Currently, there are five Hsp90 inhibitors in clinical trial and no approved drug in this class.
One impediment to development of a clinically efficacious Hsp90 inhibitor has been the very low percent-
age of clinical trials that have codeveloped a predictive or pharmacodynamic marker of the anticancer
activity inherent in this class of drugs. Here, we provide an overview of the clinical development of Hsp90
inhibitors, review the pharmacodynamic assays that have been employed in the past, and highlight new
approaches to Hsp90 inhibitor clinical development.

Key words Hsp90 inhibitors, Clinical trial, Biomarkers, Pharmacodynamic assessment, HDC (Hsp90
inhibitor-drug conjugate), HSF1, Immunity

1 The Inhibitors and Clinical Trials

1.1 Discovery of a

New Molecular Target

In 1962, Ferruccio Ritossa, who was studying puff regions of
nucleic acid synthesis in Drosophila salivary gland chromosomes,
demonstrated that there was increased transcription in new
chromosomal puff regions in response to a shift to elevated tem-
peratures, resulting in the production of a number of unknown
factors [1]. In 1974, the first of these factors, termed heat shock
proteins, were described [2] and subsequently shown to protect
cells from various stresses. Over the next 20 years rigorous
research demonstrated that two of the most prevalent heat
shock-induced proteins, heat shock protein (Hsp)90 and Hsp70,
associate with steroid receptors, and that Hsp90 plays a critical
role in the maintenance of steroid receptors in readiness for
steroid hormone binding [3–6]. It was also observed that Hsp90
could associate with the oncoprotein v-Src [7–9]. In the early

Stuart K. Calderwood and Thomas L. Prince (eds.), Chaperones: Methods and Protocols, Methods in Molecular Biology,
vol. 1709, https://doi.org/10.1007/978-1-4939-7477-1_29, © Springer Science+Business Media, LLC 2018
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1990s at the NCI, Len Neckers and Luke Whitesell began
working with a small molecule, geldanamycin, considered at the
time to be a tyrosine kinase inhibitor. They demonstrated that,
unexpectedly, geldanamycin directly and specifically bound a
90 KD protein, which they showed was Hsp90, and, furthermore,
in v-Src-expressing cells, geldanamycin caused the release of v-Src
fromHsp90. Additionally, they showed that at low concentrations
the ability of geldanamycin to inhibit the tyrosine kinase activity of
v-Src was a consequence of loss of binding of v-Src to Hsp90
rather than direct inhibition of v-Src enzymatic activity
[10]. This study revealed (1) Hsp90 was a new, druggable molec-
ular target, (2) identification of geldanamycin as the first Hsp90
inhibitor (geldanamycin, radicicol, and a number of other natural
products that were ultimately shown to be Hsp90 inhibitors were
discovered prior to this work, but at the time were not known to
associate with Hsp90 or act as Hsp90 inhibitors), (3) geldanamy-
cin had anticancer activity in v-Src-driven tumor cells, and (4) the
data suggested a novel mechanism of anticancer activity, in which
the drug acts not by binding to the oncoprotein (i.e., as an
inhibitor of the oncoprotein’s enzymatic activity), but by binding
to a molecular chaperone complex causing dissociation of the
oncoprotein from the protective activity of the chaperone.

1.2 Clinical Hsp90

Inhibitors

The NCI Developmental Therapeutics Program tested geldanamy-
cin in preclinical models and found it was too toxic for clinical
development. It is worth noting that geldanamycin went on to be
an enormously useful bioprobe of Hsp90 structure and function,
having been employed in more than 1000 studies as of January
2017. To continue their efforts to identify a clinical candidate
Hsp90 inhibitor Len Neckers and his lab capitalized on their obser-
vation in the Whitesell et al. study which showed that the
17-position of geldanamycin could be modified without losing
anticancer activity. Together with Ed Sausville, an NCI medical
oncologist and translational researcher, and Jim Moyer, a biochem-
ist at Pfizer studying benzoquinoid ansamycins, they obtained a
compound Pfizer had previously synthesized, geldanamycin mod-
ified in the 17-position (17-AAG). They demonstrated that
17-AAG also bound to Hsp90 and shared important biologic
activity with geldanamycin [11], and they submitted 17-AAG for
preclinical testing including IND-enabling toxicology, which
showed acceptable toxicity, leading to the launch in 1999 under
the NCI Cancer Therapy Evaluation Program umbrella of four
17-AAG phase I trials, at the Mayo Clinic, Memorial Sloan Ketter-
ing Cancer Center, University of Pittsburgh Cancer Institute and
the NCI, and, supported by NCI and sponsored by Cancer
Research UK, a fifth 17-AAG phase I trial at the Cancer Research
UK Centre for Cancer Therapeutics. All of the five trials were
completed and published, including a recommended phase II
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dose and schedule (see references 2–6, 8, 9 in bibliography at the
end of Table 1). 17-AAG was hard to formulate and had some
off-target toxicity, in particular hepatotoxicity, due to the quinone
ring, but was also reported to cause prolonged disease stabilization
in metastatic melanoma patients [12] and to show RECIST-defined
responses in patients with HER2-positive metastatic breast cancer
previously progressing on trastuzumab [13]. An effort had been
initiated to develop a more soluble analogue of 17-AAG, and in
2004, 5 years after 17-AAG entered the clinic, the more water-
soluble 17-AAG derivative 17-DMAG, produced by the NCI,
began clinical trial. This was followed in 2005 by the Infinity
compound IPI-504, which is the reduced quinone form of
17-AAG and can be found in vivo in equilibrium with 17-AAG in
patients on 17-AAG trials. This was the last natural product Hsp90
inhibitor to be developed to clinical stage. In 2006, Biogen Idec
launched the synthetic inhibitor BIIB21, which was also the first
orally available Hsp90 inhibitor. This was followed in 2007 by the
Novartis compound AUY922, the Kyowa Hakko compound
KW2478, and the Serenex compound SNX-5422. In 2008, there
were, remarkably, four new Hsp90 inhibitors in clinical trial,
BIIB028 from Biogen Idec, IPI-493 from Infinity, STA-9090
(ganetespib) from Synta, and XL888 from Exelixis. This was fol-
lowed in 2009 by the Aztex compound AT13387, a second inhibi-
tor from Novartis, HSP990, and a Myriad compound MPC3100.
In 2010, Debiopharm entered with Debio0932, and PU-H71,
developed by Gabriela Chiosis at Memorial Sloan Kettering Cancer
Center began first-in-human trials. The last two Hsp90 inhibitors
to enter clinical trial were both from Japan, DS-2248, from Daiichi
Sankyo, and TAS-116, from Taiho.

Thus, 18 distinct Hsp90 inhibitors have entered clinical trial
(for review see Chiosis and colleagues) [14]). Although Hsp90 has
multiple domains, notably an N-terminal domain, a flexible linker
domain, a middle domain and a C-terminal domain, and at least
two distinct drug-binding domains, the N-terminal ATP/ADP--
binding domain and a C-terminal nucleotide-binding domain [15],
and there have been sustained efforts directed at targeting both the
N-terminal and the C-terminal nucleotide-binding sites [16], all of
the 18 clinical Hsp90 inhibitors are targeted to the same
N-terminal ATP/ADP-binding site. The N-terminal inhibitors
have remarkable specificity. In addition to Hsp90 they have been
shown to bind, with variable affinity, only two additional proteins,
the Hsp90 family members GRP94 and TRAP1, and this binding
may be greatly reduced in cells due to the predominantly endoplas-
mic reticulum and mitochondrial localizations of GRP94 and
TRAP1 respectively.

The focus of this overview is on the pharmacodynamic assess-
ments that have been performed in clinical trials to date and
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potential new approaches to clinical development of Hsp90 inhibi-
tors that leverage the unique biology of the Hsp90 chaperone.

1.3 Hsp90 Inhibitor

Clinical Trials

It is clear from Fig. 1 that although 18 Hsp90 inhibitors entered
clinical development there are many fewer that are currently under-
going clinical evaluation (see also Table 2). There are various possi-
ble reasons for this contraction in the field, including that Hsp90
may not be a viable anticancer target. It is still possible however that
the N-terminal Hsp90 inhibitors can be successfully developed.
The most intensively studied Hsp90 inhibitor, 17-AAG, was termi-
nated for non-clinical reasons, which may have included rapidly
expiring patent life and anticipated competition from synthetic
Hsp90 inhibitors. A noteable commentary by Carlos Arteaga of
the Vanderbilt-Ingram Cancer Center entitled “Why is this effec-
tive HSP90 inhibitor not being developed in HER2+ breast can-
cer?” [17] was published in Clinical Cancer Research primarily
directed at the drug sponsor, who had closed down the 17-AAG
(tanespimycin) program shortly after the completion of a
promising trial in HER2+ breast cancer at Memorial Sloan Ketter-
ing Cancer Center reported in the same issue of Clinical Cancer
Research [13]. The author goes on to say “With the positive out-
come of this trial, it is then disappointing to read in the report by
Modi et al. that ‘the development of tanespimycin as a cancer

Fig. 1 A timeline of the year each Hsp90 inhibitor entered clinical trial and the current status of clinical
development
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therapy has been suspended by the sponsor for non-clinical
reasons.” Arteaga adds “Through federal grants to academia
and/or tax breaks to industry to support the entrepreneurial pur-
suit of projects that should help society like the one discussed
herein, (tax-paying) patients, advocates, and cancer care providers
contribute to this research and, therefore, deserve a better explana-
tion as to why the development of this useful therapy is now
truncated.”

2 Hsp90 Inhibitor Pharmacodynamics

Some additional factors that may have contributed to the inability
thus far to bring an Hsp90 inhibitor to regulatory approval are
closely connected to the pharmacodynamic markers used in Hsp90
clinical trials. Table 1 compiles the published Hsp90 inhibitor
clinical trials and the pharmacodynamic markers analyzed. The
most common cells analyzed for biomarkers were peripheral
blood mononuclear cells (PBMCs). It is understandable why this
tumor surrogate was used, because in patients with locally advanced
or metastatic cancer it is very difficult to obtain biopsies pre- and
post-therapy, while obtaining peripheral blood samples pre- and
post-therapy is almost always feasible. There are, however, several
reasons why PBMCs are not an optimal surrogate for Hsp90 inhib-
itor clinical trials [18]. One is that Hsp90 inhibitors accumulate in
tumor while they are rapidly cleared from plasma and normal tissue.
Thus, the pharmacokinetics (PK) of Hsp90 inhibitors differs sig-
nificantly between tumor and normal tissue [19, 20]. In addition,
certain tumor cells appear to be more sensitive to N-terminal
Hsp90 inhibitors than normal cells [21, 22]. As reported by
Kamal et al. [21] the Hsp90 complex in cancer cells is biochemically
distinct from nontransformed cells, contributing to a high affinity
binding state for certain Hsp90 inhibitors. As expanded upon by
Chiosis and colleagues [23, 24], in approximately 50% of cancer
cells, especially inMYC-fueled tumors, Hsp90 andHsc70 can act as
nucleation sites for functionally integrated complexes termed the
epichaperome, which, can confer sensitivity to Hsp90 inhibitors.

2.1 Client Protein

Degradation and

Imaging

An additional reason why PBMCs are not optimal as a surrogate is
that many of the most sensitive Hsp90 client proteins are putative
tumor drivers that are not expressed in PBMCs, including ALK
fusion proteins and HER2. Since most studies of PBMCs have
looked at client protein degradation, the differential PK and client
protein expression between PBMCs and tumor, together with the
generally low response rate, may explain why PBMC studies of
client proteins have not significantly correlated with dose, response,
or survival.
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The great majority of samples analyzed for the pharmacody-
namic end point of client protein degradation were PBMCs.
Although tumor was obtained pre- and post-therapy in a number
of trials, the number of samples was very small. The response of
client protein degradation in tumor samples was variable, with
reports of variability among patients in a trial, intrapatient variability
at different time points, and variability depending on the client
chosen for analysis. In a trial of 17-AAG reported by Solit and
Rosen and collaborators in which pharmacodynamic assessment of
tumor was a major goal, 15 patients with metastatic melanoma had
evaluable pretreatment and posttreatment tumor, which was ana-
lyzed by western blot for cyclin D1, tyrosinase, Hsp70, B-RAF,
c-RAF, ERK, and phospho-ERK. No objective clinical responses
were observed. The western blot analysis showed an increase in
Hsp70, a decrease in cyclin D1, but no significant effect on RAF
kinases or phospho-ERK, even among the nine patients with tumor
BRAFmutations. This failure to impact B-RAF and phospho-ERK
was interpreted as lack of target engagement. The authors stated
“Rather than simply rejecting hsp90 inhibition as a strategy, we are
able to report that we did not adequately “hit the target”; thus,
hsp90 inhibition remains an appealing approach” [25]. They con-
cluded that a better Hsp90 inhibitor or a better 17-AAG formula-
tion was needed. A new 17-AAG formulation was developed and
shown to be well tolerated with similar pharmacokinetics to the less
tolerable Cremophor formulation in a clinical trial published
contemporaneously with the closure of the 17-AAG program [26].

Hsp90 inhibitor trials are amenable to multiple noninvasive
imaging approaches. These include imaging of tumor burden and
pharmacodynamic response with FDG-PET to assess metabolism,
particularly in highly glycolytic tumors, 89Zr-trastuzumab to mon-
itor levels of HER2 protein, 89Zr-bevacizumab to detect antian-
giogenic activity, and 124I-PU-H71, to image levels of the Hsp90
inhibitor PU-H71 [14].

2.2 Hsp70, HSF1 and

Resistance

N-terminal Hsp90 inhibitors induce expression of Hsp70 mRNA
and protein. This activity is thought to be mediated by the tran-
scription factor heat shock factor (HSF)1, acting at heat shock
response elements in the Hsp70 promoter. Measurement of the
induction of Hsp70 has proven to be one of the most reliable
Hsp90 inhibitor pharmacodynamic markers. Although used in
many trials as a marker of target engagement, it was later appre-
ciated that HSF1 is a master regulator of malignancy [27, 28], and
activation of Hsp70 is likely to be a central mechanism of resistance
to Hsp90 N-terminal inhibitors. Thus, dosing to the maximum
tolerated dose, frequently with concomitant high levels of expres-
sion of Hsp70, would be counterproductive, and, conversely, a low
level non-heat shock response-inducing Hsp90 inhibitor regimen
in a combination therapy trial may function to inhibit the emer-
gence of resistance [29]. A number of efforts are now underway to
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develop small molecules that block the cytoprotective HSF1 stress
response, including drugs targeted at the Hsp70 chaperone
[30–32].

2.3 Nuclear

Functions of Hsp90

There are an ever-expanding number of critical nuclear events
regulated by Hsp90 [18], including transcriptional regulation,
RNA polymerase II pausing [33], mRNA splicing, and induction
of apoptosis [34]. One reason these events have been underappre-
ciated may relate to the specific posttranslational modifications that
drive the chaperone cycle and modulate Hsp90 function
[35–38]. For example, DNA damage can induce phosphorylation
of threonines 5 and 7 of Hsp90 alpha and facilitate assembly of the
nuclear apoptotic ring, DNA fragmentation, and apoptotic body
formation, but without a phosphosite-specific antibody it is difficult
to detect DNA damage-induced phospho-threonine 5/7
[34]. Hsp90 is subject to and regulated by multiple posttransla-
tional modifications (PTMs), including serine, threonine and tyro-
sine phosphorylation, acetylation, SUMOylation, O-linked
glycosylation, and S-nitroylation, and many of these PTMs occur
at multiple sites and different site-specific PTMs have been shown
to control diverse aspects of chaperone function. Thus, there are
pivotal functions of Hsp90 that may not be detected unless inter-
rogated with an antibody that is both site- and PTM-specific. As
proposed by Sawarkar and Paro, the Hsp90 interactome, which can
be examined in a database of interactors maintained by Didier
Picard and colleagues at the University of Geneva (http://www.
picard.ch/Hsp90Int/index.php), suggests that in addition to
direct involvement in chromatin, there is a nidus of Hsp90 inter-
actors among RNA processing/spicing proteins and DNA
replication/damage-response proteins, and, given the diversity of
its clients, Hsp90 may functionally coordinate processes such as the
DNA damage response, splicing, replication, transcription, and
nuclear architecture [39].

2.4 Hsp90 and

Immunity

There is a long history of studying the role of Hsp90 in immunity
(for review see [40]). It is surprising, therefore, that there have
been no studies of Hsp90 inhibitors on immunity in the tumor
microenvironment or on systemic immunity in patients on clinical
trial, and there have been no studies to date combining an Hsp90
inhibitor with an immune-targeted therapy, including vaccines and
checkpoint inhibitors. An interesting new approach to understand-
ing anticancer immunity that incorporates analysis of Hsp90 is
immunogenic cell death (ICD), which posits that tumor can die
in a mode that will induce tolerance and inhibition of antitumor
immunity, or in a manner that gives rise to increased cell surface
expression of Hsp90, Hsp70, and calreticulin, as well as secretion of
ATP and HMGB1, leading to induction of adaptive immunity and
immunologic memory [41]. It is critical to understand how to
make therapy less toleragenic and to enhance anticancer immunity,
with the goal of inducing an abscopal, sustained systemic antitumor
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response. Knowledge gained of the role of Hsp90 in the ICD
process will greatly enhance the value of targeting Hsp90 as a
component of a multipronged therapeutic regimen.

3 Future of Hsp90 Inhibitor Clinical Development

3.1 New N-terminal

Hsp90 Inhibitor

The latest Hsp90 inhibitor to enter clinical trial is the Taiho com-
pound TAS-116. Interestingly, TAS-116 appears to be one of the
less potent and most selective Hsp90 inhibitors, i.e., it inhibits
Hsp90 alpha and beta but not Hsp90 family members GRP94
and TRAP1, while retaining the property of the N-terminal inhibi-
tors of selective accumulation in tumor [42]. It remains to be seen if
TAS-116 has improved efficacy, but it is possible that a less potent,
more selective inhibitor may be less likely to trigger resistance
mechanisms, while having a blunted negative impact on host
homeostasis, including systemic immunity.

3.2 Hsp90 Inhibitor-

Drug Conjugates

Hsp90 inhibitor-drug conjugates (HDC) are a potentially exciting
new approach to leveraging the biology of Hsp90 and small-
molecule Hsp90 inhibitors. The HDC concept of linking an
Hsp90 inhibitor via a cleavable linker to a cytotoxic payload, allow-
ing the Hsp90 inhibitor to mediate tumor-selective targeting and
retention of the payload, was developed at Synta Pharmaceuticals.
In 2013, Synta opened a randomized Phase 3 trial of docetaxel
versus docetaxel plus ganetespib in second-line treatment of
non-small cell lung adenocarcinoma. In 2015, a planned interim
analysis suggested the addition of ganetespib was unlikely to dem-
onstrate a statistically significant improvement in overall survival
compared to docetaxel alone. This had severe financial repercus-
sions for Synta, who then merged with Madrigal Pharmaceuticals,
resulting in termination of ganetespib development. They also
chose not to further develop the HDC platform, which they
licensed to Tarveda Therapeutics. The first-in-human clinical trial
is scheduled to open at the NIH Clinical Center in the second
quarter of 2017. The trial will be of PEN-866 (formerly known as
STA-8666), which consists of an Hsp90 inhibitor, STA-8663,
attached via a cleavable linker to SN-38, the active metabolite of
the topoisomerase I inhibitor irinotecan. SN-38 cannot be admi-
nistered directly to patients, due to poor solubility and toxicity.
Conversion of irinotecan to SN-38, which is 100–1000 times
more potent than irinotecan, is inefficient and variable in human
patients. In a recent study in pediatric sarcoma models short-term
treatment with the STA-8666 HDC induced prolonged complete
tumor regression that was superior to irinotecan [43].

3.3 New Indications Hsp90 inhibitors have shown preclinical activity in a variety of
non-oncologic model systems, including neurodegenerative
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disease, where Hsp90 clients play an important role in regulating
protein folding and aggregation, including polyglutamine repeat
expansions of the androgen receptor in spinal and bulbar muscular
atrophy, huntingtin in Huntington’s disease, tau in Alzheimer’s
disease, and α-synuclein in Parkinson’s disease (for review see
[44]). In the protein conformational disease cystic fibrosis, it has
been shown that the most common mutation, a deletion of phenyl-
alanine 508 in the cystic fibrosis transmembrane conductance reg-
ulator (CFTR), drives the proteasomal degradation of the CFTR.
Hsp90 and its co-chaperones have been shown to play an important
role in triage of the mutant CFTR to the proteasome, and targeting
the chaperone may facilitate rescue of misfolded CFTR
[45, 46]. The dependence of viruses on Hsp90, and their concom-
itant sensitivity to Hsp90 inhibitors has been studied by Frydman
and colleagues [47, 48]. Mollapour et al. recently reviewed Hsp90
as a target in non-oncology indications [49], focusing on viral
(HIV, Kaposi’s sarcoma-associated herpes virus), fungal, and para-
sitic (parasitic nematodes, leishmaniasis, trypanosomiasis, and
malaria) disease.

Kenney and colleagues have been studying the potential strat-
egy of using Hsp90 inhibitor therapy to prevent the outgrowth of
EBV-infected malignant cells via Hsp90 inhibitor-induced degra-
dation of EBNA1, an Hsp90 client and the only EBV protein
required for sustained latent EBV infection of host cells
[50]. Recently, Jeff Cohen of the National Institute of Allergy
and Infectious Diseases, NIH treated a patient with T cell chronic
active EBV infection with an Hsp90 inhibitor, the first patient
treated with an Hsp90 inhibitor outside a cancer indication. He
was able to show that in response to Hsp90 inhibitor treatment
there was a reduced percentage of EBV-positive cells in blood [51].

4 Concluding Remarks

Several N-terminal Hsp90 inhibitors remain in clinical develop-
ment and a novel Hsp90 inhibitor-drug conjugate is due to enter
clinical trial in the first half of 2017. Biomarker studies to date have
tended to focus on a limited vision of Hsp90 function. As high-
lighted by Picard and colleagues, there is a tendency to look at the
“usual suspects,” and ignore a multitude of Hsp90 interaction
partners and clients that are drivers in diverse aspects of malignancy,
and which may provide new biomarkers of target engagement and
potentially new therapeutic targets [52]. A more comprehensive
approach to biomarker development and implementation, incor-
porating recent discoveries in Hsp90 biology, would facilitate prog-
ress in Hsp90 inhibitor andHsp90 inhibitor drug conjugate clinical
development. The biomarker profiling of Hsp90 inhibitors has
tended to overlook the host, even though the induction of Hsp70
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in PBMCs demonstrates that both tumor and host are being
exposed to drug levels sufficient to modulate transcriptional pro-
grams and impact phenotype. Within the cell, analysis has focused
on regulation of client protein levels, while other critical activities of
Hsp90 that may be associated with the malignant phenotype,
including, among an array of nuclear activities [39, 53], RNA
polymerase II pausing [33] and mRNA splicing [54, 55] have not
been considered in understanding clinical response. Considerable
research has been directed at understanding the role of Hsp90 in
immunity [40, 56]. However, in Hsp90 inhibitor clinical studies
this critical aspect of host response, i.e., the analysis of Hsp90
inhibitor impact on systemic immunity and the tumor microenvi-
ronment [57] has been neglected. Incorporating these pharmaco-
dynamic endpoints will help to advance understanding of the role
of Hsp90 in immune cell regulation and facilitate combination of
Hsp90 inhibitors with immunotherapy. There have been advances
in understanding of the Hsp90 chaperone machinery and the epi-
chaperome [24] and relationship of Hsp90 inhibition to the onco-
genic program regulated by HSF1 [28]. Realization of the full
potential of Hsp90 inhibitors will be facilitated by translation of
this new understanding into biomarker analysis of target engage-
ment in patients in Hsp90 inhibitor and Hsp90 inhibitor drug
conjugate clinical trials.
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