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Introduction: Inferring physical and chemical properties of an exoplanet's atmosphere from its
transmission spectrum is computationally expensive. A multitude of forward models, sampled from a
high dimensional parameter space, need to be compared to the observation. The preferred sampling
method is currently Nested Sampling [7], in particular, the MultiNest implementation [2, 3]. It
typically requires tens to hundreds of thousands of forward models to converge. Therefore, simpler
forward models are usually favoured over longer computation times. 

A possible workaround is to use machine learning. A machine learning algorithm trained on a grid of
forward models and parameter pairs can perform retrievals in seconds. This would make it possible
to use complex models that take full advantage of future facilities e.g., JWST. Not only would
retrievals of individual exoplanets become much faster, but it would also enable statistical studies of
populations of exoplanets. It would also be a valuable tool for retrievability analyses, for example to
assess the sensitivity of using different chemical networks.

The main obstacle to overcome is being able to predict accurate posterior distributions and error
estimates on the retrieved parameters. These need to be as close as possible to their Bayesian
counterparts.

Methods: Expanding on the 5-parameter grid in [5], we used ARCiS (ARtful modelling Code for
exoplanet Science) [6] to generate a grid of 200,000 forward models described by the following
parameters: isothermal temperature (T), planetary radius (RP), planetary mass (MP), abundances of



water (H2O), ammonia (NH3) and hydrogen cyanide (HCN), and cloud top pressure (Pcloud). The
models contain 13 wavelength bins, matching those of WASP-12b's observation with HST/WFC3 [4].
We added normally distributed random noise  with σ=50 ppm.

We trained a random forest following the details in [5] and a convolutional neural network (CNN).
We divided the data into a training set of 190,000 spectra and a test set of 10,000. For the CNN we
reserved 19,000 spectra (10%) from the training set for validation. These are needed to update the
network weights at each training iteration.

The CNN was trained with the loss function introduced in [1] to output a probability distribution. To
account for the observational noise, we combined the distributions predicted for multiple noisy
copies of the spectrum.

To evaluate the performance of the machine learning algorithms, we retrieved all the spectra in the
test set and plotted our predictions against the true values for the parameters. We repeated the
experiment with only 1,000 spectra for Nested Sampling, reflecting the increased computational
overhead of each of these retrievals. We then used a transmission spectrum of WASP-12b observed
with HST/WFC3 [4] as a real-world test case. 

Results: Although the random forest trains faster, the CNN provided better results. Figures 1 and 2
show the predicted versus the true parameters for the CNN and Nested Sampling bulk retrievals.
Remarkably, we observe the same structures in both plots. This shows that the CNN is able to learn
the relationship between spectral features and parameters. We also found that both the CNN and
Nested Sampling provide correct error estimates, with ~60% of predictions within 1σ of the true
value, ~98% within 2σ, and virtually all within 3σ. This is in almost perfect agreement with
expectation from statistical errors.





Figures 3 and 4 show the CNN and Nested Sampling retrieval of WASP-12b. Again, we see very
similar results, although the CNN provides broader posterior distributions. Work is ongoing to try to
fix this issue.



We found that a training set of 180,000 spectra is unnecessarily large, and the same performance
can be reached with only 20,000 spectra. This implies that the number of forward model
computations needed to train a CNN is smaller than the number needed for a single Bayesian
retrieval. If this holds for more complex forward models and higher quality spectra, it would make
machine learning an extremely attractive alternative to Nested Sampling.

Conclusion: The existing literature on machine learning retrievals of exoplanet atmospheres only
has comparisons between machine learning and Nested Sampling for a handful of test cases [1, 5,
8]. In this work we present a comparison of bulk retrievals done with both methods, showing that
machine learning can indeed be a viable and fast alternative to Nested Sampling. We are currently
working on extending these results to models with equilibrium chemistry and to JWST/NIRSpec
simulated spectra.
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