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ABSTRACT
Previous studies have shown that the prospect of a resit opportunity lowers 
hypothetical study-time investments for a first exam, as compared to a single-
chance exam (i.e., the resit effect). The present paper describes a first experiment in 
which we aimed to generalize this effect from hypothetical study-time investments 
to a learning task allowing for the optimization of actual study-time investments 
while participants studied pairs of pseudowords for a subsequent multiple-choice 
test, given either a single chance or two chances to pass. Against our expectations, 
the results of the experiment showed no resit effect for the amount of actual time 
participants spent studying the materials in the experimental learning task. To better 
allow for the optimization of study-time investments, the learning task was adapted 
for a second experiment to include an indication of passing probability. These results, 
however, also did not show a resit effect. A third experiment addressed whether it 
was the investment of actual time that led to this absence of a resit effect with the 
learning task. The results suggested, however, that it was most likely the lack of a priori 
deliberation that caused this absence of the effect. Taken together with findings from 
a fourth questionnaire study showing that students seem to take a resit prospect into 
account by indicating they would have studied more for an exam if the option to resit 
would not have been available, these findings lead us to argue that a resit prospect 
may primarily affect advance study-time allocation decisions.	
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INTRODUCTION
Resit exams are a type of exam used in certain educational systems that adhere to the learning 
for mastery system (Bloom, 1968; Carroll, 1963; Kulik et al., 1990). They offer students the 
opportunity to take an examination a second time after failing the first exam attempt in order 
to have a second chance at showing mastery of course contents, and thus offer a second 
chance at passing a course without having to re-do the course as a whole. Concerns have been 
expressed in the literature, that these resit exams may result in grade inflation, due to potential 
undesirable effects of the prospect of such resits on student learning and, more specifically, 
on students’ strategies regarding study-time investment and test taking (Al-Bayatti & Jones, 
2003; Centre for Education Research and Policy, 2012a, 2012b; see also Burr et al., 2018; 
McManus, 1992; Pell et al., 2009; Ricketts, 2010; Scott, 2012; Yocarini et al., 2018). However, 
empirical evidence for such potential adverse behavioral effects of resit exams is scarce. This 
may be one of the reasons for a pronounced lack of consensus across educational systems and 
institutions regarding the question of whether resit exams should be offered at all and, if so, 
what appropriate resit policies are.1

In recent work it has been found that the prospect of having a second chance to pass a simulated 
exam (i.e. a resit exam) indeed leads to a reduction of hypothetical study-time investment, as 
compared to only having a single chance to pass the simulated exam (Nijenkamp et al., 2016, 
2018). Since these studies found this effect with the investment of only hypothetical study 
time, and the fundamental psychological mechanisms underlying the effects of a resit prospect 
are not yet precisely known, it is paramount to establish whether a similar resit effect would 
occur in a task requiring the investment of actual time on learning materials for a subsequent 
test. Therefore, the current paper reports the results of a controlled experimental study using a 
paired-associates learning task asking for the investment of actual time to study for and pass 
a few short multiple-choice tests. In a follow-up experiment this learning task was adapted to 
include an indication of passing probability to better allow for the optimization of study-time 
investments. Additionally, a third controlled experiment is discussed that assessed whether 
the resit effect still occurs with the investment of actual time using an adapted version of the 
study-time investment task used to initially observe the resit effect (Nijenkamp et al., 2016). 
Finally, the results of a questionnaire study, asking students whether they would have changed 
their study behavior if the option to resit a failed first exam would not have been available for 
two exams they made previously, are reported. 

EVIDENCE FOR THE RESIT EFFECT
Despite the limited empirical evidence available on the effects of resit exams, there are some 
indications that they might indeed influence the way students prepare for exams if actual 
study-time investment is involved. In an experimental field study, for example, Grabe (1994) 
manipulated the resit policy for a course, by either allowing students a single opportunity to 
pass an exam, or three opportunities (i.e., two resit opportunities) with either the best or last 
grade of these opportunities counting towards the final grade. Grabe observed that student 
performance on the first out of three exam opportunities (with the best grade out of all attempts 
determining the final grade) was significantly lower than when a single exam opportunity was 
available. This finding suggests that, under some conditions, the opportunity to resit results in 
poorer preparation for the first exam opportunity. 

Grabe (1994) argued that the resit effect could reflect a negative effect of the availability of 
second chances on students’ motivation to do well on the first examination attempt. In line 
with this reasoning, research has shown that students’ academic performance does indeed 
seem to be sensitive to differences in the specific rules making up assessment policies, possibly 
through motivational and self-regulatory factors (Elikai & Schuhmann, 2010; Johnson & Beck, 
1988; Kickert et al., 2018, 2019). Further research has also shown that academic performance 
(Kickert et al., 2020) and study delays (Schmidt et al., 2021) might be affected by changes in 
resit policies specifically. Moreover, in another study it was reported that students, at least 
those who are impatient, tend to not exert sufficient effort to pass through the first exam and 

1 As a case in point, across different bachelor and masters programs in Universities in the Netherlands, 
different resit policies are implemented, with some not offering any resits, highlighting the lack of knowledge and 
consensus about the effects of resit exams.
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instead shift their study efforts to the resit exam (Non & Tempelaar, 2016). Assuming that the 
net invested study time for the resit exam would be similar to that invested for a single chance 
exam (as suggested by Nijenkamp et al., 2016), this would imply the presence of a resit effect 
in at least a subset of students.

In another line of research, poorer test performance in the first attempt has been explained 
using utility-maximization models (Kooreman, 2013b, 2013a; Michaelis & Schwanebeck, 2016; 
Nijenkamp et al., 2016; for a similar conceptualization, see also Wilbrink, 1980). Such models 
assume that rational students will seek to optimize a trade-off between the cost of investing 
study time, thereby gaining knowledge, and the probability of passing an exam. Accordingly, 
they generally predict that the optimal study-time investment for the first exam is lower when 
the option to resit is available. Nijenkamp and colleagues (2016, 2018), for example, used an 
extension of Kooreman’s (2013a, 2013b) mathematical model specifically modeling multiple-
choice exams, by incorporating a well-established exponential learning function to relate the 
amount of acquired knowledge of course materials to invested study time. This model allowed 
for precise predictions for the effects of different resit policies on the optimal study-time 
investment, and these predictions were subjected to an empirical test using an investment task 
that required students to invest hypothetical study-time to pass a simulated multiple-choice 
exam. The results showed that, in close accordance with the model’s predictions, investments 
of hypothetical study time were lower for a simulated exam with resit opportunity than for 
a single exam opportunity (i.e., the resit effect). Furthermore, the magnitude of this resit 
effect was found to be positively correlated with the Cognitive Reflection Test (CRT; Frederick, 
2005), which in turn has been shown to be correlated to performance on several indices of 
rational decision making (Toplak et al., 2011). Thus, the above results support the notion that 
resit opportunities could lower students’ preparation for an exam, and suggest that especially 
rational students may exhibit a resit effect. 

An important consideration in interpreting the results of these earlier studies (Nijenkamp et al., 
2016, 2018) is that students, and especially rational students, are capable of using the available 
information about the relationship between study time and passing probability to maximize 
expected utility in the condition without resit opportunity. Moreover, these studies demonstrate 
students’ cognitive abilities to appreciate and utilize the fact that the function relating overall 
expected utility to invested study time for the first exam is changed, often in quite subtle 
ways, by the availability of a resit opportunity under various resit policies and assumptions 
about the degrees of forgetting in between exams (for graphical illustrations of such changes, 
see Nijenkamp et al., 2016, 2018). This suggests that, at the very least, students must have 
appreciated the fact that availability of resit opportunities lowers the optimal amount of to-
be-invested study time in the first attempt. Since they adapted their time investments in the 
first exam accordingly, and thereby accepted the lower passing probabilities related with lower 
study-time investments, this can also be taken to suggest that providing a resit opportunity 
could promote the use of risky study-time investment strategies.

While the previous findings demonstrate that students are capable of maximizing utility when 
investing hypothetical study time to pass a simulated exam under different resit policies, a 
potentially relevant limitation of the investment task used in the previous studies by Nijenkamp 
and colleagues (2016, 2018) is that participants were provided with precise and reliable 
information about passing probability as a function of invested study time. In real-life learning 
tasks, however, estimates of passing probability will likely not be given and students instead 
will have to rely on their own estimates. These estimates might be rather imprecise and biased, 
as they are based on judgments of learning during actual studying (Bjork et al., 2013; Metcalfe 
& Kornell, 2005), or on general experiences and beliefs regarding how passing probability varies 
as a function of study time for that type of task and expected type of exam. This does not 
mean, however, that students could not attempt to maximize expected utility using those 
imprecise estimates and as a result produce a resit effect.

EXPERIMENT 1
As mentioned above, the investment task used to initially observe the resit effect did not 
require the investment of actual time on studying materials for a subsequent test. Therefore, 
the results of the studies by Nijenkamp and colleagues cannot be taken to imply the presence 
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of resit effects in settings that do involve learning through the investment of actual time. 
Therefore, as a first step to test whether the resit effect, stemming from the optimization of 
a trade-off between the cost of investing time and the benefit of passing the exam or test, 
generalizes to a context requiring the investment of actual time on studying materials for a 
subsequent test, the present study extends the above line of investigation with the use of an 
experimentally tractable Paired-Associates Learning (PAL) task. The PAL task retained many of 
the mechanics of the investment task used in previous research (e.g., Nijenkamp et al., 2016). 
Specifically, the two tasks are similar in the sense that in both tasks participants were informed 
beforehand about the cost of investing study time and that they were incentivized to optimize 
the trade-off between the cost of investing study time and the probabilistic benefit of passing 
the exam in order to maximize a monetary pay-off. The crucial difference between the study-
time investment task and the PAL task, however, is that participants in the PAL task had to 
invest, actual time studying material, rather than hypothetical study time, without having to 
indicate beforehand how much time they would want to invest. 

Since study-time allocation has been found to be affected by aspects such as item difficulty (Son 
& Kornell, 2009; Son & Metcalfe, 2000; Thiede & Dunlosky, 1999), pseudowords were utilized 
in the PAL task rather than English words.2 Pseudowords are more uniform in nature and are 
without semantic content (see Mak & Twitchell, 2020). This absence of semantic information 
should increase item difficulty, and therefore facilitate strategic optimization behavior, as 
previous research has found that an increase in item difficulty triggers top-down strategic 
allocation of study time (Undorf & Ackerman, 2017). Moreover, the use of pseudowords should 
have reduced any influence or noise as a result of the specific randomized stimuli participants 
were exposed to, and allowed us to isolate any effects of a resit prospect on actual study-time 
allocation. Additionally, a surprise memory test was included at the end of the experiment to 
test whether any differences in study-time allocation as a result of having one or two chances 
to pass the test would also lead to a difference in the retention of the studied pseudoword pairs. 

In previous studies using the study-time investment task (Nijenkamp et al., 2016, 2018) the 
goal was to simply pass the test to receive a small monetary bonus and, to allow them to 
maximize this bonus, participants were provided with the information necessary to approximate 
the shifting optimal study-time investments due to a resit prospect. Since the PAL task used 
in the current experiment retained many of these features, we hypothesize that participants 
will invest less time studying the pseudoword pairs for a test if a resit is available. We also 
expect the resit effect to be larger for participants scoring higher on the CRT (Frederick, 2005; 
Nijenkamp et al., 2016; Toplak et al., 2014). Furthermore, mirroring concerns expressed in the 
literature that providing resit exams could inflate grades, and therefore pass rates (Centre 
for Education Research and Policy, 2012a, 2012b), and in accordance with previous findings 
(Nijenkamp et al., 2016), we hypothesize that overall pass rates will be higher in the condition 
with a resit, while the average time invested per passed exam (regardless of passing through 
the first chance or resit) will be lower. Due to the exploratory nature of the surprise memory 
test, no specific hypotheses are made with regards to the possible outcome.

METHOD
Participants 

We conducted an a priori power analysis (Faul et al., 2007), assuming both a Type I and Type 
II error probability of .05 (i.e., Power = 0.95). Using the resit effect data from Experiment 1 by 
Nijenkamp and colleagues (2016; MNR = 6.22, SDNR = 0.53, MR1 = 5.22, SDR1 = 0.71, r = 0.58, dz = 1.69), 
the analysis based on the difference in means between two dependent matched pairs revealed 
a necessary sample size of 6 participants to attain sufficient statistical power to observe a resit 
effect. Since actual, rather than hypothetical, study-time investments might lead to more noisy 
data, we included a higher number of participants to ensure sufficient statistical power. Ultimately, 
46 first-year Psychology students (31 female) from the University of Groningen participated in 
exchange for course credits during a single data collection period. Their ages ranged from 18 to 
29 (M = 20.9, SD = 2.5). The study was approved by the Ethical Committee Psychology (15160-NE), 
and participants gave their written informed consent prior to starting the experiment.

2 In a pilot study, the use of English words in the PAL task proved to be too easy for participants. This caused 
test performance to be close to ceiling across all conditions with little study-time investment, and left participants 
with little room to possibly reduce their study-time investments as part of the experimental manipulation.

https://doi.org/10.5334/joc.196
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Materials 

The PAL task was programmed in MATLAB (MathWorks, 2017), using the Psychophysics Toolbox 
extensions (Brainard, 1997; Kleiner et al., 2007; Pelli, 1997), and run in a setting consisting 
of 10 computer set-ups enclosed by paperboard walls. The PAL task used pseudowords that 
were generated using the Wuggy software (Keuleers & Brysbaert, 2010), using the sub-syllabic 
English language module. The words used to generate the pseudowords consisted of 294 
English language words randomly chosen from a list of words downloaded from the English 
Lexicon Project website (Balota et al., 2007), with a length of 5 characters, a log Hyperspace 
Analogue to Language (Lund & Burgess, 1996) frequency of 6 or more, and which did not end 
with an –s, due to the fact that these words consisted mostly of plural nouns. 

Design and procedure 

The task consisted of six tests (i.e., blocks) with or without a resit opportunity, for which 
participants had to spend time studying the accompanying materials. As the presence of a 
resit opportunity was a within-subjects manipulation, each participant studied for and made 3 
tests with and 3 tests without the opportunity to resit a failed first-chance test. The presence of 
a resit opportunity alternated between tests, with the presence of a resit for the first test being 
counterbalanced across participants. Prior to studying the materials for each test, participants 
were told how many chances they had to pass that test and that they would have a maximum 
of five minutes to study twenty pseudoword pairs. The twenty pseudoword pairs that needed 
to be studied were chosen at random for each test for each participant from the 294 total 
available pseudowords, to avoid any bias in the study materials. Participants were instructed 
that they could cycle through the items and proceed to the test at any point in time, depending 
on their own judgment of whether they were ready to take the test. They were also informed 
that for some of the tests they would have a second chance to study and pass in case they 
failed to do so through the first chance, and that their aim in the experiment should be to pass 
each test by obtaining a minimum grade of 6 out of a maximum of 10. Before the experiment, 
participants were informed of the nature of the trade-off between spending time on studying 
and passing the test: if they spend less time on studying the materials while still passing the 
test, they would earn a higher monetary pay-off than when they would spend more time on 
studying.

During the study phase, the pairs of pseudowords that needed to be learnt were shown one after 
the other in an order that was fixed for that test and that participant. Participants controlled 
the presentation of pairs using the mouse and they could re-study the pairs if they desired 
to do so. On the screen, it was shown how much time was left of the total of five minutes of 
available study time, as well as how many pairs the participant had viewed. Additionally, a 
decreasing counter showed how many cents participants could earn at any given moment 
during the learning phase if they moved on to and passed the test (Figure 1). In the test phase, 
participants were asked to complete ten multiple-choice questions based on ten pseudoword 
pairs that were randomly selected from all studied word pairs. Each question showed the first 
studied pseudo word of the pair, together with three answer alternatives for its associate. 
These alternatives included the correct answer, a foil chosen from the other pseudoword pairs 
presented as study materials for the same test, and a randomly chosen pseudo word from a list 
of unused words. After the test, the grade, which was equal to the number of correct answers, 
was presented. The criterion for passing the test was 6 correct answers. If a participant did not 
pass the test (i.e., grade ≤ 5), then they would lose a number of cents that was proportional 
to the amount of time that was invested during the learning phase. However, if a participant 
passed the test, then the outcome would be a gain of a number of cents that was proportional 
to the time not used for studying (i.e., the monetary bonus that was shown on the screen 
at the time the participant was studying and chose to take the test). The importance of this 
trade-off was explained to participants in the instructions to encourage them to optimize this 
trade-off between the costs of investing time on learning the pairs and the benefit of passing 
the test (i.e., gaining a monetary bonus). The maximum monetary bonus per test was set at 
66 eurocents, and the amount they received at the end of the experiment was dependent on 
their performance (max €4). 

https://doi.org/10.5334/joc.196
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Figure 1 Task display. The 
task display as presented 
to participants during the 
study phase in Experiment 
1. The display showed the 
pseudoword pair in the 
middle, an indication of the 
type of exam in the top left, 
an index indicating which 
word pair the participants 
was studying at the bottom, 
and the time, bonus, and 
total earnings counters at the 
top right. Additionally, the 
display included two light-
gray buttons on which the 
participants could click at any 
point to either continue to the 
next pair, or take the test. 

For the tests in the condition with a resit opportunity, participants had two chances to pass 
each test. If they failed to pass the first test, participants went through the learning phase 
and test phase a second time. The procedure for the learning phase and the test phase of the 
first attempt (R1) of the tests with resit opportunity was the same as the procedure described 
above for the single-chance test (No Resit, or NR) scenario. For the resit opportunity (R2), 
participants again had five minutes to restudy the same material as for the first test. The test 
for R2, however, consisted of eight out of the ten pseudoword pairs that were not tested during 
R1, plus two randomly selected pairs that had also been tested in R1, and alternatively asked 
participants to choose the correct option for the first pseudo word of the studied pair after the 
second word was prompted. The remaining two untested pairs of the 20 studied pairs were 
used near the end of the experiment for the surprise memory test. For this test, participants 
were presented with pairs of pseudowords they studied in that combination previously, or pairs 
where the second pseudo word was randomly chosen from a list of previously unstudied words. 
There was a 50% chance that the presented pseudoword pair was as studied previously, or 
whether it was a new pairing of pseudowords. Participants were asked to indicate whether the 
pair had been presented in that combination during the study phase (‘correct’), or whether it 
was a new combination (‘incorrect’).

At the end of the experiment participants completed the Cognitive Reflection Test (CRT, 7-item 
version; Toplak et al., 2014). The CRT assesses the tendency to reflect on an intuitive, yet 
incorrect response alternative until the correct response is found. CRT scores have been found 
to be correlated with measures of rationality (Toplak et al., 2011).

Data analysis 

We computed Bayes factors to assess the extent to which the data provided evidence in favor 
of or against our predictions (see Rouder et al., 2009). Bayes factors were calculated using the 
JASP software package (Love et al., 2019). In reporting the results of the Bayes factor analyses 
we adhered to Wetzels et al. (2011) for classifying the Bayes factors. 

RESULTS

Comparing the average study-time investment in seconds for the first-chance (R1; M = 175.2, 
SD = 69.4) and single-chance exam (NR; M = 181.2, SD = 68.6; see Table 1) a Bayesian one-
sided paired samples t-test revealed there was anecdotal evidence (BF10 = 0.58) against the 
hypothesis that the time invested in R1 would be less than that invested in NR. In a subsequent 
analysis, we investigated whether the resit effect (i.e., study time NR minus study time R1) 
correlated with a participant’s CRT score. A one-sided Bayesian correlation analysis revealed 
there was anecdotal evidence against our hypothesis of a positive correlation (r = .13, BF10 = 
0.41). In other words, there was no clear evidence distinguishing whether the resit effect was 
larger in magnitude for participants scoring higher on an index of rationality or not. 

https://doi.org/10.5334/joc.196
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TEST MEAN OVERALL 
STUDY TIME IN 
SECONDS (SD) 

MEAN STUDY TIME 
PER WORD PAIR 
IN SECONDS (SD)

MEAN NUMBER 
OF WORD PAIRS 
VIEWED (SD)

MEAN 
GRADE 
(SD)

MEAN 
PROPORTION OF 
PASSED TESTS (SD)

NR 181.2 (68.6) 5.2 (3.3) 37.6 (13.0) 7.7 (1.7) 0.85 (0.27)

R1 175.2 (69.4) 5.4 (3.3) 35.8 (12.1) 7.5 (1.8) 0.82 (0.28)

R2 95.5 (71.4) 3.7 (2.9) 27.3 (13.0) 6.9 (1.9) 0.68 (0.43)

Table 1 Descriptive Statistics 
Experiment 1.

Note: Mean values, averaged 
over both passed and failed 
tests, for overall study time 
in seconds, study time per 
word pair in seconds, number 
of word pairs viewed (values 
higher than the total amount 
of included word pairs per test 
reflect the repeated studying 
of certain pairs), grade, and 
percentage of passed tests for 
NR (single chance), R1 (first 
test opportunity), and R2 (resit 
opportunity) in Experiment 
1. Standard deviations are 
presented in parentheses.

For the analysis comparing the time invested per passed test, a one-sided paired samples t-test 
revealed strong evidence (BF10 = 0.10) against our hypothesis that the time invested per passed 
test would be lower in the overall resit condition (M = 193.2, SD = 68.9) than in the no-resit 
condition (M = 188.8, SD = 64.7), with participants investing marginally more time per passed 
test in the resit condition.3 Comparing the pass rates (i.e., the proportion of tests with a grade 
≥ 6) between the resit and no-resit conditions through a one-sided paired samples t-test, we 
found substantial evidence (BF10 = 4.92) that pass rates were higher in the condition with resit 
(M = 0.94, SD = 0.17), than in the no-resit condition (M = 0.85, SD = 0.27).

As an exploratory analysis we also examined the results for the surprise memory test to 
determine whether the retention of the item pairs differed between the resit and no-resit 
conditions. A two-sided Bayesian paired samples t-test revealed there was substantial evidence 
in favor of a null effect (BF10 = 0.25), indicating no difference in the proportion of correctly 
identified word pairs that were learned during the experiment for the no-resit tests (M = 0.6, SD 
= 0.2) and the tests with resit opportunity (M = 0.7, SD = 0.2).

We also ran analyses on the performance on tests three through six, based on the idea that 
a resit effect might well depend on participants having gained some experience regarding the 
relationship between investing study time and the probability of passing the test. The results of 
this analysis, however, were similar to those based on all tests, presented above.

DISCUSSION

Except for the rather obvious finding that overall pass rates were higher in the resit condition 
than in the single test condition, our hypotheses were not confirmed. Most important, the 
resit effect observed in previous work using an investment task with hypothetical study-time 
investments (Nijenkamp et al., 2016) did not generalize to the PAL task utilizing actual time 
to study materials for a subsequent test used in the current experiment. Note that this is 
despite the fact that the average grade in the no-resit condition was 7.7 (out of 10), which is 
substantially higher than the minimum passing grade of 6, leaving seemingly ample room for 
a reduction in study time and the concomitant passing probability for R1 (i.e., a resit effect). A 
possible explanation for this discrepancy lies in the fact that in the previously-used investment 
task the precise relationship between study time and passing probability was visually displayed 
to participants, possibly aiding them in the optimization of their study-time investments, 
whereas no such explicit information was available to participants in the current experiment. 
We therefore adapted the PAL task in a follow-up experiment to include an indication of 
passing probability as an increasing function of the time spent learning the materials. With this 
addition, the information presented to participants in Experiment 2 more closely resembled 
that displayed in the study-time investment task, and might, as compared to Experiment 1, 
provide participants with additional information and motivation to optimize their study-time 
investment decisions and produce a resit effect.

EXPERIMENT 2
We adapted the PAL task used in Experiment 1 to include an indication of the probability that a 
participant would pass the test, given the amount of time they already spent studying at any 
point during the learning phase. Note that we could only provide a rough estimation of this 

3 A passed exam in the resit condition is an exam that is passed through either R1 or R2. As the particular 
analyses in this paragraph only include data from passed tests, the descriptive statistics for the resit and no-resit 
conditions reported here deviate from those reported in Table 1. Additionally, two participants, who did not pass 
any NR tests, were excluded from this analysis. Excluding these participants from the main analyses yielded no 
noteworthy differences in results.
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probability, as it crucially depends on learning capability or learning speed, which is likely to 
show substantial variation both within and between individuals (e.g., Wang, 1983). To create 
this indication of passing probability, we used a computational model (Nijenkamp et al., 2016) 
to obtain a function (Figure 2) relating passing probability for an exam with ten 3-alternative 
multiple-choice questions and a passing grade of 6 out of 10 (no correction for guessing) to 
study-time investment, taking into account the maximum amount of time participants would 
be able to study the material in the actual experiment. The general form of the function, with 
relatively flat portions at very short and long study times, and an intermediate dynamic range 
of study times across which passing probability increases quite steeply from about zero to about 
one, is a characteristic of the highly nonlinear relationship between the amount of acquired 
knowledge and the passing probability for multiple-choice exams (for details, see Nijenkamp 
et al., 2016). This general form may therefore apply to all participants, and displaying a real-
time indication of passing probability may provide them with useful information to help them 
estimate expected utility as well as motivate them to attempt to maximize it. The same 
hypotheses as in Experiment 1 were tested for Experiment 2.

Figure 2 Passing probability 
function. The passing 
probability function used in 
Experiment 2.The function 
relates the investment of a 
maximum of 5 minutes of 
study time to the probability 
of passing an exam consisting 
of 10 3-alternative multiple-
choice questions. 

METHOD
Participants 

The experiment was completed by 39 first-year students (18 female) from the Psychology 
Bachelor Program of the University of Groningen, who did not participate in Experiment 1. They 
participated in exchange for course credits. Their ages ranged from 18 to 27 (M = 20.5, SD = 2.1). 
The study was approved by the Ethical Committee Psychology (16177-S-NE), and participants 
gave their written informed consent prior to starting the experiment.

Materials and procedure 

The materials and procedure were the same as for Experiment 1, with the exception that in 
Experiment 2 an approximate passing probability (between 0% and 100%) as a function of 
invested study time was presented in the top-right of the screen, next to the invested time, the 
bonus counter, and the total bonus earned up until that point (Figure 3). The color of the passing 
probability approximation was initially red for all participants at the start of the learning phase, 
indicating a low passing probability, and became progressively greener as passing probability 
approached 100%. As explained above, the passing probability function was derived from a 
model of study-time investment on multiple-choice exams (Nijenkamp et al., 2016), assuming 
an exam consisting of ten 3-alternative questions, a passing grade of 6, and a maximum study 
time of five minutes (i.e., 300 seconds). The instructions that participants received were the 
same as in Experiment 1, with the addition of the following text that informed them about 
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the function of the passing probability indication: “On the screen it will also state the passing 
probability for the exam when you are learning the word pairs. This passing probability is an 
estimate based on the amount of time you have spent during the learning phase, which you 
can use to make an informed decision about how much time you will spend on learning the 
word pairs”. 

Figure 3 Task display. The 
task display as presented 
to participants during the 
study phase in Experiment 
2. The display showed the 
pseudoword pair in the middle, 
an indication of the type of 
exam in the top left, an index 
indicating which word pair 
the participants was studying 
at the bottom, and the 
time, bonus, total earnings, 
and passing probability 
indication counters at the 
top right. Additionally, the 
display included two light-
gray buttons on which the 
participants could click at any 
point to either continue to the 
next pair, or take the test.

Data analysis 

The data analysis procedure was the same as for Experiment 1.

RESULTS AND DISCUSSION

To determine whether a resit effect occurred in Experiment 2, we compared the time 
participants spent studying the pseudoword pairs for R1 (M = 164.8, SD = 78.7) and NR (M 
= 168.3, SD = 72.7; Table 2). A one-sided Bayesian paired samples t-test revealed there was 
substantial evidence (BF10 = 0.30) against the presence of a resit effect. A one-sided analysis 
examining the correlation between the resit effect (M = 3.5, SD = 34.5) and the CRT scores of 
participants showed substantial evidence (r = –.18, BF10 = 0.10) against our hypothesis of a 
positive correlation, indicating that the magnitude of the resit effect was not larger for more 
‘rational’ participants. 

TEST MEAN OVERALL 
STUDY TIME IN 
SECONDS (SD)

MEAN STUDY TIME 
PER WORD PAIR IN 
SECONDS (SD)

MEAN NUMBER 
OF WORD PAIRS 
VIEWED (SD)

MEAN 
GRADE 
(SD)

MEAN 
PROPORTION OF 
PASSED TESTS (SD)

NR 168.3 (72.7) 5.9 (3.3) 31.0 (11.0) 7.1 (1.7) 0.74 (0.29)

R1 164.8 (78.7) 5.9 (3.1) 30.0 (10.3) 7.2 (1.8) 0.77 (0.30)

R2 101.2 (51.5) 4.3 (2.8) 25.3 (11.2) 6.9 (2.5) 0.81 (0.34)

Table 2 Descriptive Statistics 
Experiment 2.

Note: Mean values, averaged 
over both passed and failed 
tests, for overall study time 
in seconds, study time per 
word pair in seconds, number 
of word pairs viewed (values 
higher than the total amount 
of included word pairs per test 
reflect the repeated studying 
of certain pairs), grade, and 
percentage of passed tests for 
NR (single chance), R1 (first 
test opportunity), and R2 (resit 
opportunity) in Experiment 
2. Standard deviations are 
presented in parentheses.

In accordance with the results of Experiment 1, a one-sided paired samples t-test revealed 
strong evidence (BF10 = 0.07) against our hypothesis that participants would spend less time 
per passed test in the resit condition (M = 192.2, SD = 75.8) than for the no-resit condition (M 
= 179.5, SD = 71.9).4 Another one-sided paired samples t-test revealed decisive evidence (BF10 

4 As the particular analyses in this paragraph only include data from passed tests, the descriptive statistics 
for the resit and no-resit conditions reported here deviate from those reported in Table 2. Additionally, two 
participants, who did not pass any NR tests, were excluded from this analysis. Excluding these participants from 
the main analyses yielded no noteworthy differences in results.
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= 24398) in favor of our hypothesis that the proportion of passed tests would be higher in the 
condition with resit opportunity, passed either on R1 or R2 (M = 0.94, SD = 0.19), than in the no-
resit condition (M = 0.74, SD = 0.29). 

As part of the exploratory analysis on the results of the surprise memory test, a two-sided 
Bayesian paired samples t-test revealed there was anecdotal evidence in favor of a null effect 
(BF10 = 0.43) indicating a failure to distinguish whether the proportion of correctly remembered 
word pairs did or did not differ between the no-resit (M = 0.6, SD = 0.2) and resit conditions (M 
= 0.7, SD = 0.2).

Meta-analysis of both experiments 

Since the tasks used in Experiment 1 and 2 were nearly identical, with the exception of the added 
passing probability information for Experiment 2, we merged the data of both experiments for 
a combined analysis with greater statistical power. Using one-sided Bayesian paired samples 
t-tests to analyze the merged dataset, we found there was anecdotal evidence (BF10 = 0.51) 
against the hypothesis that time investments for R1 (M = 170.4, SD = 73.5) were lower than 
for NR (M = 175.3, SD = 70.4). We also found substantial evidence against the hypothesis of a 
positive correlation between the resit effect and the CRT (r = –.03, BF10 = 0.11). Additionally, we 
found strong evidence (BF10 = 0.05) against the hypothesis that less time would be invested per 
passed exam in the resit condition (M = 192.8, SD = 71.7) than in the no-resit condition (M = 
170.4, SD = 73.5).5 Lastly, we found decisive evidence (BF10 = 61640) in favor of the hypothesis 
that the proportion of passed exams was higher in the resit condition (M = 0.94, SD = 0.17) than 
in the no-resit condition (M = 0.80, SD = 0.28).

DISCUSSION EXPERIMENTS 1 AND 2 
In Experiments 1 and 2, we examined whether the prospect of a resit test would lead participants 
to reduce their actual study-time investment for a first test opportunity in a Paired-Associates 
Learning (PAL) task. The task required participants to spend time learning pseudoword pairs 
for a test under conditions with and without a resit opportunity. Despite our efforts to stay 
close to the design of the hypothetical study-time investment task that was previously found 
to produce robust and sizable resit effects (Nijenkamp et al., 2016, 2018), especially with the 
added passing probability indication in Experiment 2, the current study did not yield these 
effects in two experiments that involved the investment of actual time studying materials for 
a subsequent test. Furthermore, unlike the previous studies using the hypothetical study-time 
investment task, the current study did not yield support for a positive correlation of the resit 
effect with CRT scores and also did not replicate earlier findings suggesting that less study time 
may be invested per passed exam in a resit condition. 

IMPLICATIONS FOR THE RESIT EFFECT

Given the strikingly different behavioral effects of resit prospects in the hypothetical study-time 
investment task and the PAL task used in the above experiments, it is important to address 
what the absence of a resit effect with actual study-time investments might imply for the 
possible presence and underlying mechanisms of resit effects in learning scenarios requiring 
actual learning of materials. Initially, we thought of the need for actual time investments, as 
in the PAL task, as a better approximation of naturalistic learning scenarios than the rather 
abstract and artificial study-time investment task. Given this perspective, the absence of resit 
effects in the PAL task could therefore be taken to argue against the presence of resit effects in 
settings requiring actual learning. On the other hand, concerns about negative effects of a resit 
prospect in educational settings requiring actual learning have been expressed in the literature 
(Al-Bayatti & Jones, 2003; Burr et al., 2018; Centre for Education Research and Policy, 2012b, 
2012a; Kickert et al., 2020; McManus, 1992; Non & Tempelaar, 2016; Pell et al., 2009; Ricketts, 
2010; Scott, 2012; Yocarini et al., 2018), and have indeed been found in a field study by Grabe 
(1994; for similar findings, see Centre for Education Research and Policy, 2012b). Therefore, 
the notion of resit effects in settings requiring actual study time to be allocated to learning 

5 Two participants, who did not pass any NR tests, were excluded from this analysis. Excluding these 
participants from the main analyses yielded no noteworthy differences in results.
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materials should perhaps not be dismissed just yet. Instead, we will argue that the PAL task 
could in fact have forced participants to approach their study-time investment in a different 
way than in the study-time investment task. 

Two possible differences between the tasks could potentially underlie the discrepancy in the 
presence of a resit effect. Firstly, the PAL task did not ask for a priori study-time investment 
decisions. Instead, participants most likely made on-the-fly decisions regarding when to stop 
studying and take the test, based on their current judgment of learning (e.g., see Metcalfe & 
Kornell, 2005) and the information presented in the task. However, these on-the-fly decisions 
might be biased by illusions of competence that can occur when using paired-associates 
learning materials (Koriat & Bjork, 2005) and distorted timing judgments due to an increased 
cognitive load when studying the stimulus materials (e.g., see Block et al., 2010). Furthermore, 
the maximum monetary reward of €0.66 per test (maximum €4,- in total for all tests) might 
not have been sufficiently high to incentivize and motivate participants to perform well in the 
sense of optimizing the existing trade-off between the costs of investing study time by means 
of a lowered monetary reward and the benefits of passing the test by ultimately receiving the 
reward. This suggests that the nature of the study-time investment decision in the PAL task 
might not have enabled optimization behavior, and therefore did not produce a resit effect, 
despite all the necessary information being presented. In contrast, the study-time investment 
task only asked for an a priori decision with time for deliberation on the amount of hypothetical 
study time the participant would like to invest to have a certain probability of passing an exam, 
akin to making an advance study-time planning. Given the fact that the study-time investment 
task produced robust resit effects under differing conditions, the lack of a priori deliberation on 
the study-time investment decision in the PAL task could indeed be a factor that underlies the 
absence of a resit effect in Experiment 1 and especially Experiment 2.

The second difference between the tasks is that the study-time investment task asks for the 
investment of hypothetical study time to pass a simulated exam, whereas the PAL task required 
the investment of actual time to study materials for passing a short test. Studies have shown a 
decrease in risk taking when the consequences of a gamble are real as compared to hypothetical 
(e.g., Feather, 1959; Irwin et al., 1992; Lafferty & Higbee, 1974; Levin et al., 1988; Slovic, 1969; Xu 
et al., 2016). The fact that actual study-time investments were required in the PAL task could have 
led participants to not be willing to take the additional amount of risk on the first test opportunity 
(i.e. investing less time on studying) that the resit opportunity affords due to essentially being a 
‘free do-over’, as re-sitting the test requires spending more time participating in the experiment. 
This suggests that perhaps the lack of a resit effect in the PAL task could be explained by the 
‘real’, and thus likely more costly, consequences of study-time investment decisions.

EXPERIMENT 3
To test the latter notion that perhaps it was the investment of actual, or real, time on studying 
materials that led to the absence of a resit effect in Experiments 1 and 2, we now turn to an 
adapted version of the original study-time investment task with which the resit effect was 
observed (Nijenkamp et al., 2016) and replicated (Nijenkamp et al., 2018). This adaptation 
introduced a condition requiring the investment of actual time, rather than solely hypothetical 
time. To associate the investment of hypothetical study time with the investment of a participant’s 
actual time, and thereby mimic a situation more similar to the investments made in the PAL task, 
we implemented a delayed feedback condition in the study-time investment task. Specifically, 
in Experiment 3 we compare the resit effect under two types of feedback: a condition with 
immediate feedback requiring only hypothetical time-investment decisions, as used in previous 
work, and a novel condition in which participants wait for feedback for an amount of time that 
depends on the amount of study time they invest. In essence, the current task should allow us to 
elucidate whether the resit effect is influenced by the nature of the time investment with which 
the investment decision is made. Furthermore, as previous work (Nijenkamp et al., 2016) has 
shown a positive correlation between the resit effect and an index of analytical/rational thinking 
(Cognitive Reflection Test, or CRT; see Frederick, 2005; also see Toplak et al., 2011), we included 
the CRT for this experiment as well (7-item version; Toplak et al., 2014).

We hypothesize that in the immediate-feedback condition we will observe the resit effect as 
previously found under identical conditions in the study-time investment task (Nijenkamp et 
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al., 2016, 2018). With regards to the delayed-feedback condition, we hypothesize there will 
be no resit effect if the absence of the resit effect with the PAL task is related to the higher 
investment cost of ‘real’, rather than hypothetical, time investments.6 Alternatively, if the lack 
of a resit effect in the PAL task is related to the lack of an a priori, deliberated study-time 
investment decision we expect to observe a resit effect in the delayed-feedback condition. 
Furthermore, we expect any resit effects to be positively correlated with a participant’s CRT 
score (Toplak et al., 2014).

METHOD
Participants

The a priori power analysis (Faul et al., 2007) for t-tests used for Experiments 1 and 2, assuming 
both a Type I and Type II error probability of .05 (i.e., power = 0.95) and based on the resit 
effect data from Experiment 1 by Nijenkamp and colleagues (2016; MNR = 6.22, SDNR = 0.53, 
MR1 = 5.22, SDR1 = 0.71, r = 0.58, dz = 1.69), revealed a necessary sample size of 6 participants 
to attain sufficient statistical power to observe a resit effect. Given this relatively low number 
of participants and the fact that Experiments 1 and 2 did not reveal a resit effect with real 
time investments, we decided to collect data from as many participants as possible within a 
single data collection period of two days to ensure sufficient statistical power for the delayed-
feedback condition. Ultimately, the participant sample consisted of 65 first-year psychology 
students (54 female; Mage = 19.7, SD = 2.1) from the University of Groningen, who participated 
for course credits. All participants gave their written informed consent prior to starting the 
experiment. Before data collection started, ethical approval was obtained from the Ethical 
Committee Psychology (17072-S-NE) of the University of Groningen.

Materials

The experiment was run in a lab consisting of 10 computer set-ups, enclosed by paperboard 
walls. We utilized the study-time investment task (Nijenkamp et al., 2016), programmed in 
MATLAB using the Psychophysics Toolbox extensions (Brainard, 1997; Kleiner et al., 2007). This 
task consisted of a graph with the probability of passing a simulated exam represented on 
the y-axis and study time, divided into 12 arbitrary units, represented on the x-axis (Figure 4). 
Participants could use the mouse to move a cursor along this function, and selected an amount 
of hypothetical study time by mouse click. 

Figure 4 Stimulus material. 
The plot used as the 
stimulus material. Depicted 
is the relationship between 
hypothetical study time 
investment (x-axis) and 
the probability of passing 
a simulated exam (y-axis). 
Also depicted is the feedback, 
consisting of the outcome of 
the simulated exam, shown 
after participants invested 
their desired amount of 
hypothetical study time. Due 
to the arbitrary nature of 
the number of study-time 
units, the numbers on the 
x-axis were not presented 
to participants during the 
experiment, but are included 
in the figure for clarity.

6 More recent simulations of our model of study-time investment (see Nijenkamp et al., 2016) indeed predict 
that the resit effect should become smaller when the costs associated with investing a unit of study time are 
higher.
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Design and procedure

Prior to starting the experimental task, participants completed the 7-item CRT (Toplak et al., 
2014), found to be an index of rational-thinking tendencies (Toplak et al., 2011). Thereafter, 
participants received an instruction sheet detailing (1) the nature of the simulated exam, 
which was modeled after a multiple-choice exam consisting of 60 3-alternative questions and 
required a grade of 6 out of 10 to pass, (2) the probabilistic nature of the results of their study-
time investment (i.e., investing the same amount of study time could lead to different exam 
outcomes), (3) the nature of the points system (i.e., each invested study-time unit cost one 
point, while passing the exam yielded 10 points), and (4) the general set-up of the task: one 
(no-resit condition) or two chances (resit condition) to pass the exam, with feedback received 
either immediately or after a delay that was proportional to the height of their investment. The 
delay in feedback was such that higher study-time investments equaled longer delays, with 
800 milliseconds waiting time added per invested unit of study time. Practically, the average 
participant waited about 5 seconds per simulated exam.

In the No Resit (NR) condition participants had a single chance to pass the simulated exam, 
whereas in the resit condition participants were granted a resit opportunity (R2) to pass a 
failed first exam (R1). The feedback manipulation entailed that participants were given either 
immediate or delayed feedback. Due to the within-subjects nature of the study design, all 
participants completed all four possible conditions. The order in which these conditions were 
presented was counterbalanced across participants to account for potential order effects, with 
the restriction that the resit and no-resit conditions were always presented in alternation over 
the blocks. Half of the participants started with a resit opportunity, while the other half started 
with a single chance to pass the simulated exam. Participants always completed the single 
chance and resit blocks in succession within one feedback type before moving on to the other 
type of feedback. Half of the participants started the experiment with delayed feedback, while 
the other half started with immediate feedback. Taken together, each participant completed 
4 blocks consisting of 30 trials (i.e., simulated exams) each. At the start of the first two blocks, 
participants completed 3 training trials to familiarize themselves with the task.

Each trial started with the presentation of the stimulus graph (Figure 4). Participants were 
instructed to move a cursor from the zero point along the presented function, and to click a 
mouse button to select the position on the function representing the amount of study time they 
wished to invest. After indicating their investment in the condition without delay, participants 
immediately received feedback about their exam score, the resulting grade, the number of lost 
or gained points, and their total points up to that moment in the task. In the delayed-feedback 
condition, feedback was presented after seeing the plotted function in the stimulus build up 
from the zero point to the point of the curve corresponding to their investment at a speed of 
800 milliseconds per invested study-time unit – which made the waiting time, and therefore 
the ‘real’ consequences, dependent on their investment. The feedback remained on the screen 
for 2.5 seconds. In case of NR, participants progressed to the next trial/exam if they passed 
or failed. In the resit conditions, participants progressed to the next trial if they received a 
passing grade on R1. If they failed to receive a passing grade on R1 they progressed to the resit 
exam after the feedback for R1 was presented. Feedback for R1 also included whether or not a 
participant would have access to R2. R2 followed the same procedure as a NR trial. 

Data analysis

The dependent variable used for data analysis consisted of the mean invested study-time units 
for both the NR and R1 exams in both the delayed- and immediate-feedback conditions. Data 
analysis was conducted using the JASP software package (Love et al., 2019). Bayes factors 
were used to assess the odds of our hypotheses being supported by the data (see Rouder et 
al., 2009). We used a Bayesian repeated-measures ANOVA (Rouder et al., 2012) and a Bayesian 
paired-samples t-test (Rouder et al., 2009) to assess whether the resit effect (i.e., the reduction 
in R1-time investments relative to NR investments) was present in both the immediate- and 
delayed-feedback conditions. Lastly, we used Bayesian correlation analyses to assess the 
degree to which the resit effect correlated to CRT scores.

Bayes factors were classified according to Wetzels and colleagues (2011), where Bayes factors 
(BFs) ≥ 3 and ≤ 10 or ≥ .1 and ≤ .33 are classified as ‘substantial’ evidence in favor of H1 or H0, 
respectively, BFs between 10 and 30 or between .03 and .1 are classified as ‘strong’ evidence, 
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BFs between 30 and 100 or between .01 and .03 are classified as ‘very strong’ evidence, and BFs 
> 100 or < .01 are classified as ‘decisive’ evidence. Additionally, BFs between 1 and 3 or between 
0.33 and 1 are classified as ‘anecdotal’ evidence in favor of H1 or H0, respectively. 

Outlier exclusion 
Investments of less than 2 or more than 10 study-time units were considered outliers and 
these trials were excluded from our analyses. This entailed a loss of 1.1% of all recorded trials. 
A comparison of the results with and without these outliers showed that their exclusion did not 
lead to any noteworthy differences in results.

RESULTS

A Bayesian repeated measures ANOVA revealed that the study-time investment data were best 
described by a model including just the main effect of exam type (i.e. NR or R1; see also Figure 

5). An analysis of effects using the inclusion Bayes Factor across matched models (Mathôt, 
2017) revealed there was decisive evidence in favor of the inclusion of the main effect of exam 
type (BFincl = 6.35 × 108), whereas there was anecdotal evidence against the inclusion of the 
main effect of feedback type (BFincl = 0.39) and the interaction between both main effects (BFincl 
= 0.39). As the ANOVA results did not show support in favor of the main effect for feedback type 
nor the interaction effect, the data for both the NR and R1 exam-types were collapsed over the 
feedback conditions for further analyses. A Bayesian paired samples t-test revealed decisive 
evidence (BF10 = 4.14e5) in favor of R1-investments (M = 5.97, SD = 0.74) being lower than NR-
investments (M = 6.33, SD = 0.75), showing that participants invested less time when a resit 
option was available (i.e., the resit effect). 

Figure 5 Mean study-time 
investment. Mean study-
time investments for NR 
(single exam) and R1 (first 
exam with resit opportunity), 
per feedback condition 
(immediate vs. delayed). 
Error bars represent the 95% 
confidence intervals for the 
means. 

To test whether the resit effect (NR investments minus R1 investments) based on these 
collapsed NR and R1 variables was positively correlated with a participant’s CRT score, we 
conducted a Bayesian correlation test. The test revealed substantial evidence (r = .31, BF10 = 
6.82) in favor of a positive correlation between the resit effect (M = 0.36, SD = 0.48) and CRT 
scores (M = 2.60, SD = 1.94).

DISCUSSION EXPERIMENT 3
With Experiment 3 we aimed to assess whether the investment of actual time, rather than 
merely hypothetical time, would reduce the magnitude of the resit effect (see Nijenkamp et 
al., 2016) to such a degree that it would be absent, or at the very least reduced in magnitude. 
Using Bayesian analyses, we replicated the resit effect reported in previous studies using 
the study-time investment paradigm with hypothetical time investments (i.e., immediate 
feedback; Nijenkamp et al., 2016, 2018). Furthermore, we also replicated the finding that the 
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magnitude of the resit effect is correlated positively with a participant’s CRT score, a measure of 
analytical/rational thinking (Nijenkamp et al., 2016; see also Toplak et al., 2014). These findings 
once again reinforce the idea that participants in the study-time investment task are able to 
optimize their investments, possibly by approximating the shifting maximum expected utility 
associated with the trade-off between the costs of investing hypothetical time and the benefits 
of passing the simulated exam under differing resit conditions. 

In Experiment 3 we also introduced a novel condition in which participants invested actual time, 
by delaying the feedback they received with an amount of time that was proportional to their 
study-time investments. As no resit effect was observed in Experiments 1 and 2 where participants 
solely invested actual time on studying for and making a test, the aim of this manipulation was 
to assess whether the magnitude of this effect would be affected by the inclusion of actual 
time investments in the study-time investment task. The data did not support this hypothesis, 
however, suggesting that the lack of a resit effect when using the Paired Associates Learning 
(PAL) task paradigm might not have been due to participants having to invest real time.

IMPLICATIONS FOR THE RESIT EFFECT

The finding that feedback type did not affect the resit effect suggests that the nature of the time 
investment (i.e., actual or hypothetical) might not influence the effect. On the other hand, the 
results of Experiment 3 (Figure 5) do provide an indication, though admittedly rather weak, for 
a reduced resit effect with delayed feedback, and thus with the investment of actual time. Such 
a reduction would follow the predictions of study-time investment models (e.g., see Nijenkamp 
et al., 2016) indicating the resit effect would decrease in magnitude as the investment cost per 
unit of study time increases.7 If investing actual time was indeed experienced as more costly 
than investing hypothetical time, it stands to reason that the delayed-feedback condition did 
show a resit effect because the investment possibly was not sufficiently costly to approach 
the costs induced with the investment of actual time in learning the stimuli of the PAL task. 
Additionally, having to wait in the delayed-feedback condition might not have been perceived 
as costly, or ‘real’, enough to reduce the risk-taking tendencies that a resit opportunity seems 
to promote. This implies that the results of the current experiment could have been somewhat 
different if the waiting time per invested study-time unit would have been long enough to 
induce a sufficiently high experienced investment cost.

A different implication of the current results is that they support the view that the PAL task 
produced no resit effect due to the fact that study-time investment decisions were made on-the-
fly, and therefore were not based on planned a priori deliberation. To illustrate, even if we assume 
that participants in the PAL task were in fact willing, motivated, and capable to take more risk in a 
resit scenario by studying less for a first-exam chance (as suggested by previous studies using the 
study-time investment task; Nijenkamp et al., 2016, 2018), ultimately they had to simultaneously 
invest actual time on studying to pass a test and optimize those investments according to utility 
maximization logic at the same time. As a result, participants might have opted instead to simply 
complete the apparent main task of studying items for a test and did not complete the seemingly 
secondary goal of optimizing their time investments. Since the study-time investment task used 
in Experiment 3 did not include the requirement of studying materials for a subsequent test, 
but simply asked for the investment of hypothetical or actual time to pass a simulated exam, 
participants still retained the opportunity to make a deliberated a priori decision to maximize 
utility, given the costs of investing study time and the gains associated with passing. As a result, 
participants produced a resit effect in the delayed-feedback condition as well.

The occurrence of the resit effect only when there is room for a priori deliberation implies 
that such an effect might occur in students’ actual study-time planning as well. Study-time 
allocation by means of advance strategic planning of multiple competing and time-consuming 
activities might form a plausible mechanism underlying study-time allocation strategies (e.g., 

7 Interestingly, with higher investments costs the model predicts a lower optimal point for NR study-time 
investments than for R1 investments. In Figure 5 it can be visually assessed that participants indeed show an 
indication of this, as they invested less on NR in the delayed-feedback condition (M = 6.26, SD = 0.80) than in the 
immediate-feedback condition (M = 6.40, SD = 0.79; BF10 = 2.55), and that this reduction was not as large for R1 
investments with delayed (M = 5.98, SD = 0.81) versus immediate feedback (M = 5.95, SD = 0.75; BF10 = 0.10). Since 
these differences between NR and R1 investments over feedback conditions were not fully statistically supported, 
we can only say that the data followed the model predictions in a qualitative manner. This points to the fact that 
this model might overestimate the magnitude of the predicted effects (see also Nijenkamp et al., 2016, 2018).
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see Ariel et al., 2009; Puustinen & Pulkkinen, 2001; Zimmerman, 2002). Especially in the context 
of higher education, where there is a marked emphasis on self-regulated learning, such strategic 
planning strategies might indeed be utilized. Study-time allocation strategies are found to be 
influenced by a number of factors, such as judgments of item difficulty, judgments of one’s 
own learning abilities, and learning goals (Cull & Zechmeister, 1994; Dunlosky & Hertzog, 1998; 
Metcalfe, 2009; Metcalfe & Finn, 2008; Metcalfe & Kornell, 2005; Son & Metcalfe, 2000; Thiede & 
Dunlosky, 1999). We suggest therefore that study-time allocation strategies are influenced by 
the prospect of a resit exam as well. If so, the resit effect might be related to students’ changing 
decision rules when making a study-time planning, given either one or two chances to pass an 
exam; a situation that should afford the time and mental space to apply utility maximization 
principles to optimize their learning (see Son & Sethi, 2006). Assuming that, at least part of, 
an advance study-time planning translates to actual study-time investment behavior as part 
of a self-regulated learning approach (Van Den Hurk, 2006; see also Puustinen & Pulkkinen, 
2001; Zimmerman, 2002), we propose that the reported negative effects of a resit prospect on 
first-exam performance in naturalistic study environments (Centre for Education Research and 
Policy, 2012b; Grabe, 1994) reflect changes in students’ study-time allocation strategies when 
making such a study planning. 

QUESTIONNAIRE STUDY
To support the notion that a resit opportunity might indeed affect advance study-time allocation 
strategies, we additionally discuss the results of a questionnaire study in which students were 
asked about their study behavior. More specifically, two questions asked whether students 
would study more, less, or the same for two previously completed exams if they had known 
in advance that the resit exam was not an option for them. We expect that students would 
indeed indicate that they would spend more time preparing for their exam if the option to resit 
would not have been available. For this hypothesis we follow the results from the studies using 
the study-time investment task (Nijenkamp et al., 2016, 2018), as the study time involved 
in this questionnaire is hypothetical in nature rather than real in the sense of the PAL task. 
To further contextualize the results for these main questions, we also report the results of 
additional questions assessing the amount of time participants actually spent in preparation 
for the exams and whether they ultimately passed the corresponding courses. 

METHOD
Participants 

In total, 92 participants completed the questionnaire in return for course credits. Of these 
participants, five were excluded due to having indicated on the last question of the survey 
that they did not provide truthful answers. Ten participants were excluded from the dataset as 
they did not complete the entire survey. Finally, five participants were excluded for answering 
the questionnaire in less than five minutes (300 seconds), while several test runs had shown it 
takes at least five minutes to finish the entire survey, Therefore the data from these participants 
was regarded as potentially dubious. Of the remaining 72 participants (44 female), 48 indicated 
their age was between 18 and 20, and the remaining 24 participants indicated their age was 
above 20. Before data collection, the study was approved by the Ethical Committee Psychology 
(PSY-1819-S-0058) of the University of Groningen. Additionally, participants gave their written 
informed consent prior to filling out the questionnaire, and were debriefed about the purpose 
of the study after completion.

Materials and procedure 

The questionnaire consisted of questions taken from scales assessing, the academic delay 
of gratification (Bembenutty & Karabenick, 1998), personality traits (Soto & John, 2017), 
academic self-efficacy (Davidson et al., 2009), and time management behavior (Macan et al., 
1990). Furthermore, the questionnaire contained questions regarding students’ study habits 
for specific courses of their first-year psychology curriculum. The main questions of relevance 
for this study asked participants to indicate whether they would ‘study more’, ‘study the same’, 
or ‘study less’ in response to the following scenario and question about two courses for which 
they completed the exam previously: ‘Imagine you have planned your vacation and you are very 
excited to go. At the beginning of the block you check the exam schedule and you find out that 

https://doi.org/10.5334/joc.196


17Nijenkamp et al.

Journal of Cognition  
DOI: 10.5334/joc.196

the resit of Developmental/Social Psychology got rescheduled. The resit is now planned during 
your vacation. Unfortunately, you cannot change your vacation plans. If this would have actually 
happened to you, what would you do?’ Another question assessed how much time participants 
had actually spent in preparation for the completed exams of these two courses (‘How much 
time did you put into the preparation of the Developmental/Social Psychology exam?’), on which 
they could answer either ‘Very little, so I did not expect to pass the exam’, ‘Just enough to 
hopefully pass the exam’, ‘A good amount that would ensure me of passing the exam’, or ‘A lot, 
so that I could obtain a high grade’. A final question, to assess whether participants ultimately 
passed the respective exams, asked ‘Did you pass the Developmental/Social Psychology exam?’ 
on which they could answer either ‘Yes’ or ‘No’. 

Educational context 

The questionnaire was completed by first-year students at the University of Groningen enrolled 
in the English and Dutch Bachelor programs of Psychology. The first year of the program 
consists of 11 courses (worth 60 ECTS) of seven weeks, and is divided into four blocks of 
approximately two months each. Exams take place at the end of each block, and in the year 
of data collection the resit exams were scheduled after the exam period of the next block. The 
questionnaire asked students about their study habits for two courses (i.e., Developmental- 
and Social Psychology) that were assessed through a multiple-choice exam on which students 
were graded on a 10-point scale (1 = poor, to 10 = perfect). The minimum grade required to 
pass the exam was 5.5. If students did not obtain a passing grade, they had the option to resit 
their failed exam. There were no restrictions on the grade for the resit exam, except for the fact 
that if a student resits a failed exam their final grade will be the last grade they obtained.

RESULTS AND DISCUSSION

The JASP software package (Love et al., 2019) was used to compute Bayesian multinomial 
tests to analyze the questions regarding whether students would invest more, less, or the same 
amount of time on studying for a first exam opportunity if they knew they could not attend the 
resit opportunity for each exam. For the Social Psychology exam, decisive evidence (see Wetzels 
et al., 2011) was found for the observed pattern of answers to be different than a null model 
using a uniform answer distribution (BF10 = 6.97 × 1020) and a model in which the majority 
of participants (n = 70) would have answered they would study the same when there was 
no option to resit (BF10 = 1.65 × 10106). For the question regarding Developmental Psychology, 
decisive evidence was found as well for the observed pattern of participants’ answers to be 
different than a uniform answer distribution (BF10 = 6.15 × 1014) and a model where the majority 
of answers (n = 70) were they would have studied the same (BF10 = 6.27 × 1082). Taken together 
with the frequency distribution data (Table 3), the above analyses seem to conclude that, if the 
students knew in advance there was no resit exam, most participants would have studied more 
than if the option to resit was available. This conclusion seems to imply that students take the 
availability to resit a failed exam into account when deciding on how much time to allocate to 
studying for an exam.

COURSE DISTRIBUTION OF ANSWERS (%)

‘STUDY LESS’ ‘STUDY THE SAME’ ‘STUDY MORE’

Social Psychology 0 (0%) 8 (11.1%) 64 (88.9%)

Developmental Psychology 0 (0%) 17 (23.6%) 55 (76.4%)

Table 3 Frequency Distribution 
Table.

Note: Frequencies, with 
proportions in parentheses, of 
the number of participants 
that answered ‘study less’, 

‘study the same’, or ‘study 
more’ to questions about two 
courses (Social Psychology and 
Developmental Psychology) 
for a questionnaire study that 
asked about how participants’/
students’ study habit for an 
exam would have changed 
if they knew in advance they 
would have no option to resit 
in case of failure.

Using JASP, we analyzed two other questions of interest using Bayesian contingency tables, 
with the ‘sample’ parameter set to a joint multinomial due to the sampling method used to 
collect the data (see Jamil et al., 2017). The Bayesian contingency table produces a Bayes 
factor that indicates the evidence in favor of the alternative hypothesis of dependence between 
rows and columns (or against H0, independence between rows and columns). In the context 
of the current analysis, the rows signify the amount of exam preparation a student indicated 
on the questionnaire, and the columns represent whether a student indicated they passed 
the exam (Tables 4 & 5). The analyses revealed decisive (BF10 = 317) and very strong (BF10 = 58) 
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evidence in favor of the alternative hypothesis of dependence between rows and columns, for 
both the Developmental- and Social Psychology exams, respectively. Turning to Tables 4 and 5, 
this suggests that those who indicated they studied more indeed were more likely to obtain a 
passing grade as well. This might seem unsurprising; however, it suggests that the students’ 
metacognitive judgments regarding their study-time investment do indeed seem accurate 
enough to provide some insight into their actual study behavior. 

‘HOW MUCH TIME DID YOU PUT INTO THE PREPARATION OF THE 
EXAM?’

‘DID YOU PASS 
THE EXAM?’

NO YES TOTAL

‘A lot, so that I could obtain a high grade’ 0 12 12 

‘A good amount that would ensure me of passing the exam’ 6 26 32 

‘Just enough to hopefully pass the exam’ 7 16 23 

‘Very little, so I did not expect to pass the exam’ 5 0 5 

Total 18 54 72 

Table 4 Contingency Table 
Developmental Psychology 
Exam.

‘HOW MUCH TIME DID YOU PUT INTO THE PREPARATION OF THE 
EXAM?’

‘DID YOU PASS 
THE EXAM?’

NO YES TOTAL

‘A lot, so that I could obtain a high grade’ 0 8 8 

‘A good amount that would ensure me of passing the exam’ 8 15 23 

‘Just enough to hopefully pass the exam’ 12 14 26 

‘Very little, so I did not expect to pass the exam’ 11 4 15 

Total 31 41 72 

Table 5 Contingency Table 
Social Psychology Exam.

Finally, the question regarding whether the students would have changed their study-time 
investment if they knew the resit exam would not be available for them, and the question about 
how much they had actually studied were investigated using Bayesian contingency tables 
as well (Tables 6 & 7). The analyses revealed only anecdotal evidence against the alternative 
hypothesis for the Developmental- (BF10 = 0.41) and Social Psychology (BF10 = 0.30) exams, 
indicating evidence in favor of independence between the two questions. Upon inspection of 
Tables 6 and 7, however, one can see this seems to be the case because most students indicated 
they would study more for their first exam chance if they knew the resit would not be available, 
regardless of how much study time they indicated they had already invested. This shows that 
even those who indicated they already studied a lot would aim to study even more if the resit 
would not have been available.8 Ultimately, this suggests that the availability of a resit exam 
does indeed influence the amount of time that is planned to be spent studying for an exam.

‘HOW MUCH TIME DID YOU PUT INTO THE 
PREPARATION OF THE EXAM?’

‘IMAGINE YOU HAVE PLANNED 
YOUR VACATION…’ 

‘STUDY MORE’ ‘STUDY THE SAME’ TOTAL

‘A lot, so that I could obtain a high grade’ 8 4 12 

‘A good amount that would ensure me of passing the 
exam’ 

22 10 32 

‘Just enough to hopefully pass the exam’ 20 3 23 

‘Very little, so I did not expect to pass the exam’ 5 0 5 

Total 55 17 72 

Table 6 Contingency Tables 
Developmental Psychology 
Exam.

8 Using the model of study-time investment by Nijenkamp and colleagues (2016), the resit effect (i.e., a 
reduced study-time investment due to the prospect of a resit exam) is indeed predicted to also be present, albeit 
with reduced magnitude, for those students that aim to achieve high grades rather than merely passing with a 
minimal grade.
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‘HOW MUCH TIME DID YOU PUT INTO THE 
PREPARATION OF THE EXAM?’

‘IMAGINE YOU HAVE PLANNED 
YOUR VACATION…’

‘STUDY MORE’ ‘STUDY THE SAME’ TOTAL

‘A lot, so that I could obtain a high grade’ 5 3 8 

‘A good amount that would ensure me of passing the exam’ 21 2 23 

‘Just enough to hopefully pass the exam’ 24 2 26 

‘Very little, so I did not expect to pass the exam’ 14 1 15 

Total 64 8 72 
Table 7 Contingency Tables 
Social Psychology Exam.

GENERAL DISCUSSION
While the lack of resit effects with the Paired-Associates Learning (PAL) task used in Experiment 
1 and the adapted version including an indication of passing probability in Experiment 2 shows 
there are boundaries to the conditions under which such effects occur, it does not necessarily 
imply there are no resit effects possible in learning scenarios requiring the investment of actual 
time on studying materials for a subsequent test. In fact, together with the presence of the effect 
in Experiment 3 under conditions requiring some investment of actual time and the fact that the 
questionnaire study showed that university students indicated they would have indeed studied 
more for an actual exam if the option to resit that exam would not have been available, the overall 
results suggest that a resit prospect may indeed primarily affect advance study-time allocation 
strategies (i.e., making a study planning). If this is the case, then the normative allocation of 
hypothetical study time in the investment task and accompanying model (Nijenkamp et al., 2016) 
can be taken as a proxy of advance or planned allocation of study time. The similarity between 
the mechanisms of the investment task and advance study-time allocation strategies is further 
emphasized by the fact that the relevant tradeoffs between costly study-time investments and 
probabilistic benefits of successfully passing exams in the investment task seem similar to those 
guiding the advance allocation of limited, hence costly, study time across multiple exams, or 
multiple learning goals, in real-life academic settings. In both cases the goal is to identify optimal 
study-time investments or allocation policies that maximize expected utility. Also common 
to both cases is the rather abstract and hypothetical nature of the time investments and 
consequences under consideration, which, as discussed previously, has been shown to enhance 
people’s willingness to take risks such as those involved in the resit effect. 

A potentially significant difference between the study-time investment task, that has produced 
resit effects, and real-life study scenarios, however, is that participants in the investment task were 
provided with explicit and precise graphical information about passing probability as a function of 
invested study time. In real life, on the other hand, students undoubtedly must deal with less 
precise information about this relationship (Bjork et al., 2013). However, the resit effect might not 
critically depend on such precise and detailed information; it only requires students to appreciate 
the rather obvious fact that passing probability smoothly increases as a function of study time, 
and that the prospect of a resit offers them an almost risk-less opportunity to attempt to pass the 
first exam with considerably less invested study time than they would have invested without a 
resit opportunity. This latter appreciation is clearly indicated, especially for more rational students, 
by the robust resit effects that have previously been obtained with the study-time investment 
task, and in part by the results of the current questionnaire study that seem to indicate students 
would indeed study more when the resit exam would not have been available. 

All in all, from these considerations the presence of resit effects in students’ advance study-
time allocation and planning decisions would seem possible, and indeed plausible. Note that, 
assuming students stick to these advance study-time allocation plans (Van Den Hurk, 2006; 
see also Puustinen & Pulkkinen, 2001; Zimmerman, 2002), this would virtually guarantee a 
corresponding resit effect in the actual study time invested in preparing for an exam with a 
resit prospect. To illustrate, imagine a student planning their finals week and allocating five 
days for final preparations preceding an exam with no resit opportunity, but only three days 
in case of an exam with a resit opportunity to accommodate this timing conflict between 
academic pressures (see Grabe, 1994). This resit effect in the advance planning would almost 
surely translate to a similar effect in actual study-time allocation. Even in the case that the 
student would not strictly adhere to their preconceived study planning, one could imagine, 
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based on the results of the questionnaire study, they would still appreciate the fact that having 
a resit option for the one exam allows them to prioritize their investment of limited study time 
for the exam without the resit opportunity, rather than studying equally for both. Essentially, 
the option to resit an exam might signal a lower-cost opportunity to optimize the trade-off 
between the benefits of passing the exam and the costs of investing limited time on studying, 
thereby allowing for more ‘risky’ study-time allocation strategies that yield a lower chance of 
passing but require less study-time investment.

DATA ACCESSIBILITY STATEMENT
Data can be accessed at https://doi.org/10.17605/OSF.IO/XV4S7.

ETHICS AND CONSENT
All studies included in this publication were approved by the Ethical Committee Psychology of 
the University of Groningen prior to data collection (reference number experiment 1: 15160-NE; 
experiment 2: 16177-S-NE; experiment 3: 17072-S-NE; questionnaire study: PSY-1819-S-0058). 
Furthermore, the participants of the included studies provided their written informed consent 
prior to participation.

COMPETING INTERESTS
The authors have no competing interests to declare.

AUTHOR INFORMATION
Rob Nijenkamp is now at Educational Support and Innovation –Team Educational Innovation & 
Evaluation, Center for Information Technology, University of Groningen.

AUTHOR AFFILIATIONS
Rob Nijenkamp    orcid.org/0000-0001-8321-1134 
Department of Experimental Psychology, University of Groningen, Groningen, NL; Research School of 
Behavioural and Cognitive Neurosciences, University of Groningen, Groningen, NL

Mark R. Nieuwenstein    orcid.org/0000-0002-9602-3463 
Department of Experimental Psychology, University of Groningen, Groningen, NL; Research School of 
Behavioural and Cognitive Neurosciences, University of Groningen, Groningen, NL

Ritske de Jong    orcid.org/0000-0001-9869-3703 
Department of Experimental Psychology, University of Groningen, Groningen, NL; Research School of 
Behavioural and Cognitive Neurosciences, University of Groningen, Groningen, NL

Monicque M. Lorist    orcid.org/0000-0002-7361-093X 
Department of Experimental Psychology, University of Groningen, Groningen, NL; Cognitive Neuroscience 
Center, Department of Biomedical Sciences of Cells and Systems, University Medical Center Groningen, 
University of Groningen, NL; Research School of Behavioural and Cognitive Neurosciences, University of 
Groningen, Groningen, NL

REFERENCES
Al-Bayatti, M., & Jones, B. E. (2003). Statistical study of the differences in candidates’ results 

between first and second attempts in some GCE AS units. BERA. http://www.leeds.ac.uk/educol/
documents/00003197.htm

Ariel, R., Dunlosky, J., & Bailey, H. (2009). Agenda-Based Regulation of Study-Time Allocation: When 

Agendas Override Item-Based Monitoring. Journal of Experimental Psychology: General, 138(3), 432–

447. DOI: https://doi.org/10.1037/a0015928
Balota, D. A., Yap, M. J., Cortese, M. J., Hutchison, K. A., Kessler, B., Loftis, B., Neely, J. H., Nelson, D. L., 

Simpson, G. B., & Treiman, R. (2007). The English Lexicon Project. Behavior Research Methods, 39(3), 

445–459. DOI: https://doi.org/10.3758/BF03193014
Bembenutty, H., & Karabenick, S. A. (1998). Academic delay of gratification. Learning and Individual 

Differences, 10, 329–346. DOI: https://doi.org/10.1016/S1041-6080(99)80126-5
Bjork, R. A., Dunlosky, J., & Kornell, N. (2013). Self-regulated learning: beliefs, techniques, and illusions. 

Annual Review of Psychology, 64(November 2012), 417–444. DOI: https://doi.org/10.1146/annurev-
psych-113011-143823

https://doi.org/10.5334/joc.196
https://doi.org/10.17605/OSF.IO/XV4S7
https://orcid.org/0000-0003-4852-7613
http://orcid.org/0000-0001-8321-1134
https://orcid.org/0000-0002-9602-3463
https://orcid.org/0000-0002-9602-3463
https://orcid.org/0000-0001-9869-3703
https://orcid.org/0000-0001-9869-3703
https://orcid.org/0000-0002-7361-093X
https://orcid.org/0000-0002-7361-093X
http://www.leeds.ac.uk/educol/documents/00003197.htm
http://www.leeds.ac.uk/educol/documents/00003197.htm
https://doi.org/10.1037/a0015928 
https://doi.org/10.3758/BF03193014 
https://doi.org/10.1016/S1041-6080(99)80126-5 
https://doi.org/10.1146/annurev-psych-113011-143823 
https://doi.org/10.1146/annurev-psych-113011-143823 


21Nijenkamp et al.

Journal of Cognition  
DOI: 10.5334/joc.196

Block, R. A., Hancock, P. A., & Zakay, D. (2010). How cognitive load affects duration judgments: A meta-

analytic review. Acta Psychologica, 134, 330–343. DOI: https://doi.org/10.1016/j.actpsy.2016.01.002
Bloom, B. S. (1968). Learning for Mastery. Instruction and Curriculum. Regional Education Laboratory for 

the Carolinas and Virginia, Topical Papers and Reprints, Number 1. Evaluation Comment, 1(2), 1–12.

Brainard, D. H. (1997). The psychophysics toolbox. Spatial Vision, 10(4), 433–436. DOI: https://doi.
org/10.1163/156856897X00357

Burr, S., Morrison, J. M., & Salih, V. M. (2018). When another assessment attempt is bad for progress. 

MedEdPublish, 7(3), 1–11. DOI: https://doi.org/10.15694/mep.2018.0000147.1
Carroll, J. (1963). A model of school learning. Teachers College Record, 64, 723–733.

Centre for Education Research and Policy. (2012a). Should the best mark count when resitting at A-level? 

3644723, 1–3.

Centre for Education Research and Policy. (2012b). What is the impact of resitting at A-level? 3644723, 3–5.

Cull, W. L., & Zechmeister, E. B. (1994). The learning ability paradox in adult metamemory research: 

Where are the metamemory differences between good and poor learners? Memory & Cognition, 22, 

249–257. DOI: https://doi.org/10.3758/BF03208896
Davidson, W. B., Beck, H. P., & Milligan, M. (2009). The college persistence questionnaire: Development 

and validation of an instrument that predicts student attrition. Journal of College Student 

Development, 50, 373–390. DOI: https://doi.org/10.1353/csd.0.0079
Dunlosky, J., & Hertzog, C. (1998). Aging and deficits in associative memory: What is the role of strategy 

production? Psychology and Aging, 13, 597–607. DOI: https://doi.org/10.1037/0882-7974.13.4.597
Elikai, F., & Schuhmann, P. W. (2010). An examination of the impact of grading policies on 

students’achievement. Issues in Accounting Education, 25(4), 677–693. DOI: https://doi.org/10.2308/
iace.2010.25.4.677

Faul, F., Erdfelder, E., Lang, A. G., & Buchner, A. (2007). G*Power 3: A flexible statistical power analysis 

program for the social, behavioral, and biomedical sciences. Behavior Research Methods, 39(2), 175–

191. DOI: https://doi.org/10.3758/BF03193146
Feather, N. T. (1959). Subjective probability and decision under uncertainty. Psychological Review, 66, 

150–164. DOI: https://doi.org/10.1037/h0045692
Frederick, S. (2005). Cognitive Reflection and Decision Making. Journal of Economic Perspectives, 19(4), 

25–42. DOI: https://doi.org/10.1257/089533005775196732
Grabe, M. (1994). Motivational deficiencies when multiple examinations are allowed. Contemporary 

Educational Psychology, 19, 45–52. DOI: https://doi.org/10.1006/ceps.1994.1005
Irwin, J. R., McClelland, G. H., & Schulze, W. D. (1992). Hypothetical and real consequences in 

experimental auctions for insurance against low‐probability risks. Journal of Behavioral Decision 

Making, 5, 107–116. DOI: https://doi.org/10.1002/bdm.3960050203
Jamil, T., Ly, A., Morey, R. D., Love, J., Marsman, M., & Wagenmakers, E. (2017). Default “Gunel and 

Dickey” Bayes factors for contingency tables. Behavior Research Methods, 49, 638–652. DOI: https://
doi.org/10.3758/s13428-016-0739-8

Johnson, B. G., & Beck, H. P. (1988). Strict and Lenient Grading Scales: How Do They Affect the 

Performance of College Students with High and Low SAT Scores? Teaching of Psychology, 15(3), 127–

131. DOI: https://doi.org/10.1207/s15328023top1503_4
Keuleers, E., & Brysbaert, M. (2010). Wuggy: a multilingual pseudoword generator. Behavior Research 

Methods, 42(3), 627–633. DOI: https://doi.org/10.3758/BRM.42.3.627
Kickert, R., Meeuwisse, M., Arends, L. R., Prinzie, P., & Stegers-Jager, K. M. (2020). Assessment policies 

and academic progress: differences in performance and selection for progress. Assessment and 

Evaluation in Higher Education, 1–17. DOI: https://doi.org/10.1080/02602938.2020.1845607
Kickert, R., Meeuwisse, M., Stegers-Jager, K. M., Koppenol-Gonzalez, G. V., Arends, L. R., & Prinzie, P. 

(2019). Assessment policies and academic performance within a single course: the role of motivation 

and self-regulation. Assessment and Evaluation in Higher Education, 44(8), 1177–1190. DOI: https://
doi.org/10.1080/02602938.2019.1580674

Kickert, R., Stegers-Jager, K. M., Meeuwisse, M., Prinzie, P., & Arends, L. R. (2018). The role of the 

assessment policy in the relation between learning and performance. Medical Education, 52, 324–

335. DOI: https://doi.org/10.1111/medu.13487
Kleiner, M., Brainard, D. H., Pelli, D. G., Broussard, C., Wolf, T., & Niehorster, D. (2007). What’s new in 

Psychtoolbox-3? Perception, 36, S14. DOI: https://doi.org/10.1068/v070821
Kooreman, P. (2013a). Corrigendum to “Rational students and resit exams” [Econom. Lett. 118 (1) (2013) 

213–215]. Economics Letters, 121, 141–142. DOI: https://doi.org/10.1016/j.econlet.2013.07.005
Kooreman, P. (2013b). Rational students and resit exams. Economics Letters, 118, 213–215. DOI: https://

doi.org/10.1016/j.econlet.2012.10.015
Koriat, A., & Bjork, R. A. (2005). Illusions of competence in monitoring one’s knowledge during study. 

Journal of Experimental Psychology: Learning, Memory, and Cognition, 31(2), 187–194. DOI: https://
doi.org/10.1037/0278-7393.31.2.187

https://doi.org/10.5334/joc.196
https://doi.org/10.1016/j.actpsy.2016.01.002 
https://doi.org/10.1163/156856897X00357 
https://doi.org/10.1163/156856897X00357 
https://doi.org/10.15694/mep.2018.0000147.1 
https://doi.org/10.3758/BF03208896 
https://doi.org/10.1353/csd.0.0079 
https://doi.org/10.1037/0882-7974.13.4.597 
https://doi.org/10.2308/iace.2010.25.4.677 
https://doi.org/10.2308/iace.2010.25.4.677 
https://doi.org/10.3758/BF03193146 
https://doi.org/10.1037/h0045692 
https://doi.org/10.1257/089533005775196732 
https://doi.org/10.1006/ceps.1994.1005 
https://doi.org/10.1002/bdm.3960050203 
https://doi.org/10.3758/s13428-016-0739-8 
https://doi.org/10.3758/s13428-016-0739-8 
https://doi.org/10.1207/s15328023top1503_4 
https://doi.org/10.3758/BRM.42.3.627 
https://doi.org/10.1080/02602938.2020.1845607 
https://doi.org/10.1080/02602938.2019.1580674 
https://doi.org/10.1080/02602938.2019.1580674 
https://doi.org/10.1111/medu.13487 
https://doi.org/10.1068/v070821 
https://doi.org/10.1016/j.econlet.2013.07.005 
https://doi.org/10.1016/j.econlet.2012.10.015 
https://doi.org/10.1016/j.econlet.2012.10.015 
https://doi.org/10.1037/0278-7393.31.2.187 
https://doi.org/10.1037/0278-7393.31.2.187 


22Nijenkamp et al.

Journal of Cognition  
DOI: 10.5334/joc.196

Kulik, C.-L. C., Kulik, J. A., & Bangert-Drowns, R. L. (1990). Effectiveness of Mastery Learning 

Programs: A Meta-Analysis. Review of Educational Research, 60(2), 265–299. DOI: https://doi.
org/10.3102/00346543060002265

Lafferty, T., & Higbee, K. L. (1974). Realism and risk taking. Psychological Reports, 34, 827–829. DOI: 

https://doi.org/10.2466/pr0.1974.34.3.827
Levin, I. P., Chapman, D. P., & Johnson, R. D. (1988). Confidence in judgments based on incomplete 

information: An investigation using both hypothetical and real gambles. Journal of Behavioral 

Decision Making, 1, 29–41. DOI: https://doi.org/10.1002/bdm.3960010105
Love, J., Selker, R., Marsman, M., Jamil, T., Dropmann, D., Verhagen, J., Ly, A., Gronau, Q. F., Šmíra, 

M., Epskamp, S., Matzke, D., Wild, A., Knight, P., Rouder, J. N., Morey, R. D., & Wagenmakers, E. 
J. (2019). JASP: Graphical statistical software for common statistical designs. Journal of Statistical 

Software, 88(2), 1–16. DOI: https://doi.org/10.18637/jss.v088.i02
Lund, K., & Burgess, C. (1996). Producing high-dimensional semantic spaces from lexical co-occurrence. 

Behavior Research Methods, Instruments, & Computers, 28(2), 203–208. DOI: https://doi.org/10.3758/
BF03204766

Macan, T. H., Shahani, C., Dipboye, R. L., & Phillips, A. P. (1990). College students’ time management: 

Correlations with academic performance and stress. Journal of Educational Psychology, 82, 760–768. 

DOI: https://doi.org/10.1037/0022-0663.82.4.760
Mak, M. H. C., & Twitchell, H. (2020). Evidence for preferential attachment: Words that are more well 

connected in semantic networks are better at acquiring new links in paired-associate learning. 

Psychonomic Bulletin & Review, 27(5), 1059–1069. DOI: https://doi.org/10.3758/s13423-020-01773-0
Mathôt, S. (2017). Bayes like a Baws: Interpreting Bayesian Repeated Measures in JASP. https://www.cogsci.

nl/blog/interpreting-bayesian-repeated-measures-in-jasp
MathWorks, T. (2017). MATLAB (R2017b). In The MathWorks Inc.

McManus, I. C. (1992). Does performance improve when candidates resit a postgraduate examination? 

Medical Education, 26, 157–162. DOI: https://doi.org/10.1111/j.1365-2923.1992.tb00142.x
Metcalfe, J. (2009). Metacognitive judgments and control of study. Current Directions in Psychological 

Science, 18(3), 159–163. DOI: https://doi.org/10.1111/j.1467-8721.2009.01628.x
Metcalfe, J., & Finn, B. (2008). Evidence that judgments of learning are causally related to study choice. 

Psychonomic Bulletin & Review, 15(1), 174–179. DOI: https://doi.org/10.3758/PBR.15.1.174
Metcalfe, J., & Kornell, N. (2005). A Region of Proximal Learning model of study time allocation. Journal 

of Memory and Language, 52, 463–477. DOI: https://doi.org/10.1016/j.jml.2004.12.001
Michaelis, J., & Schwanebeck, B. (2016). Examination rules and student effort. Economics Letters, 145, 

65–68. DOI: https://doi.org/10.1016/j.econlet.2016.05.019
Nijenkamp, R., Nieuwenstein, M. R., De Jong, R., & Lorist, M. M. (2016). Do resit exams promote lower 

investments of study time? Theory and data from a laboratory study. PLoS ONE, 11(10). DOI: https://
doi.org/10.1371/journal.pone.0161708

Nijenkamp, R., Nieuwenstein, M. R., De Jong, R., & Lorist, M. M. (2018). Controlling the Resit Effect by 

Means of Investment Depreciation. Journal of Cognition, 1(1), 1–12. DOI: https://doi.org/10.5334/
joc.40

Non, A., & Tempelaar, D. (2016). Time preferences, study effort, and academic performance. Economics 

of Education Review, 54, 36–61. DOI: https://doi.org/10.1016/j.econedurev.2016.06.003
Pell, G., Boursicot, K., & Roberts, T. (2009). The trouble with resits …. Assessment & Evaluation in Higher 

Education, 34(2), 243–251. DOI: https://doi.org/10.1080/02602930801955994
Pelli, D. G. (1997). The VideoToolbox software for visual psychophysics: Transforming numbers into 

movies. Spatial Vision. DOI: https://doi.org/10.1163/156856897X00366
Puustinen, M., & Pulkkinen, L. (2001). Models of Self-regulated Learning: A review. Scandinavian Journal 

of Educational Research, 45(3), 269–286. DOI: https://doi.org/10.1080/00313830120074206
Ricketts, C. (2010). A new look at resits: are they simply a second chance? Assessment & Evaluation in 

Higher Education, 35(4), 351–356. DOI: https://doi.org/10.1080/02602931003763954
Rouder, J. N., Morey, R. D., Speckman, P. L., & Province, J. M. (2012). Default Bayes factors for ANOVA 

designs. Journal of Mathematical Psychology, 56(5), 356–374. DOI: https://doi.org/10.1016/j.
jmp.2012.08.001

Rouder, J. N., Speckman, P. L., Sun, D., Morey, R. D., & Iverson, G. (2009). Bayesian t tests for accepting 

and rejecting the null hypothesis. Psychonomic Bulletin & Review, 16(2), 225–237. DOI: https://doi.
org/10.3758/PBR.16.2.225

Schmidt, H. G., Baars, G. J. A., Hermus, P., van der Molen, H. T., Arnold, I. J. M., & Smeets, G. (2021). 

Changes in examination practices reduce procrastination in university students. European Journal of 

Higher Education, 1–16. DOI: https://doi.org/10.1080/21568235.2021.1875857
Scott, E. P. (2012). Short-term gain at long-term cost? How resit policy can affect student learning. 

Assessment in Education: Principles, Policy & Practice, 19(4), 431–449. DOI: https://doi.org/10.1080/09
69594X.2012.714741

Slovic, P. (1969). Differential effects of real versus hypothetical payoffs on choices among gambles. 

Journal of Experimental Psychology, 80, 434. DOI: https://doi.org/10.1037/h0027489

https://doi.org/10.5334/joc.196
https://doi.org/10.3102/00346543060002265 
https://doi.org/10.3102/00346543060002265 
https://doi.org/10.2466/pr0.1974.34.3.827 
https://doi.org/10.1002/bdm.3960010105 
https://doi.org/10.18637/jss.v088.i02 
https://doi.org/10.3758/BF03204766 
https://doi.org/10.3758/BF03204766 
https://doi.org/10.1037/0022-0663.82.4.760 
https://doi.org/10.3758/s13423-020-01773-0 
https://www.cogsci.nl/blog/interpreting-bayesian-repeated-measures-in-jasp
https://www.cogsci.nl/blog/interpreting-bayesian-repeated-measures-in-jasp
https://doi.org/10.1111/j.1365-2923.1992.tb00142.x
https://doi.org/10.1111/j.1467-8721.2009.01628.x 
https://doi.org/10.3758/PBR.15.1.174 
https://doi.org/10.1016/j.jml.2004.12.001 
https://doi.org/10.1016/j.econlet.2016.05.019 
https://doi.org/10.1371/journal.pone.0161708 
https://doi.org/10.1371/journal.pone.0161708 
https://doi.org/10.5334/joc.40 
https://doi.org/10.5334/joc.40 
https://doi.org/10.1016/j.econedurev.2016.06.003 
https://doi.org/10.1080/02602930801955994 
https://doi.org/10.1163/156856897X00366 
https://doi.org/10.1080/00313830120074206 
https://doi.org/10.1080/02602931003763954 
https://doi.org/10.1016/j.jmp.2012.08.001 
https://doi.org/10.1016/j.jmp.2012.08.001 
https://doi.org/10.3758/PBR.16.2.225 
https://doi.org/10.3758/PBR.16.2.225 
https://doi.org/10.1080/21568235.2021.1875857 
https://doi.org/10.1080/0969594X.2012.714741 
https://doi.org/10.1080/0969594X.2012.714741 
https://doi.org/10.1037/h0027489 


23Nijenkamp et al.

Journal of Cognition  
DOI: 10.5334/joc.196

TO CITE THIS ARTICLE:
Nijenkamp, R., Nieuwenstein, 
M. R., de Jong, R., & Lorist, M. 
M. (2022). Second Chances in 
Learning: Does a Resit Prospect 
Lower Study-Time Investments 
on a First Test? Journal of 
Cognition, 5(1): 5, pp. 1–23. 
DOI: https://doi.org/10.5334/
joc.196

Submitted: 20 March 2021 
Accepted: 20 October 2021 
Published: 06 January 2022

© 2022 The Author(s). This 
is an open-access article 
distributed under the terms 
of the Creative Commons 
Attribution 4.0 International 
License (CC-BY 4.0), which 
permits unrestricted use, 
distribution, and reproduction 
in any medium, provided the 
original author and source 
are credited. See http://
creativecommons.org/
licenses/by/4.0/.

Journal of Cognition is a peer-
reviewed open access journal 
published by Ubiquity Press.

COPYRIGHT:

Son, L. K., & Kornell, N. (2009). Simultaneous decisions at study: Time allocation, ordering, and spacing. 

Metacognition and Learning, 4(3), 237–248. DOI: https://doi.org/10.1007/s11409-009-9049-1
Son, L. K., & Metcalfe, J. (2000). Metacognitive and Control Strategies in Study-Time Allocation. Journal 

of Experimental Psychology: Learning Memory and Cognition, 26(1), 204–221. DOI: https://doi.
org/10.1037/0278-7393.26.1.204

Son, L. K., & Sethi, R. (2006). Metacognitive control and optimal learning. Cognitive Science, 30(4), 759–

774. DOI: https://doi.org/10.1207/s15516709cog0000_74
Soto, C. J., & John, O. P. (2017). The next Big Five Inventory (BFI-2): Developing and assessing a 

hierarchical model with 15 facets to enhance bandwidth, fidelity, and predictive power. Journal of 

Personality and Social Psychology, 113, 117. DOI: https://doi.org/10.1037/pspp0000096
Thiede, K. W., & Dunlosky, J. (1999). Toward a general model of self-regulated study : An analysis of 

selection of items for study and self-paced study time. Journal of Experimental Psychology: Learning, 

Memory, and Cognition, 25, 1024–1037. DOI: https://doi.org/10.1037/0278-7393.25.4.1024
Toplak, M. E., West, R. F., & Stanovich, K. E. (2011). The Cognitive Reflection Test as a predictor of 

performance on heuristics-and-biases tasks. Memory & Cognition, 39(7), 1275–1289. DOI: https://doi.
org/10.3758/s13421-011-0104-1

Toplak, M. E., West, R. F., & Stanovich, K. E. (2014). Assessing miserly information processing: An 

expansion of the Cognitive Reflection Test. Thinking & Reasoning, 20(2), 147–168. DOI: https://doi.org/
10.1080/13546783.2013.844729

Undorf, M., & Ackerman, R. (2017). The puzzle of study time allocation for the most challenging items. 

Psychonomic Bulletin and Review, 24(6), 2003–2011. DOI: https://doi.org/10.3758/s13423-017-1261-4
Van Den Hurk, M. (2006). The relation between self-regulated strategies and individual study time, 

prepared participation and achievement in a problem-based curriculum. Active Learning in Higher 

Education, 7(2), 155–169. DOI: https://doi.org/10.1177/1469787406064752
Wang, A. Y. (1983). Individual Differences in Learning Speed. Journal of Experimental Psychology: Learning, 

Memory, and Cognition, 9, 300–311. DOI: https://doi.org/10.1037/0278-7393.9.2.300
Wetzels, R., Matzke, D., Lee, M. D., Rouder, J. N., Iverson, G. J., & Wagenmakers, E. (2011). Statistical 

Evidence in Experimental Psychology : An Empirical Comparison Using 855 t Tests. Perspectives on 

Psychological Science, 6(3), 291–298. DOI: https://doi.org/10.1177/1745691611406923
Wilbrink, B. (1980). Beleid bij tentamens en examens. In I. A. Vroeijenstijn (Ed.), Kwaliteitsverbetering 

hoger onderwijs. Vierde nationaal congres onderzoek van het wetenschappelijk onderwijs (pp. 380–

409). Stichting Nationaal Congres.

Xu, S., Pan, Y., Wang, Y., Spaeth, A. M., Qu, Z., & Rao, H. (2016). Real and hypothetical monetary rewards 

modulate risk taking in the brain. Scientific Reports, 6. DOI: https://doi.org/10.1038/srep29520
Yocarini, I. E., Bouwmeester, S., Smeets, G., & Arends, L. R. (2018). Systematic Comparison of Decision 

Accuracy of Complex Compensatory Decision Rules Combining Multiple Tests in a Higher Education 

Context. Educational Measurement: Issues and Practice, 37(3), 24–39. DOI: https://doi.org/10.1111/
emip.12186

Zimmerman, B. J. (2002). Becoming a Self-Regulated Learner: An Overview. Theory into Practice, 41(2), 

64–70. DOI: https://doi.org/10.1207/s15430421tip4102_2

https://doi.org/10.5334/joc.196
https://doi.org/10.5334/joc.196
https://doi.org/10.5334/joc.196
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1007/s11409-009-9049-1 
https://doi.org/10.1037/0278-7393.26.1.204 
https://doi.org/10.1037/0278-7393.26.1.204 
https://doi.org/10.1207/s15516709cog0000_74 
https://doi.org/10.1037/pspp0000096 
https://doi.org/10.1037/0278-7393.25.4.1024 
https://doi.org/10.3758/s13421-011-0104-1 
https://doi.org/10.3758/s13421-011-0104-1 
https://doi.org/10.1080/13546783.2013.844729 
https://doi.org/10.1080/13546783.2013.844729 
https://doi.org/10.3758/s13423-017-1261-4 
https://doi.org/10.1177/1469787406064752 
https://doi.org/10.1037/0278-7393.9.2.300 
https://doi.org/10.1177/1745691611406923 
https://doi.org/10.1038/srep29520 
https://doi.org/10.1111/emip.12186 
https://doi.org/10.1111/emip.12186 
https://doi.org/10.1207/s15430421tip4102_2

	Second Chances in Learning:

Does a Resit Prospect Lower

Study-Time Investments

on a First Test?
	ABSTRACT
	INTRODUCTION
	EVIDENCE FOR THE RESIT EFFECT
	EXPERIMENT 1
	EXPERIMENT 2
	DISCUSSION EXPERIMENTS 1 AND 2 
	EXPERIMENT 3
	DISCUSSION EXPERIMENT 3
	QUESTIONNAIRE STUDY
	GENERAL DISCUSSION
	DATA ACCESSIBILITY STATEMENT
	ETHICS AND CONSENT
	COMPETING INTERESTS
	AUTHOR INFORMATION
	AUTHOR AFFILIATIONS
	REFERENCES




