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#### Abstract

Numerous linear and non-linear spectroscopic techniques have been developed to elucidate structural and functional information of complex systems ranging from natural systems, such as proteins and light-harvesting systems, to synthetic systems, such as solar cell materials and lightemitting diodes. The obtained experimental data can be challenging to interpret due to the complexity and potential overlapping spectral signatures. Therefore, computational spectroscopy plays a crucial role in the interpretation and understanding of spectral observables of complex systems. Computational modeling of various spectroscopic techniques has seen significant developments in the past decade, when it comes to the systems that can be addressed, the size and complexity of the sample types, the accuracy of the methods, and the spectroscopic techniques that can be addressed. In this Perspective, I will review the computational spectroscopy methods that have been developed and applied for infrared and visible spectroscopies in the condensed phase. I will discuss some of the questions that this has allowed answering. Finally, I will discuss current and future challenges and how these may be addressed.
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## I. INTRODUCTION

Characterization of the functional properties of biological systems and man-made structures and devices is crucial for achieving a fundamental understanding of the underlying principles of the function and for the design of new and improved functional materials. ${ }^{1-4}$ Spectroscopic characterization methods are generally very powerful as they often allow for high spatial ${ }^{5-7}$ and time resolution, ${ }^{8,9}$ limited sample damage, ${ }^{7}$ and few restrictions on sample preparation. ${ }^{7,10,11}$ Current applications go far beyond the application of spectroscopy to characterize single atoms or molecules. Very complex systems with diverse functions can be characterized. Still, the spectroscopic observables may be very challenging to interpret due to broad line shapes and the intrinsic heterogeneity of complex systems. ${ }^{12-14}$ Therefore, spectral modeling and computation are of paramount importance to unravel the underlying physical properties and functions being the intricate spectroscopic observables. In this Perspective, I will discuss some of the progress made in recent years with the focus on the procedure, which can be used to go from proposed structures to predicted spectra and spectral interpretation and assignment.

High-level quantum chemistry calculations are required for the calculation of the spectroscopy of atoms ${ }^{15}$ and molecules ${ }^{16}$ in the gas phase. This can be done as typically, the systems of interest
are small and the number of degrees of freedom is limited. In the condensed phase, the environment cannot be neglected, and understanding the spectral variation depending on the change in packing, solvation, and specific interactions is often of main interest. While continuum solvent models ${ }^{17,18}$ may be sufficient to describe the average situation in solution, such models cannot take the dynamic effects and specific binding into account. For this, spectral calculations including the explicit environment are needed. ${ }^{19-25}$ This level of theory can be very well suited for understanding absorption spectroscopy of molecular chromophores both in solution and in complex condensed phase scaffolds. However, such techniques are still computationally too demanding to explicitly model time-resolved spectroscopies and extended systems with numerous coupled chromophores. Therefore, special techniques have been developed to predict excited state solvent shifts ${ }^{26,27}$ of molecules in the condensed phase and couplings ${ }^{28,29}$ between those at a speed sufficient enough to be used in quantum-classical response function based spectral calculations. ${ }^{30,31}$ Such calculations provide the possibility of predicting and interpreting advanced spectroscopies as two-dimensional (2D) infrared ${ }^{32}$ and electronic spectroscopies ${ }^{33}$ of complex systems containing tens or even hundreds of chromophores. ${ }^{34,35}$ This kind of computational spectroscopy of complex systems is needed for the interpretation of experimental spectra, design of new materials, and prediction of spectral properties.

The remainder of this Perspective is organized as follows: First, the quantum-classical procedure used to calculate the spectra of complex systems is outlined in Sec. II. This will be followed by examples of applications to vibrational and electronic spectroscopies in Secs. III and IV, respectively. Finally, a concluding discussion including a perspective of future directions will be presented in Sec. V.

## II. QUANTUM-CLASSICAL PROCEDURE

Typically, computational spectroscopy of complex systems requires the use of a quantum-classical procedure, where degrees of freedom not observed directly in the spectra are treated using classical dynamics and the degrees of freedom involved directly in the spectroscopy are treated quantum mechanically. In Fig. 1, I outline a typical workflow for a quantum-classical procedure to obtain and interpret spectra of complex systems. The elements of the procedure starting with an initial guess structure of a system of interest and ending with tests against experimental data and potential improvement of the proposed structure and analysis of the predicted functional properties are discussed in detail in this section.

## A. Initial structure

The first step is to predict a structure for the system of interest. In some cases, initial atomistic structures can be based on x -ray, nuclear magnetic resonance (NMR), or electron microscopy
experiments. For biological systems, structures can, for example, be found in the Protein Data Bank. ${ }^{36}$ In other cases, one has to rely on guessing based on the limited information available, and the structure may be refined by successive calculation of spectra with different guess structures and comparison of the resulting spectra with experimental data. For proteins with unknown structures, such guess could, for example, come from protein folding prediction software such as AlphaFold2. ${ }^{37}$ In this way, computational spectroscopy may, thus, help find a structural subspace with structures consistent with spectroscopic observations.

## B. Molecular dynamics

Spectra can be determined for static structures; however, molecular dynamics provide a tool to predict dynamics from the femtosecond time scale up to microseconds. Since most systems are flexible or exhibit functional dynamics, this is often a crucial part of a computational spectroscopy simulation. The initial structure is allowed to move according to Newtonian dynamics under a set of assumptions. The most important assumption is that the particles in the structure, which are typically atoms, are assumed to feel each other with a given set of interactions defined by a force field. These force fields are typically parameterized based on a combination of quantum chemistry calculations and empirical fitting. For systems such as water and proteins, numerous force fields ${ }^{38-42}$ exist, and one can choose depending on experience and preference. For less


FIG. 1. An overview of the typical elements in the workflow for computational spectroscopy.
common systems, one will need to develop a force field for the system before molecular dynamics simulations can be performed. For very large systems, coarse grained simulations were groups of atoms that are treated together as beads may allow simulations on time scales beyond the microsecond, which may be relevant especially for large complex systems. Backmapping procedures ${ }^{43}$ exist to retrieve the atomistic positions, which may be needed for further spectroscopic predictions.

## C. Hamiltonian

For many complex systems, a multi-chromophoric Frenkel exciton type Hamiltonian can be used. ${ }^{44}$ In essence, each of the $N$ chromophores is then expected to behave like a two-level or a three-level system. These two general pictures are illustrated in Fig. 2. The states in each chromophore are coupled to those in the other chromophores through a pairwise coupling term. This multi-chromophoric basis results in a global ground state, a single excited state manifold, and manifolds with multiple excitations in the system. For simplicity, I will, only explicitly, consider the three lowest excitation manifolds as these are sufficient to describe many spectroscopic techniques including two-dimensional spectroscopies. A general form of the Hamiltonian trajectory is ${ }^{32,45}$

$$
\begin{align*}
H(t)= & \sum_{n} \epsilon_{n}(t) B_{n}^{\dagger} B_{n}-\frac{1}{2} \sum_{n} \Delta_{n}(t) B_{n}^{\dagger} B_{n}^{\dagger} B_{n} B_{n} \\
& +\sum_{n, m} J_{n m}(t) B_{n}^{\dagger} B_{m}-\sum_{n} \vec{E}(t) \cdot \vec{\mu}_{n}(t)\left[B_{n}^{\dagger}+B_{n}\right] . \tag{1}
\end{align*}
$$

Here, $B_{n}^{\dagger}$ and $B_{n}$ are creation and annihilation operators. For vibrational spectroscopy, these operators are Bosonic, reflecting the harmonic basis, ${ }^{32}$ while they are Paulionic for electronic systems, reflecting the two-level nature of the excitations. ${ }^{45}$ The energy gap between the chromophore ground and first excited states on chromophore $n$ is $\epsilon_{n}(t)$. The coupling strength of chromophore $n$ with


FIG. 2. Illustration of the energy levels as used in computational spectroscopy of multi-chromophoric systems. (Left) The site basis is illustrated for two- and three-level systems, while the resulting eigenstate manifolds are illustrated in the right. The vertical arrows illustrate the transition between the ground and excited states induced by an external electric field. The bend double-headed arrows illustrate couplings between different sites. The symbols are defined in the text and in Eq. (1).
the external electric field, $\vec{E}(t)$, is determined by the transition dipole, $\vec{\mu}_{n}(t)$. In the case of a three-level description, the anharmonicity, $\Delta_{n}(t)$, defines the difference of the energy gap between the first and second excited states as compared to the gap between the ground and first excited states. The anharmonicity is defined to be positive if the former gap is smaller than the latter. In the case of coupled three-level systems, the Hamiltonian given above gives transition strengths and couplings between the different states in the manifold of second excited states according to harmonic rules. For example, the transition dipole between the first excited and the second excited state of a chromophore is $\sqrt{2}$ times the transitiondipole strength of the transition between the ground and the first excited state. Further generalizations to this picture exist, ${ }^{46,47}$ but will not discussed further here. For two-level systems, the anharmonic term is left out, and basis states with multiple excitations on the same chromophore are left out from the calculations. This results in $N(N-1) / 2$ states with two excitations in the system. In contrast, a collection of three-level systems has $N(N+2) / 2$ states with two excitations. The double excited states play an important role in nonlinear spectroscopies such as pump-probe and two-dimensional spectroscopies. Typically, the three-level system description applies to vibrational spectroscopy and the two-level system description to electronic spectroscopy. ${ }^{48}$

## D. Quantum chemistry

The effect of solvent and molecular configurations on the quantum transitions observed in spectra can be obtained with quantum chemical calculations using explicit or implicit solvent calculations. For modeling the effect of explicit solvent dynamics, explicit solvent modeling is needed. In principle, it is possible to calculate the parameters in Eq. (1) for explicit solvent configurations of the chromophores along a molecular dynamics trajectory. However, such treatment is typically limited to relatively cheap semi-empirical methods ${ }^{34,49}$ or time-dependent density functional theory (DFT) calculations ${ }^{50-54}$ for very short trajectories. Only for very small systems, it is meaningful to use high-quality correlated quantum chemical methods. ${ }^{25}$ The couplings between pairs of molecules can be obtained from explicit calculations on dimers. This is, however, even more time consuming especially if there are many chromophore pairs. These approaches are, therefore, effectively limited to systems with 20-50 chromophores.

## E. Mapping

As outlined above, performing quantum chemical calculations for thousands of time steps along a molecular dynamics trajectory is very time consuming. A powerful alternative is to create a mapping of the transition energies and dipoles ${ }^{55}$ based on quantum chemical calculations on a subset of typical structural configurations. For vibrational modes, DFT calculations of the molecule of interest, such as water or N -methyl acetamide, were performed in point charge environments or solvated clusters extracted from molecular dynamics simulations. Assuming that the solvent shift was mainly of electrostatic nature, fits were then made assuming that the vibrational frequency could be described in as a weighted sum of electrostatic potential, fields, and field gradients from the surrounding solvent molecules on atoms involved in the vibration. ${ }^{56-62}$

This strategy was found to perform well for many vibrations at least in polar solvents. ${ }^{55}$ For electronic transitions, the excitation energies were modeled by extracting atomistic charges for the ground state as well as of the excited state. ${ }^{63}$ The solvent shift was then calculated as the change in the Coulomb interaction energy between the dye molecule and the surrounding solvent when calculated with the excited state and ground state charges. At an additional level of theory, the effect of the polarizability of the solvent was included. ${ }^{64,65}$

For couplings between different states, vibrational or electronic, the simplest approximation is the transition-dipole coupling, which is accurate when the distance between the chromophores is larger than their individual size. The transition-dipole coupling is then ${ }^{66,67}$

$$
\begin{equation*}
J_{n m}=\frac{1}{4 \pi \epsilon_{0}}\left(\frac{\vec{\mu}_{n} \cdot \vec{\mu}_{m}}{r_{n m}^{3}}-3 \frac{\vec{\mu}_{n} \cdot \vec{r}_{n m} \vec{\mu}_{m} \cdot \vec{r}_{n m}}{r_{n m}^{5}}\right), \tag{2}
\end{equation*}
$$

where $\vec{\mu}_{n}$ is the transition dipole for a given transition and $r_{n m}$ is the distance between the center of the chromophores. Further extensions to the extended dipole, transition charge coupling, ${ }^{29}$ and transition density cube methods ${ }^{68}$ accounting for multipole effects ${ }^{66}$ in the coupling are possible.

## F. Stochastic model

Stochastic models can be a useful tool for modeling the dynamics of the structure and parameters in the Hamiltonian in Eq. (1). This can be because explicit structural information is not known, the research question at hand may not require an atomistic model, or the mapping approach outlined above may be too time consuming for very large systems. Typical stochastic models are designed to reproduce the auto-correlation function of the energy-gap fluctuations, $C(t)=\left\langle\epsilon_{n}(t) \epsilon_{n}(0)\right\rangle$, or the corresponding spectral density, $D(\omega)$. The two properties are related through the identities: ${ }^{69}$

$$
\begin{gather*}
D(\omega)=D_{\text {even }}(\omega)+D_{\text {odd }}(\omega)  \tag{3}\\
D_{\text {even }}(\omega)=D_{\text {odd }}(\omega) \operatorname{coth}\left(\hbar \omega / 2 k_{B} T\right),  \tag{4}\\
C_{Q}(t)=\int_{-\infty}^{\infty} d \omega \cos (\omega t) \operatorname{coth}\left(\hbar \omega / 2 k_{B} T\right) D_{\text {odd }}(\omega) \\
+i \int_{-\infty}^{\infty} d \omega \sin (\omega t) D_{\text {odd }}(\omega) . \tag{5}
\end{gather*}
$$

The second equation is the fluctuation-dissipation theorem relating the even and odd parts of the spectral density. The third equation defines the energy-gap quantum correlation function in terms of the odd part of the spectral density. For a harmonic bath, the spectral density $D_{\text {odd }}$ tells which frequencies are available in the bath and how strongly they modulate the energy gap in the system. Under the harmonic bath assumption and the assumption of the linear coupling between the bath and the system, $D_{\text {odd }}$ is independent of temperature, the stochastic process described is a Gaussian process, ${ }^{70-72}$ and the auto-correlation function (or equivalently the spectral density) fully characterizes the system-bath interaction. The real part of the quantum correlation function, $C_{Q}(t)$, is typically approximated using the purely real classical energy-gap auto-correlation function, which is trivially retrieved from the trajectory of the energy gap. ${ }^{69}$

For small values of $\hbar \omega / 2 k_{B} T$ (high-temperature), the coth term can be approximated by $2 k_{B} T / \hbar \omega$, and the imaginary part becomes much smaller than the real part.

The parameters for a stochastic model may be based on experimental data, where knowledge about the time scale of energy-gap fluctuations is known, experiments providing an approximate spectral density, or by fitting experimental spectral shapes. Alternatively, the parameters may be based on quantum chemical or mapping calculations on a subset of the chromophores. In the latter case, it is typically a good approximation that the energy-gap fluctuations in different chromophores, even in close spatial proximity, are uncorrelated. ${ }^{73}$ This significantly simplifies the treatment as the chromophore fluctuations of different chromophores can be treated independently. The overdamped Brownian oscillator model is often sufficient for modeling line shapes and with only two free parameters preventing overfitting. For this model,

$$
\begin{equation*}
D_{\text {odd }}(\omega)=2 \lambda \frac{\omega \Lambda}{\omega^{2}+\Lambda^{2}} \tag{6}
\end{equation*}
$$

and the classical correlation function is $C_{C}(t)=\langle\epsilon(t) \epsilon(0)\rangle$ $=\sigma^{2} \exp (-\Lambda t)$, where the reorganization energy, $\lambda$, and the magnitude of the frequency fluctuations, $\sigma$, are related by $\sigma^{2}=2 \lambda k_{B} T$. In electronic spectroscopy, the reorganization energy is directly related to the observable Stokes shift, which is challenging to observe in vibrational spectroscopy. ${ }^{74,75}$ Energy-gap trajectories describing overdamped Brownian oscillator behavior are easy to generate. ${ }^{76,77}$ Multiple spectral densities can also be combined treating the overall spectral density as a sum of different components originating from different bath degrees of freedom. The use of the overdamped Brownian oscillator here is intended as a simple example, and for specific systems, other functional forms may be required ${ }^{54,78,79}$ or computationally advantageous. ${ }^{80}$ It is important to realize that different expressions and definitions for the spectral density exist in the literature, depending on choices of units and definitions of the Fourier transform.

In practice, a number of systems have been reported to exhibit non-Gaussian dynamics, ${ }^{34,81-87}$ and these, thus, cannot be described by a spectral density. This breakdown was found to arise from the non-linear system-bath coupling as molecular interactions typically depend on electric fields and/or potentials, ${ }^{86}$ which exhibit nonlinear dependence on the molecular distances. At the same time at finite temperatures, anharmonic parts of the bath potential energy surface become accessible. While the spectral density in theory is temperature independent, in practice, a spectral density determined at one temperature can only be used at another temperature if the system is harmonic.

## G. Spectral simulations

A number of general purpose spectral simulation programs taking Frenkel type Hamiltonian trajectories as input exist. These include the SPECTRON ${ }^{88}$ and numerical integration of the Schrödinger equation (NISE) ${ }^{89,90}$ codes, which have both been optimized to allow efficient simulation of a variety of spectroscopic signals for extended systems. A wide variety of approximations exist for simulating the spectra. A complete overview of these is beyond the scope of this Perspective. Here, I will consider the simple sum-over states approach, the second-order cumulant
approach, ${ }^{71,91}$ the numerical integration of the Schrödinger equation (NISE) approach, ${ }^{, 22,93}$ and the Hierarchical Equations of Motion Approach (HEOM). ${ }^{79,94-96}$

In the sum-over states approach, the Hamiltonian of Eq. (1) is diagonalized, and Fermi's golden rule ${ }^{97}$ type expressions are used to obtain the spectra. For disordered systems, the spectra are averaged over numerous different Hamiltonians corresponding to different disorder realizations. As an example, the absorption spectrum is given by

$$
\begin{equation*}
\left.I(\omega)=\left.\left\langle\sum_{i}\right| \vec{\mu}_{i}\right|^{2} L\left(\omega-\lambda_{i}\right)\right\rangle . \tag{7}
\end{equation*}
$$

Here, $\omega$ is the frequency of the absorption and $\langle\cdots\rangle$ denotes the ensemble average. $\vec{\mu}_{i}$ is the transition dipole associated with eigenstate $i$ and $\lambda_{i}$ is the eigenvalue associated with the same eigenstate. The function $L(\omega)$ describes the line shape of each absorption line and is typically chosen as a Lorentzian function with a width associated with the lifetime or homogeneous linewidth of the transition. The expressions for other spectroscopic techniques can be found in various textbooks. ${ }^{69,98-100}$ The sum-over states approximation is generally easy to apply, but it does not account for phenomena such as spectral diffusion and motional narrowing.

The second-order cumulant approximation is based on the assumption that the system-bath fluctuations are fully described by the spectral density. Under this assumption, the exact line shape of each individual transition can be predicted using the so-called line shape function here expressed in terms of the frequency correlation function,

$$
\begin{equation*}
g(t)=\int_{0}^{t} \int_{0}^{\tau^{\prime}} d \tau^{\prime} d \tau^{\prime \prime} C\left(\tau^{\prime \prime}\right) \tag{8}
\end{equation*}
$$

The absorption spectrum in this case is given by

$$
\begin{equation*}
I(\omega)=\sum_{j}\left|\vec{\mu}_{j}\right|^{2} \Re \int_{0}^{\infty} \exp \left(-i\left(\omega-\left\langle\lambda_{j}\right\rangle\right) t\right) \exp \left(-g_{j}(t)\right) . \tag{9}
\end{equation*}
$$

Here, $g_{j}(t)$ is the line shape function associated with eigenstate $j$, which has the average eigenvalue $\left\langle\lambda_{j}\right\rangle$. The ensemble averaging in this expression is moved from an average of the full expression as given in Eq. (7) to an ensemble average in the classical correlation function. In the case of an overdamped Brownian oscillator correlation function, the line shape function is ${ }^{69,71}$

$$
\begin{equation*}
g(t)=\frac{\sigma^{2}}{\Lambda^{2}}\left(1-i \frac{\Lambda}{2 k_{B} T}\right)(\exp (-\Lambda t)+\Lambda t-1) \tag{10}
\end{equation*}
$$

In the fast modulation limit $(\Lambda \gg \sigma)$, this expression leads to Lorentzian line shapes, and in the slow modulation limit $(\Lambda \ll \sigma)$, Gaussian line shapes are obtained. The expression is, however, also exact for the intermediate regime. Furthermore, this approach accounts for the bath relaxation responsible for the Stokes shift in fluorescence spectra as reflected by the imaginary term in Eq. (10). The ensemble average in the second-order cumulant expression does not include an average over transition-dipole moment, and if the transition-dipole moment fluctuates, this so-called non-Condon effect ${ }^{100}$ is, thus, not accounted for. This effect is very pronounced for the OH -stretch vibration in, for example, water, where the transition dipole varies by a factor of 5 across the spectral width of the band. ${ }^{101}$ This effect is responsible for the Raman non-coincidence
effect, leading to different spectral shapes between absorption and Raman spectra. ${ }^{102,103}$ The cumulant expansion assumes the adiabatic approximation, where eigenstates do not significantly mix and can, thus, be followed in time. The second-order cumulant expression for different spectroscopic techniques can be found in the literature. ${ }^{69,100,104-108}$

The NISE approach is based on explicitly solving the timedependent Schrödinger equation by dividing time into small intervals, during which the Hamiltonian can be considered constant, and then successively solving the quantum dynamics for subsequent time intervals. For one such interval, the solution to the time-dependent Schrödinger equation is given by

$$
\begin{equation*}
\phi(t+\Delta t)=U(t+\Delta t, t) \phi(t)=\exp \left(-\frac{i}{\hbar} H(t) \Delta t\right) \phi(t) \tag{11}
\end{equation*}
$$

Here, $\phi(t)$ is the wave function at time $t, U(t+\Delta t)$ is the timeevolution operator from time $t$ to time $t+\Delta t$, and $H(t)$ is the fixed Hamiltonian at time $t$ along a trajectory as defined by Eq. (1). In this approach, the time-evolution operator for an arbitrary number of consecutive time steps can be found through a time-ordered product,

$$
\begin{equation*}
U(t+n \Delta t, t)=\prod_{j=1}^{n \prime} U(t+j \Delta t, t+(j-1) \Delta t) \tag{12}
\end{equation*}
$$

The superscript ' on the product shows that the matrix product should be performed in a time-ordered manner. In the NISE approach, the absorption spectrum is given by
$\left.I(\omega)=\int_{0}^{\infty} d t \sum_{\alpha=x, y, z}\left\langle\langle g| \mu_{\alpha}\left(t+t_{0}\right) U\left(t+t_{0}, t_{0}\right) \mu_{\alpha}\left(t_{0}\right) \mid g\right\rangle\right\rangle \exp (-i \omega t)$.

Here, the outer brackets denote the ensemble average over different starting points ( $t_{0}$ ) along the Hamiltonian trajectory, and the subscript $\alpha$ on the transition dipole shows the Cartesian component of the vector. $|g\rangle$ denotes the ground state of the system. The averaging over transition dipoles and over the time evolution is performed explicitly along the trajectory. This has the advantage that the nonCondon, non-Gaussian, and non-adiabatic effects are accounted for. ${ }^{86}$ The weakness of this approach is that it neglects the effect of the system on the bath and, therefore, does not thermalize correctly and formally corresponding to an infinite temperature approximation. In practice, this is not a significant problem as long as the bandwidth of the simulated spectrum is narrow compared to the thermal energy or as long as the dynamics considered is fast compared to the time scale of thermalization. ${ }^{109}$ A generalization to include the feedback of the system on the bath using a surface-hopping type scheme has been considered. ${ }^{110,111}$ In the NISE approach, the inclusion of relaxation back to the ground state is also neglected. This relaxation is often accounted for by simply assuming an overall exponential decay. Describing this relaxation properly requires models explicitly including, for example, intermediate states and allows the energy flow between the classical bath and the quantum system. Such treatment is possible with other methods. ${ }^{112,113}$

The HEOM approach ${ }^{96}$ is based on simultaneously describing the system and the bath including correlations between the two. This can be done exactly when the bath is a collection of independent
harmonic oscillators and the system-bath coupling is linear. The bath is, thus, approximated by spectral density. The system dynamics is described by a reduced density operator $\rho$ and a hierarchy of auxiliary operators that take the fluctuation of the electronic energy and dissipation of reorganization energy into account. Formally, the hierarchy is infinite, but, in practice, it can be truncated at a level depending on the strength of the system-bath coupling. In essence, the larger the reorganization energy [see Eq. (6)], the deeper one needs to go in the hierarchy for convergence. The equations to determine the system density matrix are too extensive to summarize in detail here. A clear description of the procedure is provided in Ref. 95 . The absorption spectrum can then be obtained from

$$
\begin{equation*}
I(\omega)=\int_{0}^{\infty} d t \sum_{\alpha=x, y, z} \operatorname{Tr}\left(\mu_{\alpha} \tilde{U}(t, 0) \mu_{\alpha} \rho(0)\right) \exp (-i \omega t) \tag{14}
\end{equation*}
$$

Here, $\tilde{U}(t, 0)$ is the Liouville space time-evolution operator for the full hierarchy and $\rho(0)$ is the ground state density matrix. In the HEOM approach, the Condon and Gaussian approximations are made. The advantage compared to the second-order cumulant expansion is that non-adiabatic effects are accounted for. A number of implementations for HEOM calculations have been published, ${ }^{79,114-118}$ and numerous applications to spectroscopic problems have been presented. ${ }^{118-124}$

Other approaches exist for calculating spectra in similar ways to the approach discussed here in detail. These, for example, include the Redfield approach, ${ }^{125}$ path-integral methods, ${ }^{126}$ and various classical and semi-classical approximations. ${ }^{127-132}$

## H. Spectra

Above, I focused on the calculation of the absorption spectra. These are typically the first to calculate and a good initial test for the validity of the spectral model. The absorption spectra of complex structures are often surprisingly simple and dominated by a few bright states that carry all the oscillator strength. For example, for linear aggregates, one dominant state is observed either at the top (H-aggregate) or at the bottom (J-aggregate) of the band of eigenstates, resulting in a blue- or red-shift of the spectrum compared to the monomer spectrum. The shift is determined by the angle between the transition dipoles of the individual molecules and the axis of the linear aggregate. If the transition-dipole coupling model describes the interactions correctly, a blue-shift is expected for angles larger than the so-called magic angle ( $54.7^{\circ}$ ) and a redshift for smaller angles. ${ }^{133-135}$ For two-dimensional films, more complex rules apply. ${ }^{136}$ In circular or tubular structures, two dominant peaks arise. One peak corresponds to eigenstates with the transition dipole parallel to the tube axis, while the other peak corresponds to eigenstates with the transition dipole perpendicular to the tube axis. ${ }^{137,138}$ The relative intensity of the two peaks can be used to determine the angle, ${ }^{138,139} \beta$, between the transition dipole of the dye molecules and the tubular axis using $\tan (\beta)=\sqrt{\frac{2 f_{\perp}}{f_{\|}}}$. In similar ways, other more complex structures give rise to spectral signatures in the absorption spectra, which are largely determined by the symmetry.

In linear dichroism spectra, ${ }^{140}$ the difference between the absorption parallel to one axis and the absorption perpendicular to that axis is measured for a sample, where the intrinsic structures are
aligned. Often, the linear dichroism spectrum is then further normalized with respect to the absorption spectrum. This allows for a more explicit separation of peaks with different symmetries as discussed above. The $\beta$ angle for a tubular aggregate is, thus, determined more accurately with the assistance of linear dichroism. In practice, the alignment of the supermolecular structures is not perfect, resulting in an uncertainty in the determined angle comparable to the uncertainty in the alignment.

Circular dichroism (CD) is defined as the difference in absorption of left and right polarized light. A circular dichroism signal requires a chiral sample, and the spectra are sensitive to the helicity of the structure. The spectra are generally challenging to model and contain three different contributions. Each individual molecule may be chiral and contributes to the CD spectrum. The overall chirality of the eigenstates resulting from the chirality of the underlying structure will result in a chiral signal. Furthermore, in anisotropic samples, an overall anisotropic chiral signal can arise. ${ }^{141}$ In essence, the CD spectra depend on the chirality of the exciton states, which is very sensitive to the degree of delocalization of the states. ${ }^{142-144}$ CD spectroscopy may, thus, provide a very sensitive probe of delocalization.

Non-linear spectroscopic techniques provide a window to more sensitive structural determination and sensitivity to structural dynamics. The most prominent methods in this respect are two-dimensional spectroscopies. ${ }^{32,33,145-147}$ The power of these techniques is that the two-dimensional spectra exhibit cross-peaks between coupled states. Using experiments with laser light with different polarization, the relative orientation between the transition dipoles of the states can be determined. ${ }^{100,148,149}$ Furthermore, these techniques provide a window to follow structural dynamics in real time as the delay between pump pulses and probe pulses can be varied. ${ }^{150} \mathrm{~A}$ wide range of other non-linear spectroscopic techniques is available providing insight into different sample properties. ${ }^{7,14,151-161}$ A significant effort has been invested in the efficient calculation of two-dimensional spectroscopic signals. ${ }^{46,89,162,163}$

## I. Test against experiment

It is a crucial step to compare the simulated models against experiment. Unless theory and experiment reasonably agree, there is a discrepancy in one of the steps involved. It is desirable to test the model for simple systems such as isolated molecules in different solvents. ${ }^{62,86,164}$ Furthermore, tests can be made for multiple wellknown structures, ${ }^{67,165-169}$ providing confidence that the elements used in the computational modeling are all reliable. When comparing with experiment, it is crucial to remember that the matching simulated conditions and experimental conditions are often very challenging and sometimes even impossible. For example, infrared spectra of the amide I region of proteins are often performed in heavy water to eliminate the spectral contribution from the water bend. This also leads to an exchange of the acidic protons including those in the backbone. The time needed to exchange all protons depends on the complexity of the protein structure, ${ }^{170,171}$ and some protons may not exchange at all, which is difficult to account for in modeling. In biological samples, the details of the lipid composition around membrane proteins may be unknown. The state of a sample due to handling conditions may influence spectra, and impurities
and defects can contribute to spectra. Furthermore, simulations are often biased toward starting structures, and true experimental inhomogeneities may be challenging to capture. ${ }^{111}$ The finite pulse and intensity effect in experiments may further complicate the comparison. ${ }^{172}$ A careful evaluation of the observed differences is, therefore, important before interpretation of spectra. Depending on the outcome of the test against experiment, one may also decide to refine the model or simulation method.

## J. Force field refinement

In some cases, discrepancy between simulation and experiment may indicate that an adjustment of the force field used for the molecular dynamics simulations is needed. Hydrogen bonding is, for example, often reflected in the observed spectra, and incorrect population of different hydrogen bonding states ${ }^{62,84,173-176}$ may help guide a force field improvement ${ }^{177-181}$ or choice of the force field. Comparing spectra for different force fields is wise when attacking new problems. ${ }^{168,169,175,182,183}$ The force field charges affect the Hamiltonian, and the structure often depends quite sensitively on the force field. ${ }^{184}$

## K. Structure refinement

Computational spectroscopy can be used to determine the structure of systems by comparing spectra of candidate structures with experimentally observed spectra. Comparing simulated 2DIR spectra with experimental observations, for example, allowed probing the gating mechanism of the M2 channel of the influenza virus, ${ }^{185,186}$ the hydrogen bond structure in elastin such as peptides, ${ }^{187,188}$ the structural change in redox active proteins, ${ }^{189}$ and the gating mechanism in Refs. 190-192. Comparing absorption and linear dichroism spectra of natural light-harvesting chlorosomes allowed determining the global rolling angle in these structures, ${ }^{139,193}$ with single aggregate measurements even providing insight into variation between individual chlorosomes. Furthermore, analysis of the spectral variation in single walled tubular aggregates mimicking the chlorosome of the local angular variation in the packing could be determined by comparing computational spectra and single aggregate spectra. ${ }^{194}$ Combining molecular dynamics, quantum chemistry, and spectral modeling, the spectra of double-walled tubular aggregates formed by cyanine dyes were simulated and used for refining the local molecular packing of the cyanine dyes. ${ }^{64,195}$

## L. Analysis, prediction, and interpretation

When the desired agreement between simulated spectra and experimental data is obtained, interpretation can be made based on different types of analysis, and predictions can be made of other spectral signals, which may help reveal new properties. A few examples of useful properties to analyze are given below.

The exciton delocalization reveals how many chromophores are involved in a given eigenstate or a collection of eigenstates. Different measures exist for this, where the most commonly used is possibly the participation number or participation ratio: $P_{m}$ $=\frac{1}{\sum_{n}\left|c_{n n}\right|^{4}} .{ }^{196}$ The definition here is given for a specific eigenstate $m$, where the wave function coefficients for each chromophore are $c_{n m}$; however, often this quantity is averaged over many eigenstates,
for example, for the complete exciton band or for the optically active states. ${ }^{197-199}$ Another useful measure of the delocalization is the spatial correlation function: ${ }^{199-201} C(\vec{r})=\left\langle\sum_{n, l} \sum_{m} c_{n m} c_{l m}^{*} \delta\left(r_{n l}\right.\right.$ $-\vec{r})\rangle /\left\langle\sum_{n l} \delta\left(\overrightarrow{r_{n l}}-\vec{r}\right)\right\rangle$, where the distance between pairs of chromophores, $\vec{r}_{l n}$, can be calculated on a grid, when a regular crystal structure is used. Restrictions can be imposed on the sum over the eigenstates, $m$, to learn about differences between states in different spectral regions.

Different kinds of structural correlation functions may provide useful insights. This can range from the Debye-Waller factor also known from x-ray diffraction, which reveals information about local flexibility. ${ }^{202}$ The radial distribution function, which is also related to the structure factor, ${ }^{203}$ provides information about the local structural order. A joint radial-angular distribution function, ${ }^{204} g(r, \Theta)=\left\langle\sum_{n, l} \delta\left(r_{n l}-r\right) \delta\left(\Theta_{n l}-\Theta\right)\right\rangle$, where $r_{n l}$ is the distance between the dye molecules and $\Theta_{n l}$ is the angle between their transition-dipole moments, may provide useful insight as the exciton couplings depend both on local distances and angles between transition dipoles. An increase in local order was found to be correlated with a reduction in the sum of the signed coupling between an individual dye molecule and all other dye molecules. ${ }^{64}$ For simple linear aggregates, this quantity measuring the coupling strength is related to the shift in the absorption peak of the full system compared to the absorption of the isolated dye molecule. ${ }^{133}$

Pump-probe and two-dimensional spectroscopies using a different polarization of the pump and probe pulses are sensitive to reorientational motion. ${ }^{205-208}$ For individual chromophores, the time evolution of the resulting anisotropic signal is determined by the orientational correlation function $r(t)=\frac{1}{5}\left\langle 3 \cos ^{2}(\Theta(t)-1\rangle\right.$, where $\Theta(t)$ is the angle between the transition-dipole moment of the individual molecule at different times. Furthermore, two-dimensional spectroscopies allow the determination of the angle between transition dipoles of different eigenstates by examining the intensity of the resulting cross-peaks. ${ }^{148,209,210}$

For coupled systems, exciton dynamics may lead to an additional decay of the anisotropy. ${ }^{31,46,211,212}$ Such population dynamics can be analyzed through the population transfer between different sites $P_{n l}(t)=\left\langle U_{n l}(t, 0)\right\rangle$, where analysis of different initial, $l$, and final states, $n$, can provide useful insight. The nature of the population transfer in biological systems has been debated, ${ }^{213,214}$ and analysis of the population dynamics in photosynthetic systems has been widely studied computationally. ${ }^{34,95,111,215-219}$

Predictions of improved experimental setups and design of improved materials may be obtained based on the analysis and understanding gained from the computational spectroscopy.

## III. EXAMPLE FOR VIBRATIONAL SPECTROSCOPY

Computational spectroscopy has been applied with quite a lot of success to describe vibrational spectroscopy. The amide I band of proteins is an application of special interest ${ }^{32,220,221}$ due to the great structural variation in proteins and the sensitivity of the amide I band to the structure. The amide I vibrations are dominated by the CO-stretch vibration in the peptide unit, which is present in every amino acid in the protein backbone and in certain side chains. The transition dipole of this vibration is quite large, resulting in
large couplings, delocalization of the vibrations, and structural sensitivity. The $\alpha$-helix, ${ }^{222} 3^{10}$-helix, ${ }^{223}$ and $\beta$-sheet ${ }^{224}$ secondary structural motifs have attracted special attention due to their abundance. As an illustration of the application to vibrational spectroscopy, the amide I spectra of a snowflea anti-freeze protein were calculated. This protein is dominated by the polyproline-II helix ${ }^{225}$ secondary structure motif (see Fig. 3). For this, the 2pne protein databank structure ${ }^{226}$ was used. Nine sodium ions and ten chlorine ions were added to keep the simulation box neutral and a realistic ionic strength. Molecular dynamics simulations were performed with the OPLS-AA force field ${ }^{40}$ using 2 fs time steps, the Verlet algorithm ${ }^{227}$ for solving the dynamics, and the particle mesh Ewald method for accounting long range electrostatic interactions. ${ }^{228}$ After a 1 ns equilibration run using the V-rescale ${ }^{229}$ and Parrinello-Rahman ${ }^{230}$ algorithms for keeping temperature and pressure constant, a 1 ns NPT production run was made with the configurations stored every 20 fs for input for the spectral simulations. The simulations were performed in the GROMACS simulation package ${ }^{231}$ version 5.1.2.

The amide I Hamiltonian was extracted from the MD trajectories with the AmideImaps utility. ${ }^{234}$ The amide I vibrational frequencies were predicted using a transferable electrostatic map ${ }^{62}$ using a $20 \AA$ cutoff for the electrostatic interactions, including a nearest neighbor correction. ${ }^{235} \mathrm{~A}$ transition charge coupling map ${ }^{235}$ was used to predict the long range couplings, while a nearest neighbor map ${ }^{235}$ was used for couplings between adjacent residues. For pre-proline units, adapted mappings were used. ${ }^{236}$ In the present simulations, side chain vibrations were neglected. The anharmonicity used for the two-dimensional infrared simulations was set to $16 \mathrm{~cm}^{-1} .32$

Spectra were calculated using the NISE_2017 code. ${ }^{90}$ The coherence times were varied from 0 to 5.12 ps for all considered spectroscopic techniques. A 1 ps exponential apodization function was applied for both coherence times for smoothening. 1000 disorder realizations sampled equidistantly along the Hamiltonian trajectory were used for the absorption and vibrational circular dichroism (VCD), while 100 disorder realizations were used for the two-dimensional infrared spectra. The calculated absorption, VCD,



FIG. 3. The 2 pne structure of the snowflea anti-freeze protein (left) and the corresponding Ramachandran angle ${ }^{232}$ plot generated with MD analysis (right). ${ }^{233}$ The blue contours indicate the most common Ramachandran angles.
and two-dimensional infrared spectra of the snowflea anti-freeze protein are shown in Fig. 4. The higher spectral sensitivity of the VCD calculated and two-dimensional infrared spectra are clear. While four overlapping spectral bands can be identified in the absorption spectrum, the VCD spectrum clearly exhibits two negative features (at 1625 and $1690 \mathrm{~cm}^{-1}$ ) and two positive features (at 1652 and $1676 \mathrm{~cm}^{-1}$ ). The bands observed in the twodimensional infrared spectra also reveal more spectral features than the absorption spectrum, and detailed analysis of the relative


FIG. 4. The linear absorption and vibrational circular dichroism calculated for the amide I spectral region is shown at the top. Below are the two-dimensional infrared spectra calculated for zero waiting time with parallel and perpendicular laser polarizations, respectively. Equidistant contours are drawn for every $10 \%$ of the maximal signal. Blue contours are drawn for bleach/stimulated emission, and red contours are used for the excited state absorption signal.
a)

b)

c)

d)


FIG. 5. The density matrices averaged over the amide I eigenstates along the Hamiltonian trajectory for the snowflea anti-freeze protein in $10 \mathrm{~cm}^{-1}$ wide bins centered around the peak positions: (a) $1636 \mathrm{~cm}^{-1}$, (b) $1660 \mathrm{~cm}^{-1}$, (c) $1673 \mathrm{~cm}^{-1}$, and (d) $1690 \mathrm{~cm}^{-1}$. The site numbers start at 0 for the N -terminal amide I running to 79 for the C-terminal amide I. Off-diagonal elements (coherences) illustrate the in-phase motion of the CO bonds (red) and out-of-phase motion (blue).
peak intensities can be used to elucidate more structural information. Isotope labeling can potentially be used to reveal site-specific information. ${ }^{237,238}$

The nature of the different transitions was elucidated with the density matrix calculated for all eigenstates along the Hamiltonian trajectory in $10 \mathrm{~cm}^{-1}$ wide bins centered at the four main peaks (Fig. 5). The density matrix elements in the site basis are

$$
\begin{equation*}
\rho_{k l}\left(\omega_{\min }, \omega_{\max }\right)=\left\langle\sum_{j} c_{j k} c_{j l}^{*} \Pi\left(\omega_{j}, \omega_{\min }, \omega_{\max }\right)\right\rangle \tag{15}
\end{equation*}
$$

where the frequencies $\omega_{\min }$ and $\omega_{\max }$ define the relevant frequency window, and $c_{j k}$ and $c_{j l}^{*}$ are the wave function coefficients for eigenstate $j$. The function $\Pi\left(\omega_{j}, \omega_{\min }, \omega_{\max }\right)$ is zero when the frequency $\left(\omega_{j}\right)$ of eigenstate $j$ is outside the specified frequency window and one inside. The brackets denote averaging over the full Hamiltonian trajectory. The tail at $1617 \mathrm{~cm}^{-1}$ is localized at pre-proline residues, which typically have a frequency about $25 \mathrm{~cm}^{-1}$ below the main band, ${ }^{236}$ and the density matrix is not shown here. The states behind the main peaks are delocalized both along the backbone and over neighboring polyproline-II helix strands. The picture is very similar to that seen in $\beta$-sheets; ${ }^{224,239}$ however, it contains both parallel and anti-parallel neighbors as seen by the presence of both diagonal and anti-diagonal coherence lines in the density matrices. The four transitions can, therefore, be assigned in a way very similar to that of $\beta$-sheet transitions. For the transitions at 1636 and $1660 \mathrm{~cm}^{-1}$, the wave functions between nearest neighbors along the backbone are anti-correlated as seen by the blue color at the first sub-diagonals of the density matrices. In other words, when one CO bond in the backbone stretches, then the nearest neighbor CO bonds contract. The transitions at 1673 and $1690 \mathrm{~cm}^{-1}$ are positively correlated between nearest neighbors along the backbone. For the transitions at 1636 and $1690 \mathrm{~cm}^{-1}$, the vibrations on neighboring strands are predominantly out-of-phase, while the vibrations on neighboring strands are predominantly in-phase for the transitions at 1660 and $1673 \mathrm{~cm}^{-1}$. The spectra of polyproline-II helices, thus, have quite some similarity to the spectra of $\beta$-sheets; however, the selection rules are different due to the three-dimensional structure of the helices, and where the lowest frequency peak is dominant in $\beta$-sheets, the peak has the lowest intensity in the polyproline-II helix structure (Fig. 5).

## IV. EXAMPLE FOR ELECTRONIC SPECTROSCOPY

Computational spectroscopy of the natural light-harvesting systems is crucial for both understanding the local structure and the dynamics of excitons from the site of initial excitation to the reaction center, where the electronic energy is converted into chemical energy. In the following, examples of spectra of the LH2 complex of purple bacteria are provided. A number of these spectra were already provided in Ref. 31, where a detailed description of the simulation parameters is also provided. In short, the couplings between different bacteriochlorophyll a molecules were determined using the 1 kzu protein databank structure ${ }^{240}$ using the transition-dipole coupling model. The bath dynamics was modeled with a single overdamped Brownian oscillator [see Eq. (6)] for each molecule with the parameters adjusted to reproduce the linear absorption spectra. ${ }^{31}$ The used structure is shown in Fig. 6 next to the simulated


FIG. 6. (Top) Illustration of the structure of the Rhodopseudomonas acidophila. The protein scaffold is illustrated in cyan. The B850 bacteriochlorophylls are shown in red, and the B800 bacteriochlorophylls are shown in blue. (Bottom) Linear spectra calculated for the LH2 system. The model used was previously described in Ref. 31.
linear absorption, linear dichroism, and fluorescence spectra. These spectra were all obtained using the NISE simulation program and protocol discussed above. The fluorescence spectrum was obtained by introducing a Boltzmann weighting factor for each eigenstate in Eq. (14) to account for the thermal relaxation on the excited state before emission.

The linear spectra show two main peaks, one at $11500 \mathrm{~cm}^{-1}$ ( 850 nm ) and one at $12500 \mathrm{~cm}^{-1}(800 \mathrm{~nm})$, and compare well with experimental observations, ${ }^{241}$ and their origin has been discussed in



FIG. 7. (Top) Two-dimensional electronic spectrum of LH2 with parallel polarization at zero waiting time. (Middle) Two-dimensional electronic spectrum of LH2 with perpendicular polarization at zero waiting time. Equidistant contours are drawn for every $10 \%$ of the maximal signal. Blue contours are drawn for bleach/stimulated emission, and red contours are used for the excited state absorption signal. (Bottom) Polarization anisotropy as a function of waiting time obtained at the B850 (red) and B800 (blue) diagonal positions of the two-dimensional electronic spectra. Experimental data from Ref. 212 are shown with dashed lines.
numerous theory papers. ${ }^{242,243}$ The first peak arises from the closely packed chromophores, as shown in red in the structure, while the second peak arises from the less strongly interacting chromophores, illustrated in blue. The linear dichroism spectrum is negative for both peaks, revealing that the transition-dipole moments of the chromophores have the largest component in the $x$, $y$-plane, which is the plane perpendicular to the ring axis. The fluorescence spectrum exhibits one red-shifted peak as the emission happens from the lowest energy states. Emission from the B800 chromophores is heavily suppressed, and even in the B850 band, the emission is enhanced for the low energy states. From previous theory studies, it is wellknown that the low-frequency peak is dominated by the so-called $k= \pm 1$ exciton states, ${ }^{244}$ which are delocalized over three to eight bacteriochlorophyll molecules. ${ }^{109,245}$

The calculated two-dimensional electronic spectra are presented for both the parallel and perpendicular laser polarization configurations shown in Fig. 7. The time delay between the excitation and detection pulses in the plotted spectra was set to zero. Both spectra exhibit peaks on the diagonal at the same positions, where peaks are observed in the linear absorption. These peaks contain ground state bleach and stimulated emission contributions from the two types of chromophores. Above the peak at $11500 \mathrm{~cm}^{-1}$ ( 850 nm ), an absorptive feature is observed. This arises as absorption of the single excited states to higher excited states becomes possible as the coupling between the involved chromophores is large enough to result in significant delocalization of the single excited states over the ring of chromophores. In experimental spectra, ${ }^{212,246,247}$ these features are also clearly visible. The results are also in good agreement with other simulations. ${ }^{109,248}$ From further simulations with longer time delays, one can extract the anisotropy for the two diagonal peaks. This is shown in Fig. 7 together with the experimental anisotropy extracted from Ref. 212. The dye molecules inside the protein do not reorient, and the motion of individual chromophores, thus, cannot explain the anisotropy decay. The explanation of the decay is that due to the coupling between chromophores, the excitations move on the chromophore rings, and as the different chromophores have different directions of their transition dipoles, the effective transition dipole for any excited state is scrambled in the $\mathrm{x}, \mathrm{y}$-plane. The faster anisotropy decay in the B850 band is a reflection of the stronger coupling between these closely stacked chromophores.

A set of tutorial files including all the inputs used for the LH2 example can be found on GitHub. ${ }^{249}$

## V. CONCLUDING DISCUSSION AND FUTURE DIRECTIONS

In this Perspective, I provided an overview of different aspects of computational spectroscopy on complex systems and an overview of different approaches that may be applied to build a bridge between structural modeling and experimental spectroscopy. While computational spectroscopy has celebrated many successes, the continuous developments in experimental setups and computational science lead to new challenges and opportunities. In the following, some of these will be discussed.

The prediction of molecular excitation energies with frequency mappings has been a great success. ${ }^{55}$ However, with recent developments in the application of machine learning to chemical
problems, ${ }^{250,251}$ extension to improving, for example, the prediction of excitation energies needed in computational spectroscopy applications is a new development. ${ }^{252-256}$ In some sense, this development is merely an extension of the linear regression used in the mapping approaches. A machine learning approach has also been used to directly predict unknown parameters to model two-dimensional spectroscopic data. ${ }^{257}$ For future machine learning improvements, important challenges are to keep the high calculation efficiency of the mapping approaches and the ease of interpretation while still improving the accuracy of the modeling of two-dimensional spectroscopic data. If machine learning is merely implemented to allow blackbox spectral calculations, one will observe machine learning without human learning and, therefore, no scientific progress.

The development of new computational architectures provides new opportunities for efficient implementations of computational spectroscopic methods. Examples of implementations for large scale calculations include parallel computing using the Message Passing Interface (MPI), ${ }^{31}$ the Open Multi-Processing (OpenMP), ${ }^{89,115}$ and Graphical Processing Unit (GPU) ${ }^{114,258,259}$ implementations. The use of quantum computing for such applications is still in its infancy, ${ }^{260}$ but with rapid developments in quantum technology, ${ }^{261}$ such hardware will provide powerful computational spectroscopy.

Computational spectroscopy may approach a new multiscale era compared to the development seen in molecular dynamics with the introduction of coarse grained modeling. ${ }^{262,263}$ Computational spectroscopy has already been performed using the input from coarse grained molecular dynamics, ${ }^{35,264}$ following a backmapping procedure ${ }^{43}$ to retrieve atomistic information. However, an extension of the multiscale approach to make the spectroscopic calculation span multiple lengths and/or time scales is a new challenge. A few promising steps in this direction include the development of efficient methods for predicting the dynamics of excited states in extensive systems such as the kinetic network model, ${ }^{265-267}$ DM-HEOM, ${ }^{219}$ and multi-chromophoric Förster energy transfer models. ${ }^{76,268}$ Combining such approaches to calculate time-resolved spectra for large complex systems will be an important new direction.

Recent development of broad band spectrometers ${ }^{269-271}$ and spectroscopies combining very different spectral regions ${ }^{160,272,273}$ provides new opportunities to probe interactions between states with very different energies and to simultaneously probe dynamics over broad spectral ranges. At the same time, this poses new challenges to the computational approaches to include the relevant states at an equal level of theory. This again may require a multiscale approach to treat the broad scale of energies needed, and so far, theoretical approaches have been limited to small systems, typically involving a single molecule. ${ }^{160,272,274-277}$

Action spectroscopies are another avenue of spectroscopic methods, which are often hard to predict and model at the microscopic level. Spectroscopies that use a charge current, ${ }^{154,161}$ a photoemission electron, ${ }^{153}$ or a fluorescence ${ }^{7,161,278}$ readout may provide very powerful functional information. However, modeling the details of the processes behind the action responsible for the readout is often far from straightforward. Such spectroscopies, thus, pose future exciting challenges for the field of computational spectroscopy. The development of explicit and approximate ways of simulating the new detection schemes is, therefore, crucial.
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