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A B S T R A C T   

Purpose: Fetal biometric measurements face a number of challenges, including the presence of speckle, limited 
soft-tissue contrast and difficulties in the presence of low amniotic fluid. This work proposes a convolutional 
neural network for automatic segmentation and measurement of fetal biometric parameters, including biparietal 
diameter (BPD), head circumference (HC), abdominal circumference (AC), and femur length (FL) from ultra-
sound images that relies on the attention gates incorporated into the multi-feature pyramid Unet (MFP-Unet) 
network. 
Methods: The proposed approach, referred to as Attention MFP-Unet, learns to extract/detect salient regions 
automatically to be treated as the object of interest via the attention gates. After determining the type of 
anatomical structure in the image using a convolutional neural network, Niblack’s thresholding technique was 
applied as pre-processing algorithm for head and abdomen identification, whereas a novel algorithm was used 
for femur extraction. A publicly-available dataset (HC18 grand-challenge) and clinical data of 1334 subjects were 
utilized for training and evaluation of the Attention MFP-Unet algorithm. 
Results: Dice similarity coefficient (DSC), hausdorff distance (HD), percentage of good contours, the conformity 
coefficient, and average perpendicular distance (APD) were employed for quantitative evaluation of fetal 
anatomy segmentation. In addition, correlation analysis, good contours, and conformity were employed to 
evaluate the accuracy of the biometry predictions. Attention MFP-Unet achieved 0.98, 1.14 mm, 100%, 0.95, and 
0.2 mm for DSC, HD, good contours, conformity, and APD, respectively. 
Conclusions: Quantitative evaluation demonstrated the superior performance of the Attention MFP-Unet 
compared to state-of-the-art approaches commonly employed for automatic measurement of fetal biometric 
parameters.   

Introduction 

Ultrasound is the modality of choice in prenatal diagnosis owing to 
its numerous advantages, including widespread availability, low cost, 
use of non-ionizing radiation and portability. It is the most commonly 

used method for two main purposes: fetal growth screening and 
assessment of pathologic and physiologic conditions. However, ultra-
sound has inherent limitations, like operator dependency, limited soft- 
tissue contrast, difficulty in the presence of low amniotic fluid, etc. 
[1]. Several conventional image processing and artificial intelligence- 
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based approaches have been developed to overcome these limitations 
and reducing side effects in other medical imaging systems [2–4]. 

Monitoring of the fetal growth is performed using gestational age 
(GA) estimation, which is a function of fetal biometric parameters [5]. In 
this regard, measurement of fetal biometric parameters, including head 
circumference (HC), biparietal diameter (BPD), abdominal circumfer-
ence (AC), and femur length (FL) is a prerequisite for this purpose. These 
standard biometric parameters, commonly reported on a routine second 
trimester scan, are defined based on fetus anatomy. For instance, BPD is 
defined as the diameter of the fetus skull from one parietal bone to the 
other and is measured on a transverse plane that contains the third 
ventricle and the thalami. The HC is measured on the same plane as BPD. 
The AC indicates the circumference of the fetal abdomen on an image 
acquired in the transverse section through the upper abdomen (con-
taining fetal stomach, umbilical vein, and portal sinus) [6]. Finally, the 
FL denotes the distance from the head to the distal end of femur. Manual 
fetal biometric measurement is an error-prone and time-consuming 
procedure. Besides, it suffers from inter- and intra-sonographer vari-
ability. Therefore, there is an essential need for exploiting a robust and 
accurate method that measures the fetal biometric parameters auto-
matically. This method improves the workflow and reduces user vari-
ability in measuring fetal biometric parameters. In this regard, a number 
of commerical software packages are available, including SonoBiometry 
[7], which exhibited accurate outcome, though they require manual 
invervention. 

Machine learning (ML)-based techniques empowered novel potential 
clinical applications of medical imaging in recent years [8]. The 
outstanding capabilities of ML methods provide the potential to address 
the undeniable need for methods enabling the extraction of a complex 
hierarchy of features from images via their self-learning capacities [9]. 
Deep learning (DL) approaches that became popular in recent years can 
be trained to provide robust solutions to the variability in image quality/ 
acquisition protocols, taking advantage of the processing power of 
graphics processing units [10]. These algorithms produce more gener-
alizable and usually less interpretable features, as opposed to ML fea-
tures that are designed in decomposable pipelines. Image segmentation 
and classification have been revolutionized by the introduction of DL 
algorithms [11]. 

U-net was proposed in 2015 for the segmentation of medical images 
with a limited dataset sample [12]. The network consisted of encoder 
(contraction) and decoder (expansion) paths and skip connections 
established between feature maps from the encoder section to the up- 
convolution layers at the same level in the decoder section. There are 
several extentions of U-net. Alom et al. [13] introduced RU-net and R2U- 
net, representing “recurrent convolutional neural network” and 
“recurrent residual convolutional neural network”, respectively. In RU- 
net, there are recurrent convolutional layers [14] before the pooling 
layers and recurrent up-convolutional layers before up-convolution 
layers and before the output of the segmentation map. Conversely, in 
R2-U-net, the recurrent convolutional layers are replaced by residual 
recurrent convolutional layers. Oktay et al. [15] proposed another 
modification of the U-net architecture by adding AGs in the skip 
connection path and suggesting Attention U-net. They proposed grid- 
based gating that allows attention coefficients to be more specific to 
local regions. Furthermore, Lee et al. [16] combined the Attention U-net 
with R2U-net in an attempt to improve the overall performance of the 
network. In our previous work, we proposed a multi-feature pyramid U- 
net (MFP-Unet) [17], which takes the advantages of both U-net archi-
tecture and feature pyramid network (FPN) [18]. 

Most research studies in this field focused on fetal head segmentation 
owing to the availability of a general public dataset from fetal head 
circumference challenge [19], and the importance of biometric param-
eters related to the fetal head (i.e. HC and BPD). Heuvel et al. [19] 
proposed a pipeline composed of two main components summarized as 
pixel classifier and fetal skull detector. In the pixel classifier component, 
Haar-like features train a random forest classifier to locate the fetal skull. 

Then, the HC was extracted using Hough transform [20], dynamic 
programming and an ellipse fitting algorithm in the second component. 
The authors optimized three different systems that use one, two, and 
three pipelines to investigate the influence of gestational age in different 
trimesters on system performance. In another work, Sobhanina et al. 
[21] proposed a multi-task convolutional network based on Link-Net 
architecture [22] for the segmentation of fetal head and an optimiza-
tion process to fit an ellipse over the segmented region. Other ap-
proaches attempted to segment fetal head and abdomen simultaneously. 
Sinclair et al. [23] trained a fully convolutional network (FCN) [24] over 
almost 2000 clinically annotated images and then optimized an ellipse 
to be fitted to the segmented region. They evaluated the performance of 
their method through comparison to intra- and inter-observer errors. 
Irene et al. [25] broke the problem of fetal head and abdomen seg-
mentation into three steps. First, a region of interest is detected using 
YOLO algorithm [26]. Second, a Canny edge detector was applied to the 
resulting image and then a Hough transform [20] was utilized to detect 
the elliptic shape of the fetal head and abdomen. Finally, an efficient 
model, called the difference of Gaussian Revolved Along Elliptical Path 
(DoGell) was used to segment these regions [27]. The DoGell model is a 
fully automatic, image processing-based method aiming at segmenting 
the fetal head from original ultrasound images. Their method was based 
on minimizing a cost function between the observed image and a pre-
defined surface. The surface revolves a difference of Gaussians along the 
elliptical path to model pixel values of the skull and surrounding areas. 

A number of studies proposed a more general approach to predict 
additional fetal biometric parameters. For instance, Carneiro et al. [28] 
proposed a comprehensive system to detect and measure fetal anatom-
ical structures including BPD, HC, AC, FL, humerus length (HL), and 
crown-rump length (CRL) automatically. They exploited atlas-based 
segmentation to train a constrained version of the probabilistic boost-
ing tree [29]. Rahmatullah et al. [30] presented a method based on 
multilayer superpixel classification to segment the fetal head, femur, 
and humerus. They utilized a simple linear iterative clustering algorithm 
to generate square-shaped regions. Thereafter, three different features 
containing unary, shape, and image moments were extracted from each 
region. Finally, a random forest classifier was performed over a 5-fold 
cross-validation scheme. 

This study proposes a comprehensive deep learning-based approach 
for prediction of BPD, HC, AC, and FL through automated segmentation 
of fetal head, abdomen, and femur. The proposed approach sets out to 
address the aforementioned challenges of ultrasound image segmenta-
tion while focusing on the following goals: (i) generalisability and 
versatility of the approach for the segmentation of all fetal anatomies 
with a wide range of variability, (ii) high accuracy of anatomy seg-
mentation, and (iii) robustness to signal dropout and speckle noise. 

To attain these goals, a novel and effective convolutional network 
architecture (multi-feature pyramid Unet: MFP-Unet), previously 
introduced for the segmentation of the left ventricle in echocardiogra-
phy images [17], was upgraded and employed. In fetal ultrasound im-
ages, an object of interest representing the salient part of data can be 
normally defined. In this light, MFP-Unet was upgraded to automatically 
detect and focus on the object of interest without additional user 
intervention. To this end, an attention gate (AG) consisting of additional 
preceding object localization models to separate localization and sub-
sequent segmentation steps [31] was incorporated into the MFP-Unet 
architecture. The AGs suppress feature activations in disjointed re-
gions, thus increase the sensitivity and accuracy of the model with no 
additional computation burden. Overall, the contributions of this 
manuscript are threefold. First, we introduce a novel convolutional 
neural network architecture for the delineation of anatomical organs 
from ultrasound images. Second, we incorporate AGs into our previously 
introduced MFP-Unet network for the segmentation of fetal ultrasound 
images, which enables the network to focus on the object of interest 
within the images. Third, a preprocessing algorithm is proposed to 
remove irrelevant parts/structures in the fetal femur images to enforce 
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the Attention MFP-Unet to focus on the object of interest. Materials and methods 

Training and evaluation dataset 

This work employed two distinct datasets, including a publicly- 
available and a local dataset. The first dataset is a large publicly 

Fig. 1. Attention MFP-Unet architecture.  

Fig. 2. The proposed algorithm for fetal image segmentation.  
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available dataset for head circumference measurement from the Grand 
Challenge [19]. The second one is a local dataset consisting of the fetal 
abdomen, and femur images obtained from two different hospitals. 

Description of the public dataset. 
van den Heuvel et al. shared a dataset consisting of 1334 two- 

dimensional (2D) ultrasound images of the fetal head acquired at the 
Department of Obstetrics of the Radboud University Medical Center, 
Nijmegen, the Netherlands [19]. In total, ultrasound images of 551 
pregnant women receiving a routine ultrasound-screening exam were 
included in this dataset. Expert sonographers using two high-end ul-
trasound machines, including Voluson E8 and Voluson 730 (General 
Electric, Austria) acquired the images between May 2014 and May 2015. 

The whole dataset was divided into a training set of 999 images 
(75%) and a test set of 335 images (25%). Each 2D ultrasound image 
consisted of 800 × 540 pixels with a pixel size ranging from 0.052 to 
0.326 mm. The annotated fetal head and measured circumference (in 
millimeters) were also provided. As the standard period for routine ul-
trasound screening for fetal biometry is the second trimester (i.e. be-
tween 14 and 26 weeks), most of the images were acquired during this 
period. 

Description of the local dataset 
A collection of 2D ultrasound images of the fetal abdomen and femur 

was prepared. To assure the sufficient image vriability in the training 
phase, different gestational ages were included in the image dataset. The 
elastic deformation method was used to augment the data by a factor of 
10, since the dataset was not large enough for proper training of the 
network. The images were acquired from two distinct centers, including: 
(i) Alvand Medical Imaging Center, Tehran, Iran, and (ii) Laleh Hospital, 
Tehran, Iran. The ultrasound machines were Voluson E10 echocardio-
graphic system (General Electric, Austria) with a C2-9-D XDclear probe. 

Fig. 3. Automatic (green) and manual (red) segmentations of fetal head (top row), abdomen (middle row) and femur (bottom row). The measured fetal biometry 
parameters using automatic and manual approaches are also shown. (For interpretation of the references to colour in this figure legend, the reader is referred to the 
web version of this article.) 

Table 1 
Performance of the proposed network for fetal organ classification.  

Data Precision Recall F1 score 

Train 1 1 1 
Test 0.967 0.956 0.956  

Fig. 4. Confusion matrix of classification network for test set.  
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Fig. 5. Dice values obtained using the proposed approach for 198 subjects from the evaluation dataset.  

Table 2 
Performance of the proposed segmentation method compared with the different 
techniques using our dataset.  

Method Fetal 
organ 

DSC1 HD2 

(mm) 
Conformity APD3 

(mm) 
Good 
Contours 
(%) 

Attention 
MFP- 
Unet 

Abdomen  0.98  2.22  0.95  1.23 97.30  

Femur  0.91  1.14  0.80  0.20 100 
MFP-Unet Abdomen  0.95  4.50  0.86  1.58 94.87  

Femur  0.86  4.10  0.67  0.65 97.00 
U-net Abdomen  0.94  7.22  0.86  1.90 92.30  

Femur  0.84  3.50  0.62  0.27 100 
Dilated U- 

net 
Abdomen  0.94  4.08  0.86  1.46 94.87  

Femur  0.87  1.28  0.70  0.23 100 
Attention 

U-net 
Abdomen  0.95  3.87  0.88  1.28 100  

Femur  0.86  1.73  0.67  0.23 100 
RU-net Abdomen  0.98  3.84  0.95  1.50 100  

Femur  0.84  2.87  0.62  0.24 100 
R2U-net Abdomen  0.97  2.38  0.92  1.76 97.43  

Femur  0.85  2.98  0.65  0.27 100  

1 Dice Similarity Coefficient 
2 Hausdorff Distance 
3 Average Perpendicular Distance 

Table 3 
Segmentation performance of the proposed method compared with previously 
published works using the HC public dataset. Numbers format: mean value ±
(standard deviation).  

Method DSC1 HD2 (mm) DF3 (mm) ADF4 

(mm) 

Attention MFP-Unet 0.972 ± 0.12 2.67 ±
0.05 

0.55 ± 4.72 2.35 ±
4.12 

Heuvel et al. [19] 97.00 ± 2.80 2.00 ±
1.60 

0.60 ± 4.30 2.80 ±
3.30 

Sobhaninia et al.  
[21] 

96.84 ± 2.89 1.72 ±
1.39 

1.13 ± 2.69 2.12 ±
1.87 

Ciurte et al. [44] 94.45 ± 1.57 4.60 ±
1.64 

11.93 ± 5.32 – 

Stebbing et al. [45] 97.23 ± 0.77 2.59 ±
1.14 

− 3.46 ±
4.06 

– 

Sun [46] 96.97 ± 1.07 3.02 ±
1.55 

3.83 ± 5.66 – 

Ponomarev et al.  
[47] 

92.53 ±
10.22 

6.87 ±
9.82 

16.39 ±
24.88 

–  

1 Dice Similarity Coefficient 
2 Hausdorff Distance 
3 Difference 
4 Absolute Difference 
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The C2-9-D transducer has a bandwidth of 2.3–8.4 MHZ taking advan-
tage of the XDclear technology, a single piezoelectric crystal (PMN-PT 
and PZN-PT) used to increase bandwidth compared to conventional PZT 
crystals. Two observers delineated the anatomical organs (abdomen and 
femur) using an in-house code developed in MATLAB 2018b (Math-
Works, MA). The total dataset consisted of two parts: 158 2D ultrasound 
images of the fetal abdomen and 315 2D ultrasound images of the fetal 
femur. All images were split randomly into a training (75% of the 
dataset) and an evaluation (25% of the dataset) set. The pixel spacing 
parameter of the images is different in various datasets, ranging from 
0.23 to 0.36 mm/pixel. The images were captured at a resolution of 800 
× 600 pixels. The participants gave their written consent to participate 
in this study and the study was approved by the ethics committee of the 
institution. 

MFP-Unet architecture 

MFP-Unet is a hybrid architecture based on dilated U-net proposed 
for 2-D echocardiographic image segmentation [17]. The MFP stands for 
multi-feature pyramid combining the concept of feature pyramids with 
the dilated U-net network. Dilated kernels are sought due to their large 
receptive fields, which enable establishing relations between anatomical 
organs from medical images. Although convolutional kernels with 
higher dimensions could alternatively be chosen, dilated kernels are 
preferable because they keep the number of network parameters the 
same. In the U-net network, the input image is propagated through three 
different paths: encoder or contraction path, decoder or expansion path, 
and skip connections. At each level of abstraction in the contraction 
path, the resolution of feature maps decreases (by a factor of two), while 
the number of feature maps doubles after each level. Conversely, up- 
convolution layers in the expansion path up-samples the feature maps 
to enable precise localization. Finally, skip connections combine higher 
resolution features from the contraction path to the expansion path at 
the same‘ level in order to better localize and learn the prominent 
features. 

The U-net architecture demonstrated superior performance 
compared to conventional models, such as FCN, for pixel-based image 
segmentation, which is also an effective solution with a limited dataset 
[12]. However, it overlooks the effect of feature maps in different scales 
“directly”. In other words, it lacks connections between the entire 
feature maps in the decoder path and the output segmentation map. This 
attribute of the U-net deprives the feature maps in different scales of the 
decoder path to share/propagate features, which may prevent the flow 
of information and result in unnecessary parameters. In MFP-Unet, we 
proposed to address this issue using the concept of FPN [18]. The 
intuition behind MFP-Unet was extracting feature maps from all levels of 
the decoder path and using them in the final pixel classification. To 
implement this idea, a 3 × 3 convolution layer was added after feature 
maps from all levels of the decoder path, followed by an up-sampling 

layer (with different factors for each layer) to fix the size of the 
feature maps. The last step was the concatenation of all the extracted 
feature maps and feeding them to a 1 × 1 convolution filter for the pixel- 
classification process. 

The modification made on the MFP-Unet model enhanced notably its 
performance for anatomy segmentation from ultrasound images. 

Attention MFP-Unet 

As illustrated in Fig. 1, the main difference between Attention MFP- 
Unet and MFP-Unet is the integration of three AGs in the path of the skip 
connections. The AG proposed in [31] represented a soft attention 
module which does not add a large number of extra parameters. To be 
more specific, AG performs a series of operations on the feature maps of 
different layers, which can be summarized as follows: 

1- The two input feature maps are convolved with 1 × 1 × 1 convolu-
tion kernels separately and the results passed through a ReLU acti-
vation function.  

2- The resulting feature map of step 1 is convolved with 1 × 1 × 1 
convolution kernel again followed by the application of a Sigmoid 
activation function.  

3- A grid resampling of attention coefficients is performed using 
trilinear interpolation.  

4- Next, concatenation is performed with the up-sampled feature maps 
at a lower level.  

5- Finally, input feature-maps are multiplied by attention coefficients in 
an element-wise manner. 

Attention coefficients determine the salient image regions to keep 
only the activations related to the object of interest. We utilized these 
AGs in the path of the skip connections at each level of con-
traction–expansion. The last feature maps of each level in both 
contraction and expansion paths are transmitted by a skip connection 
and treated as the input of AGs. Consequently, the result of the AG 
process is concatenated with the feature maps in the upper level of the 
expansion path. The AGs are integrated into the MFP-Unet architecture, 
which makes the network smarter by detecting the relevant (salient) 
parts of images automatically. This capability is extremely useful in fetal 
ultrasound segmentation because there is only one object of interest in 
these images (unlike echocardiography images of apical views that 
contain various heart chambers). 

Proposed algorithm for fetal image segmentation 

Fig. 2 shows an overview of the fetal image segmentation algorithm. 
The first stage is the identification of fetal anatomy. To this end, a simple 
but efficient convolutional neural network was trained on images of our 
dataset to delineate the fetal anatomical organs automatically. The de-
tails are described in Supplementary materials. Based on the selected 
anatomy, a specific pre-processing algorithm is performed on the orig-
inal image and the outcome fed to the Attention MFP-Unet as the second 
channel of the input. 

If the image contains a fetal head or abdomen, Niblack’s global 
thresholding is applied to make the borders on ultrasound images 
brighter [32]. Conversely, the proposed preprocessing algorithm 
described in the Supplementary material is performed if the input image 
contains a fetal femur. This algorithm is used due to the presence of 
deceptive structures, especially at the top of the image near the convex 
probe, that are strongly similar to the femur anatomy. These structures 
interfere with the saliency detection procedure performed by AGs, since 
they are also brighter than surrounding structures, like the femur. Our 
proposed algorithm relies on a hybrid approach for the detection of the 
region containing the femur in fetal images. 

Table 4 
Comparison the result of segmentation performance with and without femur 
detection algorithm.  

Method Fetal organ DSC1 HD2 

(mm) 
Conformity APD3 

(mm) 
Good 
Contours 
(%) 

Attention 
MFP- 
Unet 

Without 
femur 
detection 
algorithm  

0.84  2.43  0.65  0.1 96 

With femur 
detection 
algorithm  

0.91  1.14  0.80  0.20 100  

1 Dice Similarity Coefficient 
2 Hausdorff Distance 
3 Average Perpendicular Distance 
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Fetal biometry 

The final stage of our proposed algorithm is the extraction of fetal 
biometrical parameters, including BPD, HC, AC, and FL from the 

segmented regions. For fetal head and abdomen images, a direct method 
of ellipse fitting using the least square algorithm is used [33]. This 
method, an improved version of [34], reformulated the fitting task as a 
linear optimization problem with a quadratic constraint. Then, a 

Fig. 6. Correlation analysis (a) and Bland-Altman plots (b) for fetal biometry parameters.  
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standard least-squares minimization solves the produced linear optimi-
zation problem directly. The main advantage of this algorithm [33] is 
the new formulation based on the block decomposition of matrices. 

After fitting an optimized ellipse on the segmented region, five pa-
rameters of the fitted ellipse, including coordinates of the center (x, y), 
semi-major and semi-minor axes (a, b), and the ellipse angle (θ), are 
extracted. Consequently, the semi-minor axis of the fitted ellipse on the 
fetal head image would be BPD whereas the ellipse perimeter would be 
HC for the fetal head image and AC for the fetal abdomen. To extract FL, 
the following steps are followed:  

1- The skeleton of the segmented region is extracted.  
2- The contour of the skeleton is located.  
3- The skeleton is fitted with a parabola curve/plane (since the most 

similar equation to the femur shape is a parabola).  
4- The distance between femur line endpoints would indicate the FL 

size. 

Implementation details 

We used a system with 16 GB of RAM, a GPU based graphic card with 
2176 CUDA cores (GeForce RTX 2060-A8G), and an Intel Xeon CPU. The 
network was implemented in the Python environment with Tensorflow 
r2 and Keras 2.2.4. To evaluate the performance of the model, an un-
biased 5-fold cross-validation scheme was adopted through the 
following steps:  

1- Stratification and partition of sonography images into five equally 
sized folds to ensure that each fold represents the whole dataset 
properly.  

2- Performing five iterations of training and validation, such that within 
each iteration four folds of the data are used for the learning process, 
while one remaining fold is held out for validation. This procedure is 
performed on both “prepared” and “challenge” datasets. 

Stochastic gradient descent algorithm with a weight decay of 0.0005 
and a momentum of 0.9 is used in the training of Attention MFP-Unet. 
The learning rate was 0.001 whereas max epoch was 200. 

Evaluation metrics 

The evaluation of the proposed network was carried in two phases: 
first, the robustness and accuracy of the segmentation task were 
compared to the gold standard (manual annotations by experts). Second, 
the ability of the proposed network for predicting fetal biometric pa-
rameters was assessed in clinical routine. The proposed model was also 
compared with U-net, dilated U-net, Attention U-net, RU-net, R2U-net, 
MFP-Unet, and published results of other methods evaluated on the 
same dataset [19]. For segmentation task, the following measures were 

calculated between manually drawn and predicted contours: Dice sim-
ilarity coefficient (DSC) [35], Hausdorff distance (HD) [36], percentage 
of good contours, the conformity coefficient [37] and average perpen-
dicular distance (APD) were calculated. The percentage of good con-
tours is defined based on a recommendation of Radau et al. [38] that an 
APD less than 5 mm is an indicator of “good” segmentation. The DSC 
(Eq. (1)) measures the similarity between manually segmented region 
(AM), and automatically segmented region (AA). 

DSC =
2(AA ∩ AM)

AA + AM
(1) 

HD measures the maximum distance of contour A to the nearest point 
in contour B. 

Table 5 
Fetal biometry parameters obtained using the proposed method on the training 
and test sets of dataset 2. R is the correlation coefficient (ideal = 1) whereas a 
and b are coefficients of the linear regression fit (y = ax + b, ideally a = 1 and b 
= 0).  

Dataset BPD1 HC2 AC3 FL4 

Training R = 0.96 R = 1 R = 0.99 R = 0.98  
a = 0.99 a = 1 a = 1 a = 0.99  
b = 1 b = 0.91 b = 2.1 b = 1.3 

Test R = 0.96 R = 0.96 R = 0.97 R = 0.94  
a = 1 a = 0.99 a = 1 a = 0.97  
b = -0.0051 b = 2.1 b = 16 b = -0.09  

1 Biparietal Diameter 
2 Head Circumference 
3 Abdominal Circumference 
4 Femur Length 

Fig. 7. Box plots of errors for fetal biometry parameters obtained using the 
different techniques. 
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HD = max
(

max
a∈A

(

min
b∈B

(a, b)
)

,max
b∈B

(

min
a∈A

(a, b)
))

(2)  

where d(.,.) represents the Euclidean distance and A and B are manual 
and automatic defined contours.. The conformity coefficient (CC) is 
defined as the number of miss-segmented pixels divided by the number 
of correctly segmented pixels [37]. 

CC =
3DSC − 2

DSC
(3) 

APD measures the distance between the manually drawn contour 
and the automatically segmented contour, averaged over all contour 
points. Higher values of APD indicate that the two contours do not 
match closely. 

For the second phase of the evaluation, four fetal biometric param-
eters (BPD, HC, AC, and FL) were computed on the automatic and 
manual segmentations. Bland-Altman analysis [39] and Pearsons’ test 
were employed to perform the correlation analysis of the results. The 
coefficient of variation (CV) defined in Eq. (4) and the reproducibility 
coefficient (RPC), defined as standard deviation of the differences be-
tween manual and automatic results multiplied by 1.96, were also 
calculated. 

CV =
SD(auto − man)

mean(auto) + mean(man)
(4) 

In Eq. (4), SD (auto – man) is the standard deviation of the differ-
ences between automatic and manual segmentation results, while mean 
(auto) and mean (man) are their mean values. In addition, the difference 
(DF) and the absolute difference (ADF) of predicted HC values in the 
public dataset were estimated to assess the performance of the proposed 
segmentation method and compare the results with other participants in 
the challenge [19]. DF is defined as: 

DF = HCM − HCA (5)  

where HCM is the HC measured by an expert radiologist and HCA is the 
HC calculated automatically. ADF was defined as: 

ADF = |HCM − HCA| (6) 

To evaluate the proposed network for the classification of fetal or-
gans, we used Precision, Recall, F1 score metrics as well as confusion 
matrix [40]. 

Results 

Qualitative results 

Fig. 3 shows the automatic and manual (serving as standard of 
reference) segmentation results of fetal ultrasound images from both 
pubic and prepared datasets. At each row, the results of manual and 
automatic parameter prediction (i.e. BPD, HC, AC, and FL) are depicted. 

Quantitative results 

The results reflecting the evaluation of fetal organ classification 
using the convolutional neural network in terms of Precision, Recall, and 
F1 score are presented in table 1. The confusion matrix for the test set 
(20% of the whole dataset, i.e. 180 images) is depicted in Fig. 4. 

DSC values obtained from Attention MFP-Unet model for 198 sub-
jects in the evaluation of public dataset are illustrated in Fig. 5. A DSC of 
less than 0.86 was not observed in this dataset, which indicates that the 
performance of the proposed network does not depend on image vari-
ability. In other words, the proposed network presents good generaliz-
ability properties for the segmentation of subjects with large differences. 

The average values and the standard deviation of the quantitative 
metrics are summarized in Tables 2 and 3 for the proposed algorithm 

and other approaches. Table 2 compares the performance of Attention 
MFP-Unet with U-net, dilated U-net, Attention U-net, RU-net, R2U-net, 
and MFP-Unet using the local dataset. Table 3 compares the results of 
the proposed approach withstate-of-the-art methods using the public 
dataset [19]. 

To investigate the impact of the preprocessing step, the training and 
evaluation of Attention MFP-Unet on femur images were repeated 
without applying the preprocessing algorithm. Table 4 shows the results 
of this comparison in terms of DSC, HD, conformity coefficient, APD, and 
good contours. 

For clinical validation, fetal biometric parameters, including BPD, 
HC, AC and FL were computed and the Bland-Altman plots for these 
parameters are shown in Fig. 6. For BPD, HC, AC and FL parameters, 
correlation coefficients of 0.96, 1, 0.97, and 0.94 with the reference 
contours, respectively, were observed. The solid line in the middle of the 
Bland-Altman plots represents the mean value of the difference between 
manual and automatic segmentations, whereas the upper and lower 
dashed lines represent ± 1.96 standard deviation (SD) of the difference. 
The mean and confidence intervals of the difference between the auto-
matic and proposed method BPD results were − 0.79 mm and 
− 11.2–9.62 mm, respectively. These values were − 0.55 mm and 
− 9.81–8.7 mm for HC, − 17.24 mm and − 36.26–1.79 mm for AC, and 
0.87 mm and − 4.18–5.92 mm for FL. 

The three parameters obtained from the correlation analysis (R 
correlation coefficient and the two parameters representing linear 
regression analysis) are presented in Table 5. A strong correlation be-
tween the automatic and manual contours can be observed. The weakest 
performance was observed for FL parameters in the test set (R = 0.94). 

Fig. 7 shows the box plots of absolute error for fetal biometric pa-
rameters obtained from the approaches listed in Table 2. The whiskers 
were plotted as a “circle” marker. Attention MFP-Unet led to the lowest 
HC and AC errors among the entire approaches. 

Discussion 

We proposed a novel network architecture for the segmentation of 
fetal ultrasound images and the estimation of fetal biometric parame-
ters. The presented model combines MFP_Unet architecture [17] and 
AGs (utilized in the path of skip connections) [31]. This upgrade im-
proves the accuracy of fetal organ segmentation due to the concentra-
tion of the network on the only “one” object in the image. Moreover, a 
preprocessing algorithm was proposed to identify the region containing 
the femur in fetal images to be treated as a second input channel in the 
proposed network. However, for images of fetal head and abdomen, 
Niblack’s thresholding technique [32] was utilized as the second input 
channel. 

The proposed network benefits from the capability of MFP-Unet in 
accurate segmentation of ultrasound images as well as the incorporation 
of the AGs for segmentation of fetal images. MFP-Unet takes advantage 
of U-net (robustness in image segmentation) and FPN (flexibility of the 
network that uses the features in all scales for prediction). Dilated 
convolution kernels [41] were employed in Attention MFP-Unet as well 
as MFP-Unet, which creates a more global receptive field by utilizing a 
wider field of view without increasing the size of the parameters. 

To the best of our knowledge, most previous works in this field were 
devoted to fetal head segmentation and HC prediction. This is motivated 
by the existence of a publically-available dataset [19]. Hence, proposing 
a deep learning-based network outperforming existing methods for fetal 
ultrasound image segmentation and enabling to predict fetal biometric 
parameters in a robust way is highly demanded. The proposed pre- 
processing of the input image plays a significant role in this general-
ity, which allows the use of this algorithm in clinical routine with 
minimum user interaction (i.e. the radiologist determines whether the 
input image is femur or not). 

The performance of Attention MFP-Unet improved after the training 
data were augmented. The data augmentation strategy was adopted 
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since providing a large set of annotated fetal ultrasound images requires 
excessively long time. In addition, the proposed method for fetal ultra-
sound image segmentation exhibited promising performance with a 
relatively small training dataset. The runtime of Attention MFP-Unet is 
remarkably lower than classic U-net owing to the incorporated dilated 
kernels in the architecture. 

Fig. 3 shows representative auto-segmentations of the head, 
abdomen and femur for three representative cases. According to the 
guidelines, after 32–34 menstrual weeks, the distal femoral epiphysis 
should be visualized, however, it should not be included in the mea-
surement [42]. Our proposed network met well this important clinical 
criterion, while it has been overlooked by most previous works [28,43]. 

To properly evaluate the performance of the proposed method, two 
different datasets and several similar approaches were included in this 
study. The evaluation of the network using fetal head dataset [19] was 
compared with state-of-the-art approaches that used the same dataset 
(Table 3). Conversely, when the network was trained with our prepared 
dataset, it was compared with U-net and all upgraded networks based on 
U-net, including MFP-Unet, dilated U-net, Attention U-net, RU-net and 
R2U-net. Regarding Table 2, our approach led to promising results 
(except the good contours) in comparison with other approaches, while 
the poorest results were observed when using classic U-net. The superior 
performance of the proposed method is because of the combination of 
various blocks in the promoted U-net architectures. Table 3 also dem-
onstrates the superiority of our approach in comparison with other ap-
proaches evaluated on the same database. 

Fig. 6(b) shows the consistency between fetal biometric parameters 
resulting from automated and manual delineations. Most of the data 
points in the Bland-Altman plots are within the standard line and the 
mean line is close to zero. This indicates the consistency between the 
results of automatic and manual segmentation. In some cases of 
abdomen images, there is a slight difference between manual and 
automatic results, which stems from the fuzziness of fetal abdomen 
contour (vague margins). The low target to background contrast chal-
lenged our ellipse fitting algorithm to estimate the correct boundary of 
the fetal abdomen. According to Table 5, the HC obtained from manual 
and automated methods has the highest correlation among all parame-
ters. This is due to the abundance of real fetal head images in the public 
dataset [19]. The main difference between our work and the van den 
Heuvel et al.’s work [19] in the measurement of HC is in dividing the 
training dataset based on the fetus age (the specified trimester) and 
consequently image morphology. Designing the deep model based on 
the specified trimester led to improved quantitative results. Conversely, 
van den Heuvel et al. adopted a semi-automatic approach, which re-
quires user interaction in the test phase. 

We used various evaluation metrics to assess the performance of 
Attention MFP-Unet, including DSC, HD, CC, APD, and percentage of 
good contours for the prepared dataset, and DSC, HD, DF and ADF for 
the public fetal head dataset, because we set out to compare the pro-
posed method with other approaches using the same public dataset. 
Besides, we found many other quantitative parameters illustrative and 
meaningful for inclusion in this study. 

Fig. 7 shows a boxplot representation of errors related to the calcu-
lated biometry parameters using the proposed segmentation method and 
other related approaches, where the whiskers of the U-net boxplot have 
the largest error range. The performance can be improved by increasing 
the number of training images. 

Our proposed algorithm fits the desired ellipse that is needed in fetal 
head and abdomen images after the segmentation phase. While, Sob-
haninia et. al’s network learns the ellipse tuner parameters in the 
training phase of the network [21]. The independent approach of ellipse 
fitting, considering accurate segmentatio, results a more precise fitted 
ellipse. 

The main limitations of the proposed model are deficiency of the 
training images and lack of publically available fetal ultrasound images. 
The first limitation indicates that it is important to have a fairly rich 

number of training images for the training of the Attention MFP-Unet, 
albeit a small training set with appropriate augmentation methods 
performed relatively well. The term “fairly rich” also means that the 
network’s performance would be higher when it uses 1000 labeled im-
ages collected from different patients rather than 10 images from the 
100 patients. The second limitation refers to the lack of annotated fetal 
ultrasound images in the abdomen and femur. 

Conclusion 

We presented a convolutional neural network architecture that 
automatically measures the BPD, HC, AC, and FL biometry parameters 
from fetal ultrasound images. Our network, as an extension of our pre-
vious work, incorporates AGs into the skip connections of the MFP-Unet. 
Utilizing a relatively large dataset along with an appropriate data 
augmentation algorithm resulted in satisfactory results with clinically 
tolerable errors. The results obtained using the proposed network 
exhibited a promising performance in the measurement of fetal bio-
metric parameters. A comparison of the proposed method with other 
variants of U-net model demonstrated its superior performance. Future 
work will focus on the development of an efficient approach to automate 
the procedure of determining the type of fetal organ present in ultra-
sound images. Our algorithm could be extended to consider 3D images 
of fetal organs in the framework of a 3D attention MFP-Unet. 
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