
university of groningen

## University of Groningen

# A smooth model for periodically switched descriptor systems 

Mostacciuolo, Elisa; Trenn, Stephan; Vasca, Francesco

Published in:
Automatica

DOI:
10.1016/j.automatica.2021.110082

IMPORTANT NOTE: You are advised to consult the publisher's version (publisher's PDF) if you wish to cite from it. Please check the document version below.

Document Version
Publisher's PDF, also known as Version of record

Publication date:
2022

Link to publication in University of Groningen/UMCG research database

Citation for published version (APA):
Mostacciuolo, E., Trenn, S., \& Vasca, F. (2022). A smooth model for periodically switched descriptor systems. Automatica, 136, [110082]. https://doi.org/10.1016/j.automatica.2021.110082

## Copyright

Other than for strictly personal use, it is not permitted to download or to forward/distribute the text or part of it without the consent of the author(s) and/or copyright holder(s), unless the work is under an open content license (like Creative Commons).

The publication may also be distributed here under the terms of Article 25fa of the Dutch Copyright Act, indicated by the "Taverne" license. More information can be found on the University of Groningen website: https://www.rug.nl/library/open-access/self-archiving-pure/taverneamendment.

## Take-down policy

If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately and investigate your claim.

Brief paper

# A smooth model for periodically switched descriptor systems 

Elisa Mostacciuolo ${ }^{\text {a }}$, Stephan Trenn ${ }^{\text {b,* }}$, Francesco Vasca ${ }^{\text {c }}$<br>${ }^{\text {a }}$ High School IS Palmieri, 82100 Benevento, Italy<br>${ }^{\mathrm{b}}$ Bernoulli Institute, University of Groningen, Nijenborgh 9, 9747 AG Groningen, The Netherlands<br>${ }^{\text {c }}$ Department of Engineering, University of Sannio, 82100 Benevento, Italy

## ARTICLE INFO

## Article history:

Received 2 December 2020
Received in revised form 29 September 2021
Accepted 17 October 2021
Available online 13 December 2021

## Keywords:

Descriptor systems
Differential algebraic equations
Non-smooth and discontinuous problems
Linear/nonlinear models
Switched systems
Power electronics


#### Abstract

Switched descriptor systems characterized by a repetitive finite sequence of modes can exhibit state discontinuities at the switching time instants. The amplitudes of these discontinuities depend on the consistency projectors of the modes. A switched ordinary differential equations model whose continuous state evolution approximates the state of the original system is proposed. Sufficient conditions based on linear matrix inequalities on the modes projectors ensure that the approximation error is of linear order of the switching period. The theoretical findings are applied to a switched capacitor circuit and numerical results illustrate the practical usefulness of the proposed model.
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## 1. Introduction

Switched descriptor systems represent the dynamic behavior of several physical apparatus, e.g. mechanical systems (Sajja, Corless, Zeheb, \& Shorten, 2019) and electronic circuits (Mostacciuolo, Vasca, \& Baccari, 2017b). The dynamics of switched descriptor systems is determined by the switching among different modes, where each mode is characterized by a set of linear differential equations and algebraic constraints. A mathematical representation of this class of systems can be obtained in terms of switched linear differential algebraic equations (DAE).

Several modeling and control aspects related to switched DAE have been considered in the literature, e.g. observer design (Zhang, Zhao, Zhu, \& Karimi, 2019), stability (Sajja et al., 2019; Tanwani \& Trenn, 2017), initial value problems (Brenan, Campbell, \& Petzold, 1996; Geerts, 1993), switched control systems with impulsive dynamics (Bonilla, Malabre, \& Azhmyakov, 2015a, 2015b).

Switched DAE can exhibit specific behaviors, such as impulses and state discontinuities at the switching instants, which are not possible in switched ordinary differential equations (ODE). These complexities inspired studies which have investigated simpler

[^0]models able to approximate the behavior of the original system and to deduce properties. Each of these approaches is restricted to a specific class of switched descriptor systems. The reduced-order model proposed in Zhang et al. (2019) for observer design in the presence of unknown inputs assumes a common $E$ matrix. Continuous ODE have been proposed for approximating the solution of switched DAE by using averaging techniques (Mostacciuolo, Trenn, \& Vasca, 2015a, 2015b, 2017a), but the conditions to be satisfied by the modes projectors do not hold for many practical systems (Mostacciuolo et al., 2017b). In Sajja et al. (2019) reduced-order models of switched descriptor systems are used for deriving exponential stability conditions about the origin, but the results therein require nonsingular $A$ matrices and the rank of the $E$ matrices to be the same.

In this paper, we propose a switched ODE model which approximates the switched DAE system under milder assumptions with respect to those used in the previous literature. The use of switched ODE with a continuous state evolution approximating the dynamic behavior of a switched DAE has been shown to be useful for the analysis of switched descriptor systems. One of these situations is the simulation of descriptor systems with singularities, e.g. inconsistent initial conditions (Schöps, Bartel, Günther, Ter Maten, \& Müller, 2014), where numerical issues could be amplified by the presence of switching modes. In this scenario switched ODE models could help to obtain numerical results by using standard software suited for systems with a continuous state evolution. The approximation of a switched descriptor system with a switched ODE has also been used for
stability analysis (Mironchenko, Wirth, \& Wulff, 2015) and observer design (Petreczky, Tanwani, \& Trenn, 2015). In particular, the analysis in Mironchenko et al. (2015) is based on a constant switching period, but in many practical applications, such as for power converters, the switching among the different modes are not repetitive in the sense that different duty cycles and different switching periods are required for the system operations (Mostacciuolo \& Vasca, 2016).

The model proposed in this paper, by covering the situation when the switching period is not fixed a priori, can be considered as an extension of the model presented in Mironchenko et al. (2015). The dynamic matrix of each mode of our switched ODE model depends on the switching period and we provide a design rule for this dependence. This technique allows us to prove an approximation result between the solution of the proposed model and that of the original switched DAE, showing that the difference of the two solutions is of the same order as the switching period. Moreover, we also provide operative sufficient conditions expressed in terms of linear matrix inequalities (LMIs) which allow one to verify the hypotheses of our main result. The approximation result is shown to be useful for asymptotic stability analysis of both the switched DAE and the proposed switched ODE systems.

The paper is organized in several sections. In Section 2 the class of switched descriptor systems of interest is presented. Section 3 presents the new switched ODE model. The main result of the paper is shown in Section 4. In Section 5 a numerical verification of the theoretical results obtained by considering a practical switched capacitor circuit is proposed. In Section 6 the results are summarized. All proofs of the lemmas and theorem proposed in the paper are collected in the Appendix.

## 2. Switched descriptor system

The switched descriptor system of interest can be represented as an homogeneous switched DAE with q modes, i.e.

$$
\begin{equation*}
E_{\sigma(t)} \dot{x}=A_{\sigma(t)} x \tag{1}
\end{equation*}
$$

where $\sigma: \mathbb{R}_{+} \rightarrow \Sigma$, with $\mathbb{R}_{+}$the set of positive real numbers, is a piecewise constant right-continuous function, that selects at each time instant the index of the active mode from the finite index set $\Sigma:=\{1,2, \ldots, q\}$. We assume that each mode is given by a regular matrix pair $\left(E_{i}, A_{i}\right)$, i.e. the polynomial $\operatorname{det}\left(s E_{i}-A_{i}\right)$ is not identically zero, and that the switching signal $\sigma$ repeats the sequence of modes in any switching period $p>0$, i.e.,
$\sigma(t)=\left\{\begin{array}{cc}1, & t \in\left[t_{k}, s_{k, 2}\right) \\ 2, & t \in\left[s_{k, 2}, s_{k, 3}\right) \\ \vdots & \\ \mathrm{q}, & t \in\left[s_{k, \mathrm{q}}, t_{k+1}\right)\end{array}\right.$
with $k \in \mathbb{N}$, with $\mathbb{N}$ the set of positive integers, $i \in \Sigma$, the time instants $t_{k}$ being the multiple of the period $p$, the switching time instants $s_{k, i}$ being the time instant when the $i$ th mode starts within the $k$ th period. In particular, we assume $s_{k, 1}=t_{k}$ for all $k \in \mathbb{N}$. Then we have
$t_{k}:=k p, \quad s_{k, i}:=t_{k}+\sum_{j=1}^{i-1} d_{j, k} p$,
where $d_{i, k} \in D, D=(0,1)$, is the duty cycle of the $i$ th mode for the $k$ th period; in particular, $\sum_{i=1}^{\mathrm{q}} d_{i, k}=1$, see Fig. 1 .

The solution of a switched DAE can also contain Dirac impulses, i.e., each mode can have impulsive modes of arbitrary degree. The impulse-free part of the solution is independent from the impulsive part (however the opposite does not hold,


Fig. 1. Illustration of the switching times notation.
see Trenn, 2012), which justifies the analysis of this paper that concentrates on the impulse-free part of the solution (which may still contain jumps). The impulse free part of the solution of the descriptor system can be obtained as the solution of a suitable switched ODE model. This model is defined by using the consistency projector and the flow matrix of each mode which can be obtained through a specific transformation. In particular, for any regular matrix pair ( $E_{i}, A_{i}$ ) there exist transformation matrices $S_{i}$ and $T_{i}$ which put $\left(E_{i}, A_{i}\right)$ into the quasi Weierstrass form, i.e.
$\left(S_{i} E_{i} T_{i}, S_{i} A_{i} T_{i}\right)=\left(\left[\begin{array}{cc}I & 0 \\ 0 & N_{i}\end{array}\right],\left[\begin{array}{cc}J_{i} & 0 \\ 0 & I\end{array}\right]\right)$,
with $T_{i}=\left[V_{i}, W_{i}\right], \quad S_{i}=\left[E_{i} V_{i}, A_{i} W_{i}\right]^{-1}$ where $N_{i}$ is a nilpotent matrix, $I$ is the identity matrix, $J_{i}, V_{i}$ and $W_{i}$ are matrices of appropriate size. Then, for any regular matrix pair $\left(E_{i}, A_{i}\right)$ it is possible to define the consistence projector $\Pi_{i}$ and the flow matrix $F_{i}$ as follows:
$\Pi_{i}=T_{i}\left[\begin{array}{ll}I & 0 \\ 0 & 0\end{array}\right] T_{i}^{-1}, \quad F_{i}=T_{i}\left[\begin{array}{cc}J_{i} & 0 \\ 0 & 0\end{array}\right] T_{i}^{-1}$.
It is easy to verify that the consistency projector is an idempotent matrix, i.e., $\Pi_{i}^{2}=\Pi_{i}$, and that the projector and the flow matrix are commutative with their product equal to the flow matrix itself, i.e., $F_{i} \Pi_{i}=F_{i}=\Pi_{i} F_{i}$. The consistency projectors allow one to easily verify the impulse freeness of all distributional solution of (1). The solution of switched system (1) is impulse free under arbitrary switching if and only if for all $i \neq j \in \Sigma$ it holds $E_{i}\left(I-\Pi_{i}\right) \Pi_{j}=0$.

In Mostacciuolo et al. (2017a, Theorem 12) it is shown that $x: \mathbb{R}_{+} \rightarrow \mathbb{R}^{n}$ is the impulse-free part of any (distributional) solution of (1) if and only if it is a solution of the following switched ODE model with jumps

$$
\begin{align*}
\dot{x}(t) & =F_{i} x(t), \quad t \in\left(s_{k, i}, s_{k, i+1}\right)  \tag{6a}\\
x\left(s_{k, i}^{+}\right) & =\Pi_{i} x\left(s_{k, i}^{-}\right) \tag{6b}
\end{align*}
$$

with $x\left(0^{-}\right)=x_{0}$, for $k \in \mathbb{N}, i \in \Sigma$, where the matrices $F_{i}$ are given by (5) and $s_{k, q+1}:=t_{k+1}=s_{k+1,1}$.

The solution of (6) can be written by cascading the solutions of the different modes and by considering the jumps at the switching time instants. In particular, at the switching time instants one can write
$x\left(s_{k, i}^{-}\right)=\prod_{m=1}^{k-1}\left(\prod_{j=1}^{\mathrm{q}} e^{F_{j} d_{j, m} p} \Pi_{j}\right) \prod_{j=1}^{i} e^{F_{j} d_{j, m} p} \Pi_{j} x_{0}$
and at the time instants internal to the mode evolution it is
$x(\tau)=e^{F_{i}\left(\tau-s_{k, i}\right)} \Pi_{i} x\left(s_{k, i}^{-}\right)$
for any $\tau \in\left(s_{k, i}, s_{k, i+1}\right), k \in \mathbb{N}$ and $i \in \Sigma$.
Note that throughout the paper the product of any $q$ matrices $G_{i} \in \mathbb{R}^{n \times n}, i=1, \ldots, \mathrm{q}$ is defined as (note the order) $\prod_{i=1}^{\mathrm{q}} G_{i}=$ $G_{q} G_{q-1} \cdots \cdot G_{2} G_{1}$.

## 3. Proposed approximating model

The main objective of this paper consists of finding a switched ODE model whose continuous solution approximates the discontinuous solution (7)-(8) with an error of order of the switching
period $p$, except for small time intervals after the switching time instants.

### 3.1. Switched ODE model

The proposed switched model has the following modes dynamics
$\dot{x}_{s}(t)=F_{i}^{\varepsilon_{p}} x_{s}(t), \quad t \in\left[s_{k, i}, s_{k, i+1}\right)$
with $x_{s}(0)=x_{0}$, for $k \in \mathbb{N}, i \in \Sigma$. Each matrix $F_{i}^{\varepsilon_{p}}, i \in \Sigma$, is defined as the sum of the flow matrix of that mode and a suitable matrix $\Phi_{i}(p)$ which allows a smooth approximation of the possible state jump:
$F_{i}^{\varepsilon_{p}}=F_{i}+\Phi_{i}(p)$
$i \in \Sigma$, where the matrix $F_{i}$ is defined in (5) and
$\Phi_{i}(p)=T_{i}\left[\begin{array}{cc}0 & 0 \\ 0 & -\frac{1}{\varepsilon_{p}} I\end{array}\right] T_{i}^{-1}$.
In Mironchenko et al. (2015) a model similar to (9)-(11) was proposed but a constant parameter $\varepsilon$ was considered therein. The interest in including a dependence on $p$ comes from the fact that in many practical systems the switching period is not fixed a priori and a constant value for $\varepsilon$ could lead to a weaker approximation result when the switching period varies. Specifically, we consider
$\varepsilon_{p}=-\frac{\Delta_{p} p}{\log p^{2}}$
where without loss of generality we assumed $p<1$, and
$\Delta_{p} \leq \Delta p, \quad 0<\Delta \ll \min \left\{d_{i, k}\right\}_{i \in \Sigma, k \in \mathbb{N}}$
for all $p<\bar{p}$. Since $p<1$, the logarithm will be negative, so $\varepsilon_{p}$ is actually positive.

The solution of (9) for any $\tau \in\left[s_{k, i}, s_{k, i+1}\right], k \in \mathbb{N}$ and $i \in \Sigma$, can be written as
$x_{s}(\tau)=e^{\varepsilon_{i}^{\varepsilon p}\left(\tau-s_{k, i}\right)} \chi_{s}\left(s_{k, i}\right)$
where
$\left.x_{s}\left(s_{k, i}\right)=\prod_{m=1}^{k-1}\left(\prod_{j=1}^{q} e^{F_{i}^{\varepsilon p}} d_{j, m}\right)\right) \prod_{j=1}^{i} e^{F_{i}^{\varepsilon p} d_{j, m p} x_{0}}$
is the solution at the switching time instants.

### 3.2. Model motivation

In order to motivate the choice (12) it is useful to recall the following definition of an $\mathrm{O}(p)$ function

Definition 1. For any finite integer $m \in \mathbb{N}$, a matrix function $G: \mathbb{R}_{+} \rightarrow \mathbb{R}^{\mu \times \nu}, \mu \in \mathbb{N}, v \in \mathbb{N}$, is said to be an $\mathrm{O}\left(p^{m}\right)$ function as $p \rightarrow 0\left(G(p)=\mathrm{O}\left(p^{m}\right)\right.$ for short), if there exist positive constants $\alpha$ and $\bar{p}$ such that
$\|G(p)\| \leq \alpha p^{m}, \quad \forall p \in(0, \bar{p})$
where $\|\cdot\|$ indicates the (induced) Euclidean norm.
In the following we show that the choice (12) implies that
$x_{s}\left(s_{k, i}+\Delta_{p} p\right)=\Pi_{i} \bar{x}+\mathrm{O}\left(p^{2}\right)$
where $\bar{x}=x_{s}\left(s_{k, i}\right)$. In other words, by choosing $\varepsilon_{p}$ as in (12), the solution of (9) after a time interval $\Delta_{p} p$ from the beginning of the $i$ th mode approximates with an error $\mathrm{O}\left(p^{2}\right)$ the jump that the solution of the switched DAE (1) would exhibit at the beginning
of the $i$ th mode by starting from $\bar{x}$. Let us verify (16). With simple algebraic manipulations one can write

$$
\begin{align*}
& -\varepsilon_{p} \Phi_{i}(p)=\frac{\Delta_{p} p}{\log p^{2}} \Phi_{i}(p)=T_{i}\left[\begin{array}{ll}
0 & 0 \\
0 & I
\end{array}\right] T_{i}^{-1} \\
& \quad=T_{i}\left[\begin{array}{ll}
I & 0 \\
0 & I
\end{array}\right] T_{i}^{-1}-T_{i}\left[\begin{array}{ll}
I & 0 \\
0 & 0
\end{array}\right] T_{i}^{-1}=I-\Pi_{i} . \tag{17}
\end{align*}
$$

Therefore, by using (17) and (12) one can write:

$$
\begin{align*}
& e^{\Phi_{i}(p) \Delta_{p} p}=e^{-\frac{\Delta p p}{\varepsilon p}\left(I-\Pi_{i}\right)}=e^{\left(I-\Pi_{i}\right) \log p^{2}} \\
& =\sum_{n=0}^{\infty} \frac{\left(I-\Pi_{i}\right)^{n} \log ^{n} p^{2}}{n!} \\
& =I+\sum_{n=1}^{\infty} \frac{\left(I-\Pi_{i}\right)^{n} \log ^{n} p^{2}}{n!} \\
& =I+\left(I-\Pi_{i}\right) \sum_{n=1}^{\infty} \frac{\log ^{n} p^{2}}{n!} \\
& =I+\left(I-\Pi_{i}\right) \sum_{n=0}^{\infty} \frac{\log ^{n} p^{2}}{n!}-\left(I-\Pi_{i}\right) \\
& =\left(I-\Pi_{i}\right) e^{\log p^{2}}+\Pi_{i}=\Pi_{i}+\left(I-\Pi_{i}\right) p^{2} . \tag{18}
\end{align*}
$$

By using $x_{s}\left(s_{k, i}\right)=\bar{x}$, (14) with $\tau=s_{k, i}+\Delta_{p} p$ and (18) it follows that

$$
\begin{align*}
x_{s}\left(s_{k, i}\right. & \left.+\Delta_{p} p\right)=e^{\left(\Phi_{i}(p)+F_{i}\right) \Delta_{p} p} \bar{x} \\
& \stackrel{a}{=} e^{\Phi_{i}(p) \Delta_{p} p} e^{F_{i} \Delta_{p} p} \bar{\chi} \\
& =\left(\Pi_{i}+\left(I-\Pi_{i}\right) p^{2}\right)\left(I+F_{i} \Delta_{p} p+\mathrm{O}\left(p^{3}\right)\right) \bar{x} \\
& =\Pi_{i} \bar{x}+\mathrm{O}\left(p^{2}\right) \tag{19}
\end{align*}
$$

where in $\stackrel{a}{=}$ has been used the commutativity property between $F_{i}$ and $\Phi_{i}(p)$ which follows from
$F_{i}\left(I-\Pi_{i}\right)=\left(I-\Pi_{i}\right) F_{i}=F_{i}-F_{i} \Pi_{i}=F_{i}-F_{i}=0$.
The confirmation of (16) through (19) is a preliminary step for proving the approximation of the solution of the switched descriptor system (1) by the solution of the proposed switched ODE model (9). This result, which is proved in next section, is not a straightforward implication of (16) because the error between the two solutions accumulates period by period.

## 4. Main result

In this section we provide sufficient conditions such that the solution (14)-(15) of the switched ODE (9) is an $\mathrm{O}(p)$ approximation of the solution (7)-(8) of the switched DAE (1). In particular, we show that $x(t)-x_{s}(t)=\mathrm{O}(p)$ holds uniformly for any $t \in$ $[0, T] \backslash\left\{\left(s_{k, i}, s_{k, i}+\Delta_{p} p\right)\right\}_{k \in \mathbb{N}, i \in \Sigma}$. Note that in principle it is not possible to approximate a discontinuous function (solution of switched descriptor system) with a continuous function (solution of switched ODE) uniformly for all $t \in[0, T]$ unless the jump magnitude converges to zero, which we do not assume here. However, with the proposed approximation method we are able to show uniform convergence of order $p$ outside a set (a union of small intervals following the switchings) whose measure is also of order $p$.

The proof of our main result combines some $\mathrm{O}(p)$ approximations of parts of the solutions (7)-(8) and (14)-(15). To do this, it is useful to provide some preliminary expressions for the exponential of the systems flow matrices which are proved through the following lemma.

Lemma 2. Given a set of matrices defined as in (5) and (10)-(13), the following relations hold

$$
\begin{align*}
e^{F_{i} d_{i} p} & =I+F_{i} d_{i} p+O\left(p^{2}\right)  \tag{20a}\\
e^{F_{i}^{\varepsilon p}} d_{i} p & =\Pi_{i}+F_{i} d_{i} p+O\left(p^{2}\right)  \tag{20b}\\
\prod_{i=1}^{q} e^{F_{i}^{\varepsilon_{p}} d_{i} p} & =\prod_{i=1}^{\mathrm{q}} e^{F_{i} d_{i} p} \Pi_{i}+O\left(p^{2}\right) \tag{20c}
\end{align*}
$$

for all $p, d_{i} \in D=(0,1), i \in \Sigma$.
The solutions (7)-(8) and (14)-(15) present repetitions, period by period, of products of exponential matrices. In order to analyze these terms, let us define the Lipschitz continuous matrix function $M: D^{\mathrm{q}} \times \mathbb{R}_{+} \rightarrow \mathbb{R}^{n \times n}$, with $D=(0,1)$, as
$M\left(\delta_{k}, p\right)=\prod_{i=1}^{q} e^{F_{i} d_{i, k} p} \Pi_{i}$
where $k \in \mathbb{N}$ and vector signal $\delta_{k}=\left[d_{1, k}, \ldots, d_{\mathrm{q}, k}\right]^{\top} \in D^{\mathrm{q}}$ indicates the duty cycles of all modes over time. The solution (7) of the switched descriptor system at the $k$ th switching period involves the product of $k$ matrices in the form (21). When $p$ goes to zero over the time interval $(0, T)$, one should consider $k \in\{1, \ldots, \ell(p)\}$, where $\ell: \mathbb{R}_{+} \rightarrow \mathbb{N}$ is the number of intervals of length $p$ from 0 to $T$ :
$\ell(p)=\left\lfloor\frac{T}{p}\right\rfloor$
with $\lfloor x\rfloor$ the largest integer less than or equal to $x \in \mathbb{R}$. Clearly, when $p$ goes to zero $\ell(p)$ goes to infinity. In particular, it is $1 / \ell(p)=\mathrm{O}(p)$. Indeed it is $1 / \ell(p) \leq p /(T-p) \leq \alpha p$ with $\alpha \geq 1 /(T-\bar{p})$ where $\bar{p}$ is chosen according to Definition 1. In our case, the proof of the approximation result between $x(t)$ and $x_{s}(t), t \in[0, T]$, requires some $\mathrm{O}(p)$ conditions on products of $\ell(p)$ terms in the form (21). This result is proved in the following lemma.

Lemma 3. Consider a finite $T \in \mathbb{R}, \ell(p)$ as in (22), a discrete time signal $\left(\delta_{k}\right)_{k \in \mathbb{N}}$ with values in $D^{\mathrm{q}}=(0,1)^{\mathrm{q}}$, and generic Lipschitz continuous matrix functions $M: D^{\mathrm{q}} \times \mathbb{R}_{+} \rightarrow \mathbb{R}^{n \times n}$ and $G:$ $D^{q} \times \mathbb{R}_{+} \rightarrow \mathbb{R}^{n \times n}$. Assume that there exists a $\gamma_{1} \geq 0$ such that

$$
\begin{align*}
\left\|M\left(\delta_{k}, p\right)\right\| & \leq 1+\gamma_{1} p  \tag{23a}\\
G\left(\delta_{k}, p\right) & =\mathrm{O}\left(p^{2}\right) \tag{23b}
\end{align*}
$$

for all $k \in\{1, \ldots, \ell(p)\}$. Then

$$
\begin{align*}
\prod_{k=1}^{\ell(p)} M\left(\delta_{k}, p\right) & =\mathrm{O}(1)  \tag{24a}\\
\prod_{k=1}^{\ell(p)}\left(M\left(\delta_{k}, p\right)+G\left(\delta_{k}, p\right)\right) & =\prod_{k=1}^{\ell(p)} M\left(\delta_{k}, p\right)+\mathrm{O}(p) . \tag{24b}
\end{align*}
$$

It is interesting to compare the results in Lemma 3 with those of Lemma 2 in Iannelli, Pedicini, Trenn, and Vasca (2013). Therein, by considering constant duty cycles, i.e. $\delta_{k}=\delta$ for all $k \in \mathbb{N}$, it is shown that if $M(p)^{\ell(p)}=\mathrm{O}(1)$ and $G(p)=\mathrm{O}(p)$ it is $(M(p)+G(p))^{\ell(p)}=\mathrm{O}(1)$. The assumption (23a) in the particular case that $\delta_{k}$ is constant, is more restrictive than $M(p)^{\ell(p)}=\mathrm{O}(1)$, so as it can be deduced from (A.1d). On the other hand, from Lemma 3 it follows that if (23) hold one can write the more explicit expression $(M(p)+G(p))^{\ell(p)}=M(p)^{\ell(p)}+\mathrm{O}(p)$.

The condition (23a) cannot be easily checked a priori from the structure of the model (9). The following lemma provides more operative conditions based on linear matrix inequalities which must be satisfied by the system projectors in order to let (23a) be satisfied.

Lemma 4. Consider a set of matrices defined as in (5) and (10)(13). Assume that there exists a symmetric matrix $P$ such that the following set of linear matrix inequalities
$P \succ 0$
$\Pi_{i}^{\top} P \Pi_{i}-P \preceq 0$
with $i=1, \ldots, q$, has a solution, then there exists a $\gamma_{1} \geq 0$ such that the following condition holds

$$
\begin{equation*}
\left\|\left\|\prod_{i=1}^{\mathrm{q}} e^{F_{i} d_{i, k} p} \Pi_{i} \mid\right\| \leq 1+\gamma_{1} p\right. \tag{26}
\end{equation*}
$$

for any $k \in\{1, \ldots, \ell(p)\}$ and for all $p$ with $\||\cdot|| |$ being the norm induced by the matrix $P$.

Conditions (25) can be relaxed under the hypothesis that the sequence of the projectors is fixed. In particular one could replace (25b) with the weaker condition $\Pi_{\cap}^{\top} P \Pi_{\cap}-P \preceq 0$, where $\Pi_{\cap}=\prod_{i=1}^{\mathrm{q}} \Pi_{i}$. Note that if im $\Pi_{\cap} \subseteq \operatorname{im} \Pi_{i}$ and $\operatorname{ker} \Pi_{\cap} \supseteq \operatorname{ker} \Pi_{i}$ then $\Pi_{\cap}$ is a projector himself, see Mostacciuolo et al. (2017a).

By using the lemmas above, it is now possible to prove our main result.

Theorem 5. Consider the switched DAE system (1) and the smooth model (9) with the same initial conditions $x\left(0^{-}\right)=x_{s}\left(0^{-}\right)=x_{0}$. Assume that there exists a symmetric matrix $P$ such that the set of LMIs (25) is satisfied. Then
$x(t)-x_{s}(t)=O(p)$
holds for any $t \in[0, T] \backslash\left\{\left(s_{k, i}, s_{k, i}+\Delta_{p} p\right)\right\}_{k \in \mathbb{N}, i \in \Sigma}$.
Theorem 5 can be useful for providing some stability properties of (1) and (9). In order to make some considerations on this, first note that the approximation result (27) is based on the existence of a norm $|\| \cdot||\mid$ such that (26) holds. It is easy to see that this condition is not sufficient for having the asymptotic stability of the switched descriptor system (1). On the other hand, if some tighter conditions on the modes dynamics are assumed, one can obtain a sufficient condition which ensures the asymptotic stability of (1) and (9). In particular, from (7) it is easy to verify that if there exists a $\gamma_{2}>0$ such that

$$
\begin{equation*}
\left\|\left\|e^{F_{i} d_{i, k} p} \Pi_{i} \mid\right\| \leq 1-\gamma_{2} p\right. \tag{28}
\end{equation*}
$$

for all $i \in \Sigma$, for any $k \in\{1, \ldots, \ell(p)\}$ and for all $p$, than (1) is asymptotically stable. On the other hand, if condition (28) hold, the proposed switched ODE model (9) is asymptotically stable either. Indeed, one can write

$$
\begin{align*}
e^{F_{i}^{F_{p}} d_{i, k} p} & =e^{F_{i} d_{i, k} p} e^{\Phi_{i}(p) d_{i, k} p} \\
& =e^{F_{i} d_{i, k} p}\left(\Pi_{i}+\left(I-\Pi_{i}\right) p^{\frac{2 d_{i, k}}{\Delta p}}\right) \\
& =e^{F_{i} d_{i, k} p} \Pi_{i}+\left(I-\Pi_{i}\right) p^{\frac{2 d_{i, k}}{\Delta p}} . \tag{29}
\end{align*}
$$

Now, since $d_{i, k}<1$ for all $i \in \Sigma$ and $k \in \mathbb{N}$, from (28) and (29) one obtains that there always exists a $\bar{p}$ such that

$$
\begin{align*}
\left\|\left\|e^{F_{i}^{\varepsilon p} d_{i, k} p} \mid\right\|\right. & \leq 1-\gamma_{2} p+\mid\left\|I-\Pi_{i}\right\| \| p^{\frac{2}{\Delta p}} \\
& \leq 1-\gamma_{2} p+\gamma_{3} p \leq 1-\gamma_{4} p \tag{30}
\end{align*}
$$

for any $p \in(0, \bar{p})$, with $\gamma_{4}=\gamma_{2}-\gamma_{3}>0$, for all $k \in \mathbb{N}$. By taking the norm in (14)-(15) and by using (30) the asymptotic stability of (9) directly follows.

In synthesis, if (28) hold then the switched descriptor system (1) and the proposed switched ODE system (9) with the design rule of $\varepsilon_{p}$ expressed by (12), are both asymptotically


Fig. 2. Elementary cell of a ladder step-up switched capacitor converter.
stable. In this scenario, one can apply to the proposed model (9) some analysis and control design techniques which are standard for models which do not exhibit discontinuities and, thanks to the approximation result in Theorem 5, conclude corresponding results for the switched descriptor system (1).

## 5. Example

In this section we verify the approximation (27) in Theorem 5 by using numerical results obtained by considering a practical switched capacitor electrical circuit. Let us consider the typical elementary cell of a ladder step-up switched capacitor shown in Fig. 2. The circuit consists of two capacitors and four switches that are controlled in a complementary way. The analysis of linear electrical circuit by means of state space models has been extensively considered in the literature, e.g. Kalman (1963), Lewis (1986), Rosenbrock (1970) and Verghese, Lévy, and Kailath (1981). The circuit in Fig. 2 can be represented in the form (1) with two modes corresponding to the pair $\left\{\mathcal{S}_{1}, \mathcal{S}_{2}\right\}$ turned on together with the pair $\left\{\mathcal{S}_{3}, \mathcal{S}_{4}\right\}$ turned off ( $\sigma=1$ ), and viceversa ( $\sigma=2$ ).

By considering as input a constant voltage source $u$ the circuit can be modeled by adding a dummy state variable, say $x_{1}$, together with $x_{2}$ and $x_{3}$ being the state variables corresponding to the voltages on the capacitors $C_{1}$ and $C_{2}$, respectively. Then the matrices pairs and the consistence projectors of the two modes are:
$E_{1}=\left[\begin{array}{ccc}1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & c_{2} R & c_{1} R\end{array}\right]$
$A_{1}=\left[\begin{array}{rrr}0 & 0 & 0 \\ 0 & -1 & 1 \\ -1 & -1 & 0\end{array}\right]$
$E_{2}=\left[\begin{array}{ccc}1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & C_{2} R & 0\end{array}\right]$
$A_{2}=\left[\begin{array}{ccc}0 & 0 & 0 \\ 1 & 0 & -1 \\ -1 & -1 & 0\end{array}\right]$
$P i_{1}=\left[\begin{array}{ccc}1 & 0 & 0 \\ 0 & c_{2} \rho & C_{1 \rho} \\ 0 & C_{2} \rho & C_{1} \rho\end{array}\right]$
$\Pi_{2}=\left[\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ 1 & 0 & 0\end{array}\right]$
where $\rho=\frac{1}{C_{1}+C_{2}}$. It can be easily verified that the linear matrix inequalities (25) are satisfied, even though the projectors have euclidean norms larger than 1.

The matrices $F_{i}$ and $\Phi_{i}, i=1,2$, are:
$F_{1}=\frac{\rho^{2}}{R}\left[\begin{array}{ccc}0 & 0 & 0 \\ -\frac{1}{\rho} & -C_{2} & -C_{1} \\ -\frac{1}{\rho} & -C_{2} & -c_{1}\end{array}\right]$
$\Phi_{1}=\frac{\rho \log p^{2}}{p \Delta_{p}}\left[\begin{array}{ccc}0 & 0 & 0 \\ 0 & C_{1} & -C_{1} \\ 0 & -C_{2} & C_{2}\end{array}\right]$
$F_{2}=\left[\begin{array}{ccc}0 & 0 & 0 \\ -\frac{1}{c_{2} R} & -\frac{1}{c_{2}} & 0 \\ 0 & 0 & 0\end{array}\right]$

$$
\Phi_{2}=\frac{\log p^{2}}{p \Delta_{p}}\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & 0 \\
-1 & 0 & 1
\end{array}\right]
$$

The simulation has been carried out by selecting the following parameters: $C_{1}=C_{2}=120 \mu \mathrm{~F}, R=10 \mathrm{k} \Omega$ and $\Delta_{p}=0.9 p$. In Fig. 3 is shown the behavior of the state variables for different switching periods, i.e. $p=0.1 \mathrm{~s}$ and $p=0.07 \mathrm{~s}$ respectively, over six periods. Note that the duty cycles are different for each period. The state variable $x_{3}$ presents jumps when the system switches from mode 1 to mode 2 and viceversa. The state evolution of the


Fig. 3. Time evolution of the state variables (second top, third bottom) of the switched capacitor circuit with $p=0.1 \mathrm{~s}$ and $p=0.07 \mathrm{~s}$ : switched DAE system (blue lines) and proposed model (red lines). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)


Fig. 4. Error time evolution over six periods for the state variable $x_{3}$ of the switched capacitor circuit for $p=0.1 \mathrm{~s}$ (top) and $p=0.07 \mathrm{~s}$ (bottom) by using the proposed method (left) and the model presented in Mironchenko et al. (2015) (right).
error related to the second state variable together with the state evolution of the error obtained by reproposing the same scenario with the model presented in Mironchenko et al. (2015), where $\varepsilon=0.004$ are shown in Fig. 4. At the switching time instants state jumps occur and the error becomes quite small after few switching periods. Clearly the amplitudes of the peak values of the errors at the switching time instants are the same for the two (continuous) models. Nevertheless the error decreases much faster with our model. Indeed, the root mean square of the state errors with respect to the solutions of (1) with $p=0.1 \mathrm{~s}$ ( $p=$ 0.07 s ) are $0.1178(0.0752)$ for our model and $0.1983(0.2324)$ for the model proposed in Mironchenko et al. (2015) with $\varepsilon=0.004$. The integral of the error for the model in Mironchenko et al. (2015) is $23 \%$ ( $165 \%$ ) larger than the error obtained with our model.

## 6. Conclusion

Many practical switched systems are characterized by a repetitive sequence of a finite number of modes and can be represented as descriptor systems. For switched descriptor systems which present jumps in the state at the switching time instants it is of practical interest to find possible smooth models which approximate the behavior of the discontinuous system. In this paper a switched ODE model whose state continuous solution approximates the evolution of the switched descriptor system solution has been proposed. Linear matrix inequalities depending on the system projectors provide sufficient conditions for proving that the approximation error between the two models is of order of the switching period. The practical operating conditions of not
constant duty cycles and varying switching periods have been considered. Numerical results obtained by considering a switched capacitor circuit have validated the theoretical results. In this paper we have considered homogeneous switched DAE and nonhomogeneous systems that can be represented in this form too if inputs are such that the state can be enlarged by including a model of the input generator in the switched DAE model. Future step will extend this result for non-homogeneous switched DAE with more general inputs.

## Appendix

## A.1. Properties on $\mathrm{O}(p)$ functions

We can state some properties of matrix functions which satisfy Definition 1. In particular, for any finite integer $m \in \mathbb{N}$, the following implications hold:

$$
\begin{align*}
G(p)=\mathrm{O}\left(p^{m}\right) & \Longrightarrow G(p) \ell(p)=\mathrm{O}\left(p^{m-1}\right)  \tag{A.1a}\\
G(p)=\mathrm{O}(p) & \Longrightarrow G(p)^{\ell(p)}=\mathrm{O}\left(p^{m}\right)  \tag{A.1b}\\
G(p)=\mathrm{O}\left(p^{2}\right) & \Longrightarrow(G(p) \ell(p))^{\ell(p)}=\mathrm{O}\left(p^{m}\right)  \tag{A.1c}\\
G(p)^{\ell(p)}=\mathrm{O}(1) & \Longrightarrow G(p)=\mathrm{O}(1) . \tag{A.1d}
\end{align*}
$$

These properties can be verified as partially done in Hardy (1967). The implication (A.1a) follows from
$\|G(p) \ell(p)\| \leq \alpha p^{m}\left\lfloor\frac{T}{p}\right\rfloor \leq \alpha p \frac{T}{p}=\alpha T p^{m-1}$.
The implication (A.1b) follows from

$$
\begin{aligned}
\left\|G(p)^{\ell(p)}\right\| & \leq\|G(p)\|^{\ell(p)} \leq(\alpha p)^{\ell(p)} \\
& =\alpha^{m} p^{m}(\alpha p)^{\ell(p)-m} \leq \alpha^{m} p^{m}
\end{aligned}
$$

and one can choose $\hat{p} \leq \bar{p}$ such that $\alpha \hat{p} \leq 1$, for some $\hat{p} \leq \bar{p}$. The implication (A.1c) follows from

$$
\begin{aligned}
\left\|(G(p) \ell(p))^{\ell(p)}\right\| & \leq\|G(p) \ell(p)\|^{\ell(p)} \leq(\alpha p T)^{\ell(p)} \\
& =\alpha^{m} T^{m} p^{m}(\alpha p T)^{\ell(p)-m} \leq \alpha^{m} T^{m} p^{m}
\end{aligned}
$$

and one can choose $\hat{p} \leq \bar{p}$ such that $\alpha \hat{p} T \leq 1$, for some $\hat{p} \leq \bar{p}$.
The implication (A.1d) is a direct consequence of Definition 1. Note that the opposite of (A.1d) do not hold, in general.

Clearly, any linear combination of functions which are $\mathrm{O}\left(p^{m}\right)$ is an $\mathrm{O}\left(p^{m}\right)$ function itself.

## A.2. Proof of Lemma 2

The condition (20a) is straightforward by using a Taylor expansion of the exponential matrix.

The condition (20b) is obtained as follows

$$
\begin{aligned}
e^{F_{i}^{\varepsilon p}} d_{i, k p} & =e^{F_{i} d_{i, k} p+\Phi_{i}(p) d_{i, k} p} \\
& \stackrel{a}{=} e^{F_{i} d_{i, k} p} e^{\Phi_{i}(p) d_{i, k} p} \\
& =\left(I+F_{i} d_{i, k} p+O\left(p^{2}\right)\right) e^{\Phi_{i}(p) d_{i, k} p} \\
& \stackrel{b}{=}\left(I+F_{i} d_{i, k} p+O\left(p^{2}\right)\right)\left(\Pi_{i}+O\left(p^{2}\right)\right) \\
& =\Pi_{i}+F_{i} d_{i, k} p+O\left(p^{2}\right)
\end{aligned}
$$

where in $\stackrel{a}{=}$ has been used the commutativity property between $F_{i}$ and $\Phi_{i}(p)$ and in $\stackrel{b}{=}$ has been used the following result:

$$
\begin{aligned}
& e^{\Phi_{i}(p) d_{i, k} p}=\sum_{n=0}^{\infty} \frac{\left(I-\Pi_{i}\right)^{n} \log ^{n} p^{2}}{n!} \frac{d_{i, k}^{n}}{\Delta_{p}^{n}} \\
& \quad=I+\sum_{n=1}^{\infty} \frac{\left(I-\Pi_{i}\right)^{n} \log ^{n} p^{2}}{n!} \frac{d_{i, k}^{n}}{\Delta_{p}^{n}}
\end{aligned}
$$

$$
\begin{aligned}
& =I+\left(I-\Pi_{i}\right) \sum_{n=1}^{\infty} \frac{\log ^{n} p^{2}}{n!} \frac{d_{i, k}^{n}}{\Delta_{p}^{n}} \\
& =I+\left(I-\Pi_{i}\right) \sum_{n=0}^{\infty}\left(\frac{d_{i, k} \log p^{2}}{\Delta_{p}}\right)^{n} \frac{1}{n!}-\left(I-\Pi_{i}\right) \\
& =\left(I-\Pi_{i}\right) e^{\frac{d_{i, k}}{\Delta p} \log p^{2}}+\Pi_{i} \\
& =\Pi_{i}+\left(I-\Pi_{i}\right) p^{\frac{2 d_{i, k}}{\Delta p}}=\Pi_{i}+O\left(p^{2}\right) .
\end{aligned}
$$

The condition (20c) is obtained by applying (20a) and (20b). Indeed by using (20b) it follows that the left hand side of (20c) can be written as

$$
\begin{aligned}
\prod_{i=1}^{q} e^{F_{i}^{\varepsilon p}} d_{i, k p} & =\prod_{i=1}^{\mathrm{q}}\left(\Pi_{i}+F_{i} d_{i, k} p+O\left(p^{2}\right)\right) \\
& =\prod_{i=1}^{\mathrm{q}}\left(\Pi_{i}+F_{i} d_{i, k} p\right)+O\left(p^{2}\right)
\end{aligned}
$$

By using (20a) it follows that the first term in the right hand side of (20c) can be written as

$$
\begin{aligned}
\prod_{i=1}^{\mathrm{q}} e^{F_{i} d_{i, k} p} \Pi_{i} & =\prod_{i=1}^{\mathrm{q}}\left(I+F_{i} d_{i, k} p+O\left(p^{2}\right)\right) \Pi_{i} \\
& =\prod_{i=1}^{\mathrm{q}}\left(\Pi_{i}+F_{i} d_{i, k} p\right)+O\left(p^{2}\right)
\end{aligned}
$$

where we exploited the property $F_{i} \Pi_{i}=F_{i}$ which holds for all $i \in \Sigma$. By combining the last two expressions the expression (20c) directly follows.

## A.3. Proof of Lemma 3

For the sake of notation let us indicate $M\left(\delta_{k}, p\right)$ with $M_{k, p}$ and $G\left(\delta_{k}, p\right)$ with $G_{k, p}$, respectively.

Since the constant $\gamma_{1}$ is the same for all matrices $M_{k, p}$ one has $\left\|\prod_{k=1}^{\ell(p)} M_{k, p}\right\| \leq \prod_{k=1}^{\ell(p)}\left\|M_{k, p}\right\| \leq\left(1+\gamma_{1} p\right)^{T / p} \leq e^{\gamma_{1} T}$. Then condition (24a) directly follows.

In order to obtain (24b) one can write
$\prod_{k=1}^{\ell(p)}\left(M_{k, p}+G_{k, p}\right)=\prod_{k=1}^{\ell(p)} M_{k, p}+\sum_{k=1}^{\ell(p)} \sum_{i=1}^{N(\ell(p), k)} H_{i, k, p}$
with
$N(\ell(p), k)=\frac{\ell(p)!}{k!(\ell(p)-k)!}=\frac{\prod_{i=0}^{k-1}(\ell(p)-i)}{k!}$
and $H_{i, k, p}$ suitable linear combinations of matrices where each $H_{i, k, p}$ contains a product with $k$ matrices $G_{j, p}$ with $j \in \mathbb{N}$. Therefore one can write

$$
\begin{aligned}
& \left\|\sum_{k=1}^{\ell(p)} \sum_{i=1}^{N(\ell(p), k)} H_{i, k, p}\right\| \leq \sum_{k=1}^{\ell(p)} \sum_{i=1}^{N(\ell(p), k)}\left\|H_{i, k, p}\right\| \\
& \quad \leq \sum_{k=1}^{\ell(p)} \sum_{i=1}^{N(\ell(p), k)}\left(1+\gamma_{1} p\right)^{\ell(p)-k}\left(\alpha_{i, k} p^{2}\right)^{k} \\
& \quad \leq \sum_{k=1}^{\ell(p)} \sum_{i=1}^{N(\ell(p), k)}\left(1+\gamma_{1} p\right)^{\ell(p)}\left(\alpha_{i, k} p^{2}\right)^{k} \\
& \quad \leq \sum_{k=1}^{\ell(p)} \sum_{i=1}^{N(\ell(p), k)} e^{\gamma_{1} T}\left(\alpha_{i, k} p^{2}\right)^{k}
\end{aligned}
$$

$$
\begin{align*}
& \leq e^{\gamma_{1} T} \sum_{k=1}^{\ell(p)} N(\ell(p), k)\left(\bar{\alpha}_{k} p^{2}\right)^{k} \\
& =e^{\gamma_{1} T} \sum_{k=1}^{\ell(p)} \frac{\prod_{i=0}^{k-1}(\ell(p)-i)}{k!}\left(\bar{\alpha}_{k} p^{2}\right)^{k} \\
& \leq e^{\gamma_{1} T} \sum_{k=1}^{\ell(p)} \frac{\ell(p)^{k}}{k!}\left(\bar{\alpha}_{k} p^{2}\right)^{k} \\
& =e^{\gamma_{1} T} \sum_{k=1}^{\ell(p)} \frac{\left(\bar{\alpha}_{k} \ell(p) p^{2}\right)^{k}}{k!} \leq e^{\gamma_{1} T} \sum_{k=1}^{\ell(p)} \frac{(\bar{\alpha} p T)^{k}}{k!} \\
& \leq e^{\gamma_{1} T} p \sum_{k=1}^{\ell(p)} \frac{(\bar{\alpha} T)^{k}}{k!} \leq e^{\gamma_{1} T} p \sum_{k=1}^{\infty} \frac{(\bar{\alpha} T)^{k}}{k!} \\
& =e^{\gamma_{1} T}\left(e^{\bar{\alpha} T}-1\right) p \tag{A.3}
\end{align*}
$$

where for all $k$ it is $\bar{\alpha}_{k} \geq \max \left\{\alpha_{i, k}\right\}_{i=1}^{N(\ell(p), k)}, \bar{\alpha} \geq \max \left\{\bar{\alpha}_{k}\right\}_{k=1}^{\ell(p)}$ and $p \geq p^{k}$ because without loss of generality one can assume $p \leq 1$.

From (A.3) it follows that
$\sum_{k=1}^{\ell(p)} \sum_{i=1}^{N(\ell(p), k)} H_{i, k, p}=\mathrm{O}(p)$
and then by using (A.2) the condition (24b) directly follows.

## A.4. Proof of Lemma 4

Let us consider the following

$$
\begin{align*}
& \prod_{i=1}^{\mathrm{q}} e^{F_{i} d_{i, k} p} \Pi_{i}=\prod_{i=1}^{\mathrm{q}}\left(I+F_{i} d_{i, k} p+\mathrm{O}\left(p^{2}\right)\right) \Pi_{i} \\
& =\prod_{i=1}^{\mathrm{q}} \Pi_{i}+\mathrm{O}(p) \tag{A.4}
\end{align*}
$$

Let us consider the difference equation $\xi_{k+1}=F_{k} \xi_{k}$ with $\xi_{k} \in$ $\mathbb{R}^{n}, k \in \mathbb{N}_{0}, F_{k} \in \mathcal{F}$ and $\mathcal{F}=\left\{\Pi_{1}, \ldots, \Pi_{\mathrm{q}}\right\}$. By using the piecewise quadratic stability based on Lyapunov theory (Iervolino, Trenn, \& Vasca, 2017) it follows that the existence of a matrix $P$ which solves the LMIs (25) imply that the system is absolutely stable for any sequence of matrices in $\mathcal{F}$, see Sec. 5 in Boyd, Ghaoui, Feron, and Balakrishnan (1994). Then, by using Theorem 3 in Kozyakin (1990) it follows that
$\left|\left\|\Pi_{i} \mid\right\| \leq 1\right.$
for all $i=1, \ldots, \mathrm{q}$ with $|||\cdot|||$ being the norm induced by the matrix $P$. Therefore, by applying such norm to (A.4) and by using (A.5) one to write

$$
\begin{align*}
\left\|\left\|\prod_{i=1}^{\mathrm{q}} e^{F_{i} d_{i, k} p} \Pi_{i}\right\|\right\| & \leq\| \| \prod_{i=1}^{\mathrm{q}} \Pi_{i}\| \|+\gamma_{1} p \\
& \leq \prod_{i=1}^{\mathrm{q}}\| \| \Pi_{i}\| \|+\gamma_{1} p \leq 1+\gamma_{1} p \tag{A.6}
\end{align*}
$$

which completes the proof.

## A.5. Proof of Theorem 5

We first show that (27) holds at any switching time instant by considering for $x$ the value before the possible jump, i.e.
$x\left(s_{k, i}^{-}\right)-x_{s}\left(s_{k, i}\right)=O(p)$
for any $k \in\{1, \ldots, \ell(p)\}$ and $i \in \Sigma$.

By using Lemmas 3 and 4 with $M\left(d_{k}, p\right)=\prod_{j=1}^{\mathrm{q}} e^{F_{j} d_{j}, k} \Pi_{j}$ it follows

$$
\begin{align*}
\prod_{j=1}^{\mathrm{q}} e^{F_{j} d_{j}, k} \Pi_{j} & =\mathrm{O}(1)  \tag{A.8a}\\
\prod_{j=1}^{\mathrm{q}}\left(e^{F_{j} d_{j}, k p} \Pi_{j}+O\left(p^{2}\right)\right) & =\prod_{j=1}^{\mathrm{q}} e^{F_{j} d_{j, k} p} \Pi_{j}+\mathrm{O}(p) \tag{A.8b}
\end{align*}
$$

for any $k \in \mathbb{N}_{0}$. Let us compute the solution of the smooth system:

$$
\begin{align*}
x_{s}\left(s_{k, i}\right) & =\prod_{m=1}^{k-1}\left(\prod_{j=1}^{q} e^{F_{j}^{\varepsilon_{p}} d_{j, m} p}\right) \prod_{j=1}^{i} e^{F_{j}^{\varepsilon} d_{j, k} p} x_{0} \\
& \stackrel{a}{=}\left[\prod_{m=1}^{k-1}\left(\prod_{j=1}^{\mathrm{q}} e^{F_{j} d_{j, m} p} \Pi_{j}+\mathrm{O}\left(p^{2}\right)\right)\right. \\
& \left.\cdot \prod_{j=1}^{i}\left(\Pi_{j}+F_{j} d_{j, k} p+O\left(p^{2}\right)\right)\right] x_{0} \\
& \stackrel{b}{=}\left[\prod_{m=1}^{k-1}\left(\prod_{j=1}^{\mathrm{q}} e^{F_{j} d_{j, m} p} \Pi_{j}\right)\right. \\
& \left.\cdot \prod_{j=1}^{i}\left(\Pi_{j}+F_{j} d_{j, k} p+\mathrm{O}\left(p^{2}\right)\right)+\mathrm{O}(p)\right] x_{0} \\
& \stackrel{c}{=} \prod_{m=1}^{k-1}\left(\prod_{j=1}^{\mathrm{q}} e^{F_{j} d_{j, m} p} \Pi_{j}\right) \prod_{j=1}^{i} \Pi_{j} x_{0}+\mathrm{O}(p) \tag{A.9}
\end{align*}
$$

where in $\stackrel{(\text { a })}{=}$ has been used (20b) and (20c) in Lemma 2 , in $\stackrel{(\text { b })}{=}$ has been used (A.8b), in $\stackrel{(c)}{=}$ has been used (A.8a).

The solution of the switched DAE can be written as

$$
\begin{align*}
x\left(s_{k, i}^{-}\right) & =\prod_{m=1}^{k-1}\left(\prod_{j=1}^{\mathrm{q}} e^{F_{j} d_{j, m} p} \Pi_{j}\right) \prod_{j=1}^{i} e^{F_{j} d_{j, m} p} \Pi_{j} x_{0} \\
& =\prod_{m=1}^{k-1}\left(\prod_{j=1}^{\mathrm{q}} e^{F_{j} d_{j, m} p} \Pi_{j}\right) \prod_{j=1}^{i}\left(\Pi_{j}+O(p)\right) x_{0} \\
& =\prod_{m=1}^{k-1}\left(\prod_{j=1}^{\mathrm{q}} e^{F_{j} d_{j, m} p} \Pi_{j}\right) \prod_{j=1}^{i} \Pi_{j} x_{0}+O(p) . \tag{A.10}
\end{align*}
$$

By subtracting (A.9) to (A.10) one obtains (A.7).
Now, it can be proven that $x(t)-x_{s}(t)=O(p)$ holds for time instants different from switching time instants except for the time intervals $\tau \in\left(s_{k, i}, s_{k, i}+\Delta_{p} p\right)$ for any $k \in \mathbb{N}$ and $i \in \Sigma$. Let us assume that $\tau \in\left[s_{k, i}+\Delta_{p} p, s_{k, i+1}\right)$. Then the solution of the switched DAE system is given by
$x(\tau)=e^{F_{i}\left(\tau-s_{k, i}\right)} \Pi_{i} x\left(s_{k, i}^{-}\right)$.
In the same time interval, the solution of the smooth system is given by
$x_{s}(\tau)=e^{F_{i}^{\varepsilon_{p}}\left(\tau-\Delta_{p} p-s_{k, i}\right)} x_{s}\left(s_{k, i}^{-}\right)$
Then one can write
$x(\tau)-x_{s}(\tau)$
$=e^{F_{i}\left(\tau-s_{k, i}\right)} \Pi_{i} x\left(s_{k, 1}^{-}\right)-e^{F_{i}^{\varepsilon p}\left(\tau-\Delta_{p} p-s_{k, i}\right)} x_{s}\left(s_{k, i}^{-}\right)$
$=\left(\Pi_{i}+O\left(\tau-s_{k, i}\right)\right) x\left(s_{k, 1}^{-}\right)$

$$
\begin{align*}
& -\left(\Pi_{i}+O\left(\tau-\Delta_{p} p-s_{k, i}\right)\right) x_{s}\left(s_{k, i}^{-}\right) \\
& =\Pi_{i}\left(x\left(s_{k, i}^{-}\right)-x_{s}\left(s_{k, i}^{-}\right)\right)+O(p)=O(p) \tag{A.11}
\end{align*}
$$

for any $\tau \in\left[s_{k, i}+\Delta_{p} p, s_{k, i+1}\right), k \in \mathbb{N}, i \in \Sigma$, where in the last manipulation we used (A.7). By combining (A.7) and (A.11) the proof is complete.
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