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H I G H L I G H T S  

• Primary and secondary energy mixes at regional and national scales vary greatly. 
• Some regional building types and industrial activities potentially save energy. 
• Interregional secondary energy flows, notably hydrogen, are massive. 
• System costs and energy infrastructure investments differ vastly across regions.  

A R T I C L E  I N F O   

Keywords: 
Optimization 
Built environment 
Industries 
Renewable energy potentials 
District heating 
Regionalization 

A B S T R A C T   

Integrated energy system modeling tools predominantly focus on the (inter)national or local scales. The inter-
mediate level is important from the perspective of regional policy making, particularly for identifying the potentials 
and constraints of various renewable resources. Additionally, distribution variations of economic and social sectors, 
such as housing, agriculture, industries, and energy infrastructure, foster regional energy demand differences. We 
used an existing optimization-based national integrated energy system model, Options Portfolio for Emission 
Reduction Assessment or OPERA, for our analysis. The modeling framework was subdivided into four major blocks: 
the economic structure, the built environment and industries, renewable energy potentials, and energy infra-
structure, including district heating. Our scenario emphasized extensive use of intermittent renewables to achieve 
low greenhouse gas emissions. Our multi-node, regionalized model revealed the significant impacts of spatial 
parameters on the outputs of different technology options. Our case study was the northern region of the 
Netherlands. The region generated a significant amount of hydrogen (H2) from offshore wind, i.e. 620 Peta Joule 
(PJ), and transmitted a substantial volume of H2 (390 PJ) to the rest of the Netherlands. Additionally, the total 
renewable share in the primary energy mix of almost every northern region is ~90% or more compared to ~70% 
for the rest of the Netherlands. The results confirm the added value of regionalized modeling from the perspective 
of regional policy making as opposed to relying solely on national energy system models. Furthermore, we suggest 
that the regionalization of national models is an appropriate method to analyze regional energy systems.  

Abbreviations: BE, Built Environment; CAES, Compressed Air Energy Storage; CAPEX, Capital Expenditure; CBS, Dutch Central Bureau of Statistics; CCS, Carbon, 
Capture and Storage; CHP, Combined Heat and power; CO2, Carbon Dioxide; DH, District Heating; ECN, Energy research Center of the Netherlands; ETS, Emissions 
Trading System; EV, Electric Vehicle; FBI, Food and Beverage Industry; FT, Fisher-Tropsch; GB-PV, Ground-based Photovoltaics; GFA, Gross Floor Area; GHG, 
Greenhouse Gas; GIS, Geographic Information System; GM, Groningen Municipality; GR, Groningen Rest; GW, GigaWatt; H2, Hydrogen; HP, Heat Pump; HV, High 
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1. Introduction 

Developing a low-carbon energy system necessitates attention to 
various spatial dimensions [1]. The establishment of extensive in-
frastructures for low-carbon sources, such as wind, solar, and biomass 
energy, requires large amounts of space [2] because their low power 
densities. In addition, there are substantial regional differences between 
the potentials of existing renewable energy supply options and available 
energy infrastructures [1]. Area-based and bottom-up strategies are 
crucial for improving regional environments and stakeholders’ interac-
tion in the pursuit of a low-carbon energy system [3]. Such strategies are 
especially critical in densely populated areas where high energy de-
mands and a lack of spaces can lead to serious competition over land use 
and instigate societal resistance. This situation also applies to the 
Netherlands [4], which is the location of our study. 

The Netherlands aims to rapidly reduce greenhouse gas (GHG) 
emissions [5] and significantly increase in the share of renewables [6] in 
line with European Union targets [7]. However, the country is currently 
among the lowest performing European countries in terms of the share 
of renewables in its energy production [8]. This deficit can be attributed 
to high energy demands and limited renewable energy generation, 
which is partly caused by serious societal conflicts centering on the 
development of wind and solar projects. Furthermore, the Netherlands 
only recently began to implement region-based policy development. In 
this context, “region” refers to the provincial or supra-provincial level, 
covering areas up to 10,000 km2, with population ranging from 
approximately 500,000 to a few million inhabitants. This geographical 
scale facilitates regional support and implementation of future energy 
policies through the development of effective coordination between 
different levels of government within a country [9]. Additionally, the 
balancing of energy demands and supply potentials can be better un-
derstood at this geographical scale, necessitating an analysis of regional 
energy systems [10]. Performing a region-based analysis enables an 
investigation of different spatially sensitive parameters that are too 
detailed to be analyzed at the national scale. Regions can differ in terms 
of their economic structures, particularly those relating to the built 
environment (BE) and industries. In addition, there are atypical regional 
differences in the energy supply and demand that contribute to profound 
mismatches of primary as well as secondary energy mixes, requiring 
extensive inter-regional flows in energy infrastructures to maintain 
regional balances. Energy system modeling tools can be used to conduct 
critical analyses of such issues and inform policy makers about areas 
requiring strategic planning. 

Energy system modeling tools operate at different geographical 
scales. Models such as TIMES-DENMARK [11] and TIMES-UK [12] are 
usually applied in analyses at the national scale, while TIAM-ECN [13] 
and POLES-JRC [14] operate at even larger scales. These models do not 
represent the energy supply and demand spatially and generally assume 
copper plates for regions. In this context, the term copper plates refers to 
energy infrastructures, for example, related to electricity, that are not 
considered for inter-regional energy flows when the modeling is done on 
a higher geographical scope, such as the national level, i.e. energy de-
mand and supply are assumed to be met within a region. These models 
consider neither distance and capacity-related constraints nor invest-
ment and transmission costs of interregional connections. Sometimes 
these models might apply lump sum prices for interregional energy 
transmission linked to average national energy demand. Additionally, 
these models do not account for regional infrastructure, land use pat-
terns, or economic structures and activities. Therefore, they are not 
suitable for conducting regional analyses. 

Few models conduct sub-national analyses of energy systems. Among 
these models are RIEP [15] and Neplan [16], which specifically target 
the provincial level, while NetSim [17] and SynCity [18] focus on the 
municipality or city level. However, these models are not integrated 
energy system models and do not adequately represent different sectors 
and the interactions between energy carriers. Other models that focus on 

the regional scale, include some of the geographical information system 
(GIS)-based models, such as ENERGIS [19] and GISA SOL [20]. How-
ever, the detailed granularity of these models influences data re-
quirements and processing times, making them less appealing, and they 
do not adequately represent the interactions among regions. Moreover, 
none of these regional models focus on optimization or long-term futures 
which were the key considerations in this study. 

Attempts to incorporate multiple regions into the modeling frame-
works of existing energy system models with a higher level of spatial 
detail are even rarer. Few examples of such models are OSeMOSYS [21], 
ReEDS [22], NEMS [23], ESME [24], oemof [25]), and PRIMES [26]. For 
example, OSeMOSYS has been used for long-term rural energy system 
planning [27]. ReEDS model focuses on energy demand and supply at-
tributes of specific regions within the United States (US). Similarly, 
NEMS considers various regional classifications for different energy- 
related activities on the supply and demand side in the US. ESME sub-
divides the United Kingdom to twelve onshore and twelve offshore re-
gions. PRIMES applies stylized regional categories, such as rural, semi- 
urban, and urban. Furthermore, the Temoa energy system optimiza-
tion model, which can analyze different geographical scales ranging 
from local to global, has been used for state level energy planning in 
North Carolina region [28] and Puerto Rico island [29] in the US. 
Nevertheless, because they operate at multiple levels, these models 
provide clues for integrating spatial parameters into a national energy 
system model. 

We chose an integrated modeling-based approach for our regional 
analysis, which included crucial energy-related sectors and the in-
teractions between them. Such an integrated approach has been applied 
within a few Dutch models, such as MARKAL-NL-UU [30,31], OPERA 
[32], and IESA-Opt [33,34] which are optimization-based models, and 
ENSYSI [35,36], which is a simulation-based model. However, none of 
these models include spatial parameters that are appropriate for per-
forming regional analyses. Additionally, their structures do not suffi-
ciently facilitate the integration of different regionally-relevant spatial 
parameters into a national energy system modeling tool. Our originality 
lies in integrating these parameters for different sectors and energy 
supply sources. Nevertheless, these models can serve as starting points 
for performing a regional analysis using similar technology databases, 
algorithms, sectoral coupling, and energy carrier interactions that have 
previously been used at the national scale. Hence, rather than devel-
oping an all new regional energy system model, we aimed to regionalize 
one of these models by modifying its structure. 

Regional analysis is important to highlight regional differences in 
energy supply and potentials, particularly related to renewables. High 
spatial resolution used in regional analysis is important for investigating 
heat demand and supply dynamics. Outcomes of regional analysis are 
important to underpin formulation of regional policies and planning. 
Specifically, policies can be linked to identifying future regional 
renewable and emission targets; identifying and understanding changes 
in energy demand of building stocks and industries; and estimating in-
creases in investment in energy infrastructures, building stocks, or in-
dustrial processes. Furthermore, detailed analysis of industrial activities 
is another key category because industrial activity can be (and is) very 
regionally specific. 

This paper presents the first step for conducting a detailed regional 
energy system analysis. Specifically, we aimed to regionalize an existing 
national model by including regional differences in the energy demand 
and supply, the BE and industrial sectors, potentials of renewable energy 
sources (RES), and energy infrastructures. Moreover, we aimed to 
determine whether important spatial parameters could be integrated 
into a national model and whether a regionalized national model would 
produce significantly different outcomes compared with the average 
results of the national model. Thus, we formulate the following research 
question: 

How can important spatially sensitive parameters at the provincial level 
be incorporated into an integrated energy system model in the context of the 
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Netherlands? 
To answer the above question, we formulated three sub-questions:  

• What are the relevant spatially sensitive parameters for different sectors 
at the provincial level in the Netherlands?  

• How can a modeling framework be developed that incorporates relevant 
spatial parameters within an existing integrated energy system model at 
the national scale?  

• What are the differences between the constructed regionalized energy 
system model and the national-average energy system model? 

We decided to use the Options Portfolio for Emission Reduction 
Assessment (OPERA) model for the following reasons. First, it offers a 
large selection of technology options for every sector along with energy 
carriers. Second, it has been intensively applied in recent years. Third, it 
is accessible through the Netherlands Organization for Applied Scientific 
Research (TNO in Dutch) Energy Transition, our partner institution. 
OPERA currently models all of the Netherlands as a single region (node) 
in which infrastructure costs are included via lump-sum transmission 
prices. Consequently, sectoral demands are met without considering the 
actual spatial distribution of sources of energy production and con-
sumption. Existing mismatches between regional production and con-
sumption necessitates a thorough analysis of regional energy landscapes 
and related infrastructure. Energy landscapes in our context encompass 
the physical landscape (e.g., the BE), agriculture, transport, industries, 
and energy infrastructures along with the allocation and availability of 
RES. We aimed to increase the geographical granularity of the model by 
creating explicit regions and enabling these regions to interact via en-
ergy infrastructures within the OPERA modeling framework. Antici-
pating a greater role for renewables in the future energy system mix of 
the Netherlands, we chose a scenario that strongly endorsed high 
renewable potentials. Defining and using proper indices is important to 
measure inputs and formulate outcomes in any regional energy system 
analysis. For example, demand of final main product is a better unit of 
measuring industrial activities rather than energy demand as energy 
demand may change over time due to efficiency improvements or pro-
cess changes. Similarly, the number of projected dwellings is a better 
index for measuring household activity compared to energy demand. 
Proper cost indices are also highly relevant in any optimization 
modelling. For example, investment cost in an energy infrastructure is 
defined as a unit of distance. Similarly, investment and production costs 
in industries are a function of unit final main product. 

Fig. 1. The geographical scope for the analysis.  

Fig. 2. Energy landscape of the NNL region for illustrative purposes. [a], [b], [c], and [d] show non-residential or service buildings, such as offices and educational 
buildings; residential buildings; onshore wind farms; and geothermal potential, in GJ/m2; respectively. Geodienst [44] processed data on residential buildings and 
non-residential buildings. Data source: ArcGIS online [45,46] and ThermoGIS [41] for wind turbines and geothermal potential maps, respectively. 
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Fig. 3. [a] shows the municipality partition of the Netherlands in 2018, and [b] shows a zoomed-in image of the municipality of Groningen and its built-up area, such 
as households and services or non-residential buildings, including industries and power plants. 

Fig. 4. Block diagram indicating the OPERA model use and expected outcomes in this study.  
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We began by reviewing the literature to identify important spatially 
sensitive parameters for all energy-related sectors. We subsequently 
analyzed other (inter)national integrated energy system models to 
develop an understanding of how the parameters we had identified as 
relevant were integrated in these models. Next, we integrated spatial 
parameters using sector-specific methods to create a new regionalized 
OPERA model. Finally, we analyzed the impacts of different spatial 
parameters on the modeling outcomes at the regional scale by 
comparing the national-average and new regionalized models. 

Section 2 includes the methodology of this paper which describes the 
geographical scope and major modeling framework changes of the in-
tegrated national energy system model, incorporating spatially sensitive 
parameters. Sections 3 and 4 respectively present the scenario applied in 
the study and the modeling results and analyses. In Section 5, we discuss 
the implications of the methodology and the results of the study. Our 
conclusions and future work are presented in Section 6. 

2. Methodology 

This section describes the geographical scope of our analysis (Section 
2.1), followed by the methodological framework creation in OPERA 
(2.2). The geographical scope incorporates atypical characteristics of the 
northern part of the Netherlands (NNL) in Section 2.1.1 and explicit 
regions for our analysis in Section 2.1.2. The integration of our modeling 
framework in OPERA entailed the following key steps. (1*) We created a 
regional economic structure by allocating activities and production and 
demand volumes to regions (Section 2.2.1). (2*) We modified the 
modeling structures for the BE and industries sectors (2.2.2). (3*) We 
analyzed regional renewable potentials and related sensitivities (2.2.3). 
(4*) We connected regions via energy infrastructures (2.2.4). 

2.1. Geographical scope 

The geographical scope of the modeling encompassed both onshore 

Fig. 5. Schematics of the modeling framework integrated in the OPERA structure.  

Fig. 6. Schematics of the industrial sector for regional analysis in OPERA.  
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and offshore sections of the Netherlands (Fig. 1). Although our focus was 
on the NNL, we considered the entire country because energy in-
frastructures are strongly interconnected at the national level, and other 
infrastructures, such as carbon, capture, and storage (CCS) are also 
defined at this level. Moreover, future emission targets are set nation-
ally. Modeling the NNL in isolation would have required making several 

allocation assumptions related to the share of the national emission 
reduction target to be achieved by the NNL, the share of the CCS po-
tential that can be utilized by the NNL, and electricity and hydrogen 
prices. By embedding the NNL within a national model, we avoided 
making such prior assumptions. Therefore, we suggest modelers 
analyzing regions to consider national scope to avoid making similar 
assumptions. Appendix B provides detailed information on the analyzed 
region. 

2.1.1. Atypical characteristics of the northern part of the Netherlands 
The NNL region comprises of three provinces: Groningen, Friesland, 

Table 1 
Approach applied to determine region specific potential per type of renewable. 
Appendix D presents a detailed discussion on the approach used for renewables 
allocation.  

Renewable energy source Approach [Source/Reference] 

Solar 
PV 

Households Land-use dedicated to BE as equivalent to 
rooftop space. From this the regional share is 
determined and multiplied to the national 
total [78]. 

Services Identical approach as households 
Agriculture Based on the land dedicated to horticulture  

[78]. 
Industry Based on the land dedicated to industries  

[78]. 
Roadside Based on the regional share of provincial 

roads [78]. 
Ground based Available from the ENSPRESO project [43]. 

This project considers 17% of agricultural 
area and 100% of non-agricultural area for 
GB-PV. 

On (inland) water Provincial data on inland water areas [78]. 
Wind Onshore Distribution is based on the provincial 

targets for 2020 [79]. 
Offshore Based on distance to existing/potential 

connection points and offshore space 
potential from [80]. 

Geothermal We used the GIS-based ’overview technical 
potential’ raster map of TNO [41,81]. 

Biomass Wet manure Regional livestock population [75] 
multiplied with its manure production [82]. 

Co-substrate for manure 
digestion 

Identical approach as wet manure 

Biogenic municipal 
solid waste (MSW) 

Based on annual MSW burnt in existing 
incinerators [83]. 

Vegetable, fruit, and 
garden (VFG) waste 

Population-based distribution 

Sewage sludge Population-based distribution 
Sugar and starch Available from Elbersen et al. [84], which 

estimate future biomass potentials by 
considering existing land-use policy 
measures, i.e. business-as-usual, for different 
provinces in the Netherlands. 

Woody Identical approach as sugar and starch  

Table 2 
Different sensitivity cases considering RES changes compared to the reference 
scenario along with application regions. Table D.1 describes cases in more de-
tails along with regional allocation.  

Sensitivity case 
name 

RES changes compared to reference 
scenario 

Application 
regions 

High onshore wind 
(C1) 

Potential wind onshore is doubled All regions 

Low onshore wind 
(C2) 

Potential kept at the 2020 target All regions 

Low GB-PV (C3) Utilization of GB-PV as compared to 
reference is halved 

All regions 

Low geothermal 
(C4) 

Utilization of geothermal as compared to 
reference is halved 

All regions 

High woody biomass 
(C5) 

Potential of woody biomass is almost 
doubled (to round values) 

All regions 

Low woody biomass 
(C6) 

Potential of woody biomass is more than 
halved (to round values) 

All regions 

High RES potential 
NNL (C7) 

Combination of C1 and C5 Only NNL 
regions 

Low RES potential 
NNL (C8) 

Combination of C2, C3, C4, and C6 Only NNL 
regions  

Fig. 7. Explicit regions or nodes and the network infrastructures along with 
flow directions in OPERA. 

Table 3 
Definitions of variables, parameters, and indices used in the equations (1)–(6).  

Variables Parameters Indices 

TC Total system cost in 
million Euro (M€) 

P tax on emissions te emission 
type 

ET Activity per 
emission type 

VC variable cost n region/node 

G Activity/ 
generation per 
option 

CC Annualized capital 
investment 

to technology 
option 

CAP Capacity of option CO Fixed O&M cost t time slice 
EC Activity per energy 

carrier 
E Energy cost/price of 

energy carrier 
c energy 

carrier 
I Import TT Transmission tariff l lower bound 
E Export IC Investment cost of 

transmission 
network 

u upper bound 

CAPA Transmission 
network capacity 

D Demand N national 
level   

A2C factor linking 
activity to energy 
carrier     

C Network capacity 
limit    
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and Drenthe. Important atypical features of the region include (see also 
Fig. 2): 

• Industry: Region-specific industries are the food and beverage in-
dustries, including dairy products, potato products, and sugar; 
chemicals, including chloro-alkali and salt; and primary aluminum 
[37]. The NNL region also has significant potential for large-scale 
hydrogen (H2) production [38].  

• Energy: The region favors wind farms installation [39,40] (Fig. 2 
[c]). In addition, the region has significant potential for geothermal 
energy production [41,42] (Fig. 2 [d]) and large-scale solar PV sys-
tems [43]. 

2.1.2. Selection of explicit region 
We selected Groningen municipality (GM) at a city or municipality 

level as an explicit region for our analysis of the NNL. GM clearly il-
lustrates the impacts of a heat network at the city level. Similar to other 
contemporary integrated energy system models, such as ENERGYPLAN 
[47] and BALMOREL [48], a consideration of energy infrastructures, for 
example, district heating (DH) networks, was central to our analysis. DH 
feasibility is confined to regions with high heat demand densities at low 
temperatures due to high network losses [49,50]. Within the NNL, GM 
population (230,000 inhabitants) is considerably larger than that of 
other municipalities in the NNL, resulting in high heat demand densities 

within the BE [51]. Additionally, DH has low penetration in GM [52], 
leading to its high potential [53]. Fig. 3 presents a graphical zoomed-in 
representation of GM and its built-up area. 

The appropriate geographical resolution for a detailed analysis of the 
rest of the NNL is NUTS2 [54] or the provincial level. Therefore, the 
explicit regions or nodes in our model are Groningen rest (GR), i.e. 
Groningen Province excluding GM; GM; Friesland Province; Drenthe 
Province; and the rest of the Netherlands (RNL). For our analysis, we 
identified important spatially sensitive parameters based on a literature 
review. To allocate these parameters regionally, we extracted and 
compiled data from the Dutch Central Bureau of Statistics (CBS) data-
bases; TNO, the Netherlands Environmental Assessment Agency (PBL in 
Dutch), and other Dutch-specific reports; and other European reports. 
Data from these sources for the Netherlands are mostly available at a 
provincial level resolution. Additionally, existing provincial policies can 
be quantitatively implemented within an energy system model. 

We enhanced the geographical granularity of the NNL without de-
tailing the remaining region of the RNL because we are interested in 
understanding how major spatially sensitive parameters affect regional 
energy supply, particularly renewables, and demand; how regional en-
ergy supply can affect regional policy choices and planning; and how 
industries and energy infrastructures (including investment related to 
renewables infrastructure) are major part of regional economic struc-
ture. This analysis will assist provinces in becoming proactive towards 
setting future renewable targets and identifying the economic impacts of 
their choices. Similar to our study, Hers et al. [55] increased the spatial 
resolution of only the Netherlands for analyzing congestion manage-
ment at a national level within a pan-European electricity network 
context. Our method can be replicated to other regions within the 
Netherlands and abroad. Results clearly showed the impact detailed 
spatial analysis has on understanding the differences in regional energy 
balances and interregional energy flows. We acknowledge that 
enhancing the resolution of the whole analyzed region would have 
resulted in more realistic results related to aspects such as inter-regional 
energy flows and energy infrastructure prices. However, since we 
considered regional allocations of a large number of energy-related ac-
tivities in OPERA (see Table 5, for example), it was not possible to 
consider every province with the same detail as the NNL. Fig. 4 presents 
a block diagram of the OPERA model use and expected outcomes in this 
study. 

2.2. Methodological modeling framework 

We integrated our modeling framework within OPERA, an existing 
national energy system model. OPERA is a long-term, optimization- 
based model covering all of the Netherlands. Sectoral energy demands in 
OPERA is linked to the National Energy Outlook Modeling System 
(NEOMS) [56], which is used to produce future-oriented sectoral pro-
jections for governmental agencies in the Netherlands. OPERA has been 
applied in analyzing demand and supply flexibility [57] and exploring 
the possibilities of power-to-gas conversion [58] in the context of the 
Netherlands. Appendix A provides a detailed description of OPERA’s 
current structure. Appendix B details sectoral modeling changes and 
added equations specific to OPERA. Fig. 5 schematically depicts the 
modeling framework. 

2.2.1. Regional economic structure 
Regional energy demands differ from the national average due to 

differences in the regional economic structure. In this section, we 
describe the economic activities that were allocated on a region-specific 
basis and explain how we made this allocation. We first identified 
important spatially sensitive parameters for the relevant sectors and 
integrated those parameters into the OPERA modeling framework. We 
subsequently allocated those parameters regionally. Regional alloca-
tions of energy demands are described for the BE (Section 2.2.1.1), in-
dustries (2.2.1.2) and for the activities in other sectors (2.2.1.3). 

Table 4 
Summary of major modeling framework modification in OPERA.  

Core OPERA structure changes Methodology summary 

Regional economic structure - Generating a regional economic structure 
through statistical data. New regional activity 
allocation is based on: 

- the number of dwellings for households 
sector 

- gross floor area for non-residential 
buildings 

- unit of final main product for industries 
Improvements of the BE and 

industries sectors in the model 
- The BE sector detailed modeling with 
consideration of building types and energy 
labels of buildings at a regional level. 
Comparison of the reference case with 
optimized results to analyze energy savings. 
Inclusion of normalized heat demand and shell 
improvement cost for every building type in 
the model database 
- Detailed modeling of industries important for 
the NNL with a few activities addition. For 
these activities, considering a set of alternative 
technology options for meeting final main 
product demand. Comparison of optimized 
results with reference case to analyze energy 
savings and emissions reductions considering 
investment in new processes for each activity 
- Added a new subsector called FBI within the 
industries sector with explicit heat connection 
options and a new sub-sectoral energy carrier 
stream called biogas (FBI) 

Regional allocation of supply- 
related sources 

- Allocation of supply-related sources, namely 
solar, wind, biomass, and geothermal, to 
different nodes based on different spatially 
sensitive parameters 
- Sensitivity analyses on supply-side resources 
considering uncertainties faced regarding both 
technology and policy developments 

OPERA regionalization and 
infrastructure creation 

- Creating five nodes both in the database and 
model to adequately represent the NNL 
- Creating network infrastructures for 
movement of major energy carriers: electricity, 
H2, NG, and heat 
- Network capacity constraints at a regional 
level along with investment cost consideration 
- change from lump-sum capacity to a function 
of distance with capacity constraints  
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2.2.1.1. Built environment. A consideration of building characteristics 
in the regional allocation of energy demand in the BE is preferable to 
basing this allocation on the proportion of the population, which is a 
comparatively crude method. In light of our review of the literature, we 
selected dwelling types [59,60] and energy labels [61] as important 
spatial parameters for households and building type as an important 
spatial parameter for service buildings, including offices [62], and 
hospitals and educational buildings [63]. 

Single dwellings and single service buildings were respectively used 
to represent all Dutch households and services sectors within OPERA. 
We introduced three dwelling types: apartments, terraced houses, and 
other dwelling types because of considerable differences in their average 
energy consumption and regional distribution [52]. Similarly, we cate-
gorized service buildings as offices, educational buildings, industrial 
halls, hospitals, and others. For this categorization, we followed other 
contemporary integrated energy system models, such as ENSYSI [36], 
NEMS for households [64] and services [65], and IKARUS [66]. We 
gathered region-specific data on the numbers of dwellings of different 
types and their average annual energy consumption from CBS databases 
[52,67]. We referred to existing studies to extract region-specific data on 
gross floor area of service buildings [62,68,69]. Table C.6 and Table C.8 
present the current regional distribution of households and service 
buildings, respectively, which we added to the OPERA database. Given a 
lack of data, we did not consider distinct demand profiles for different 
building types. Section 2.2.2.1 presents detailed analysis of energy de-
mands and savings for the BE buildings in OPERA. 

2.2.1.2. Industries. Industrial economic activities differ significantly 

among regions within the NNL and between the NNL and the RNL. We 
performed an explicit analysis of key industrial activities in the NNL. 
Fig. 6 presents the overall structure of industries covered in OPERA 
along with an added subsector and integrated activities or service de-
mands, including newly added activities (see Section 2.1.1). Table G.7 
shows the current nodal distribution of activities that are added in 
OPERA. This distribution is derived from the MIDDEN reports [37], 
which analyzes decarbonization options for different industrial sub-
sectors in the Netherlands. Existing OPERA activities, namely iron/steel, 
ammonia, refinery, and high value chemicals (HVC), are all allocated to 
the RNL node as these activities are only present there. Following other 
contemporary integrated energy system models, such as NEMS [70], 
PRIMES [71], SimREN [72], and ESME [24], we created food and 
beverage industry (FBI) as a new subsector. 

Apart from creating the FBI subsector, we also created new activ-
ities/service demands (Fig. 6). Referring to the MIDDEN reports [37], 
we identified the energy demand for one unit of activity (related to final 
main product production) for the existing technology option, termed as 
reference/standard option for these processes. We then introduced a set 
of alternative technology options with lower energy demands, emis-
sions, or both, and we analyzed their investment and variable costs, 
including possible additional non-GHG emissions (see Tables G.1–G.6). 
We did not consider explicit demand profiles for the added activities. We 
subsequently projected future demands for the main products for 2050 
based primarily on the projections used in the latest Dutch Climate 
Agreement and Energy Outlook (KEV in Dutch) [73]. As a final step, we 
allocated future final product demands to regions based on the current 
shares of these products. 

Table 5 
Demand-side activities and their standardized unit representation for activities or subsectors added to the OPERA model in this paper. Supply-side options present 
national potentials based on the existing NM2050 scenario. The table additionally includes regional allocation for both demand- and supply-side activities or options.  

Category Standardized unit 2050 

Drenthe Friesland GM GR RNL NL 

Demand 
Households-Apartments Mh  0.04  0.05  0.05  0.03  2.40 2.56 
Households-Terraced houses Mh  0.04  0.06  0.03  0.03  2.02 2.17 
Households-other Mh  0.16  0.21  0.01  0.13  2.80 3.31 
Services-offices km2  0.99  1.73  0.38  1.29  56.44 60.83 
Services-education km2  0.71  1.33  0.21  1.40  30.24 33.89 
Services-Industrial halls km2  5.30  0.67  0.80  3.39  123.18 133.33 
Services-hospitals km2  0.62  0.77  0.14  0.90  17.75 20.17 
Services-other km2  4.58  6.72  1.83  3.88  150.99 168.00 
Primary aluminium Mt_liquid_aluminium  0.00  0.00  0.00  0.138  0.00 0.138 
Dairy product Mt_dairy_product  0.19  0.44  0.00  0.10  0.48 1.20 
Potato product Mt_potato_product  0.00  0.10  0.00  0.02  1.54 1.66 
Sugar Mt_sugar  0.00  0.00  0.60  0.00  0.60 1.20 
Chloro Alkali Mt_Chlorine  0.00  0.00  0.00  0.13  0.83 0.96 
Salt Mt_salt  0.00  0.94  0.00  2.95  3.19 7.08 
Industry rest ETS-electricity demand PJ  0.08  0.08  0.00  2.93  23.07 26.16 
Industry rest ETS-heat demand PJ  0.11  0.11  0.00  4.03  31.69 35.93 
Industry rest non-ETS-electricity demand PJ  0.60  0.70  0.00  4.65  35.95 41.89 
Industry rest non ETS-heat demand PJ  0.81  0.95  0.00  6.33  48.89 35.95 
Supply 
Solar PV potential-households GW  1.65  1.65  0.66  0.66  28.38 33.00 
Solar PV potential-services GW  0.24  0.48  0.36  0.12  10.80 12.00 
Solar PV potential-Agriculture GW  0.98  0.51  0.00  0.41  37.16 39.05 
Solar PV potential-Industry GW  0.72  1.20  0.48  0.72  20.88 24.00 
Solar PV potential-Roadside GW  1.50  2.00  0.50  0.75  20.25 25.00 
Solar PV potential-Ground-based GW  7.40  5.18  0.00  7.40  54.02 74.00 
Solar PV (Onland) water GW  0.02  0.28  0.01  0.02  1.22 1.55 
Wind onshore potential GW  0.80  1.44  0.00  2.24  11.52 16.00 
Wind offshore potential GW  0.00  0.00  0.00  33.84  38.16 72.00 
Geothermal PJ  10.00  46.00  2.00  18.00  124.00 200.00 
Biomass-Sugar and Starch PJ  2.00  0.50  0.00  2.18  9.31 14.00 
Woody biomass PJ  0.91  0.86  0.00  0.73  24.21 26.70 
Biogenic MSW PJ  1.32  0.52  0.00  0.69  12.83 15.37 
Sewage Sludge PJ  0.21  0.28  0.08  0.16  6.66 7.4 
Co-product Manure Digestion PJ  0.58  1.26  0.00  0.49  9.01 11.33 
Wet Manure PJ  1.56  3.39  0.00  1.31  24.25 30.5 
VFG waste from households PJ  0.29  0.38  0.11  0.22  9.00 10  
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2.2.1.3. Other economic activities. We considered agriculture and 
transport as two additional economic activities for regional allocation. 
Within the agriculture sector, horticulture is a highly energy-intensive 
activity in the Netherlands [74]. Because this activity is unevenly 
distributed across the country [75], we included horticultural area as a 
spatial parameter. Therefore, the regional allocation of sectoral energy 
demands and related mobile machinery was based on land use for hor-
ticulture. For the transport sector, our allocation of regional energy 
demands was based on ‘klimaatmonitor.nl’ [76]. This source provides 
the regional allocation of energy demands for transport-related activities 
based on CO2 emissions. We used these data to calculate the regional 
share of activities for passenger cars, light duty vehicles, and heavy duty 
vehicles. Existing international shipping and aviation activities were all 
allocated to RNL, where they are prevalent. 

2.2.2. Improvements for the BE and industries 
In this section, we describe improvements relating to the BE and 

industries in the OPERA model and database. 

2.2.2.1. Built environment. Energy label categorization, similar to 
building types, is another important spatial parameter from the 
perspective of energy savings potential. Therefore, we introduced an 
energy label categories for every building type similar to those in 
ENSYSI [36]: GFE, DC, B, A, and A+. We only considered improvements 
in heat demands resulting from changes in energy labels, as there has 
been hardly any reduction in electricity demands associated with im-
provements in energy labels [36,62]. Data on the normalized heat de-
mands of different building types for different energy labels and shell 
improvement costs compared to the GFE label were obtained from 
ENSYSI [36] (see Tables C.1–C.5). Additionally, for office buildings, we 
considered the current distribution of regional energy labels, as reported 
in the literature [62,77] (see Table C.7). For other buildings, we 
assumed that this distribution is the same as the current national dis-
tribution given the lack of available data. 

The model determined whether it is cost effective to improve energy 

labels for different building types considering overall GHG targets, re-
ductions in heat demands, and shell improvement costs. Overall, the 
changes in the energy labels were responsible for reducing sectoral en-
ergy demands. We compared energy savings potentials of residential and 
service buildings with respect to the reference case, i.e. a case where no 
additional energy savings are achieved compared to the model input, to 
identify the energy savings potentials achieved by introducing building 
characteristics in OPERA. Appendix C details on the reference case and 
its inputs for the BE. 

2.2.2.2. Industries. We compared the optimized model run with the 
reference case for the newly added industrial activities. In the reference 
case, every added activity corresponded to a situation in which all of the 
projected final product demand was met by an existing/standard pro-
duction process. The model determined whether it is cost effective to 
change processes and energy carriers to meet final product demand 
considering energy savings, emission reductions, and investment costs 
in the new processes for each activity. 

For the newly added sub-sector FBI (Fig. 6), we created and 
regionally balanced a new energy carrier, biogas (FBI), to account for 
the production and utilization of biogas associated with different ac-
tivities, such as potato products, within the FBI subsector and within a 
region. We introduced heat supply options along with an external heat 
network connection for each activity within the FBI subsector. This 
network enables heat interaction between an activity and the overall FBI 
subsector to occur via some general heat supply options, such as com-
bined heat and power (CHP) plants, biomass boilers, and heat pumps 
(HP), assigned to the overall subsector. 

2.2.3. Regional allocation of renewables 
We considered four renewables: solar PV, wind, geothermal, and 

biomass. Table 1 shows the approaches used to determine region- 
specific renewable energy potentials. Appendix D provides a detailed 
description of the approach used for performing the regional allocation 
of different renewables. Table 5 in Section 3 provides the regional 

[a] [b] 

NL NL D F GM GR RNL
Single Multiple

Wind 1,6881,702 15 29 0 708 950
Solar PV 275 286 13 5 1 6 261
Oil 615 614 1 0 0 5 609
Geothermal 192 143 4 3 0 12 124
Biomass 94 89 3 3 0 4 80
Ambient heat 91 100 4 5 1 3 88
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Fig. 8. Primary energy mix for the single- and multi-node models. [a] shows absolute values in PJ and [b] depicts the relative share of energy carriers for every node 
in both the models (in %). The data table in [a] is the same as [b]. D, F, GM, GR, and RNL are Drenthe, Friesland, Groningen municipality, Groningen rest, and the rest 
of the Netherlands, respectively. 
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renewables allocation based on the approach described here. 
The future potentials of renewables are highly variable and therefore 

uncertain. These potentials are also strongly dependent upon future 
policy choices at both the national and regional levels. We chose an 
aggressive reference scenario in which renewables were strongly 
emphasized, as the presence of more renewables results in greater 
spatial differences in their potentials. Given the uncertainties encoun-
tered in the areas of technology as well as policy making, we performed 
sensitivity analyses to assess different situations in the future pertaining 
to renewables. Table 2 presents sensitivity cases and changes made 
relative to the reference scenario and the regions to which these changes 
were applied. Most cases were paired as a high case and a low case. High 
cases entailed doubling the potential supply of a specific resource rela-
tive to the values shown in Table 5, whereas in low cases, the potentials 
were halved. For cases in which full potentials were not utilized, we only 
analyzed potentials corresponding to half the level of utilization 

compared to the reference scenario (cases C3 and C4). Table D.1 in 
Appendix D provides a more detailed description of the cases. 

2.2.4. Regionalization of the OPERA model and the creation of network 
infrastructures 

In this section, we describe the energy infrastructures for electricity, 
natural gas (NG), and H2 at the national level and the DH network at the 
municipality level. 

2.2.4.1. Electricity, natural gas, and hydrogen network analysis. As a na-
tional model, OPERA represented all network infrastructures as copper 
plates, using lump-sum prices to account for network capacity changes. 
With regionalization, we introduced transmission networks as functions 
of distances and network capacities. 

We constructed a multi-node network infrastructure in which each 

Fig. 9. Technology options and sectoral demand of different primary energy carriers. [a], [b], [c], and [d] present technology options utilizing wind energy, 
technology options utilizing solar energy, biomass-related supply sources, and sectors utilizing geothermal energy, respectively. The tables below diagrams present 
absolute values in PJ. 
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node represented an explicit region. This approach is also used in other 
models, such as COMPETES, the pan-European electricity market model 
[55,85], and ESME [24]. The data requirements for our method were 
relatively low compared with the data requirements of GIS-based 
methods because of the modest geographical resolution. In the current 
version of OPERA, it is not feasible to consider more than one node per 
region. Therefore, each region represented an explicit node in our 
analysis. Each node is positioned at the centroid of each region. 

We provided straight connections between nodes to establish a new 
transmission network between regions/nodes in OPERA (Fig. 7). This 
connection pattern was inspired by the high voltage (HV) electricity 
transmission network connections of TenneT, which is the national 
electricity transmission system operator in the country [86]. The actual 
network connections are more complex (Fig. H.1). 

To reduce computational complexity, we used the same transmission 

network structure for electricity, NG, and H2. We established a bidi-
rectional flow between onshore regions for all energy carriers. Two 
nodes, GR and RNL, were used to depict electricity interactions with 
other countries. Considering existing electricity capacity connections 
between the Netherlands and other countries, we allocated 24% and 
76% capacities to GR and the RNL, respectively. As in the BALMOREL 
model [87], we excluded inter-nodal heat transmission as heat move-
ment over long distances is uneconomical. The added equations are 
shown below, and the symbols applied in the equations are defined in 
Table 3. 

a) The new objective function is minimization of total system cost 
considering transmission-related variables and parameters: 

[a] [b] 

NL NL D F G
M GR RN

L
Industry 284 281 4 5 2 23 248
Energy 6 5 0 0 0 0 5
BE 317 316 10 12 3 8 283
Agriculture 79 79 1 1 0 0 76
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Fig. 10. [a] and [b] show heat demand-related sectors and heat supply-related technology options, respectively. The tables below the diagrams present absolute 
values in PJ. 

[a] [b] 

NL NL D F G
M GR RN

L
Single Multiple

Mobility 142 144 4 6 1 3 129
Industry 432 496 5 7 0 24 459
Energy 12171123 2 2 0 697 422
BE 256 292 10 13 4 7 258
Agriculture 123 123 2 2 0 3 115
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NL NL D F GM GR RNL
Single Multiple

Others 64 46 1 2 0 5 38
Wind (onshore) 293 302 15 29 0 44 214
Wind (offshore) 13951400 0 0 0 664 736
Solar PV (small

scale) 79 79 1 2 1 2 72

Solar PV (large
scale) 197 207 12 2 0 4 188

Import (Abroad) 143 143 0 0 0 34 108

0%

20%

40%

60%

80%

100%
El

ec
tr

ic
ity

 su
pp

y 
sh

ar
e 

(%
)

Fig. 11. [a] and [b] show electricity demand-related sectors and electricity supply-related technology options, respectively. The tables below the diagrams present 
absolute values in PJ. 
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TC =
∑

te,n,to,t
ETte,n,to,t*Pte +

∑

n,to

∑

t
(Gn,to,t*VCn,to,t)+CAPn,to*

(
CCn,to + COn,to

)

+
∑

n,to,c
ECn,to,c*En,to,c +

∑

t,n1→n2 ,c

(
(
It,n1 ,n2 ,c − Et,n1 ,n2 ,c

)
*TTt,n1 ,n2 ,c

)

+
∑

n1→n2 ,c
CAPAn1 ,n2 ,c*ICn1 ,n2 ,c +

∑

t,c

(
(
It,N,c − Et,N,c

)
*TTt,N,c

)

+
∑

c
CAPAN,c*ICN,c,

(1) 

b) New energy balances at regional and national levels: 

Dt,n,c =
∑

to
Gn,to,t*A2Cto,c +

∑

n→n1

(
It,n,n1 ,c − Et,n,n1 ,c + Lt,n,n1 ,c

)
∀t, n, and c,

(2)  

and 

Dt,N,c =
∑

n,to
Gn,to,t*A2Cto,c +

∑

n→n1

lt,n,n1 ,c + It,N,c − Et,N,c ∀t and c, (3) 

These energy balances are subject to the following constraints: 

[a] [b] 

NL NL D F GM GR RNL
Single Multiple

Mobility 116 115 4 5 1 2 103
Industry 279 261 0 1 2 3 255
Energy 83 44 1 3 0 29 11
BE 114 111 3 5 0 2 100
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Fig. 12. [a] and [b] show H2 demand-related sectors and H2 supply-related technology options, respectively. The tables below the diagrams present absolute values 
in PJ. 

Fig. 13. Sankey diagram of the multi-node model at the national level (all data in PJ).  

S. Sahoo et al.                                                                                                                                                                                                                                   



Applied Energy 306 (2022) 118035

13

0 ≤ gn,to,t ≤ CAPn,to, (4)  

Cl,n1 ,n2 ,c < It,n1 ,n2 ,c,Et,n1 ,n2 ,c < CAPAn1 ,n2 ,c ≤ Cu,n1 ,n2 ,c, and (5)  

Cl,N,c < It,N,c,Et,N,c < CAPAN,c ≤ Cu,N,c (6) 

In this study, we implemented capacity constraints only for elec-
tricity, as we assumed that existing other network capacities, NG and H2, 
will use the NG network in the future via retrofitting. NG networks in the 
Netherlands are considered over-dimensioned. Appendix H presents 
database information on energy infrastructures and related constraints. 

2.2.4.2. District heating network analysis. OPERA did not include an 

adequate representation of a DH network. Moreover, similar to elec-
tricity, lump-sum values were applied for all network cost components. 
We established a DH network only for GM. For this purpose, we calcu-
lated the heat distribution cost taking account of aspects such as the heat 
demand density, population density, linear heat density, and the 
average pipe diameter. Appendix E presents the equations and method 
used to calculate the heat distribution cost. This cost is represented as 
the variable operation and maintenance (O&M) for the heat network in 
OPERA. Other network cost components, such as fixed O&M and capital 
expenditure (CAPEX), remained the same as the existing lump-sum cost 
in the OPERA database. We allocated explicit heat supply options or 
sources, such as geothermal electric pumps, woody biomass boilers, and 

Fig. 14. Sankey diagram of the multi-node model at the regional level for GR (all data in PJ).  

Fig. 15. Total system costs for all of the northern part of the Netherlands (NNL) nodes (in B€). [a] presents a comparison between the single- and multi-node models. 
For the single-node, we used the population share for nodal segregation. [b] presents sector-wise disaggregation of total system costs. 
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compression HPs, for this network, referring to the DH-related tech-
nology databases of the Danish Energy Agency [88,89]. Following the 
introduction of this network, we analyzed the proportion of the heat 
demand of GM that will be met by a DH network (i.e., DH penetration) in 
an optimized energy system in the future. The DH network analysis 
application is relevant in cases where low temperature (60–100◦C) heat 
demand density is high. In such a case, a centralized DH network can 
show significant increase in heat supply contribution compared to in-
dividual heat sources. 

Even though our modeling has been applied to the NNL, the method 
is universal. For example, if the regional data on the distribution of 
various buildings types for the BE are available, with or without energy 
label classifications, the regional BE-related energy demand differences 
can be modeled and the possibilities of energy saving potentials can be 
investigated. An important methodological addition is the creation of 
energy infrastructures for the movement of energy carriers between 
regions. The equations applied in this regard are generic and can be 
introduced in any regional analysis provided information on future 

capacity limitations, and investment and transmission costs, are avail-
able. Table 4 presents a summary of major changes made to the OPERA 
modeling framework. 

3. Description of reference scenario and regional allocation 

Our reference scenario for 2050 was based on the national man-
agement scenario (NM2050) developed by Berenschot and Kalavasta 
[90] to facilitate network operators in the Netherlands. The NM2050 
scenario is one of four scenarios explored by Berenschot and Kalavasta in 
their study. All four scenarios take the national climate agreement for 
the Netherlands as the starting point for the energy system development 
up to 2030 and subsequently present four alternative routes for estab-
lishing a climate-neutral energy system in the Netherlands by 2050. The 
selection of this scenario was notably influenced by regional factors, 
such as the possibility of utilizing large-scale offshore wind for H2 pro-
duction. Additionally, the low population density in the region is 
conducive to extensive deployment of intermittent renewables. 

D F GM GR
Hydrogen 89 31 5 86
Heat 9 10 13 6
Gas 55 58 31 51
Electricity 706 642 461 722
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Fig. 16. Electricity, gas, heat, and hydrogen infrastructure costs in the multi-node model (in M€).  

Fig. 17. Comparison of activity demands between the reference case and optimized case model run regarding energy labels at different nodes in the NNL for the 
multi-node model. [a] shows the households activity demand in ‘Mh’ and [b] shows the services sector activity demand in ‘km2’. R and O represent the reference and 
optimized cases, respectively. 
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Fig. 18. Comparison of energy demands between the reference and optimized model run in different nodes in the NNL for the multi-node model (all data in PJ). [a] 
presents the heat demand comparison for different household building types in the BE. [b] presents the heat demand comparison for different service building types 
in the BE. [c] presents different energy carriers demand for various industrial activities highly relevant for the NNL. ‘-’ values in [c] presents energy production, 
rather than demand. 

S. Sahoo et al.                                                                                                                                                                                                                                   



Applied Energy 306 (2022) 118035

16

NM2050 is characterized by the existence of strong national gover-
nance and a high level of self-sufficiency at the national level. This 
scenario favors electrification through renewable power generation and 
a relatively high demand and supply of domestically produced green H2. 
National-level imports/exports of electricity in our model were based on 
an import/export profile derived from COMPETES [55,85] using the 
NM2050 scenario [91]. Table 5 presents the newly added activities 
under the demand category and the supply potentials/capacities, stan-
dardized units, and regional allocation of activities. Table E.1 presents a 
complete list of economic activities and their national allocation in the 
reference scenario, while Table E.2 presents a comparison between our 
reference scenario and the NM2050 scenario. 

4. Results 

We created a regionalized, multi-node model by integrating changes 
into the OPERA modeling framework. We compared this model with a 
single-node model. The latter model integrates core changes in OPERA 
framework within a single node without creating regions and making 
regional allocations. This comparison enabled us to quantify differences 
arising as a consequence of regional variations in energy demands, 
supply potentials, and economic structures. 

This section presents analyses of energy mixes (Section 4.1), regional 
cost structure (4.2), the overall energy system of the BE and industries 
(4.3), the impact of supply-side options (4.4), and network in-
frastructures and inter-nodal flows (4.5). 

4.1. Primary, secondary, and total energy mix 

Here, we analyze differences in energy shares at the national level 
between the single- and multi-node models and between the NNL nodes 
within the multi-node model. Section 4.1.1 focuses on the primary en-
ergy mix and related technology options and sectors, Section 4.1.2 dis-
cusses the demand and supply of secondary energy carriers, and Section 
4.1.3 presents Sankey diagrams depicting the total energy system at the 
national level and for GR in the multi-node model. 

4.1.1. Primary energy mix 
Minor differences existed between the single- and multi-node models 

in terms of absolute values and the relative shares of supplies from 
primary energy carriers at the national level (Fig. 8), with the exception 
of geothermal energy. These insignificant differences in the primary 
energy supply between the single- and multi-node models can be 
attributed to the use of a restrictive NM2050 scenario. Given the absence 
of NG and limited biomass availability on the one hand and considerable 
wind potentials on the other hand, the possibility of changing the pri-
mary energy mix was limited. At the national level, the geothermal 
supply in the single-node model was 34% (49 PJ) higher than that in the 
multi-node model because of the averaging of the heat demand in the 
single-node model. Geothermal supply in both the models is a small 
fraction of total primary energy supply, though. The marked differences 
in the primary energy mixes of Drenthe and Friesland in the multi-node 
model were also striking. The shares of wind and solar energy in 
Drenthe’s primary energy mix were 37% (15 PJ) and 34% (13 PJ), 
respectively, whereas wind and solar energy shares in Friesland were 
66% (29 PJ) and 11% (5 PJ), respectively. The total share of the 
northern offshore wind was allocated to GR leading to a very high share 
of wind in the primary energy mix of this region (708 PJ or 96% of its 
total primary energy share). Similarly, there were regional differences in 
the absolute and relative shares of geothermal energy and biomass in the 
multi-node model. Drenthe’s geothermal energy and biomass supplies 
were 10% (4 PJ) and 8% (3 PJ) of the total primary energy mix, 
respectively, whereas both types of energy had equal shares at 6% (3 PJ) 
of the total primary energy mix in Friesland. GM had a very low primary 
energy supply as activities there were mainly related to the BE. For 
example, the solar energy supply in GM was only 1 PJ and was mainly 
derived from rooftop PV systems. Fig. H.1 shows a comparison of the 
absolute primary energy mixes for all the NNL nodes in the single- and 
multi-node models, with the former entailing the use of the population 
share for nodal segregation. These differences clearly illustrates the 
value of creating regions for advancing understanding of differences in 
primary energy supplies between regions and in comparison to the na-
tional level, which would not be possible with a standalone national 
model with average values. Additionally, even though the single-node 

Reference Optimum Reference Optimum Reference Optimum Reference Optimum
D F GM GR

Sugar 0 0 0 0 0.13 0.13 0 0
Salt 0 0 0.20 0.02 0 0 0.62 0.05
Potato 0 0 0.00 0 0 0 0.00 0
Dairy 0.09 0 0.20 0.00 0 0 0.05 0
Chlorine 0 0 0 0 0 0 0.03 0.02
Aluminium 0 0 0 0 0 0 0.30 0
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Fig. 19. Comparison between the reference case and optimized case model run regarding industrial activities-related emissions from the different nodes in the NNL 
for the multi-node model (all data in MtCO2-equivalent). 
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model predicts the energy mix almost similar to the national energy mix 
of the multi-node model, the latter is necessary to develop energy- 
related policies unique to each region as demonstrated by the diverse 
fuel mix in each province. In addition, identifying such differences in 
energy mix between regions as well as between regional and national 
levels is one of the many original findings from our study. 

Detailed analysis of primary energy carriers/supply side 
options 

Fig. 9 shows the supply shares of primary energy carriers, namely 
wind, solar, geothermal, and biomass energy for different nodes and 
considering various technology options/sectors. In the multi-node 
model, the offshore wind energy supply of GR and the RNL were 664 
and 736 PJ, respectively, (Fig. 9 [a]), and the contribution of the 
onshore wind supply in the NNL was high (15 PJ, 29 PJ, and 44 PJ for 
Drenthe, Friesland, and GR, respectively). The high wind capacity po-
tential and wind speeds in the NNL accounted for the high wind energy 

supply potentials (in PJ) in this region. The relative shares of offshore 
and onshore wind in the single- and multi-node models were similar. 
The onshore wind farm capacity is fully utilized suggesting, application- 
wise, wind farms installation-related stakeholders should be motivated 
to install a lot more wind turbines compared to the current capacity for a 
cost-effective future energy system. 

Regional differences relating to solar energy were prominent in the 
multi-node model (see Fig. 9 [b]) and were partly caused by the degrees 
of urbanization and available land for ground-based photovoltaics (GB- 
PV). Moreover, the overall GB-PV capacity was underutilized, with only 
60 GW used in the Netherlands compared with the 72 GW potential 
available in the reference scenario. 

Of the different categories of biomass, the supply of woody biomass 
supply was high in the NNL, followed by manure and FBI-related 
biomass (see Fig. 9 [c]). Of the nodes in the NNL, GR had the highest 
biomass demand (4 PJ), of which 2 PJ was from the potato industry in 
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Fig. 20. Sensitivity analyses of all the nodes in the NNL (combining values of all the NNL nodes in all cases) in the multi-node model with respect to the reference 
scenario. [a] presents total system cost (in B€), [b] presents north offshore wind contribution (in PJ), [c] shows H2 production from large-scale electrolyzers (in PJ), 
and [d] depicts H2 flow from the NNL to the RNL (in PJ). 
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the FBI. Drenthe and Friesland were ranked after GR, having equal de-
mands of 3 PJ. The utilization of sewage sludge and biogenic waste was 
negligible in the NNL compared with the RNL. There was no demand for 
sugar and starch for bioethanol production. Similarly, there was no 
demand for vegetable, fruit, and garden (VFG) waste-related biomass for 
energy production. Similar to wind, allocated biomass potential is fully 
utilized as biomass can be cost-effectively used in different applications. 

As shown in the Fig. 9 [d], the demand for geothermal energy in the 
FBI industries in the NNL was high and varied. The geothermal energy 
supplies to just the FBI industries in Drenthe, Friesland, and GR were 3 
PJ (82%), 2 PJ (78%), and 8 PJ (69%), respectively. Notably, a lack of 
demand undermined the potential of geothermal energy, especially in 
Friesland, despite this province having a relatively high share (23%) of 

the entire country’s geothermal energy supply. Overall, low utilization 
of geothermal supply reflect skewed distribution of geothermal supply 
leading to significant mismatch between demand and supply. 

4.1.2. Secondary energy carriers 
Of the secondary energy carriers, we explicitly analyzed the demand 

for and supply of heat, electricity, and H2. 
Heat 
Because our model excluded inter-nodal heat transfer, heat was 

considered to be regionally balanced. Heat demand and supply shares 
varied among different sectors within the NNL in the multi-node model 
(Fig. 10). The BE accounted for high shares of the total heat demand in 
Drenthe (59% or 10 PJ), Friesland (60% or 12 PJ), and GM (60% or 3 

Fig. 21. Inter-nodal flows of electricity and hydrogen (all data in PJ). [a] and [b] present electricity and H2 network flows, respectively.  
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Fig. 22. Heat demand and supply comparison of the BE between GM and GR to understand the impact of modeling a DH network at a city or municipality level in the 
multi-node model (all data in PJ). [a] shows GM and [b] depicts GR. The left bar in each diagram presents end-use heat demand sectors and right bar presents the 
heat supply-related options. 
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PJ), and industry’s share of the heat demand was the highest in the GR 
(72% or 23 PJ). Within the NNL, the supply of the geothermal energy 
was the highest (20 PJ), followed by air/electric HPs (18 PJ) and H2 
boilers (14 PJ). 

Electricity 
There were significant sectoral differences in electricity demands 

among nodes of the NNL in the multi-node model (Fig. 11). The energy 
sector comprised H2, electricity, and NG supplies along with large-scale 
electricity production options. Within the NNL, electricity demands 
were the highest in the energy sector (701 PJ), followed by the industrial 
sector (36 PJ) and the BE (34 PJ). Of the NNL nodes in the multi-node 
model, GR had the highest electricity demand (734 PJ), followed by 
Friesland (30 PJ) and Drenthe (23 PJ). The demand of electricity within 
GR’s energy sector was 697 PJ or 95% of its total share, and was pre-
dominantly associated with large-scale H2 production. In GM, Friesland, 
and Drenthe, the maximum electricity demands were associated with 
the BE, with respective shares of 80% (4 PJ), 42% (13 PJ), and 43% (10 
PJ). On the supply side, onshore wind-related technology option played 
a significant role in Drenthe, Friesland, and GR at 15 PJ, 29 PJ, and 44 PJ 
electricity supply, respectively. The contribution of offshore wind- 
related technology option to GR was very high (664 PJ). A compari-
son of the single- and multi-node models revealed that while the total 
electricity demands were similar, there were clear variations among 
sectors and technologies. 

Hydrogen 
There were significant differences in sectoral demands for H2 be-

tween the national share in both the single- and multi-node models and 
the regional share in the NNL nodes in the multi-node model (Fig. 12 
[a]). At the national level, the H2 demand was significantly lower in the 
industrial and energy sectors in the multi-node model. Within the NNL, 
GR’s energy sector had a high demand for H2 (29 PJ or 79% of its total 
H2 demand. This demand for H2 was linked to H2 admixing in the NG 
grid and its use in steam and gas turbines. Only two technology options 
supplied H2: large-scale electrolyzers and electrolyzers linked to chlo-
rine production (Fig. 12 [b]). Large-scale electrolyzers in GR produced a 
significant amount of H2 (427 PJ out of a total of 528 PJ produced from 
this option in the Netherlands) in the multi-node model because of the 
availability of a substantial amount of electricity from offshore wind. 
Our analysis showing a greater role of H2 in the NNL energy system 
conforms with the ongoing experiments to make Groningen the H2 hub 
of the Netherlands or even northwest Europe [92]. 

4.1.3. Total energy system 
Fig. 13 depicts Sankey diagram of the total energy system at the 

national level, and Fig. 14 focuses on GR. These Sankey diagrams clearly 
show that distinct regions can differ significantly from the national av-
erages. For example, the wind energy supply changed from 46% of the 
total energy supply at the national level to 89% in GR. H2 produced via 
intermediate steps from wind-based electricity played a more significant 
role in GR relative to the national level. Oil-based carriers had a negli-
gible role in GR given the minor role of feedstock relative to the national 
total. Export of electricity and H2 from GR were also higher compared 
with exports at the national scale. 

4.2. Cost analysis 

This section presents an overview of the total system cost, a disag-
gregation of system costs, and analyses of infrastructure costs. 

An overview of the total system cost 
In the OPERA modeling framework, the total system cost is the sum 

of total cost of individual options considering every sector. For a region, 
this cost is the sum of the total cost of all of the options within the region. 
Fig. 15 [a] depicts a comparison of the total system cost for the different 
nodes in the NNL using the single- and multi-node models. We calcu-
lated total system cost for a region in the single node by using population 
share, i.e. the number of people living in that region over total 

population of the Netherlands. When comparing regions within the 
models, we found that the total system cost is almost similar for every 
region, except GR. The total system cost of GR in the multi-node model is 
€8.4 billion higher compared to the single-node model. The main reason 
for this difference is investment related to H2 infrastructure and large- 
scale H2 electrolyzers utilizing large amounts of electricity from the 
northern offshore part of the North Sea. It is important to note that a 
large portion of the North Sea is linked to GR in the multi-node model. 
Fig. 15 [b] presents a sector-wise breakdown of the total cost for every 
node in the NNL in the multi-node model. In GR, investments in re-
newables and related infrastructure within the energy sector accounted 
for most of the costs (€6.3 billion or 60% of the total cost in GR). Ap-
pendix I details total system cost breakdown into a variety of categories 
to further illustrate regional differences. 

Infrastructure cost analyses 
Because infrastructure is an important component of the total system 

cost at the national and nodal levels, we analyzed options relating to 
heat, H2, NG, and electricity infrastructures (Fig. 16). The proportions of 
electricity network costs were 82% (€0.7 billion), 87% (€0.6 billion), 
90% (€0.4 billion), and 83% (€0.7 billion) of the total infrastructure 
costs in Drenthe, Friesland, GM, and GR, respectively. The heat network 
cost in GM (€3 million) was related to the variable O&M cost associated 
with the heat distribution costs of the DH network. 

4.3. Analysis of the built environment and industry in the NNL 

This section presents detailed analyses of energy labels for the BE, 
energy savings for the BE and industries, and emission savings for in-
dustries. Appendix I presents the energy mixes for the BE and industries. 

A comparison of energy levels of the optimized case compared 
to the reference case in the BE 

Fig. 17 shows regional improvements in energy labels in the opti-
mized model run compared to the reference case for the households and 
services buildings in the multi-node model. In the optimized case, all the 
household buildings were upgraded to the A + label for all of the nodes 
in the NNL, irrespective of the energy labels in the reference case (Fig. 17 
[a]). The situation was different for services buildings. The buildings in 
the reference case were mostly GFE, DC, and B buildings for all of the 
nodes in the NNL, whereas in optimization case, DC, B, A, and A +
buildings were predominant (Fig. 17 [b]). Thus, the optimized model 
run revealed improvements in energy labels for the overall BE 
throughout the NNL. 

Energy savings in the BE and Industrial sectors 
Fig. 18 [a] and [b] show that ’other dwellings’ were responsible for 

most of the energy savings in the BE, with reductions in energy demands 
evident in all regions in the optimized model run compared to those in 
the reference case. Fig. 18 [c] depicts changes in the energy carriers in 
the optimized model run along with reductions in the energy demands in 
all of the nodes in the NNL. To illustrate reduction in the energy de-
mands, the heat and electricity demands for manufacturing dairy 
products fell from 9 PJ and 0.3 PJ, respectively, to 3.2 PJ and 0.64 PJ, 
respectively, resulting in a total energy saving of 5.3 PJ. Similarly, the 
primary aluminum industry in GR evidenced electricity savings of 2 PJ 
in the optimum model run compared with the reference case. The 
application of detailed modeling and analysis of the BE and industries 
results in a better understanding of energy saving potentials of these 
sectors. 

Emission savings in industries 
Changes in energy carriers and reductions in energy demands of 

industries reduced their CO2 emissions in the optimized model run 
relative to the reference case (Fig. 19). For example, emissions from both 
salt and dairy industries in Friesland drop from 0.2 MtCO2-equivalent to 
0.01 MtCO2-equivalent for the salt industry and to almost zero for the 
dairy industry. 

The construction of regional nodes enabled us to perform a more 
fine-tuned analysis of the savings potential of the BE and industries. Our 
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analyses of the BE and industries revealed significant differences in 
regional energy demands for these sectors. Additionally, we were able to 
analyze industries that are not considered high-energy demanding in-
dustries from the perspective of a national energy system but are 
important for the NNL and to identify emission savings associated with 
the reduced energy demands of industries. 

4.4. Understanding the impacts of supply-side options through sensitivity 
analysis 

Table 2 shows the topics selected for sensitivity analyses. Our opti-
mized modeling was aimed at minimizing total system costs, which is 
generally a priority objective in any modeling exercise. Accordingly, we 
conducted sensitivity analyses of the total system cost of the NNL 
(Fig. 20 [a]). Other policy-relevant topics, notably the contribution of 
the northern offshore wind, H2 production through large-scale electro-
lyzers in the NNL, and H2 flow through the corresponding network from 
the NNL to the RNL were also included in sensitivity analyses (see Fig. 20 
[b], [c], and [d], respectively). We performed all these analyses in the 
multi-node model. 

Of particular note is the finding that the doubling of the onshore 
wind capacity in all of the regions (case C1) resulted in a decrease in 
both the contribution of the northern offshore wind (-279 PJ, Fig. 20 
[b]) and in the total system cost (€-3 billion, Fig. 20 [a]) compared to the 
reference scenario. Currently, there is strong opposition to such onshore 
wind farms, particularly in Groningen Province. The real world appli-
cation of this result is to make policy makers aware of the future 
financial benefits of having large onshore wind farms. 

Doubling woody biomass (C5) resulted in a decrease in both the 
northern offshore wind contribution (-121 PJ) and the total system cost 
(€-1 billion). Case C7 showed a decrease in both the total system cost 
(€-1.2 billion) and the contribution of the northern offshore wind (-71.4 
PJ) resulting from an increase in the contribution of the onshore wind. 

Our analysis of H2, revealed that large-scale H2 electrolyzers, 
particularly in GR, created an extensive flow of H2 from the NNL to the 
RNL. Our sensitivity analyses showed that H2 production by large-scale 
electrolyzers (Fig. 20 [c]) and the H2 flow to RNL (Fig. 20 [d]) decreased 
in all of the sensitivity cases, notably in case C1. An exception was the 
reduction in woody biomass (C6), which resulted in a modest increase in 
H2 production. 

4.5. Network infrastructure and inter-nodal flows 

Flows of major energy carriers, such as electricity and H2, between 
regions through their network infrastructures are created through mis-
matches between regions in the primary and secondary energy mix, 
differences in sectoral energy demands, and the utilization of renew-
ables. This section presents an analysis of electricity and H2 network 
inter-nodal flows in the Netherlands (4.5.1) and the impact of the DH 
network in GM (4.5.2). 

4.5.1. Electricity and hydrogen 
We observed a flow of electricity from GR to Drenthe (17 PJ) and GM 

(5 PJ) (Fig. 21 [a]). Moreover, Drenthe produced more electricity than it 
consumed. Therefore, the oversupply flowed to the RNL (22 PJ). Net 
exports of electricity to other countries from the NNL occurred via GR 
(39 PJ). Net supplies of electricity from Friesland to GR and the RNL 
were 1 PJ and 4 PJ, respectively. Fig. 21 [b] shows a substantial flow of 
H2 from GR to Drenthe (368 PJ) and subsequently to the RNL (360 PJ). 
This large amount of H2 was mainly produced by large-scale H2 elec-
trolyzers in GR. GR also supplied H2 to Friesland (20 PJ) and ultimately 
to the RNL (6 PJ) via another route (see Fig. 7). Compared with elec-
tricity and H2 flows, the flow of NG is negligible between regions of the 
NNL. 

4.5.2. The impact of district heating in GM 
To acquire a better understanding of the impacts of DH modeling at 

the city/municipality level within a regionalized model, we compared 
the heat demand and supply within the BE in GM, where we applied a 
customized DH network, with the application of the standard existing 
heat network in GR in the multi-node model (Fig. 22). Fig. 22 [a] shows 
that DH will provide 33% of the heat demand of the BE in GM in 2050 
under optimized conditions. However, Fig. 22 [b] shows that DH only 
supplies 3% of the BE’s heat demand in GR. The DH penetration of GM is 
remarkable given that a DH network is currently almost non-existent 
[52]. Thus, creating GM within the regionalized model enabled us to 
conduct a fine-tuned analysis of the impacts of a DH network at the 
municipality level. This analysis reflects the originality and usefulness of 
our study. 

The results clearly show the advantages of detailed regional 
modeling compared to a national average or aggregated representation 
of a country. Depending upon the atypical attributes of different regions, 
modelers can highlight differences in primary energy use, energy bal-
ance of secondary energy carriers, energy saving potentials of the BE and 
industries, investments in infrastructure, and inter-regional flows. Re-
sults can show whether capacity and energy potential of renewables are 
underutilized, whether capacity additions are required for energy in-
frastructures and to what extent, and whether DH networks are cost- 
effective to implement. Other interesting results are the possibilities to 
understand the role of the building stock characteristics, i.e. buildings 
types and energy labels, and its distribution in determining the BE en-
ergy saving potentials. Similarly, regional energy savings and emission 
reductions can depend upon existing processes, alternative processes 
and their costs, and projected final main products demand. The amount 
of energy carriers flow in various energy infrastructures can highlight 
regional mismatches between energy demand and supply, and regional 
renewable potentials. 

5. Discussion 

Here, we critically analyze our methodology and findings, focusing 
on four key topics: the economic structure, the built environment (BE) 
and industries, renewable potential, and energy infrastructures. Addi-
tionally, we compare with previous studies and discuss the possibilities 
of other regional analysis with our method. 

We discuss three considerations regarding the economic structure. 
First, we assumed that uniform normalized prices applied to energy 
label upgrades in the BE for all nodes in the multi-node model. However, 
these costs depend on other regional macroeconomic considerations, 
such as income levels and economic activities. Second, the NNL’s shares 
of the national total for most economic activities are low, ranging be-
tween 8% and 13% of the national total. Third, the default design of the 
OPERA modeling framework population-based regional allocation for 
aspects such as technology options, energy carriers, and activities. While 
we adapted these allocations for most of the key economic activities 
based on relevant spatial parameters, we did not change default allo-
cations for some of the (less important) aspects. Furthermore, we 
assumed that the current relative regional shares of demand or supply 
potentials for activities would remain the same in the future, which may 
not actually be the case. 

When considering the BE, we found that no data were available 
energy labels for most building types at the regional level. Hence, we 
assumed that the distribution share was the same for different building 
types, except for offices, in all regions. In reality, the energy labels of 
buildings can differ significantly among regions, and our results may not 
reflect optimized energy labels for buildings in 2050. Furthermore, we 
applied the same normalized heat demand per building type per region, 
whereas in reality the heat demand in the NNL may be higher than the 
heat demand in the southwestern part of the Netherlands given lower 
outdoor temperatures in the former region. Additionally, we did not 
consider explicit demand profiles for different building types and 
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regions because of the lack of relevant data. These profiles can have a 
major effect on the energy balance and role of technology options in the 
BE. Among the industries, the dairy industry’s energy demand were 
normalized with respect to a standard type of product, namely milk 
powder. However, as for potato products, energy demands for different 
types of dairy products, such as butter and milk powder, vary signifi-
cantly [37]. For uncategorized activities every industrial subsector, we 
allocated regional energy demands based on CO2 emissions, which may 
not have been completely accurate. 

Most literature on regional studies are related to future renewables 
potentials and comparable to our modeling inputs or results. Van der 
Niet et al. [93] considered onshore wind capacity potential ranges of 
0.6–1.7 GW and 0.2–0.9 GW for 2050 in Groningen and Drenthe, 
respectively, which are similar to our corresponding potential input of 
2.2 GW and 0.8 GW, respectively. A Groningen Province report [94] 
estimates a future potential contribution of 7.2 PJ from solar PV. This 
value is close to our results which showed a cumulative solar PV 
contribution of 7 PJ in Groningen Province. 

In our analysis of renewables, we considered land dedicated to 
different sectors to estimate regional shares for small-scale solar PVs. 
This allocation may have resulted in errors, as not all spaces allocated to 
different sectors may be equally suitable for PV integration. Moreover, 
the use or potential use of such spaces may differ significantly among 
regions depending on regional and national policy choices. Similarly, in 
the case of onshore wind, we considered the regional distribution shares 
based on short-term regional targets [79]. However, long-term onshore 
spatial allocations for wind energy are strongly dependent on policy 
choices. In the case of geothermal energy, we considered a GIS layer, 
which denotes the technical potential, i.e. with the present technology 
how much geothermal energy can be extracted, for allocating shares of 
geothermal energy among regions. In reality, the actual available 
geothermal share may be less than this potential. In addition, we did not 
adequately represent shallow and deep geothermal energy in this study, 
as we used the same allocation shares for both. 

A further limitation of our study was that we did not consider 
competition over space among different activities when estimating 
renewable potentials. Multiple activities can coexist within the same 
space but with important constraints. For example, solar PV can only be 
partially integrated into agricultural land or the BE, and wind farms may 
easily coexist with agricultural land but not with the BE. Given that there 
are spatial constraints, particularly in a densely populated country such 
as the Netherlands, it is advisable to account for such constraints when 
modeling a regional energy system. 

We applied the same network infrastructure for electricity, H2, and 
NG, which does match the reality. In addition, we provided a fixed value 
of allocation shares for the network capacity for electricity transmission 
between the Netherlands and other countries, and for electricity trans-
mission within the Netherlands, which may not be applicable in the 
future. For the demand and supply of heat, wind energy, and geothermal 
energy that are characterized by considerable spatial variations, a much 
higher geographical resolution is required to capture spatial variability 
and potential. In addition, our geographical resolution was too low to 
conduct an analysis of heat transmission, given that heat networks are 
associated with high losses and low energy density. We only analyzed 
the role of DH in GM by calculating heat distribution cost at a munici-
pality level. However, in reality, this cost can differ within different 
parts of a city [49]. In addition, for other regions we could not impose 
this cost because of significant differences in heat demand densities 
within those regions. Our method can be shifted to other regional ana-
lyses. For example, equations and methods related to creating and 
constraining energy infrastructures can be easily adapted based on data 
availability. Similarly, the BE and industries spatial distribution and 
energy demand differences can be represented by building types, maybe 
with energy labels, and industrial activities or processes, respectively. 
Regional renewable potentials and sectoral allocations can be performed 
based on our identified spatially sensitive parameters. 

6. Conclusions and future research 

We conducted an integrated energy system analysis for the northern 
part of the Netherlands (NNL) using an existing national energy system 
optimization model Options Portfolio for Emission Reduction Assess-
ment or OPERA. By embedding the NNL within a national model, we 
avoided the need to make critical assumptions about national targets, 
resource availability, and secondary energy prices. Our modeling was 
based on four themes: the regional economic structure, modeling mod-
ifications of the built environment and industries, regional potential or 
capacity allocation of renewables, and the creation of energy in-
frastructures. We created a multi-node model, entailing regional or 
nodal allocation and compared it with a national model that did not 
include regional allocation. Our results showed significant differences in 
energy balances between models at the national level and between 
nodes in the multi-node model. Among renewables, we considered wind, 
solar, geothermal, and biomass options. We performed sensitivity ana-
lyses for renewables because the potential of these options vary ac-
cording to the availability of space and future policy making. Significant 
modeling results included the generation of a significant amount of 
hydrogen (H2) from offshore wind, i.e. 620 Peta Joule (PJ), in Groningen 
Province and the transmission of substantial volume of H2 to the rest of 
the Netherlands (390 PJ). Additionally, the total renewable energy share 
in the primary energy mix of the northern region is ~90% or more 
compared to ~70% for the rest of the Netherlands. 

Our multi-nodal approach, entailing the use of just five nodes, 
revealed the significant impacts of spatial parameters on outputs from 
different technology options. We were able to represent regional dif-
ferences in available energy sources and their potentials or constraints 
by integrating important spatial parameters within our modeling 
framework. Our approach is applicable to other regional energy system 
analysis contexts for investigating regional energy infrastructure and 
landscape, as well as for suggesting policy implications regarding 
regional energy-related planning and decision-making. We will there-
fore continue to develop and refine our modeling framework to address 
more complicated spatial issues, such as multiple competing land-use 
claims, through the inclusion of geographical information system- 
based analyses. Additionally, by making our framework more interac-
tive, we expect to generate direct inputs for policy makers and other 
stakeholders regarding the impacts of current choices on the future 
energy system. 

Target Audience: Energy system modelers and analysts 

CRediT authorship contribution statement 

Somadutta Sahoo: Conceptualization, Methodology, Software, 
Formal analysis, Data curation, Writing – original draft, Writing – re-
view & editing. Joost N.P. van Stralen: Methodology, Software, 
Writing – review & editing. Christian Zuidema: Writing – review & 
editing, Supervision. Jos Sijm: Writing – review & editing, Supervision. 
Claudia Yamu: Writing – review & editing, Supervision. André Faaij: 
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Appendix A. OPERA 

OPERA model description 
OPERA (Option Portfolio for Emissions Reduction Assessment) was developed by the Energy research Center of the Netherlands (ECN) for analysis 

of the Dutch energy system. OPERA is a bottom-up, technology rich, optimization based techno-economic model of the entire energy system of the 
Netherlands. It offers high temporal resolution as compared to other similar national energy system models. It covers the entire range of GHG and 
particulate emissions, and is thus suitable for assessment of future low carbon energy systems. It specifically considers the impact of energy efficiency 
improvement, technology diffusions and a broad range of policy interventions. Therefore, the model is already extensively used for climate change 
mitigation and policy advice on energy decarbonization for the Dutch government [58,95]. This model determines the configuration and operation of 
the energy system combined with other sources of emissions to meet all system requirements, whether market driven or policy imposed at minimum 
energy system cost [10]. 

OPERA does not optimize over a time horizon. Rather, it looks into specific years of importance, such as 2030 and 2050. In OPERA, the price of 
future technologies is not modelled endogenously with using learning curves. Technology options present in the National Energy Outlook (NEO) are 
used to represent the business-as-usual scenario in OPERA. For these technologies, information regarding input/output characteristics are extracted 
from the NEO. They remain as option for other scenarios as well. Technologies which are rather new, for example technologies related to power-to- 
liquids, are not part of NEO and characteristics on these technologies come from sectoral experts. Techno-economic data of many of such new 
technologies is extracted from factsheets from the website www.energy.nl [96]. In addition, for specific technologies like wind energy, where costs 
will change a lot over the time horizon, cost reduction is included in different scenarios within OPERA. For other technologies or energy carriers where 
the future is highly uncertain, OPERA provides the possibility to perform a sensitivity analysis. Examples are sensitivity analyses on biomass price, 
amount of CCS in the future system, social issues associated with availability of nuclear energy and wind availability both onshore and offshore. 

In OPERA, a set of sectors is identified and a set of technology options is assigned to each sector to satisfy the sectoral electricity and heat demand. 
From NEO, it receives the information on total emissions, energy service demand per sector, conversion characteristics of technologies used, volume 
and capacities of technologies and prices of primary energy carriers. Furthermore for electricity, H2, NG and heat, the user can allow all explicit 
connections within a sector, i.e. individual supply options are connected to all individual demand option for a particular energy carrier. Alternatively, 
supply and demand options are connected to each other via a central connection point, instead of direct links between all possible individual options 
within a sector. This is useful for several energy carriers, namely heat, electricity, and NG. However, for H2, the connections are explicit. In reality also, 
H2 flow is more sequential as compared to other energy carriers. 

OPERA structure detailed description 
Fig. A.1 represents a generic flowchart indicating interactions between and within different sectors, i.e. sectoral coupling over different trans-

mission grids. The flow of energy is from primary energy carriers to different sectors having technology options to convert to either an intermediate 

Fig. A.1. Schematics of OPERA.  
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energy carrier or a final energy carrier within the sector, before being carried to the transmission grid. The other end of the transmission grid is the 
demand sector, utilizing energy coming from the grid, either as some intermediary energy carrier or as final energy use. The general assumption for 
making Fig. A.1 is sectoral interactions occur via the grid infrastructure, i.e. supply and demand are connected via a node. In this case, the sector 
supplying energy is present on the supply side and the sector receiving energy is represented on the demand side. Intermediary processes or feedstocks 
representation within/between different sectors are not represented for clarity purposes. The figure shows all the sectors on both the supply and 
demand side. The supply side sectors use primary energy sources that are further subdivided into non-renewable and renewable sources. Non- 
renewable fuels in this context are mainly coal, NG, gasoline, and uranium and renewable sources are mainly wind, solar, biomass, and 
geothermal. The gas grid represents all the gases, such as NG, bio-methane or synthetic natural gas (SNG). OPERA has a separate H2 grid because in the 
Dutch context, the future contribution from H2 is likely to expand [97]. In addition, OPERA provides the possibility of admixing H2 and NG. The H2 
network is well represented in OPERA with three levels: a) a high pressure distribution network (HP (H2)); b) a low pressure distribution network 
(DN); and c) a local network corresponding to H2 filling stations (FS). OPERA considers different GHGs, air pollutants, and several system and user 
defined constraints. Heat is represented by one generic energy carrier. 

In general, some reference technology options from the NEO are available for all sectors in OPERA. In addition, combining additional technological 
options is possible that can result in lowering GHG emissions for different sectors in different scenarios. Thus, OPERA provides an opportunity for new 
technologies to compete with reference technologies for the analysis of different future scenarios. Since OPERA has a technology portfolio to choose 
from, many technologies may not be selected, as those are not cost effective. However, the technologies just above the margin are also important and a 
little technology push or suitable policy might make them cost effective. Energy saving and emission reduction options can be achieved by im-
provements in the energy labels of different building types within the built environment (BE). Additionally, electricity-related savings can be achieved 
by the use of efficient equipment in BE. Similarly, for several industrial activities, savings can be achieved by replacing the reference process by a more 
efficient process. These processes can also achieve emission savings. In (almost) all the sectors, energy savings can be applied based on the energy 
savings potential of the sector as a whole. 

Table A.1 provide important sectoral attributes and their technology options in OPERA. Detailed sector-wise description of the OPERA model 
follows: 

a.1) Households 
Currently, in OPERA the housing sector is subdivided into three dwelling types: apartments, terraced houses, and other dwellings. These dwellings 

types are independent activities with million housing or ‘Mh’ as their unit to represent heat demand. Every dwelling type is again constituted of five 
different energy labels: GFE, DC, B, A, and A+. Households provide the possibility to supply electricity to the LV grid for electricity (such as, through 
solar PVs) – refer Fig. A.1. On the demand side, OPERA allows electricity, gas, heat, and H2 requirements to be fulfilled from the LV, low pressure (LP) 
grid of gas, heat, and DN grid of H2, respectively. Furthermore, there are electricity saving options related to efficient equipment. The unit of 
remaining final energy demand is PJ. 

a.2) Services 
Similar to the housing sector, the services sector is constituted of five service building types: offices, education, industrial halls, hospitals, and rest 

service buildings. Each building type has square kilometer of gross floor area or ‘km2’ as their unit independent activity to represent heat demand. 

Fig. A.2. Electricity sector schematics in OPERA [32].  
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Again, similar to the households sector, every service building type is constituted of five different energy labels: GFE, DC, B, A, and A+. 
Sector-specific technology options include boilers (solar, geothermal, NG, hybrid with NG and air), micro-CHP (H2, NG), and HP (ground source). 

In addition, service sector includes electricity saving options, such as halogen to compact fluorescent lamp and presence detection. In addition, mobile 
machinery (electric, hybrid) is also part of the sector. On the supply side, gas, electricity, heat, and H2 are connected to the HP (gas), MV, heat, and DN 
transmission grids respectively. Furthermore, gas, electricity, heat and H2 are constrained to not flow outside the sector. The unit of remaining final 
energy demand is PJ. 

a.3) Agriculture 
In OPERA, this sector includes activities and technology options related to crop production and livestock. Some examples of such technology 

options in agriculture are manure digestion, geothermal, CHPs, HPs and boilers. This sector is sub-divided into two major parts: a) horticulture and 
related technology options, which is a major crop cultivation activity in the Netherlands; and b) other crop cultivation and livestock including energy 
savings and emission reduction options. Some examples of emission reduction options considered in OPERA are precision fertilization, lifetime 
extension of dairy products and lowering protein content of grass. 

Technology options, such as CHPs related to horticulture are connected to the MV grid so as to provide a possibility of supplying excess electricity 
to the electricity grid. The presence of large CHPs in horticulture within the agriculture sector results in the supply of electricity and H2 through MV 
and DN grid, respectively. However, other parts of agriculture, which do not need large quantities of heat or electricity are connected to the LV and LP 
network of electricity and gas grid, respectively. In OPERA, mobile machinery are associated with energy saving options. The unit of final energy 
demand for both agriculture and mobile machinery is PJ. 

a.4) Mobility 
In OPERA, road transportation is provided by different varieties of cars, e-cars, plug-in vehicles, light-duty vehicles, such as vans and heavy-duty 

vehicles, such as trucks (with NG and H2). Local transport modes, such as metro, bus, and tram are aggregated with national transport modes, such as 
rail and inland navigation, i.e. movement by each of these transport mode is not explicitly represented because of their low energy consumption. For 
example, energy consumption associated with rail movement is quite low, i.e. around 1% in 2017 of the total sectoral energy demand [98]. Other 
aggregated options are movement by motorcycles and inland navigation. Thus, OPERA includes all the transport technology options present in NEO. 
In OPERA, some energy savings and emission reduction options are included, such as drag reduction and rolling resistance reduction in trucks. The 
unit of demand is ‘billion_vehicle_km’ or Bvkm for passenger movement, namely cars and vans, and freight movement, namely trucks. For the 
remaining part of the transport sector, the unit is PJ1. 

Table A.1 
Description of all the sectors and their important technology options in OPERA.  

Sectors Description Technology options 

Households - Dwellings are subdivided into apartments, terraced houses, and other dwellings 
- Each dwelling type is further subdivided into five energy labels: GFE, DC, B, A, and A+
- Unit of activity is million houses (Mh) to account for heat demand in dwellings 
- Unit of remaining final energy demand is peta joule (PJ) 

- micro-combined heat and power (CHP), solar thermal, 
boiler, geothermal, and heat pumps (HPs) 
- Solar PV and micro-CHP 
- Electricity saving options,a such as wash-dryers, and 
dishwashers 

Services - Service buildings are subdivided into offices, education, industrial halls, hospitals, and rest service 
buildings 
- Each service building type is further subdivided into five energy labels: GFE, DC, B, A, and A+
- Unit of activity is gross floor area measured in km2 to account for heat demand in service buildings 
- Unit of remaining final energy demand is peta joule (PJ) 

- micro-CHP, solar thermal, boiler, geothermal, and HPs 
- Solar PV and micro-CHP 
- Electricity saving options 

Agriculture - Separate representation for horticulture, and other agriculture 
- Includes livestock 
- Unit of measurement is PJ for both subsectors 

- CHPs, boilers, manure digestion technologies, and mobile 
machinery 
- Energy saving and emission reduction options 

Mobility - Explicit representation of each of road passenger cars, road freight trucks, road passenger vans and the 
rest of the vehicle fleet 
- Cars, vans, and trucks are represented with billion-vehicle-km as the standard unit and the rest of the 
mobility modes are aggregated with PJ as the driving force 
- Includes infrastructures related to H2 (filling station), and EVs (charging station, vehicle itself) 

- cars, such as electric, H2, hybrid, and biofuel 
- Vans and freight, such as H2 

- Trucks, such as NG and H2 

- Standard fuel driven remaining vehicle fleet 
- Energy saving options 

Industry - Separate subsector representation for base metal (steel and aluminum), fertilizers (ammonia), 
chemicals (chloro-alkali, salt, and high value chemicals), food and beverage industries (sugar, potato 
products, dairy products), rest ETS industries, and rest non-ETS industries 
- steel, aluminum, fertilizer, salt, chlorine, dairy products, potato products, and sugar production is 
expressed as million ton (Mt) of final product and rest of the sub-sectoral activities including remaining 
final energy demand of different subsectors are represented by PJ 

- Boilers, HPs, CHPs, 
- Other technology specific options 
- Energy saving and emission reduction options 

Electricity - For high voltage (HV), capacity and network-related constraints are included, including losses 
- Includes lump-sum infrastructure costs related to medium voltage (MV) and low voltage (LV) grid 
- Unit of measurement is PJ 

- battery storage 
- large-scale wind (onshore and offshore), and solar 
(onshore) 
- Centralized plants with CCS option and nuclear 

Gas - For high pressure (HP) network of NG and H2, capacity and network-related constraints are included, 
including losses 
- Includes lump-sum infrastructure costs related to medium pressure (MP) and low pressure (LP) 
pipelines for NG, and distribution and local network for H2 

- Unit of measurement is PJ 

- H2 (coal and biomass gasification, methanation, and 
electrolysis) 
- Green gas (manure digestion, and biomass gasification)  

a In OPERA model, savings of energy is treated in a way that is similar to energy production 

1 Only cars, vans, and trucks movements are individually balanced, i.e. demand in ‘billion_vehicle_km’ for each of these movement type is explicitly met by 
different supply options. These movement modes are individually represented because they contribute to a large energy consumption and emission within the sector. 
However, for the remaining movement within the transport sector, the demand is aggregated and different supply options can meet the demand. 

S. Sahoo et al.                                                                                                                                                                                                                                   



Applied Energy 306 (2022) 118035

25

a.5) Industry 
The industry sector within OPERA is split into the following subsectors: a) base metal (includes iron/steel and primary aluminum); b) chemicals 

(chloro-alkali, salt, and high value chemicals); c) refineries; d) fertilizers (such as ammonia); e) food and beverage industries (dairy products, potato 
products, and sugar); f) other Emission Trading System (ETS) includes waste incineration and the remaining part of the industry that fall under the ETS 
category; and g) non ETS includes remaining part of the industry that does not fall under the ETS system. 

In the current OPERA structure, base metal is connected to HP (gas), HV, heat and HP (H2) grid both for supply and demand side. Refineries, 
fertilizers, and other ETS industries follow the same connection pattern. However, food and beverage industries and non-ETS industries are connected 
to MV instead of HV and rest of the connections are the same as other sub-categories. Currently, the unit of final energy demand for steel, aluminum, 
fertilizer, salt, chlorine, high value chemicals, dairy products, potato products, and sugar production is expressed as million ton (Mt) of final product. 
The remaining industrial subsectors include PJ as the unit of final energy demand. 

a.6) Power generation 
The electricity generation sector includes existing power plants, in particular coal, gas, biomass and nuclear power plants. Technology options also 

include biomass and coal gasification, wind onshore and offshore, solar PVs, geothermal and storage options (such as batteries, compressed air energy 
storage , and Superconducting magnetic energy storage (CAES)). OPERA has a representation of different grid networks along with transformers (refer 
Fig. A.2)2. Network and transmission-related losses are considered for the high voltage grid, but not for medium and low voltage grid. This sector 
additionally includes CCS options along with some of the above-mentioned technologies. Sectoral unit energy demand is expressed in PJ. 

a.7) Gas supply 
Similar to the power generation sector, this sector includes the option of LP (gas), MP (gas) and HP (gas) for low, medium and high pressure 

network, respectively, and transformers for changing pressure levels as a part of network infrastructure3. This sector also includes H2 related tech-
nology options, such as methanation, and electrolysis. The H2 infrastructure includes HP (H2), distribution grids, and local network. 

Appendix B. Detailed description of analyzed regions and OPERA modeling changes 

B.1) Detailed description of analyzed region 
Our analyzed region is the northern part of the Netherlands (NNL). The region has a total area of 8,300 km2, accommodating 1.8 million in-

habitants (10% of the Dutch population), with a population density of just over 200 person/km2, which is modest by Dutch standards. Other Important 
atypical features of the region include (see also Fig. 2):  

• Industry: The region is rich in food and beverage industries, including dairy products, potato products, and sugar, compared to the rest of the 
Netherlands (RNL) [37]. In addition, the NNL has a few chemical industries such as chloro-alkali and salt [37]. Among basic metal industries, the 
region is the only producer of primary aluminum [37]. However, it lacks other major industries such as petrochemicals, high value chemicals, and 
other basic metal industries [39–42].  

• Energy: The region is characterized by a high average wind speed [39,40] and a modest population density, which provide favorable conditions for 
establishing wind farms (Fig. 2 [c]). In addition, the region has significant potential for geothermal energy production [42] (Fig. 2 [d]) and large- 
scale solar PV systems [43]. It is also connected to a large offshore section of the North Sea which is also characterized by high wind speeds [99]. 

B.2) Detailed OPERA modeling changes 
The Built environment modeling 
OPERA had Peta Joule (PJ) as the measure of unit activity, i.e. sectoral driving force, for households and services. As the number of houses is a more 

appropriate measure of dwellings, we changed the unit activity to “millions housing” (Mh). Therefore, the model now needs to meet a certain number 
of Mh demand (input parameter) to achieve convergence. Given that service buildings occupy a much larger area than residential buildings, floor area 
is an appropriate measure of sectoral activity. Therefore, we introduced km2 of gross floor area (GFA) as the unit of activity for service buildings. 

We introduced new building types and energy labels in OPERA. In line with these changes, we introduced the following new modeling equations in 
OPERA. The symbols used in the equations (B.1)–(B.3) are defined in Table B.1. 
∑

l
DWn,dt,l = DWn,dt ∀n, dt, (B.1) 

Table B.1 
Definitions of variables, parameters, and indices used in the equations (B.1)–(B.3).  

Index Variable 

n regions/nodes DW the number of dwellings or GFA of service buildings at a particular energy label, l  
dt building types D energy demand 
l  energy labels Parameter 
t time slice DW the total number of dwellings expressed in ‘Mh’ or GFA of service buildings expressed in ‘km2’ 
c energy carrier NE normalized heat demand per household building or per km2 of service building 
i  change in energy label M a matrix with rows representing current energy label and columns representing energy use associated with improved energy label   

DWr
reference  DWr in the reference case   

2 For HV only, the model considers capacity and transmission related constraints, including losses. The connections between regions is through nodes.  
3 Similar to the electricity sector, the gas sector can consider transmission and capacity constraints related to HP grid network. Currently, this grid does not 

implement constraints as the capacity of the gas network is already over-dimensioned in the Netherlands. 

S. Sahoo et al.                                                                                                                                                                                                                                   



Applied Energy 306 (2022) 118035

26

Dt,n,dt,l,c = NEt,n,dt,l,c*DWn,dt,l ∀t, n, dt, l, c, and (B.2)  
∑

l,i
DWn,dt,l*Ml,i ≤

∑

i
DWreference

n,dt *Ml,i ∀n, dt, (B.3) 

Industries 
We introduced new industrial subsectors with their new activities expressed in million tons (Mt) of final main product, as these units of activities 

are more appropriate measures of the final products stock or demand than the final energy demand. For example, the activity unit for chloro-alkali is 
Mt of gaseous chlorine. 

For industries, we added the following equations in the OPERA model related to new activities or industrial subsectors addition: 
∑

pa
FPn,pa,a = FPn,a ∀n, a, and (B.4)  

Dt,n,c,a =
∑

pa
EPt,n,c,a,pa*FPn,pa,a ∀t, n, c, a, (B.5)  

where pa and a (indices) respectively denote a process within an activity and the activity itself. FP (variable) is the final product produced by a 
process and FP (parameter) is the projected final product demand. D (variable) is the energy demand associated of an activity. EP (parameter) denotes 
the energy demand of the process. 

After we have allocated energy demands to different industrial activities, mainly related to new industrial subsector creation, we allocated both 
heat and electricity demands (in PJ) to the remaining activities for every industrial subsector (refer Fig. 6). For this purpose, we used the Dutch 
Emissions authority (NEa in Dutch) database [100]. This database provides information on current carbon dioxide (CO2) emissions information of 
industries in the Netherlands. First, we segregated industrial activities in the NEa database based on the industrial subsectors and activities in OPERA. 
We then categorized the remaining industries that were not part of any explicit OPERA activities in the database into one of the industrial subsectors 
and grouped them by regions in OPERA. Lastly, we aggregated the CO2 emissions of industries within a region and a subsector and allocated regional 
energy demands to the remaining subsector activities based on their share of regional CO2 emissions (see also Fig. 6). Data on national energy demands 
of these activities were derived from our scenario (see Table 5). 

Other activities 
For agriculture, the regional allocation of sectoral energy demands and related mobile machinery (both of which has PJ as the unit of activity) was 

based on land use for horticulture. For mobility, we calculated the regional share of activities for passenger cars, light duty vehicles, and heavy duty 
vehicles by the same unit activity. All these activities have their standard unit described in billion vehicle kilometer (Bvkm). 

Appendix C. Database related to household and service buildings or the BE 

For service buildings, our building type categorization are offices, education, industrial halls, hospitals, and others. For households buildings, our 
building type categorization are apartments, terraced buildings, and other dwellings. The common energy label categorization for all BE building 

Table C.2 
Service buildings normalized heat demand for each energy label (GJ/m2 GFA) [36].  

Energy label Service buildings normalized heat demand (GJ/m2 GFA) 

Offices Education Industrial halls Hospitals Others 

GFE  0.783  0.386  0.322  0.825  0.571 
DC  0.373  0.201  0.161  0.446  0.303 
B  0.293  0.16  0.128  0.383  0.255 
A  0.218  0.12  0.096  0.293  0.19 
A+ 0.177  0.098  0.078  0.244  0.155  

Table C.1 
Service buildings shell improvement costs compared to GFE label (€/m2 GFA) [36].  

Energy label Service buildings shell improvement costs compared to GFE label (€/m2 GFA) 

Offices Education Industrial halls Hospitals Others 

DC 25 30 20 30 30 
B 115 135 80 135 135 
A 140 165 105 165 165 
A+ 170 195 125 190 195  
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Table C.4 
Number of household buildings at the national level for the reference case (Mh) and the normalized heat demand per household building type for different energy 
labels (PJ/Mh).  

Energy label Number of million household buildings at the national level for the reference case 
(Mh) ([36], own assumptions) 

Normalized heat demand per million household buildings for different 
energy labels (PJ/Mh) [36] 

Apartments Terraced houses Other dwellings Apartments Terraced houses Other dwellings 

GFE 0 0 0 30.1  45.6 70.4 
DC 0.337 0.193 0.4 28.7  38.4 60.6 
B 0.9 0.7 0.418 25.7  34.3 53.4 
A 1 1 2.07 19  25.4 39.5 
A+ 0.312 0.264 0.403 15.4  20.6 32  

Table C.3 
GFA for service buildings at the national level for the reference case (km2) ([36], own assumptions).  

Energy label GFA for service buildings at the national level for the reference case (km2) 

Offices Education Industrial halls Hospitals Others 

GFE 0  13.14 45  7.46  79.44 
DC 38.93  8.28 28.63  3.47  27.65 
B 22.79  22.7 109.60  15.44  113.07 
A 6.85  0.09 0.08  0.08  0.47 
A+ 11.48  0.09 0.08  0.08  0.47  

Table C.5 
Household buildings shell improvement cost compared to GFE label (€/h) [36].  

Energy label Household buildings shell improvement costs compared to GFE label (€/h) 

Apartment Terraced houses Other dwellings 

DC 2099 2795 1587 
B 7307 8652 15,308 
A 9716 12,085 21,623 
A+ 12,126 15,517 27,939  

Table C.6 
Current distribution of different household buildings in different regions (Mh) [67].  

Region/Node Current distribution of different household buildings in different regions (Mh) 

Apartment Terraced house Others 

Groningen municipality  0.04  0.02  0.01 
Groningen rest  0.03  0.03  0.12 
Friesland  0.04  0.05  0.19 
Drenthe  0.03  0.04  0.14 
Rest of the Netherlands  2.13  1.79  2.48  

Table C.7 
Current energy label distribution for ‘office’ buildings in different regions (km2) [62,77].  

Region/Node Current energy label distribution for ‘office’ buildings in different regions (km2) 

GFE DC B A A+

Groningen municipality  0.56  0.32  0.11  0.07  0.22 
Groningen rest  0.17  0.10  0.03  0.02  0.07 
Friesland  0.82  0.44  0.09  0.11  0.27 
Drenthe  0.49  0.22  0.06  0.07  0.16 
Rest of the Netherlands  23.50  12.31  3.28  6.58  10.77  
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types are GFE, DC, B, A, and A+. The normalized heat demand and shell improvement costs for different BE building types are assumed to be the same 
in different regions and at the national level. These data at the national level are obtained from the ENSYSI database [36]. Tables C.1–C.3 presents data 
on service buildings; and Tables C.4 and C.5 present data on the household buildings. Tables C.1 and C.5 provide information on shell improvement 
cost compared to GFE label in €/(m2 GFA) and €/h, respectively. Tables C.2 and C.4 present normalized heat demand for each energy label in GJ/(m2 

GFA) and PJ/Mh, respectively. Tables C.3 and C.4 present reference case buildings distribution for different energy labels in km2 and Mh, respectively. 
For the service buildings reference case, we assume that no office buildings will have ‘GFE’ label and all new services buildings constructed after 2018 
will have ‘B’ label. Similarly, in household buildings reference case, there will be no ‘GFE’ label buildings in 2050 and all buildings constructed after 
2012 have A+ label as the latest buildings data is available for 2012. 

Tables C.6–C.8 present input parameters for BE related to buildings and energy label distribution on a regional level. Table C.6 presents current 
distribution of different household buildings in different regions with million housing or Mh as the standard unit. Table C.7 presents current energy 
label distribution in ‘office’ buildings in different regions in the Netherlands. We do not have regional energy label data for the remaining service 
buildings. Therefore, we considered the same proportion of energy label in different regions as the national level for the remaining service buildings. 
The data source is ECN part of TNO reports [62,77]. Table C.8 presents current distribution of different service buildings in different regions/nodes in 
the standard unit km2. The data sources are ECN part of TNO [62,63] and CBS [101] databases. Since we do not have any data on the regional 
distribution of energy labels of any of the household buildings, we use the same regional share of the households buildings as the national share in 
Table C.5, data on which is obtained from the ENSYSI report [36]. 

Appendix D. Description of approach to determine region-specific RES potentials 

We categorize solar PV into small scale (in different sectors) and large scale. For regional allocation of small-scale solar PV in BE, we consider the 
rooftop space potential. Since we do not have information on rooftop space information of all our exclusive regions, we assumed that rooftop space is 
similar to the current land-use dedicated to BE. As we assume similar conditions for all regions, we simply calculated the regional share. For agri-
culture, small-scale solar PV is linked to horticulture due to its intensive energy requirement, i.e. regional space potential share for agriculture solar PV 
is based on land dedicated to horticulture. To allocate the potential for solar PV alongside roads [102], we consider the regional share of provincial 
roads. Similarly, for small-scale industrial PV, we considered the land dedicated to industries. Current land-use data on BE, horticulture, major roads, 
and industries are obtained from CBS [78]. Large-scale (i.e. >1 MW) PV, is part of the energy sector and is subdivided into ground-based and inland 
water. For ground-based photovoltaics (GB-PV) regional allocation, we considered the provincial allocation from the ENSPRESO project [43]. The 
project scenario considers 17% of agricultural area and 100% of non-agricultural area for GB-PV. For inland water, provincial data is obtained from 
CBS [78]. 

Wind is subdivided into onshore and offshore. For onshore regions, the future capacity proportion is the same as short-term provincial targets [79]. 
The offshore capacity is determined by the space allocated according to Scenario IV of a PBL-based study [80]. This scenario is aggressive with respect 
to the future offshore space potential. Explicit wind profiles are created for each onshore region by considering a hub height of 125 m and wind-speeds 
at 150 m from the national meteorological institute KNMI [39]. Offshore wind profiles are extracted from KNMI as well at 150 m. For offshore wind, 
the power velocity curve of a 1 GW wind farm at a hub height of 155 m as used in [103] has been considered. 

Geothermal potential is another important supply-related spatial parameter [104,105]. We used the GIS-based ’overview technical potential’ 
raster map of TNO [41,81]. For calculating nodal values, we overlaid our five region NL vector polygon map over the raster map. For each node, we 
calculated the geothermal technical potential using the ’Zonal Statistics’ tool in QGIS [106]. 

We considered seven types of biomass: wet manure; co-substrate for manure digestion; biogenic waste for incineration; crop-based biomass, such as 
sugar and starch, for bioethanol production; vegetable, fruits, and garden (VFG) waste or green waste from households; sewage sludge; and primary 
and secondary residues from forests, including households wood waste, or woody biomass. 

Livestock population is a good indicator of wet manure production [107] and is predominantly produced by cattle, pigs, and chickens in the 
Netherlands [82]. For obtaining nodal manure production, we added the product of each of the above-mentioned livestock population [75] with its 
manure production [82]. We used the same regional share for potential allocation of co-manure for digestion. 

Collecting and burning municipal solid waste (MSW) is an important industrial activity in the Netherlands with significant regional differences 
[83]. Nodal allocation is based on annual MSW burnt in existing incinerators, taking data from the Ministry of Infrastructure and Waterways or 
Rijkswaterstaat [83]. 

The amount of VFG or organic green waste produced in households is strongly dependent upon household size. Nodal allocation, therefore, is based 
on population distribution. Sewage sludge production is widespread in the Netherlands [108], implying we could here also use population distribution 

Table C.8 
Current distribution of different service buildings in different regions (km2) [62,68,69].  

Region/Node Current distribution of different service buildings in different regions (km2) 

Offices Education Industrial halls Hospitals Others 

Groningen municipality 1.28 0.21  0.79  0.13  1.83 
Groningen rest 0.38 1.39  3.39  0.9  3.88 
Friesland 1.73 1.33  6.7  0.77  6.72 
Drenthe 1 0.71  5.3  0.61  4.58 
Rest of the Netherlands 56.44 30  123.18  17.74  15.1  
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Table D.1 
Sensitivity cases for the year 2050 and their difference with the reference scenario.  

Sensitivity case name and regional distribution Differences compared to the reference scenario in the regionalized OPERA model and the reason of the case selection 

High onshore wind (C1), national total = 32 GW Our analysis shows onshore wind capacity allocation of 16 GW is fully utilized fully in the reference scenario. So, we doubled the onshore wind potential of each region in the NL 
for a national total of 32 GW as future wind aggressive regional policies might enable installation of such a high capacity on land. This would require an onshore space of 1800 
km2 in the NNL (assuming a power density of 5 MW/km2 [110]). 

Regional 
distribution 

D F GM GR RNL 

Onshore wind 
(GW) 

1.6 2.9 0 4.5 23 

(all other supply-side distributions remains the same as in the 
reference scenario) 

Very low onshore wind (C2), national total = 6 GW Here, we take into account the fact that further installation of onshore wind turbines are not allowed due to social resistance, except meeting the near-term national target of 6 
GW at predefined locations [79]. This represents an highly conservative situation with regards to wind farm installation in every region. Regional 

distribution 
D F GM GR RNL 

Onshore wind 
(GW) 

0.29 0.53 0 0.86 4.32 

(all other supply-side distributions remains the same as in the 
reference scenario) 

Low ground-based PV (C3), national total = 30 GW In our model runs with the reference scenario nearly 60 GW of large-scale ground PV is utilized at the national level, even though the potential was 74 GW. So, there is no use to 
consider higher capacity for GB-PV. Therefore, this represents a sensitivity case where we reduced the solar GB-PV capacity to half of the actual realized capacity potential, i.e. 30 
GW. Thus, this is a conservative case with regards to large-scale ground PV. 

Regional 
distribution 

D F GM GR RNL 

Ground PV (GW) 3 2.1 0 3 21.9 
(all other supply-side distributions remains the same as in the 

reference scenario) 
Less geothermal (C4), national total = 70 PJ Similar to GB-PV, only 140 PJ of geothermal is utilized at the national level, even though the scenario potential is 200 PJ. Therefore, in this case, we reduced the geothermal 

potential to half of the actual realized potential, i.e. 70 PJ. This represents a conservative situation for geothermal heat potential for every region. Regional 
distribution 

D F GM GR RNL 

Geothermal (PJ) 3.5 16.1 0.7 6.3 43.4 
(all other supply-side distributions remains the same as in the 

reference scenario) 
Large woody biomass (C5), national total = 50 PJ As the allocated future potential of 26.7 PJ of woody biomass is fully utilized in the reference scenario. In this case, we try to understand the impact of almost doubling the woody 

biomass potential in every region to obtain a national total of 50 PJ. This is an aggressive case with respect to woody biomass potential in every region. Regional 
distribution 

D F GM GR RNL 

Woody biomass 
(PJ) 

1.7 1.6 0 1.37 45.32 

(all other supply-side distributions remains the same as in the 
reference scenario) 

Less woody biomass (C6), national total = 10 PJ Here, we consider that households and other sectors component of woody biomass (nearly 17 PJ) from Elbsersen et al. [84] is almost negligible compared to the reference 
scenario. Therefore, the woody biomass potential in this case is 10 PJ. This represents a conservative case of biomass potential in every region. Regional 

distribution 
D F GM GR RNL 

Woody biomass 
(PJ) 

0.34 0.32 0 0.27 9.06 

(all other supply-side distributions remains the same as in the 
reference scenario) 

Strong renewables potential NNL only (C7) Here, onshore wind and woody biomass, ground PVs capacity/potential for each of the nodes in the NNL is doubled. The capacity/potential for all the above-mentioned sources 
remains the same for the RNL node. This case is technically feasible since our model shows a complete utilization of every resource potential. This case represents an aggressive 
case for the NNL. Thus, this case represents a combination of C1 and C5 cases for the NNL. 

Regional 
distribution 

D F GM GR RNL 

Onshore wind 
(GW) 

1.6 2.9 0 4.5 11.5 

Woody biomass 
(PJ) 

1.7 1.6 0 1.37 24.2 

(all other supply-side distributions remains the same as in the 
reference scenario) 

Less renewables deployment NNL only (C8) As we know that our reference scenario represents an aggressive situation with respect to renewables, which might not happen in reality in the NNL regions due to a lack of strong 
regional policies. Therefore, in this case, we simultaneously consider reducing the capacity/potential of onshore wind, ground PVs, geothermal, and woody biomass for all the 
NNL nodes to half, without affecting the RNL node. This represents a highly conservative case for the supply side in the NNL. Thus, this case represents a combination of C2, C3, 
C4, and C6 cases for the NNL. 

Regional 
distribution 

D F GM GR RNL 

Onshore wind 
(GW) 

0.29 0.53 0 0.86 11.5 

Ground PV (GW) 3 2.1 0 3 54 
Geothermal (PJ) 3.5 16.1 0.7 6.3 124 
Woody biomass 

(PJ) 
0.34 0.32 0 0.27 24.2  
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for nodal allocation. 
There are significant regional differences in the potentials/constraints in sugar and starch availability for bioethanol production and woody 

biomass for combustion purposes [84,109]. Elbersen et al. [84] estimated future biomass potentials by considering existing land-use policy measures, 
i.e. business-as-usual, for different provinces in the Netherlands. We used their database [84] to perform our regional allocation of bioethanol and 
woody biomass potentials. 

Table D.1 presents sensitivity cases on renewable potentials, their regional distributions, differences compared to the reference scenario, and the 
reason for the case selection. 

Appendix E. Detailed scenario description 

We used a scenario based on 2050 targets set for different categories in the ‘National management’ scenario from the Berenschot and Kalavasta 
study [90]. We used the complete set of results for [90] from the 2050 run of energy transition model (ETM) [111], to derive underlying assumption 
relevant for our analysis. The ‘National management’ scenario focuses on centralized RES supply for energy self-sufficiency, large demand for H2 from 
RES, and a low energy exchange with neighboring countries [90]. OPERA does not need all the data considered in [90] as OPERA can extract demand 
figures related data from NEOMS used in the NEO, in particular related to physical quantities such as million ton of product, billion vehicle kilometers, 
and square kilometers of service buildings. Remaining sectoral demand that is expressed in PJ is derived from the national management scenario. 
Table E.1 presents main energy demand parameters related to major activities or subsectors for the whole of the Netherlands in the national man-
agement scenario, i.e. NM2050. Unit column represents the standard unit of activity. 

In the original NM2050 scenario of Berenschot and Kalavasta several capacities have been taken as fixed, while in OPERA it is a potential, so a 
lower realization is also possible. For example, the NM2050 scenario of Berenschot and Kalavasta fixates the wind offshore capacity at 72 GW, while in 
OPERA the realization is determined by the optimization. We explicitly mention the following few deviations as compared to [90] in Table E.2. For 
example, we assumed CCS is available in future scenarios in contrast to [90]. In addition, we allowed an onshore HV transmission grid expansion of 

Table E.1 
OPERA energy demand parameters for the Netherlands in NM2050 scenario.  

Main demand parameters Unit NM2050 

Demand for electricity - Chemicals PJ 23.53 
Demand for heat - Chemicals PJ 70.10 
Physical demand - Chemicals MT HVC 4.04 
Demand for electricity - Iron and steel PJ 9.20 
Demand for heat - Iron and steel PJ 33.23 
Physical demand - Iron and steel Mt steel 7.20 
Demand for electricity - Ammonia PJ 0.00 
Demand for heat - Ammonia PJ 7.90 
Physical demand - Ammonia Mt NH3 1.28 
Demand for electricity - Refineries PJ 3.50 
Demand for heat - Refineries PJ 0.00 
Physical demand - Salt Mt_Salt 7.048 
Physical demand - chlorine Mt_Chlorine 0.958 
Physical demand – liquid Aluminum Mt_liquid_Aluminum 0.138 
Demand for electricity - FBI PJ 24.79 
Demand for heat - FBI PJ 44.27 
Physical demand - dairy Mt_dairy_products 1.204 
Physical demand - Sugar Mt_Sugar 1.195 
Physical demand - potato Mt_potato_product 1.682 
Demand for electricity - Rest industry ETS PJ 26.16 
Demand for heat - Rest industry ETS PJ 35.93 
Demand for electricity - Rest industry non-ETS PJ 41.89 
Demand for heat - Rest industry non-ETS PJ 56.98 
Demand for electricity - households PJ 89.80 
Physical demand - apartments Mh 2.55 
Physical demand – terraced houses Mh 2.158 
Physical demand – other dwellings Mh 3.292 
Demand for electricity - service sector PJ 105.78 
Physical demand - offices km2 80.048 
Physical demand – education km2 44.308 
Physical demand – Industrial halls km2 183.398 
Physical demand – hospitals km2 26.543 
Physical demand – rest services km2 221.097 
Demand for mobility – Passenger cars BVKm 122.41 
Demand for mobility – Light Duty Vehicles (LDVs) BVKm 20.68 
Demand for mobility – High Duty Vehicles (HDVs) BVKm 8.58 
Energy fuel - Rest domestic transport PJ 60.24 
Energy electricity - Rest domestic transport PJ 0.00 
Energy consumption for international aviation PJ 170 
Energy consumption for international shipping PJ 543 
Demand for electricity - Agriculture PJ 86.37 
Demand for heat - Agriculture PJ 78.86 
Mobile machinery - Agriculture PJ 16.80 
Mobile machinery - Industry PJ 25.36 
Mobile machinery - Service sector PJ 7.50  
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2.5× the current capacity in 2050 as compared to 2× considered in [90]. Since, the electricity grid is internationally connected, we used trade flows 
from the COMPETES model [85,112] based on the LSES study [91]. Additionally in [90], H2 admixing in the NG network is unclear for 2050. However, 
we assumed 15% admixing in the current analysis based on study by New Energy Coalition [113]. 

Appendix F. District heating network analysis 

We follow the equations from [49,114] to identify among others, parameters needed to create a DH network, such as, average pipe diameter, and 
linear heat density. The equations follow: 

cd =
a(c1 + c2*da)
p*α*q*w

(€/GJ) (F.1)  

p =
P
AL

(number/m2) (F.2)  

α =
AB
P

(m2/capita) (F.3)  

e = p*α ( − ) (F.4)  

q =
Qs
AB

(
GJ
/
m2a

)
(F.5)  

w =
AL
L

= 61.8*e− 0.15
(

m
)

(F.6)  

or, for 0 < e < 0.4;w = 137.5e+ 5, e > 0.4; w = 60 (m) (F.7)  

da = 0.0486*ln
(
Qs
L

)

+ 0.0007 (m) (F.8)  

where ‘Cd’ is the distribution capital cost, and ‘a’ is the annuity. For this, we assume interest rate of 3% and a lifetime of 30 years for DH network, 
similar to [49]. ‘C1’ and ‘C2’ represents the construction cost constant (€/m) and construction cost coefficient (€/m2) respectively. ‘P’, ‘AL’, and ‘AB’ 
represents total population (number), total land area (km2), and total building space area (hectare) respectively. ‘p’ and ‘α’ represents population 
density and total building space per capita, respectively. ‘e’ represents plot ratio that informs about the building density within a city area and is used 
to obtain ‘w’, the effective width of the network4. ‘w’ can then be used to calculate ‘L’. ‘Qs/L’, and ‘da’ represents linear heat density, and average pipe 
diameter respectively. Parameters ‘e’, ‘q’, ‘C1’, ‘C2’, and ‘a’ are obtained from [49]. At a standard value of e = 0.5, we obtained Cd = 2. This is in line 
with heat roadmap Europe that suggests an annualized marginal cost of DH network for Groningen to be between 2 and 5 €/GJ for most part of 
Groningen municipality. In addition, our calculation cannot take into account heat transmission and connection cost or total distribution cost. [49] 
identifies that distribution capital cost is more than half of total distribution cost. Thus, we take the standard value of 3.5€/GJ as total heat distribution 
cost for Groningen municipality. 

Appendix G. Industry database for OPERA 

This section presents the database related to activities added for different subsectors in the OPERA model. The activities added are highly relevant 
for the north of the Netherlands (NNL). The activities added in the OPERA database are primary aluminum, gaseous chlorine, dairy product, potato 
product, salt, and sugar production. 

Table E.2 
Scenario parameter and restrictions for 2050 as used by OPERA in this paper compared to the values of the NM2050 scenario developed by Berenschot and Kalavasta 
[90].  

Category Unit 2050 OPERA scenario Fixed 2050 values in NM2050 [90] 

Capacity PV GW 168 106 
CO2 storage capacity in CCS Mt/yr 25 5.9a 

Biomass availability PJ/yr 115 248 
Maximum import of NG TeraWatt hour (TWh)/yr 0 0 
Trade profile electricity TWh/yr Output from COMPETES Unclear 
H2 trade TWh/yr Not allowed Not allowed 
SMR without CCS – Allowed Allowed 
Maximum admixing % in the methane grid – 15% [113] Unclear 
Expansion HV grid as compared to the currently capacity – 2.5× 2.0×

a Berenschot and Kalavasta (2020) [90] assumes an overall CCS capacity (offshore) of 1700 Mt. In their NM2050 the actual use of CCS amounts to 5.9 Mt in 2050 
(implying that, on average, the overall CCS capacity is available for 289 year). 

4 ‘e’ in the eq. (E6) represents plot ratio and not natural logarithm base. 
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Table G.1 
Database related to primary aluminium production [115].  

Process Name Unit 
Activity 

Investment cost [M€/yr/unit 
activity] 

Variable cost [M€/yr/unit 
activity] 

Electricity consumption [GJ/ 
unit activity] 

Emission [per unit activity] 

CO2
a [Mt 

CO2] 
F-gasesb [Mt 
CO2_eq] 

REF Hall-Héroult process Mt liquid 
Al 

0 0 54,75 1,58 0,55c 

Implementing BATs Mt liquid 
Al 

4500 0 49 1,58 0,55d 

Incremental EE 
improvements 

Mt liquid 
Al 

125 0 54 1,58 0,55d 

Dynamic AC magnetic field Mt liquid 
Al 

80 0 48 1,58 0,55 

Wetted cathodes Mt liquid 
Al 

520 0 43,8 1,58 0,14 

Inert anodes Mt liquid 
Al 

90 0 65,56 0e 0 

Carbothermic reduction of 
Alumina 

Mt liquid 
Al 

3000 0 37 0 0 

Hall_Héroult + CCSf Mt CO2 210 28g 0,46 + 5,63h − 1i –  

a We have excluded 0.044 (mining) and 1.37 (alumina refining) = 1.414 MT CO2 emissions. In addition, we do not consider emission associated with anode 
production, i.e., 0.28 Mt CO2 emissions. 

b F-gasses here represents CF4 and C2F6 and not actual Fluoride gas emitted from the process 
c We do not consider SO2 emissions. In addition, we do not consider indirect emission associated with prebaked C anodes, AlF3, and Al2O3 production process as 

these are mainly imported to the Netherlands. 
d We assume there is no change in PFC emission as compared to the Hall Heroult’s process. 
e Some literature studies show that there is not 100% reduction of CO2 emission due to presence of inert anodes. However, [115] considers 100% reduction of CO2 

emission (in combination with wetted cathode process) 
f In OPERA, we consider this as an add-on or retrofit option rather than completely new option 
g operation cost excludes extra energy costs associated with CCS 
h this is the heat requirement for CCS on top of existing heat requirement, which is assumed to be zero for every other option 
i ‘–’ sign indicates that CO2 is absorbed as opposed to other cases where CO2 is released. 

Table G.2 
Database related to gaseous chlorine production [37].  

Process Name Unit Activity Investment cost [M€/yr/unit 
activity] 

Variable cost [M€/yr/unit 
activity] 

Energy consumption [PJ/unit activity] (‘-’ sign indicates 
production) 

Electricity Heat Hydrogen (woody) 
biomass 

Geothermal 

REF Membrane 
Electrolysis 

Mton gaseous 
Chlorine 

0 0 8.23 1.89 − 3.78 0 0 

Zero gap membrane 
electrolyzer 

Mton gaseous 
Chlorine 

3.64 0.55 7.606 1.89 − 3.78 0 0 

Electric boiler PJ 5.78 4.45 1.01 − 1 0 0 0 
Biomass boiler PJ 11.15 1.49 0 − 1 0 1.25 0 
Ultra-deep geothermal 

boiler 
PJ 53.74 3.1 0.067 − 1 0 0 0.93  

Table G.3 
Database related to dairy product production [37,116,117].  

Process Name Unit Activity Investment cost [M€/yr/unit 
activity] 

Variable cost [M€/yr/unit 
activity] 

Energy consumption [PJ/unit activity] 

Electricity Heat Hydrogen Biogas 
(FBI) 

Geothermal 

REF production Mt_dairy 
product 

0 0  0.95 7.39 0 0 0 

Zeolite spray drying Mt_dairy 
product 

26.90 0.81  0.95 5.73 0 0 0 

Reverse osmosis evaporation Mt_dairy 
product 

26.95 8.40  0.85 6.89 0 0 0 

MVR evaporation Mt_dairy 
product 

18.22 0.55  1.15 6.59 0 0 0 

Heat pumps evaporation Mt_dairy 
product 

104.63 2.54  1.26 6.17 0 0 0 

Electric boilers Mt_dairy 
product 

43.62 3.34  8.57 0 0 0 0 

Hydrogen boilers Mt_dairy 
product 

35.92 4.62  0.95 0 8.21 0 0 

Biogas boiler Mt_dairy 
product 

26.43 0.77  0.95 0 0 7.39 0 

Ultra-deep geothermal 
energy station 

Mt_dairy 
product 

733.13 29.33  1.27 0 0 0 7.07  
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Table G.4 
Database related to potato product production [37,118].  

Process Name Unit 
Activity 

Investment cost 
[M€/yr/unit 
activity] 

Variable cost 
[M€/yr/unit 
activity] 

Energy consumption [PJ/unit activity] (‘-’ sign indicates production) 

Electricity Heat Biogas 
(FBI) 

Biomethane (woody) 
biomass 

waste 
heat 
(FBI) 

Geothermal Hydrogen 

REF process Mt potato 
product 

0 0 0.25 5 0 0 0 0 0 0 

Eco steam potato 
peeler and 
processer 

Mt potato 
product 

0.24 0 0.25 4.87 0 0 0 0 0 0 

Biogas production 
(UASB 
digestion) +
CHP 

Mt potato 
product 

21 0.214 0 4.80 0 0 0 0 0 0 

Biogas production Mt potato 
product 

15.72 0.002 0.26 5 − 0.34 0 0 0 0 0 

Biogas upgrading - 
water scrubbing 

Mt potato 
product 

3.773 0.0946 0.26 5 0.34 − 0.2 0 0 0 0 

Condensing biogas 
steam boiler 

Mt potato 
product 

0.67 0.02 0.25 4.68 0.34 0 0 0 0 0 

Solid biomass 
steam boiler 

Mt potato 
product 

89.93 6.94 0.25 0 0 0 5.56 0 0 0 

MVR (blanching) Mt potato 
product 

4.48 0.15 0.29 4.70 0 0 0 0.26 0 0 

Heat pumps 
(blanching) 

Mt potato 
product 

28.13 0.63 0.33 4.70 0 0 0 0.23 0 0 

Electric boilers Mt potato 
product 

29.51 0.19 5.51 0 0 0 0 0 0 0 

Ultra-deep 
geothermal 
energy station 

Mt potato 
product 

434.03 18.58 0.47 0 0 0 0 0 4.78 0 

Hydrogen boilers Mt potato 
product 

24.31 3.13 0.25 0 0 0 0 0 0 5.56  

Table G.5 
Database related to salt production [37].  

Process Name Unit Activity Investment cost [M€/yr/unit activity] Variable cost [M€/yr/unit activity] Energy consumption [PJ/unit activity] (‘-’ sign 
indicates production) 

Electricity Heat Hydrogen 

REF process Mt_salt 0 0 0.26 1.6 0 
MVR brine vaporization Mt_salt 30.2 1.5 0.7 0.94 0 
Hydrogen boiler PJ 6.24 0.44 0 − 1 1.03 
Electric boiler PJ 5.78 4.45 1.01 − 1 0  

Table G.6 
Database related to sugar production [37].  

Process Name Unit 
Activity 

Investment cost [M€/yr/unit 
activity] 

Variable cost [M€/yr/unit 
activity] 

Energy consumption [PJ/unit activity] (‘-’ sign indicates 
production) 

Electricity Heat Hydrogen waste heat 
(FBI) 

Biomass 
(FBI) 

REF process Mt_sugar  6.19  0.36 0.55 2.8 0 0 0 
MVR using waste heat 

vapor 
PJ  79.76  6.56 0.1 − 1 0 0.9 0 

Hydrogen boiler PJ  5.74  0.41 0 − 1 1.03 0 0 
Biogas boiler PJ  24.31  0.69 0.02 − 1 0 0 1.11 
Electric boiler PJ  222.43  4.45 1.01 − 1 0 0 0  

Table G.7 
Current distribution of final products in different regions for important industrial activities in the north of the Netherlands [37].  

Regions Current distribution of final products in different regions for important activities in the north of the Netherlands 

Basic Metal Food and beverage industry (FBI) Chemicals 

Primary Aluminum (Mt liquid 
aluminum) 

Dairy Products (Mt dairy 
products) 

Potato Products (Mt potato 
products) 

Sugar (Mt 
sugar) 

Chlorine (Mt gaseous 
chlorine) 

Salt (Mt 
salt) 

Drenthe 0 0.28 0 0 0 0 
Friesland 0 0.64 0.13 0 0 0.88 
Groningen 

municipality 
0 0 0 0.47 0 0 

Groningen rest 0.08 0.14 0.03 0 0.12 2.77 
Rest of the 

Netherlands 
0 0.7 1.98 0.47 0.73 3  
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Table G.1 presents primary aluminum production-related database. The unit of this activity is ‘Mton liquid aluminum’. Investment cost is 
annualized with respect to one unit of activity, i.e. M€/yr/unit activity. Variable cost also has the same unit. As primary aluminum production is the 
electrolysis part of the whole aluminum production process, we consider electricity consumption as the only energy demand for this production 
process. The electricity demand is expressed as ‘GJ per unit activity’. The electrolysis process releases both CO2 and F gases. The unit of both of these 
emissions component is ‘Mt_CO2 eq.’. The CCS process is considered as a retrofit option for the standard Hall-Héroult’s process. The unit of this process 
is ‘Mt-CO2’. 

Table G.2 presents gaseous aluminum production-related database. The unit of the standard production process is ‘Mton gaseous chlorine’. The 
standard gaseous chlorine production is electrolysis-related process called ‘membrane electrolysis’. There is only one alternative production process 
‘zero gap membrane electrolyzer’. Other processes are generic heat production processes with ‘PJ’ as the unit of activity. For these processes, energy 
demanding carriers are electricity, heat, woody biomass, and geothermal, and the energy producing carrier is H2. There is no direct emissions from any 
of these processes. 

Table G.3 presents database related to production of dairy products. The unit of activity is ‘Mt dairy product’ for all the processes. Energy carriers 
related to energy demand are electricity, heat, H2, biogas related to food and beverage industries or biogas (FBI), and geothermal. All the FBI-related 
energy carriers are limited within the FBI subsector. Ultra-deep geothermal energy station process has the highest investment and variable cost with 
values corresponding to €733 million/yr/unit activity and €29 million/yr/unit activity, respectively. 

Table G.4 presents potato products production-related database. The unit of activity is ‘Mt potato product’. Energy carriers involved with the 
processes are electricity, heat, biogas (FBI), biomethane, (woody) biomass, waste heat (FBI), geothermal, and H2. Investment cost and variable cost are 
expressed in ‘M€/yr/unit activity’. 

Table G.5 presents database related to salt production. The reference process has ‘Mt salt’ as the unit of activity. There one alternate process called 
mechanical vapor recompression with the same unit of activity. Other processes are standard process with ‘PJ’ as the unit activity. Energy carriers 
involved with the processes are electricity, heat, and H2. 

Table G.6 presents database related to sugar production. The reference process has ‘Mt sugar’ as the unit of activity. There are no alternate process 
for sugar production; however, other processes can substitute energy carriers involved with the reference process. These processes have ‘PJ’ as the unit 
activity. Energy carriers involved with the activity are electricity, heat, H2, waste heat (FBI), and biomass (FBI). Table G.7 presents current distribution 
of final main products in different regions for important industrial activities in the north of the Netherlands, based on the MIDDEN reports [37]. The 
unit activity is ‘Mt final product’. Groningen rest has high production volumes in the north compared to other regions. 

Appendix H. Infrastructure-related information 

Table H.1 provides a comparison between existing lump-sum prices (in k€/MW) and new prices as a function of distance (i.e. k€/(MW*km)) along 
with references for these new prices. Table H.2 presents distances between nodes/regions and lower and upper capacity limits for the electricity HV- 
network infrastructure between regions. 

While representing regions with nodes and creating network infrastructures between those nodes, we formulated a much simplistic network to 

Table H.1 
Comparison between existing lump-sum prices and new prices related to annualized investment costs.  

Network type Existing lump-sum prices (k€/ 
MW) 

New prices (k€/ 
(MW*km)) 

References new prices 

Electricity HV 
network 

364  6.6 Expert consultation 

NG HP pipeline 57.8  0.34 Indicative, based on ECN part of TNO report [119] 
H2 pipeline 86.7  0.43 Based on HP NG, but 80% of the pipe capacity considered as per Infrastructure Outlook 2050 

report [120]  

Table H.2 
Distances between regions and capacity constraints for electricity energy infrastructure analysis.  

Region 1 Region 2 Distances (km) Network Capacity (MW) 

Minimum [86] Maximum (own Assumption) 

Groningen rest Friesland 72 1830 2830 
Groningen rest Drenthe 58 2635 6635 
Groningen rest Groningen municipality 24 880 1380 
Rest of the Netherlands Friesland 150 1900 3900 
Rest of the Netherlands Drenthe 154 2635 6635  
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allow energy carrier flow between regions. The present actual electricity and gas networks presented in Fig. H.1 (L) and Fig. H.1 (R), respectively, are 
more complicated and difficult to present in our modeling structure. 

Appendix I. Detailed analysis of the results 

Fig. I.1 presents a comparison of the primary energy mix between the single- and multi-node models. For obtaining regional allocation in the single- 
node model, we provided the regional population share. All the nodes in the multi-node model have lower primary energy demand, except Groningen 
rest (GR). GR has a significantly high onshore wind energy supply (44 PJ) resulting in higher overall primary energy supply in the multi-node model. 
Similarly, Friesland and Drenthe have higher wind energy supply (29 and 15 PJ, respectively) in the multi-node model compared to the single-node 
model (11 and 8 PJ, respectively). Similarly, solar energy supply in the multi-node model (13 PJ) in Drenthe is higher than the single-node model (8 
PJ). On the other hand, oil consumption in Friesland and Drenthe is higher in the single-node model (23 and 18 PJ, respectively) compared to the 
multi-node model (~0 and 1 PJ, respectively). In the multi-node model, GM has energy demand mainly from the BE sector. Therefore, for GM, primary 
energy supply is significantly lower in the multi-node model compared to the population-based average in the single-node model. 

Fig. I.2 presents total system cost comparison between the single- and multi-node models. The regional allocation is based on population share in 
the single-node model. The total system cost is split into supply, demand, infrastructure, and storage-related costs. Infrastructure and storage costs are 

Fig. H.1. Network infrastructures representation of the Netherlands (only for illustrative purposes) [121,122]. (L) represents high voltage electricity network from 
TenneT and (R) represents gas network from Gasunie. 

Fig. I.1. Primary energy mix comparison between the single- and multi-node models (all data in PJ). The single-node model regional distribution is based on the 
population share. 
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always positive. Demand-related options generally have positive costs. These costs can be slightly negative if an option is related to energy savings and 
then the negative energy cost is higher than the positive remaining costs. Overall, negative costs demand options have significantly low values 
compared to positive options. Therefore, demand costs do not show negative values for any of the regions. Supply-side options can have high negative 
or positive costs. This cost is negative if the negative energy cost is higher than the remaining positive costs for the same option, for example offshore 
wind farms. In case the supply side has a total negative cost, it reflects a situation in which the sum of options with a negative total cost is higher than 
the sum of options with a positive cost, for example both models in Friesland. 

There are differences between the single- and multi-node models, particularly for GR. In GR, all cost components are significantly higher in the 
multi-node model compared to population-based average. For example, demand, infrastructure, and storage costs in the multi-node model are 3377, 
865, and 120 M€, respectively, whereas the corresponding values in the single-node model are 1630, 186, and 18 M€, respectively. 

Disaggregation of total system cost 
Fig. I.3 presents a breakdown of the total cost per option into the energy cost, the variable O&M cost, the fixed O&M cost, and CAPEX. All of the cost 

components are consistently positive, with the exception of the energy cost. The energy cost is calculated as the net consumption or production of an 
energy carrier multiplied by the energy price in the OPERA database. Therefore, if energy is produced by means of a technology option, with most of 
such options being on the supply side, then the energy cost will be negative, as in the case of the offshore wind-related technology option. To illustrate 
further, investment in wind-related infrastructure results in positive system cost. However, wind farms produce electricity which can be utilized by 
other system components decreasing the need to buy electricity. The positive infrastructure costs can be exceeded by the negative energy carrier cost. 
Therefore, wind farms reduce the total system cost depending upon the electricity price (input parameter). Since addition and subtraction calculations 
are internally associated with these energy-related options, cost associated with these types of options are called energy cost in OPERA. 

Energy costs associated with almost all of the technology options were negligible for all the NNL nodes apart from GR in the multi-node model. The 
energy costs for many technology options on the demand and supply sides were high in GR. The total energy cost was low because the positive values 
associated with the sum of the demand-side options (€20.9 billion in total) were almost entirely compensated by negative values associated with the 
supply-side options (€20.2 billion), particularly those related to the energy sector (Fig. I.3 [a]). Therefore, the overall energy cost for GR was also 
negligible. 

The variable O&M cost was in the range of millions of Euros (Fig. I.3 [b]). Here too, GR’s energy sector contributed significantly to this cost at a 
sum of €73 million, of which €67 million were related to offshore wind. Similarly, GR’s energy sector, mainly producing electricity, contributed 
significantly to CAPEX and fixed O&M costs (€5 billion and €2 billion, respectively), as shown in Fig. I.3 [c] and [d]. Drenthe, Friesland, and GR also 
incurred costs of €1 billion, each, for CAPEX in the B€, which was mainly associated with changes in the energy labels of different building types. 

Sectoral energy mixes 
Fig. I.4 shows net energy carrier consumption in different nodes in the NNL of the multi-node model for both the BE and industries. Within the NNL, 

net electricity consumption was the highest within the BE for every region, followed by H2. Electricity accounted for 54% (9 PJ), 51% (10 PJ), 61% (3 
PJ), and 45% (5 PJ) of the net total energy consumption of Drenthe, Friesland, GM, and GR, respectively, in the BE (Fig. 18 [a]). Within the industrial 
sector, the net electricity consumption was also the highest, followed by geothermal energy consumption. To illustrate, electricity accounted for 54% 
(4 PJ), 65% (7 PJ), and 57% (21 PJ) of the net total energy consumption in the industrial sectors of Drenthe, Friesland, and GR, respectively. 

Fig. I.2. Region-wise comparison of total system cost for the single- and multi-node models (all data in M€). The regional allocation in the single-node model is 
population based. Negative sign indicates reduction in the cost due to supply-related options. 
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Fig. I.3. Sector-wise disaggregation of different components of total system cost in the multi-node model for different nodes in the NNL. [a], [b], [c], and [d] show 
energy costs of GR (in B€), variable O&M costs (in M€), CAPEX costs (in B€), and fixed O&M costs (in B€), respectively. [c] does not have GM-related x-axis because 
GM does not have any CAPEX cost. 
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