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Empirical Article

Everybody makes mistakes, and scientists are no excep-
tion. The research process is a highly complex affair 
involving a variety of self-taught, unsupervised, and ad 
hoc manual procedures that are vulnerable to human 
error. Such errors include accidentally overwriting data, 
analyzing the wrong data set, misapplying a randomiza-
tion procedure, mislabeling experimental conditions, or 
copying and pasting the wrong test statistics. When errors 
are discovered, it is common to blame the researcher, 
but some errors should be expected as an inevitable 
consequence of human fallibility (Hardwicke et al., 2014).

The field of psychology is currently immersed in a 
self-reflective era during which the credibility of the lit-
erature has come under serious scrutiny (Nelson et al., 
2018; Vazire, 2018). Much attention in this discussion has 
been paid to the impact of existing methodological and 
statistical practices that have been identified as threats to 
the validity of scientific claims and the efficiency of 
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Abstract
Errors are an inevitable consequence of human fallibility, and researchers are no exception. Most researchers can recall 
major frustrations or serious time delays due to human errors while collecting, analyzing, or reporting data. The present 
study is an exploration of mistakes made during the data-management process in psychological research. We surveyed 
488 researchers regarding the type, frequency, seriousness, and outcome of mistakes that have occurred in their research 
team during the last 5 years. The majority of respondents suggested that mistakes occurred with very low or low 
frequency. Most respondents reported that the most frequent mistakes led to insignificant or minor consequences, such 
as time loss or frustration. The most serious mistakes caused insignificant or minor consequences for about a third of 
respondents, moderate consequences for almost half of respondents, and major or extreme consequences for about one 
fifth of respondents. The most frequently reported types of mistakes were ambiguous naming/defining of data, version 
control error, and wrong data processing/analysis. Most mistakes were reportedly due to poor project preparation or 
management and/or personal difficulties (physical or cognitive constraints). With these initial exploratory findings, we 
do not aim to provide a description representative for psychological scientists but, rather, to lay the groundwork for a 
systematic investigation of human fallibility in research data management and the development of solutions to reduce 
errors and mitigate their impact.
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knowledge accumulation ( John et  al., 2012; Simmons 
et al., 2011). The impact of basic human error, however, 
has received relatively sparse attention, and existing evi-
dence is limited to specific circumstances. For example, 
reviewing published studies, Rosenthal (1978) found that 
researcher observations of participants were occasionally 
miscoded. In a more recent study, Nuijten et al. (2016) 
performed an automated assessment of thousands  
of psychology articles and observed at least one statisti-
cal reporting inconsistency in half of them. Finally,  
Hardwicke et al. (2018) attempted to directly reproduce 
target values reported in 35 psychology articles by repeat-
ing the original analyses. Twenty-four of these articles 
contained at least one value that could not be reproduced 
within a 10% margin of error. Although these studies 
highlight the role of human error in specific circum-
stances, what is missing is a systematic assessment of the 
nature, frequency, and severity of data-management mis-
takes in psychology. A detailed characterization of data-
management mistakes may help with the identification 
and dissemination of solutions that are most needed to 
improve this aspect of psychological research.

The goal of the present survey is to start the explora-
tion of the role of human error in the management of 
psychological data. Research data management is an 
umbrella term concerning all stages of a research project 
that have an effect on the data. This is the definition we 
use throughout the article. These stages typically consist 
of many manual procedures, which makes them espe-
cially vulnerable to human error. We aimed to survey 
researchers from the field of psychology and ask them 
to describe and rate mistakes that they encountered in 
their own research. Given the sparsity of research in this 
topic and the nonrepresentativeness of our sample, our 
goal was explicitly exploratory and descriptive.

Disclosures

Preregistration

This was an exploratory study, and it was not our intention 
to test any hypotheses. Nevertheless, we preregistered a 

study protocol (https://osf.io/myu3v) outlining our ratio-
nale, methods, and analysis plan to make clear which 
aspects of the study were preplanned and which were 
developed during or after data collection.

In the preregistration, we proposed to group the  
collected mistakes into traditional data-management 
stages, but we have used an updated version of the data- 
management stages that we think is more nuanced (see 
Fig. S1 in the Supplemental Material available online). 
The data preprocessing procedures and the validation 
of the grouping process (see Method section) were not 
preregistered. We are not aware of any other deviations 
from the preregistered protocol.

Data, materials, and online resources

All data, materials, and R code for the analyses and fig-
ures can be accessed at the project’s OSF page: https://
osf.io/fg7yb/. A list of links to specific external materials 
can be found in Table 1.

Reporting

We report the rationale for our sample size, all data 
exclusions, all manipulations, and all measures con-
ducted during the study.

Ethical approval

Ethical permission was provided by Eotvos Lorand Uni-
versity Faculty of Education and Psychology Ethical 
board in Hungary. We collected no identifying informa-
tion from the respondents. This study was conducted in 
accordance with the Declaration of Helsinki.

Method

Sample

We contacted 16,412 corresponding authors of articles 
published between 2010 and 2018 in a journal that  
had psychology among its labels in the ScienceDirect 

Table 1. Links to All External Materials Related to the Study

Name Link

The main survey exported from Qualtrics https://osf.io/67dfz/
Preregistration of the primary study https://osf.io/myu3v
OSF repository of the project https://osf.io/fg7yb/
Definitions of the groups https://github.com/marton-balazs-kovacs/

researchers_mistake_script/tree/master/Data/
Processed/grouping/definition

Examples of data-management mistakes shown 
during the validation of the grouping process

https://osf.io/3sf9j/

Instructions for the raters during validation https://osf.io/awr6s/
Link to the preprint https://psyarxiv.com/xcykz/

https://osf.io/myu3v
https://osf.io/fg7yb/
https://osf.io/fg7yb/
https://osf.io/67dfz/
https://osf.io/myu3v
https://osf.io/fg7yb/
https://github.com/marton-balazs-kovacs/researchers_mistake_script/tree/master/Data/Processed/grouping/definition
https://github.com/marton-balazs-kovacs/researchers_mistake_script/tree/master/Data/Processed/grouping/definition
https://github.com/marton-balazs-kovacs/researchers_mistake_script/tree/master/Data/Processed/grouping/definition
https://osf.io/3sf9j/
https://osf.io/awr6s/
https://psyarxiv.com/xcykz/
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database. Participation was voluntary and anonymous. 
To encourage participation, we offered to support the 
Center for Open Science with $0.20 for each completed 
survey. For the detailed description of the email address 
collection method and the recruitment, see the Supple-
mental Material.

Materials

We developed a questionnaire (summarized in Table 2) 
and corresponding scales (see Tables 3 and 4) for the 
exploration of the mistakes made during the data- 
management process in psychological research (avail-
able at https://osf.io/67dfz/).

In this questionnaire, we first aimed to measure how 
often researchers commit data-management mistakes in 
general. Therefore, we asked them how frequently they 
believe any kind of data-management mistake happens 
in their research team; responses were on a 5-point 
Likert-type scale from very low to very high frequency 
(Table 3). Next, we asked the respondents to specify the 
most frequent mistake that happened in their research 
team during the last 5 years and how frequently that 
mistake occurs (on the same frequency scale as above), 
how serious they think the outcome of that mistake was 
(on a 5-point Likert-type scale ranging from insignificant 
to extreme severity; see Table 4), the cause of that mis-
take (free-text response), and what negative outcome 
occurred (select one from financial loss, erroneous con-
clusion, time loss, inefficiency, frustration, and other, 
please specify).

We also asked researchers to write down the most 
serious mistake that happened in their research team 
during the last 5 years, how serious they think the out-
come of that mistake was (on the same seriousness scale 
as above), the cause of that mistake (free-text response), 
and what negative outcome occurred (select one from 
financial loss, erroneous conclusion, time loss, ineffi-
ciency, frustration, and other, please specify).

Finally, as background information questions, we 
asked respondents to specify their research field (they 

could choose one from the following options: social 
psychology, applied psychology, personality psychology, 
clinical psychology, developmental and educational psy-
chology, experimental and cognitive psychology, neuro-
physiology and physiological psychology, methodology 
and statistics, or other) and the number of years they 
have worked in that field.

Procedure

The participants received the Qualtrics survey link in an 
email (available at https://osf.io/67dfz/). All questions 
were optional except the background-information ques-
tions. The topic of the survey was introduced by eight 
brief examples of research data-management mistakes 
(partially sourced from a pilot study; see the Supple-
mental Material). The completion of the survey took a 
median of 6 min.

Number of responses

Out of the 16,412 sent emails, 14,033 were delivered, 
and the remaining 2,379 bounced. All in all, 779 
researchers (response rate = 5%) started our survey,  
out of which we excluded 19 respondents who did  
not accept the informed consent form and 271 respon-
dents who did not answer any of the questions listed 
in Table 2. We also excluded one respondent who  
did not answer any of the compulsory questions regard-
ing background information. The survey software and 

Table 2. List of Questions From the Survey About the Research Data-Management Mistakes

Property of the mistake Question Variable type

Mistakes in general The frequency of mistakes in general Likert-type scale
Most frequent mistake Description of the mistake Free text
 Cause of the mistake Free text
 Outcome of the mistake Multiple choice with free-text option
 Frequency of the mistake Likert-type scale
 Seriousness of the mistake Likert-type scale
Most serious mistake Description of the mistake Free text
 Cause of the mistake Free text
 Outcome of the mistake Multiple choice with free-text option
 Seriousness of the mistake Likert-type scale

Table 3. Frequency Scale for Research Data-Management 
Mistakes

Frequency level Description

Very low Occurs never or rarely
Low Occurs in some of the projects
Moderate Occurs in half of the projects
High Occurs in most of the projects
Very high Occurs in (almost) all of the projects

https://osf.io/67dfz/
https://osf.io/67dfz/
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personal correspondence indicated that some respon-
dents redistributed the survey link among their col-
leagues. Because the respondents who answered the 
forwarded survey also indicated their field of research 
and the years they have spent on the field, we decided 
to keep their responses (24 respondents after exclu-
sions). Ultimately, the data of 488 respondents remained 
for further analysis.

Data preprocessing

The data-preprocessing pipeline was considerably dif-
ferent for the investigation of the frequency and serious-
ness ratings of the mistakes and for the free-text 
responses (description of the mistakes, their causes, and 
their outcomes). Thus, we describe the preprocessing of 
the ratings and the free-text responses separately.

Preprocessing of the frequency and seriousness rat-
ings. For the preprocessing of the frequency and serious-
ness ratings, we used the data from the remaining 488 
respondents after the initial exclusions. The respondents 
had to provide a frequency rating and seriousness rating 
for the most frequent mistake and a seriousness rating for 

the most serious mistake that they described (for the 
description of the rating scales, see Tables 3 and 4). In 
some cases, the respondents described more than one 
mistake in their free-text response, but we included only 
one rating per question per respondent. Only those fre-
quency and seriousness ratings in which the correspond-
ing description of the mistake passed the following 
exclusion procedures were included in our analyses. First, 
because describing a mistake was not compulsory, we 
worked with the description of 449 most frequent mis-
takes and the description of 404 most serious mistakes 
after excluding the missing responses. Second, we 
excluded responses in which the description of the mis-
take provided by the participant was ambiguous (e.g., 
respondent wrote “see above,” and it was not clear which 
answer they were referring to) or irrelevant to the given 
question or the researcher stated that the mistake occurred 
before the 5-year time frame we were interested in. After 
this exclusion, we were left with the descriptions of 419 
most frequent mistakes and 297 most serious mistakes. 
Table 5 contains the number of mistake descriptions that 
we excluded in this step for each exclusion criteria. Finally, 
because providing a rating for the described mistakes  
was also not compulsory, one seriousness rating was not 
reported for a description of a most serious mistake. 
Therefore, it is missing from the analyses. At the end of 
the data preprocessing, we were left with 419 frequency 
and seriousness ratings of the most frequent mistakes and 
296 seriousness ratings of the most serious mistakes. These 
ratings were provided by 426 respondents. For the overall 
frequency of mistakes in the team question, we had 486 
responses left after excluding two missing responses.

Preprocessing of the free-text responses. To analyze 
the free-text responses describing the research data- 
management mistakes, their causes, and their outcomes, 
we categorized them into groups according to similarity 

Table 4. Seriousness Scale for Research Data-Management Mistakes

Seriousness level Possible consequences Example

Insignificant Minutes of time loss, insignificant financial 
loss, no effect on conclusions

Occasional typos in the 
variable names

Minor Some project delay and/or money loss, short-
timed frustration, no effect on conclusions

Have to rerun the analysis

Moderate Definite time and/or money loss, mild 
frustration, potential effect on some 
conclusions

Have to record part of the 
whole sample again

Major Great project delay and/or money loss, 
affecting some conclusions of the article, a 
considerable level of frustration

Have to redo the whole data 
collection

Extreme Project failure, serious time and/or money 
loss, strongly affecting the central 
conclusion of the article, damaged 
professional reputation

Article withdrawal

Table 5. Number of Mistakes Descriptions Excluded for 
Each Exclusion Criteria

Exclusion 
criteria

Property of the 
mistake

Number of mistakes 
excluded for the property

Ambiguous Most frequent  0
Most serious 40

Irrelevant 
content

Most frequent 22
Most serious 62

Out of time 
frame

Most frequent  8
Most serious  5
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by using thematic analysis (Braun & Clarke, 2006), a 
qualitative method that helps identify and highlight cen-
tral features in texts (for a summary, see Fig. 1). The 
grouping process was carried out by two team members 
(B. Aczel and M. Kovacs), and all disagreements were 
resolved by discussion. Below, we describe creation of 
the groups in detail.

Preparing data for the grouping process. For the pre-
processing of the free-text responses, we started the pro-
cess with responses from 488 respondents. Respondents 
were asked to describe their most frequent and most seri-
ous mistakes and their causes and outcomes in a free-text 
response (see Table 2). For the outcomes of the mistakes, 
we provided a list of options with the possibility of writ-
ing a free-text response if none of the provided options 
were applicable. However, we applied the same data-
preprocessing method to the outcomes of the mistakes as 

to the descriptions of the mistakes and their causes for 
the sake of simplicity. The preprocessing methodology 
was applied separately to the descriptions of mistakes, 
causes, and outcomes. Answering these questions was not 
compulsory, so there were missing responses. Moreover, 
as mentioned in the Preprocessing of the Frequency and 
Seriousness Ratings section, we excluded the responses in 
which the description of the mistake was ambiguous or 
irrelevant to the given question or the researcher stated 
that the mistake occurred before the prescribed time frame 
(i.e., past 5 years). We applied the same exclusion criteria 
to the descriptions of the causes and the outcomes as well. 
When the respondents provided more than one descrip-
tion of a cause, a mistake, or an outcome in their free-
text response, we treated each response separately in the 
grouping process. Thus, after the initial exclusions and the 
separation of the responses, we had 931 descriptions of 
causes, 835 descriptions of mistakes, and 920 descriptions 
of outcomes. Figure 2 shows the number of responses left 
after each stage of the grouping process broken down by 
the aspects of a research data-management mistake (cause 
of the mistake, the mistake itself, outcome of the mistake) 
and property of the mistake (most frequent mistake, most 
serious mistake). Furthermore, we excluded additional 
responses as explained in the Coding Process and the 
Grouping Process sections.

Creating codes. As the first step of the grouping pro-
cess, we summarized each response by a short plain-text 
code in a systematic way. Each code highlighted a central 
feature of the given answer. We excluded all responses 
from further steps of the thematic grouping if we did not 
find the text to contain sufficient information regarding 
the given survey question. At the end of the coding pro-
cess, we had 317 different codes for the descriptions of the 
mistakes, 334 for the causes of the mistakes, and 34 for the 
outcomes of the mistakes.

Creating groups. As the second step, we categorized 
the codes into higher level groups. A group describes the 
essence of a collection of codes. Each time a code did not 
fit any of the existing groups, we created a new group 
according to the given code. At this stage, we excluded 
those responses of which the codes could not be cat-
egorized into any of the groups because the code did 
not contain sufficient or relevant information. Using the 
codes, we identified 20 different groups of mistake types, 
15 groups of causes of mistakes, and seven groups of out-
comes of mistakes. Following this, we created a definition 
for each group by listing the codes that were assigned 
to that group. Finally, each free-text response inherited 
the group label assigned to its code. At the end of the 
thematic grouping process, there were 786 descriptions 
of mistakes, 582 causes of mistakes, and 901 outcomes of 
mistakes assigned to groups.

Cause response = 582 (e.g., Not thinking ahead and writing a
data management plan.)

Mistake response = 786 (e.g., I saved the processed data file
over the raw data.)  

Outcome response = 901 (e.g., Could not use the data
collected.)   

Responses

Codes

Groups

Meta-groups

Cause code = 334 (e.g., insufficient planning)

Mistake code = 317 (e.g., overwriting data)

Outcome code = 34 (e.g., unusable data)

Cause group = 15 (e.g., lack of sufficient planning)

Mistake group = 20 (e.g., version control error)

Outcome group = 7 (e.g., potential or real project failure or
setback) 

Cause meta-group = 4 (e.g., poor project preparation or
management)

Fig. 1. Flowchart illustrating the categorization of free-text responses 
into groups. The number of responses indicate their counts after both 
the separation of the responses and the exclusions. Here, we report 
only the final number of items for each level of grouping. Illustrative 
examples are shown as italicized text in parentheses.
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Creating metagroups. As the third step, we created 
four metagroups to decrease the number of groups for 
the causes of mistakes to ease comprehension and aid 
visualization. The creation of the metagroups was car-
ried out through a discussion in a nonsystematic way. The 
four metagroups were created according to overlapping 
themes between the groups. Table 6 shows which cause 
groups were assigned to which metagroups.

Results

Background information

Among the 488 respondents, the three most commonly 
identified psychology fields were experimental and 
cognitive psychology (N = 88), social psychology (N = 
62), clinical psychology, and developmental and edu-
cational psychology (N = 45 for both), although the 
largest group (N = 116) of the respondents could not 
associate themselves with any of the listed research 
fields. The median time spent in their field was 15 years 
(interquartile range = 15). For a summary of the respon-
dents’ research fields and the distribution of their years 
spent in their field, see the Supplemental Material.

General overview of data-management 
mistakes

To obtain a general overview of data-management mis-
takes, we investigated the overall frequency of mistakes, 
the frequency and seriousness of the most frequent mis-
takes, and the seriousness of the most serious mistakes 

Cause Mistake
description Outcome

Excluding missing responses 
430

365

449

404

462

380

Excluding irrelevant, 
ambiguous, and out of 
timeframe responses 

418

302

419

297

457

368

Separation
549

382

529

306

507

413

Exclusion in creating codes 
517

355

514

291

504

411

Exclusion in creating groups 
356

226

506

280

496

405

Fig. 2. Flowchart illustrating the number of responses broken down by aspects of the 
mistake and property (most frequent and most serious) after each preprocessing stage of 
the free-text responses. The number of responses for the most frequent mistakes are written 
in the upper row, and the number of responses for the most serious mistakes are written 
in italics in the lower row.

Table 6. Metagroups for Mistake Causes

Metagroup Cause group

Poor project 
preparation or 
management

Bad or lack of planning, bad or lack 
of standards, bad skill management, 
miscommunication, failure to 
automate an error prone task, time-
management issue

External difficulties High task complexity, technical issues
Lack of knowledge Lack of knowledge/experience
Personal difficulties Carelessness, inattention, lack of 

control, overconfidence, physical or 
cognitive constraints
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(for the questions, see Table 2). All the results for this 
section are shown in Figure 3, and the text below pro-
vides a summary of the results.

The overall frequency of mistakes. Responses sug-
gested that the overall occurrence of mistakes was infre-
quent; 79% (384 of 486) of respondents reported that 
mistakes occurred with very low or low frequency, whereas 
for 21% (n = 102) of the remaining respondents, mistakes 
had moderate, high, or very high frequency.

The most frequent mistakes. When researchers were 
asked how frequently the most frequent mistake happened 
in their research team, 75% (314 of 419) of them indicated 
that it had low or very low frequency, whereas for the 
remaining 25% (n = 105) of the teams, the most frequent 
mistake had moderate, high, or very high frequency.

The most frequent mistakes reportedly led to insig-
nificant or minor consequences (e.g., minutes of time 
loss, insignificant financial loss, no effect on conclu-
sions) for 69% (289 of 419) of respondents, moderate 
consequences for 25% (n = 104) of respondents, and 

major or extreme consequences for the remaining 6% 
(n = 26) of respondents.

The most serious mistakes. When asked about the 
most serious data-management mistake that occurred in 
their team during the last 5 years, 31% (93 of 296) of 
respondents reported that the mistake led to insignificant 
or minor consequences (e.g., minutes of time loss, insig-
nificant financial loss, no effect on conclusions), 46% (n = 
137) reported that the mistake led to moderate conse-
quences, and the remaining 22% (n = 66) reported that the 
mistake led to major or extreme consequences.

Data-management mistake types, 
causes, and outcomes

Frequency of data-management mistake types.  
Through the grouping process, we sorted the 786 descrip-
tions of the most frequent (N = 506) and most serious  
(N = 280) data-management mistakes into 20 different mis-
take types. To determine which type of mistakes are the 
most frequent, in our sample, we counted how many 

28%
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Very High
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21%

54%

17%
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Most Frequent Mistakes (n = 419)
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28%
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8%

61%

25%

6%

0%
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Extreme

0% 20% 40% 60% 75%
Percentage

Most Frequent Mistakes (n = 419)

Fig. 3. Distribution of all responses presented in the General Overview of Data-Management Mistakes section. Each plot shows the 
percentages on the x-axis, and the levels of either the frequency scale (see Table 2) or the seriousness scale (see Table 3) are shown 
on the y-axis. Percentages may not sum to 100 because of rounding. For the counts behind these percentages, see Figure S4 in the 
Supplemental Material available online.
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Table 7. Research Data-Management Mistake Type Groups and the Number of Their 
Occurrences

Mistake type group
Most frequent 

mistakes (N = 506)
Most serious 

mistakes (N = 280)

Ambiguous naming/defining of data 86 16
Version control error 62 20
Wrong data processing/analysis 47 32
Data coding error 45 26
Data input error 37 21
Loss of materials/documentation/data 30 26
Programming error 35 19
Data transfer error 41  8
Data selection/merging error 21 17
Technical/infrastructural problem 17 21
Oversight in study design or measurement 14 18
Bad or poor documentation 21  7
Participant allocation error 15  8
Bad connection of data points  8  8
Wrong reporting  7  8
Wrong software or hardware settings  5 10
Data or file organization error  6  4
Deviation from the protocol  5  4
Violation in ethics  2  4
Project management error  2  3

Note: The mistake types are arranged in a descending order according to the number of times they were 
reported for the most frequent and most serious mistakes together.

times a mistake type was reported by respondents. For 
this analysis, we kept multiple responses provided by sin-
gle respondents. Table 7 shows how many times a mistake 
type reportedly occurred for the most frequent and most 
serious mistakes. The three most frequently reported mis-
take types for the most frequent mistakes were ambiguous 
naming/defining of data (86 of 506), version control error 
(n = 62), and wrong data processing/analysis (n = 47). 
The three most frequently reported mistake types for the 
most serious mistakes were wrong data processing/analy-
sis (32 of 280), data coding error (n = 26), and loss of 
materials/documentation/data (n = 26).

Mistake types and their reported causes. Figure 4 
shows the data-management mistake types for the most 
frequent mistakes and the proportions of the metalevel 
grouping for their reported causes. The relationship 
between the mistake types and causes can also be viewed 
separately for the most serious mistakes (see Fig. S5 in the 
Supplemental Material). Cases were omitted from the anal-
yses if the respondent described more than one mistake 
and more than one cause was associated with them 
because the mistake and its cause could not be unambigu-
ously connected. In case of a one-to-many mapping, we 
assumed that the respondent wished to report several 
causes that led to a mistake or one cause that led to  several 
mistakes.

The most common causes assumed by the researchers 
to be responsible for these most frequent mistake types 
were poor project preparation or management (43%) 
and personal difficulties (29%). For the most serious 
mistake types, the most common causes were the same: 
39% for the poor project preparation or management 
and 37% for the personal difficulties.

Mistake types and their reported outcomes. Figure 5 
shows the frequency of the data-management mistake 
types for the most frequent mistakes and the proportions 
of their reported outcomes. The relationship between the 
mistake types and reported outcomes can also be viewed 
separately for the most serious mistakes (see Fig. S6 in the 
Supplemental Material). Cases in which the respondent 
described more than one mistake and reported more than 
one negative outcome associated with those were omitted 
from this analysis. The most commonly reported outcomes 
that we could clearly associate with the mistake types for 
the most frequent mistakes were time loss (67%) and frus-
tration (21%). The most common outcomes associated 
with the most serious mistakes were the same: 46% for 
time loss and 26% for frustration.

Mistakes types and data-management stages. We 
cate gorized each mistake type according to the data- 
management stage (or overlap of multiple stages) during 
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which it was likely to have occurred (Fig. 6). Most types of 
mistakes belong to the overlap of the data processing/
analysis, data creation/collection, and the data archiving/
sharing sections. We developed the data-management 
model used for the present categorization. For a more 
detailed description of development, see the Supplemen-
tal Material.

Discussion

The results of this survey showed that data-management 
mistakes are ubiquitous in many labs conducting psy-
chological research. Most respondents believed that 
data-management mistakes occur infrequently in their 
own research; one fifth of them observed mistakes in 
moderate, high, or very high frequency. The most serious 
mistakes had only minor consequences for one third of 
the research teams in our sample, whereas for one fifth 
of them, they came with major or extreme repercussions 
(e.g., project failure or erroneous conclusions). Natu-
rally, this survey was not capable of detecting undiscov-
ered or unreported mistakes, and therefore, it is plausible 
that our numbers underestimate the actual frequency of 
data-management mistakes. These exploratory findings 
do not aim to provide exact estimates but, rather, to help 
identify some common data-management mistakes and 

potential causes and outcomes, which may facilitate the 
education about existing solutions and the development 
of novel mistake-mitigation strategies.

Respondents reported a variety of mistakes occurring 
across the research data-management pipeline. Deciding 
which mistakes are of highest priority to address will 
require consideration of their frequency and seriousness 
and the potential resources needed to address them. The 
majority of respondents reported that the most frequent 
mistakes, involving ambiguous naming or defining of 
data, version control error, and wrong data processing/
analysis, can be associated with the data-processing and 
analysis stage. These mistakes were mostly assumed to 
be the result of poor project planning or management. 
Most frequently, the cost of these mistakes is time loss 
and frustration. We assume that erroneous conclusions 
are less frequent outcomes of these mistakes only 
because the reporters discovered the mistakes before 
publicizing their results. Hence, the proportion of con-
clusions that remain defective in the literature because 
of data-management mistakes is dependent on the effi-
ciency of the existing checking procedures.

Most mistake types were categorized to more than a 
single stage because they can happen at several points 
of the data-management pipeline. The mistakes that 
were typical of most stages were found to be ambiguous 

data selection/merging error (11)

loss of materials/documentation/data (12)

technical/infrastructural problem (12)

data input error (16)

bad or poor documentation (19)

data transfer error (23)

programming error (23)

data coding error (30)

wrong data processing/analysis (31)

version control error (40)

ambiguous naming/defining of data (54)
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Fig. 4. The frequency of the data-management mistake types for the most frequent mistakes and the proportions for 
the metalevel grouping (see Table 6) of their reported causes. The mistake types are presented in decreasing order 
from the top to the bottom by the number of research teams who reported the specific mistake type. Mistake types 
with fewer than 10 occurrences are not displayed. The numbers in parentheses represent the number of times a given 
mistake type was reported after cases with multiple mistakes/causes were omitted.
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naming/defining of data, data or file organization error, 
deviation from the protocol, and programming error.

A number of generic solutions and guidelines have 
been proposed to assist researchers with their data man-
agement. Using personal experience, Rouder et al. (2019) 
described five principles to minimize and mitigate 
research mistakes: (a) a lab culture focused on learning 
from mistakes, (b) implementing computer automation, 
(c) standardization, (d) coded analysis, and (e) elaborate 
manuscripts. Others have pointed toward the need for 
formal training in data management (Barone et al., 2017; 
Tenopir et al., 2016). Note that an increasing number of 
university library services provide dedicated support for 
data-management plans (Michener, 2015). Data librarians 
are specialized in providing support in managing 
research data (Semeler et al., 2019). Various guidelines 
and checklists have been developed to help researchers 
adopt transparent research workflows (Aczel et al., 2020; 
Klein et al., 2018), comprehensive reporting (e.g., the 
EQUATOR Network, https://www.equator-network 
.org/), reusability of data holdings (Wilkinson et  al., 
2016), and ethical and efficient research management 
(Bareille et al., 2017; Giesen, 2015). Dedicated software 
tools (e.g., R Markdown; Baumer & Udwin, 2015) are 
available to make data management more efficient,  
transparent, and less prone to error. We present a 

noncomprehensive collection of existing error-mitigation 
tools or strategies corresponding to a number of our 
mistake types in Table 8. Note that the cause of the 
mistake can play an important role in the efficiency of 
the error-mitigation strategies. For example, if a person 
makes mistakes in data management not because of the 
lack of knowledge but because of some personal diffi-
culties, then the potential solution will require more than 
mistake-specialized strategies.

This survey was intended to be exploratory and 
descriptive, and several caveats and limitations should 
be considered when interpreting the results. First, 
because the survey relied on researchers’ self-report, the 
study will not have detected mistakes that were undis-
covered, forgotten, or otherwise unreported. The find-
ings may, therefore, highlight the existence of some 
pertinent data-management mistakes and perhaps their 
relative frequency but should not be interpreted as reli-
able estimates of mistake prevalence in psychological 
science. Second, although the number of researchers 
responding to the survey and passing our exclusions is 
adequate (N = 488) for exploratory purposes, the overall 
response rate (before exclusions) was very low (5%), 
which suggests that the findings are potentially strongly 
affected by self-selection bias. The overall direction of 
influence of such bias is difficult to predict because 

oversight in study design or measurement (13)

participant allocation error (15)

technical/infrastructural problem (17)

bad or poor documentation (19)

data selection/merging error (20)

loss of materials/documentation/data (29)

data input error (35)

data transfer error (38)

data coding error (42)

programming error (42)

wrong data processing/analysis (47)

version control error (64)

ambiguous naming/defining of data (92)
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Fig. 5. The frequency of data-management mistake types for the most frequent mistakes and the proportions of the 
reported outcomes. The mistake types are presented in decreasing order from the top to the bottom by the number of 
research teams who reported the specific mistake type. Mistake types with fewer than 10 occurrences are not displayed. 
Numbers in parentheses represent the number of times a respondent reported the given mistake type.

https://www.equator-network.org/
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potential differences between respondents and nonre-
spondents are nontrivial (e.g., people who have made 
more mistakes may have been more likely to take part 
in the survey because it was more relevant to them or 
less likely to take part because reporting mistakes may 

have felt more embarrassing for them). Third, we gained 
only limited knowledge about the background of the 
respondents because many could not assign themselves 
to any of the psychological subfields offered in the sur-
vey and chose instead the “other” category. Finally, the 

Research
Output/

Reporting

Planning and
Preparations

Data Processing/
Analysis

Data 
Creation/ 
Collection

Data 
Archiving/

Sharing

1, 2

5, 6

11, 12, 13

7, 8,
9, 10 

17, 18

14, 15, 16

19

3, 4

1 oversight in study design or
   measurement
2 project management error
3 data input error
4 participant allocation error
5 data coding error
6 wrong software or hardware settings

Mistake types:

7 ambiguous naming/defining of data
8 data or file organisation error
9 deviation from the protocol
10 programming error
11 data selection/merging error
12 data transfer error
13 wrong data processing/analysis 

14 bad connection of data points
15 bad or poor documentation
16 violation in ethics
17 loss of materials/documentation/data
18 version control error
19 wrong reporting
20 technical/infrastructural problem

Fig. 6. Mistake types categorized by research data-management stage. The numbers indicate the mistake types (see https://osf.io/76d24/). 
Mistake 20 (technical or infrastructure problems) is not part of any stage because it is an external factor but can have an effect on the 
efficiency of the data-management pipeline.

Table 8. Existing Error-Mitigation Strategies for the Most Frequent and/or Serious Data-Management Mistakes

Mistake type Existing error-mitigation strategy

Ambiguous naming or defining of data Using naming standards (e.g., Gorgolewski et al., 2016)
Using codebooks (Arslan, 2019; Buchanan et al., 2021)
Creating data management plans (Michener, 2015)

Version control error Using a version control system such as Git (Blischak et al., 2016)
Wrong data processing/analysis Copiloting (Veldkamp et al., 2014)

Creating data-management plans (Michener, 2015)
Using statistical code language (Python, R)

Loss of materials/documentation/data Using a version control system such as Git (Blischak et al., 2016)
Sharing information in online repositories (Klein et al., 2018)

Programming error Copiloting (Veldkamp et al., 2014)
Use software tests and code commenting (Michener, 2015)

Oversight in study design and 
measurement

Clear project structuring (Rybicki, 2019)
Registered report format (Chambers, 2013)

Poor documentation Transparent research workflow (Klein et al., 2018)
Preregistration (Nosek et al., 2019)

Data or file organization error Using data-specification standards (e.g., Gorgolewski et al., 2016) or 
file-organization standards (e.g., The DRESS Protocol, n.d.)

https://osf.io/76d24/
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survey yielded a large quantity of partly qualitative data, 
and it was necessary to rely on our own subjective 
assessment to generate a meaningful summary. We 
attempted to improve objectivity by having at least two 
team members dual code all responses, but some sub-
jectivity was required, nonetheless.

Psychological science is currently undergoing a 
period of heightened concern about the credibility and 
validity of its research practices and results (Vazire, 
2018). Metaresearch efforts have focused on document-
ing major threats to credibility, such as fraud, question-
able research practices, and low transparency (Hardwicke 
et al., 2020), but have paid relatively sparse attention 
to the role of basic human error. The present study has 
highlighted some pertinent mistakes that can percolate 
into the research pipeline that may reduce efficiency 
and potentially undermine the validity of scientific 
claims. Future work may look to build on these findings 
and develop a systematic exploration of human fallibil-
ity in research data management. Repeating our meth-
odology on a representative sample could provide 
valuable information in this regard and identify the 
weaknesses of research efficiency. We suggest three 
major research questions for the continuation of this 
endeavor: (a) What practices do researchers use to 
improve efficiency and quality control in data manage-
ment? (b) What prevents researchers from using existing 
solutions? and (c) What is needed to increase adoption 
of these solutions?
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