
 

 

 University of Groningen

Keeping track of emotions
de Boer, Minke

DOI:
10.33612/diss.179794205

IMPORTANT NOTE: You are advised to consult the publisher's version (publisher's PDF) if you wish to cite from
it. Please check the document version below.

Document Version
Publisher's PDF, also known as Version of record

Publication date:
2021

Link to publication in University of Groningen/UMCG research database

Citation for published version (APA):
de Boer, M. (2021). Keeping track of emotions: audiovisual integration for emotion recognition and
compensation for sensory degradations captured by perceptual strategies. University of Groningen.
https://doi.org/10.33612/diss.179794205

Copyright
Other than for strictly personal use, it is not permitted to download or to forward/distribute the text or part of it without the consent of the
author(s) and/or copyright holder(s), unless the work is under an open content license (like Creative Commons).

The publication may also be distributed here under the terms of Article 25fa of the Dutch Copyright Act, indicated by the “Taverne” license.
More information can be found on the University of Groningen website: https://www.rug.nl/library/open-access/self-archiving-pure/taverne-
amendment.

Take-down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.

Downloaded from the University of Groningen/UMCG research database (Pure): http://www.rug.nl/research/portal. For technical reasons the
number of authors shown on this cover page is limited to 10 maximum.

Download date: 05-06-2022

https://doi.org/10.33612/diss.179794205
https://research.rug.nl/en/publications/c08ce19c-6236-42f8-b52b-e59c21410fb8
https://doi.org/10.33612/diss.179794205


Keeping track of emotions

Audiovisual integration for emotion recognition and 
compensation for sensory degradations captured by 

perceptual strategies

Minke J. de Boer



Colophon

The experiments descibed in this thesis were conducted at the University Medical 
Center Groningen.

This research was supported by a BCN-BRAIN grant from the Graduate School of 
Medical Sciences (GSMS) and by the Landelijke Stichting voor Blinden en Slechtzien-
den that contributed through UitZicht (Grant number: Uitzicht 2014 – 28 – Pilot). The 
funding organizations had no role in the design or conduct of this research.

PhD training was facilitated by the research institute Behavioural and Cognitive Neu-
rosciences (BCN) of the GSMS.

Publication of this thesis was financially supported by the University of Groningen, 
BCN, and the Professor Mulder Stichting.

About the cover
The cover figure shows fixation proportions on the actors’ mouth over time (0-1000 ms 
after stimulus start), the eye-tracking data is from the experiment described in Chapter 
4. The different colored lines indicate different viewing conditions, the solid lines 
represent data from younger (18-30) participants, while the dashed lines represent 
data from older (60-80) participants. It can be seen that older participants fixate the 
mouth more often than younger participants. Additionally, if macular degeneration is 
simulated (darker blue, purple, and red lines), there are less fixations on the mouth, 
especially for younger participants.
All chapter pages are variants of the cover figure; for Chapters 2-4, the eye-tracking 
data from its respective chapter was used. For Chapter 1, 5, and the Appendices, pilot 
eye-tracking with the author as participant was used.

The main title was brought to you by Menno Veldman.

Cover and layout: Minke de Boer

Paranymphs:  Famke Huizinga
   Inge Krabbendam

Printed by:  Gildeprint – Enschede

Copyright © 2021, M.J. de Boer
All rights reserved. No parts of this publication may be reproduced or transmitted in 
any form or by any means without written permission from the author.



 
 
 
 
 
 

Keeping track of emotions 
 

Audiovisual integration for emotion recognition and 
compensation for sensory degradations captured by perceptual 

strategies 
 
 
 
 
 

Proefschrift 
 
 
 
 

ter verkrijging van de graad van doctor aan de  
Rijksuniversiteit Groningen 

op gezag van de 
rector magnificus prof. dr. C. Wijmenga 

en volgens besluit van het College voor Promoties. 
 

De openbare verdediging zal plaatsvinden op 
 

woensdag 13 oktober 2021 om 16.15 uur 
 
 
 

door 
 
 
 

Minke	Jorien	de	Boer	
 

geboren op 30 juli 1992 
te Utrecht 

 	



Promotores	
Prof. dr. F.W. Cornelissen  

Prof. dr. D. Baskent  

 
	
 
Beoordelingscommissie	
Prof. dr.  R. van Ee  

Prof. dr.  H.J.M. Janssen  

Prof. dr.  S. van der Stigchel  

 
 



Table of contents

Chapter 1
General Introduction

Chapter 2
Eyes on emotion: Dynamic gaze allocation during emotion 
perception from speech-like stimuli

Chapter 3
Degraded visual and auditory input individually impair 
audiovisual emotion recognition from speech-like stimuli, 
but no evidence for an exacerbated effect from combined 
degradation

Chapter 4
Auditory and visual integration for emotion recognition and 
compensation for degraded signals are preserved with 
age

Chapter 5
General Discussion

Appendices
References
Summary
Nederlandse samenvatting
Acknowledgements
About the author

p. 6

p. 18

p. 48

p. 80

p. 114

p. 124
p. 126
p. 136
p. 138
p. 140
p. 144





Chapter 1
General Introduction



8 9

Preface

One of the cornerstones of life for social animals is communication. For humans, the pre-
ferred form of communication is through face-to-face speech. Understanding the lexical con-
tent of speech is important for communicating successfully. Perhaps equally important, how-
ever, is understanding the emotional expressions of one’s conversational partner in order to 
comprehend their intentions and feelings towards you and to respond properly. In our daily 
lives, social interactions preferably take place as face-to-face communication, in which case 
emotional content is carried by dynamic acoustic and visual cues. Recognizing emotions is 
therefore a multimodal and dynamic process, and benefits from integration of the multimod-
al signals. However, the underlying mechanisms of multimodal integration processes of emo-
tion recognition are unknown. Additionally, it is unknown how these integration processes 
would change in response to a change in reliability of one or both modalities, for example 
due to a bad internet connection during an online video call, or when the observer’s senses 
are impaired. Sensory impairments are more common in older adults, and as more people are 
reaching old age, sensory impairments are becoming increasingly prevalent. When a sensory 
impairment only affects a single modality, i.e. having either a hearing or vision loss, it is likely 
that compensation for the impaired modality is possible to a great degree by relying more 
on the intact modality. However, when both modalities are impaired, especially when the 
person with the impairment is of older age, where age-related cognitive changes may also be 
a factor, compensation may be altered or less effective. Therefore, it is increasingly necessary 
to understand audiovisual integration for emotion recognition in general and with sensory 
impairments in particular.

The aim of this thesis was to systematically investigate and comprehensively understand 
audiovisual integration for emotion recognition, focusing on the following questions: 1) In 
normal vision and hearing, with rich, dynamic emotion cues, how do auditory and visual in-
formation contribute to audiovisual integration for emotion recognition? 2) How do real and 
simulated vision and hearing loss affect emotion recognition and audiovisual integration for 
emotion recognition? 3) Do healthy observers adapt their perceptual strategies to the pres-
ence and absence of video/audio and to simulated impairments? For all these questions, I 
also investigated how these change with age. To systematically address these questions, I 
examined how well observers recognize emotions and how recognition and perceptual strat-
egies vary under changing availability of the visual and auditory information. Emotion recog-
nition accuracy was used as a measure of overall performance, and eye-tracking was used 
to measure perceptual strategies, which in itself can be seen as a measure of information 
processing. 

1.1 Emotion recognition
In psychology, emotion is a concept that has been a challenge to define. During the twentieth 
century, it has been estimated that over ninety different definitions of ‘emotion’ have been 
proposed by psychologists1. It is not surprising that there is so much disagreement among 
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emotion theorists about how to conceptualize emotion and interpret its role in life when one 
considers there is not even consensus on the definition of the term. The definition used in this 
thesis, which is close to how the term is used in everyday life, is the following: an emotion is 
a subjective feeling that is directed towards or in response to some object. The object, which 
can be a person, thing, or event, is perceived as the cause of the emotion. For example, you 
can be irritated because the bus is late. In this case, the lateness of the bus (object) causes 
you to be irritated. Generally, when feelings are not attached to a particular object, it is con-
sidered a mood, not an emotion. Moods also tend to be longer lasting than emotions.

Just as there are many different definitions of the term emotion, there are many different 
labels for emotions. The English language contains several hundred labels, although many 
are synonyms or near synonyms, such as happiness, joy, elation, and cheerfulness. Because 
so many labels are related, some researchers have proposed that there are several basic or 
primary emotions, although there is no agreement on how many emotions can be considered 
primary. This idea of basic emotions was already proposed by Charles Darwin, who argued 
that specific facial expressions accompany specific emotional states in humans, and further-
more, that these expressions are universal2. This work was extended about a century later by 
Paul Ekman and Wallace Friesen, who created a system that describes the exact facial muscle 
movements (called action units) that constitute each of six basic emotions: surprise, happi-
ness, fear, anger, sadness, and disgust3,4. When Ekman and Friesen showed photographs of 
these six expressions to a tribe in New Guinea that had had little contact with other cultures, 
they found that the people of this tribe recognized the same emotions in these facial ex-
pressions as Caucasian participants did. The reverse was also true; they took photographs of 
people of the tribe while they made facial expressions of these six emotions and found that 
western participants accurately recognized the six emotions. However, more recently, the 
universality of the recognition of these emotions and the actual existence of basic emotions 
has been called into question, suggesting that previous findings are mostly due to the use of 
posed expressions and the use of forced-choice response formats5–7. One alternative propo-
sition is that, while emotion as a concept is biologically programmed, the process of learning 
to express and recognize emotions is largely influenced by cultural factors8. Relatedly, it has 
been suggested that specific emotion categories and labels are culturally specific, but the 
broad emotional dimensions, such as valence and arousal, are universal7. 

Besides the use of posed expressions and forced-choice response formats, another im-
portant factor that may have limited the generalizability of previous findings is the fact that 
most studies only use a single modality and a very limited set of emotions. In contrast, in daily 
life cues of emotion can occur in virtually any modality, and modalities are often combined, 
for example during face-to-face conversation. With technological advances, it has become 
possible to create a more real-life setting in the lab and doing so can yield rich information 
that can relate to daily life. 
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1.2 Audiovisual integration
While all of our senses have their own unique roles and specialties, often information across 
different senses is integrated for more efficient processing of the sensory input and for pre-
paring the appropriate response to it. One of the most well-known forms of multisensory 
integration is audiovisual integration. In neuroscience, at the level of single neurons, integra-
tion is often measured as a neural response to a multimodal stimulus that is different from the 
sum of the neural responses to its individual contributors. Generally, this response is a larger 
increase in activity then expected on the basis of summation (multisensory enhancement), 
but the response could also be a decrease in activity, called multisensory depression9. In be-
havioral studies, integration is usually seen as more accurate10,11 and/or faster responses12,13 to 
multimodal compared to unimodal stimuli. For integration to occur, the observer must have 
the assumption (whether true or false) that the auditory and visual signals originate from the 
same object or event. It is most likely that signals belong to the same object or event, and are 
integrated, if they co-occur in both space14,15and time16,17, but also other factors, such as hav-
ing a shared onset or shared physical characteristics (e.g., a high-pitched voice co-occurring 
with the sight of a woman speaking likely leads to the assumption that the high-pitched voice 
belongs to the woman). Integration is not likely if there is large spatial discrepancy or large 
audiovisual asynchrony.

In audiovisual integration the auditory and visual signals are both weighted and merged. 
The weighting occurs in a statistically optimal fashion: the unimodal signals are weighted 
according to their reliability such that the variance in the integrated estimate is decreased 
(in relation to the variance in the unimodal signals) and generates the most reliable estimate 
possible18. Because of this, the multimodal benefit is higher when the unimodal signals are 
close to threshold, as when the unimodal variance is already low, the multimodal variance 
cannot decrease much further. Any discrepancies between modalities, for example when a 
speaker’s lip movements are incongruent with the produced sound, are resolved in favor of 
the more precise or more appropriate modality. Thus, in the case of discrepancies, the more 
precise modality receives a higher weighting (or is dominant) in the final integrated estimate 
than the less precise modality. This dominance of one modality over the other can lead to 
several illusions. For example, in the ventriloquism effect, also called visual capture19–21, the 
location of an auditory stimulus is shifted towards the location of the concurring visual stim-
ulus. Ventriloquists use this phenomenon very efficiently, so that it seems to the observer as 
if the voice of the puppeteer comes from the moving mouth of the puppet. In this illusion, 
vision dominates over the audition, because of vision’s high spatial precision. However, audi-
tion can also dominate over vision, such as in the sound-flash illusion, or auditory capture. In 
this illusion, a single flash of light is accompanied by two auditory beeps, and the single flash 
is observed as two flashes22. Here, audition dominates vision because of its higher temporal 
precision. 
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1.3 Speech perception
In speech, the smallest units of sound that allow differentiation between words in any given 
language are phonemes. An example is the English phoneme /r/ in the word “run”, which 
allows it to be distinguished from the words “gun” and “fun”. However, it is not simply the 
case that the brain just pastes the different phonemes together in order to understand what 
is being said. This is because what an individual phoneme sounds like is strongly influenced 
by phonemes preceding and following it, overall context of the speech segment or the con-
versation, and even the voice quality and dialect of the speaker. Speech perception is thus a 
combination of the bottom-up analysis of the acoustic features of speech, such as individual 
phonemes and prosody, and the top-down influence of cognitive processing, such as correct 
interpretation of the words using context provided by other words.

Although we tend to think that speech perception relies solely on auditory informa-
tion, this is not the case. The visual cues related to the specific placement of the lips and the 
tongue can transmit speech information (such as a rounded mouth for /o/ and closed lips 
for /m/) and improve speech perception23–25. Lipreading is a strategy used to complement 
the auditory information, it makes it easier to understand the spoken words and can lower 
the effort of understanding. Additionally, in noisy environments, especially in situations with 
multiple talkers, using the lip movements of the speaker can make the difference between 
understanding the speaker or not. Furthermore, individuals with mild to moderate hearing 
loss may use lipreading to greatly compensate for their hearing loss26,27. Lipreading works as 
well as it does, mostly because of the natural temporal asynchrony between visual and audi-
tory speech cues28,29. Generally, the mouth and lips are first positioned for the right phoneme 
before sound is produced. Visual speech cues thus often precede auditory speech cues and 
can likewise give a prediction of what the auditory cue will be. For example, a strong round-
ing of the lips while keeping the mouth open gives a clear indication that the following word 
will start with /o/. 

This coupling of auditory and visual speech cues can also lead to fascinating illusions. A 
famous example is the McGurk effect30. In the McGurk effect, a listener is presented with an 
audiovisual stimulus composed of the auditory ‘ba’ and the visual ‘ga’. Strangely, the listener 
does not notice this incongruency and does not perceive either ‘ba’ or ‘ga’, but instead the 
auditory and visual information become fused and form the perception of ‘da’. While the Mc-
Gurk effect will likely not occur in face-to-face conversation, it nonetheless provides convinc-
ing evidence for the strong perceptual coupling between auditory and visual speech cues.

1.4 Visual perception
When light enters our eyes, it is refracted by the lens and projected onto the retina. The retina 
holds the light sensitive cells of our eyes, the photoreceptors. There are two kinds of photo-
receptors: rods and cones. The cones allow for the perception of color and details. The rods, 
on the other hand, do not enable detailed perception, but respond at much lower luminance 
levels than cones, and are therefore most helpful in dim environments. Cones and rods are 
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not spread evenly across the retina. The density of cones is highest in the macula of the eye, 
located on the central axis of the eye, thereby allowing detailed color vision. At the center of 
the macula is a special location, the fovea, where other retinal cells are spread aside so the 
light falls directly onto the cones. In addition, the absence of rods in the fovea means that the 
density of cones can be much higher there, explaining why the fovea provides the highest vi-
sual acuity. Moving away from the fovea, towards the periphery, the density of cones sharply 
declines and with it, visual acuity. Because of its small size, the fovea also only samples a small 
part of the visual field. The normal human visual field is roughly 150 degrees monocularly, and 
200 degrees binocularly, whereas the size of the fovea is less than two degrees (about the 
size of your thumbnail when held at arm’s length).

The information of the retina is passed on to the brain (primary visual cortex, V1) via the 
optic nerve, optic tract, lateral geniculate nucleus (LGN) of the thalamus, and optic radiation. 
In V1, the location information of the retina is maintained, meaning that a specific location in 
V1 corresponds to a specific location on the retina (retinotopic representation). And because 
each location on the retina corresponds to a specific location in the visual field, V1 neurons are 
sensitive to specific locations in the visual field. However, there is not a one-to-one relation 
between retinal surface and cortical representations. For example, although the fovea is only 
a small part of the retina, it takes up over half of the primary visual cortex. This may seem like 
a waste of brain space, but this is not the case if one considers the importance of information 
that falls on the fovea. Because the fovea is located on the central axis, it receives informa-
tion from fixated locations. Generally, we fixate at objects that are of the highest interest to 
us, therefore, these objects should also receive the most processing power, thus explaining 
the large coverage of the fovea in the brain. Conversely, as our vision is not very detailed in 
the periphery, objects located in peripheral vision also do not need to be processed in such 
detail as objects in the fovea.

1.5 Eye movements
Eye movements are an essential aspect of vision. Without eye movements, the viewed im-
age would quickly fade due to habituation. Several types of eye movements exist, with the 
role of either stably positioning an image on the retina, or shifting gaze to a different object. 
Generally, gaze is guided by attention, such that where our attention goes, our gaze follows. 
The most well-known eye movements, and those most relevant for situations in which an 
observer is viewing a screen, are fixations, saccades, and smooth pursuit movements. During 
a fixation, the eye remains relatively still (though never completely still to avoid habituation), 
allowing the extraction of details of the fixated object, because the fixated object then falls 
onto the fovea. Fixation durations are highly variable and depend strongly on the amount of 
information present in the fixated location, and the number of other objects in the scene. 
Fixations are often alternated with saccades, which are very fast gaze shifts to new locations. 
When moving objects are present in the scene, smooth pursuit movements may be made, 
which are slower eye movements aimed at keeping the object on the fovea.
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Because we generally move our eyes to locations that are of interest, eye movement 
measures may be used as a proxy for measures of attention. For example, fixation locations 
give information about objects of potential interest to the observer, while fixation durations 
at those locations give information about how relevant those objects were (i.e., longer fixa-
tion durations indicate more relevant objects). In addition, the amplitude of saccades inform 
about how an observer explores an image, whether they jump from one region to another 
(i.e., large saccades) or explore a smaller region by making smaller saccades (for example, 
switching gaze between the eyes and mouth when viewing a face).

Eye movements can be measured with eye-tracking. As gaze is a proxy for where an 
observer is attending and how information is retrieved, eye-tracking measures have been 
used already since the 19th century. At that time, eye-tracking devices did not exist, so the 
measurements were done by direct observation. Despite this crude methodology, these early 
studies led to the, at the time, surprising finding that reading does not involve a smooth pur-
suit movement across the text, but consists of a series of fixations and saccades (reported 
in Huey31). Nearly a hundred years later, another influential study was published by Yarbus32, 
using suction caps placed on the eyes to stably and accurately measure eye movements. Yar-
bus showed that how an image is viewed, is largely dependent on the task given to the ob-
server, showing for the first time that eye movements are not only guided by the stimulus 
(bottom-up), but also by the intentions of the observer (top-down). 

With the development of video-based eye-trackers, and their relative cheapness, re-
search using eye-tracking has expanded rapidly, owing to its relative ease of use and non-in-
vasiveness. These trackers use a light source, usually infrared, directed at the observer’s eye 
and the light that gets reflected from the eye is sensed by a specialist camera. Depending on 
the location and angle of the illuminator, the light either gets reflected off the retina and the 
pupil appears bright (similar to red eyes in photographs), or the illuminator is offset from the 
optical path and the light does not get reflected off the retina, but off the cornea, giving a 
dark appearing pupil and a bright corneal reflection. Changes in these reflections can be used 
to calculate changes in eye rotation, which in turn can be used to calculate changes in point of 
gaze. In order to calculate points of gaze, an extensive calibration routine is necessary to cre-
ate a mapping between features in the eye image and the position of gaze in stimulus space.

1.6 Auditory perception
When soundwaves enter our ear, they are passed through to the cochlea, the component of 
the auditory organ where the soundwaves excite auditory neurons and allow the signal to be 
transferred to the brain. The basilar membrane resides within the cochlea and resonates with 
the incoming soundwaves and this resonation leads to movement of the stereocilia of the 
inner hair cells, which in turn activates the auditory nerve. However, the basilar membrane 
varies in thickness and stiffness throughout the cochlea, and because of this varying stiffness, 
different regions of the membrane resonate with different frequencies, there is thus a fre-
quency-to-place mapping (tonotopy), similar to the place-to-place mapping in the retina. To-
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notopy is preserved throughout the auditory processing stream and allows us to decompose 
the incoming sound into its frequency components. In its most basic functionality, tonotopy 
allows us to hear that a complex tone composed of a 100Hz and a 150Hz tone and a complex 
tone composed of a 150Hz and a 200Hz tone share the same fundamental frequency of 50Hz. 
While the usefulness of this ability is perhaps not apparent other than for musicians, in fact, 
tonotopy can also contribute to our ability of separating sounds from each other, which in 
turn can help differentiate voices and recognizing that a certain voice belongs to the same 
person even when they change the pitch of their voice.

Another important ability we have is localizing sounds. Because sounds from both ears 
reach the auditory cortex, there are small timing, intensity, and frequency differences be-
tween the sounds coming from the left and right ear, called interaural differences. These 
small differences allow us to determine whether a sound is coming from the left or the right 
(and through somewhat similar mechanisms, from the front or back, and above or below). 
Once the location of a sound is determined, we generally direct our attention and gaze there. 
Interaural differences allow us to direct our attention to initially unseen objects (for example, 
a car coming up behind you) as well as help us distinguish what object is making a specif-
ic sound in the soundscape, which is especially helpful, for example, when two people are 
talking at the same time.

1.7 Vision and hearing loss
Any form of damage to or malformation of the visual or auditory system can lead to tempo-
rary or permanent vision or hearing loss, respectively. The causes of damage and malforma-
tion can be diverse, with common causes being disease, medication use, genetic abnormali-
ties, and high noise/light exposure. Damage does not have to come from a singular event, but 
could also be caused by age-related changes in the eye or ear physiology and accumulated 
noise/light exposure over the life span. Common types of permanent vision loss are glaucoma 
and macular degeneration, both often occurring in aged individuals. In glaucoma, the optic 
nerve is damaged, often because of excessive intraocular pressure. Because of this pressure, 
the optic nerve gets compressed, leading to vision loss starting in the periphery and slowly 
moving more central and finally leading to complete blindness as the disease progresses. Be-
cause the vision loss starts in the periphery, the disease often goes unnoticed for a long time. 
Treatment to lower intraocular pressure can slow the disease, but the damage to the optic 
nerve cannot be treated. In macular degeneration, the macula (in the center of which resides 
the fovea) slowly degenerates and currently this cannot be cured. This degeneration mostly 
occurs because of an inability to properly remove waste products (for example, remains of 
dead cells) from the retina, which then build up under the retina and can lead to damage to 
the photoreceptors. Because the disease does not progress beyond the macula, macular de-
generation does not lead to complete blindness. However, as central vision is severely affect-
ed, macular degeneration causes severe difficulties with any task that involves detailed per-
ception, such as reading and recognizing faces. Both these types of vision loss arise because 
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of damage to structures of the eye. Another type of vision loss can occur because of brain 
damage that affects the visual structures, such as in hemianopia, where an entire hemifield is 
lost after the removal of or severe damage to the V1 in one hemisphere (for example when a 
tumor residing in V1 is surgically removed).

Hearing loss is generally divided into three types: sensorineural, conductive, and central 
hearing loss. Of these, sensorineural hearing loss is the most common type related to ageing 
and leading to permanent hearing loss. In sensorineural hearing loss, one or more of the 
structures in the inner ear, often the hair cells, are damaged or deficient. The hair cells may be 
abnormal at birth, or damaged due to age-related physiological changes, or due to prolonged 
noise exposure. The hair cells are not always uniformly damaged throughout the cochlea, 
leading to hearing loss at specific frequencies. Sensorineural hearing loss is common in aged 
individuals, mostly due to loss of hair cells and/or degeneration of auditory neurons. In both 
cases, the cells at the base of the cochlea, which is sensitive to high frequencies, are often 
affected first. Age-related hearing loss is thus mostly a loss of high frequency hearing. High 
frequencies are necessary for proper speech perception, especially consonants in the higher 
registers (such as the sounds of F, H, and S) and female voices and children’s voices may not 
be heard as well as before the hearing loss. In addition, speech often sounds muffled, further 
increasing the load on the central auditory system to understand speech.

Sensory loss, at least when the loss is complete, is often followed by cortical reorgani-
zation, when the primary sensory cortices of the lost sense are recruited by other senses33,34. 
This cortical reorganization may enhance the functionality of the intact senses that recruit 
the sensory cortices of the lost sense, although this does not always happen35. Individuals 
with vision or hearing loss may thus be able to compensate well for their loss by relying more 
on their intact senses, which may have enhanced functionality. However, if someone has 
both vision and hearing loss, dual sensory loss, it can be expected that the losses amplify 
each other and the final loss is more severe than only the additive effect of vision and hearing 
loss. As more people reach old age nowadays, and many vision and hearing impairments are 
related to age, dual sensory losses are also becoming more common and with it, the need for 
new treatment and rehabilitation therapies.

As it is difficult to find a group of patients with the same vision and/or hearing loss and 
patients, especially when they are older, often have comorbidities besides their vision-/hear-
ing loss, simulations can be a useful tool to conduct systematic studies. By simulating sensory 
impairments, the effects of these impairments can be studied in a homogeneous group of 
healthy observers. In addition, it is possible to study both intact vision and hearing, as well 
as well-controlled degraded vision and hearing in the same observer. Found changes in re-
sponses (e.g., task performance, eye movements) are then unquestionably caused by the 
(simulated) impairment, and not confounded by comorbidities. One drawback of the use of 
simulations is that it is only possible to study acute effects of sensory impairments, whereas 
individuals with actual sensory impairments often show some long-term adaptation to their 
impairment.
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1.8 Thesis outline
This thesis consists of three experimental chapters, where each chapter builds on the knowl-
edge gained in the previous chapter. In essence, each experiment studies four different as-
pects: visual, auditory, and audiovisual emotion recognition, and in addition to performance 
accuracy, the use of eye movements for recognizing emotions as a marker of perceptual 
strategies. Each chapter examines a different aspect of audiovisual integration for emotion 
perception. To increase the ecological validity of the studies, I used dynamic, multimodal stim-
uli in all experiments. The stimuli were audiovisual video expressions of emotions, obtained 
from the Geneva Multimodal Emotion Portrayals (GEMEP) core set36. The greatest strength 
of this stimulus set is that it contains fairly natural expressions (actors were instructed to 
imagine scenarios that would produce a specific emotion) and includes a large multitude of 
emotions (including subtle variations of emotions belonging to the same emotion family, 
such as anger and irritation). It allows to examine the perception of non-verbal emotion cues 
due to the use of nonsensical sentences. During each experiment, participants watched vid-
eos in which actors expressed one of twelve emotions. The videos were presented audiovisu-
ally (AV), video-only (V), or audio-only (A). Emotion recognition accuracy and eye-movements 
were assessed. 

In chapter 2 a baseline understanding of audiovisual integration in emotion perception 
is created by studying young, healthy observers. More specifically, this chapter addresses 
the following research questions: 1) How do auditory and visual emotion cues contribute to 
audiovisual integration for emotion recognition in young, healthy observers and 2) Do these 
observers adapt their perceptual strategies to the video depending on the presence/absence 
of audio? 

Chapter 3 builds on the knowledge gained from the work in chapter 2 and additionally ad-
dresses the effects of degrading visual and auditory information in young, healthy observers. 
Thus, this chapter focused on the following research questions: 1) How do simulated vision 
and hearing loss affect emotion recognition and audiovisual integration? and 2) In what man-
ner do young, healthy observers adapt their perceptual strategies to simulated impairments? 
The visual and auditory degradations were intended to approximate aspects of central vision 
loss (as occurring in macular degeneration) and age-related hearing loss respectively.

In chapter 4, the effects of healthy ageing in combination with visual and auditory deg-
radations are addressed. In addition, chapter 4 includes a preliminary assessment of the ef-
fects of real sensory losses in a small number of patients with varying severities of macular 
degeneration and age-related hearing loss. This chapter therefore focused on the following 
research questions: 1) How does healthy ageing affect emotion recognition in general and 
audiovisual integration for emotion recognition? 2) How does healthy ageing affect the ability 
to use perceptual strategies to compensate for simulated vision and hearing loss? and 3) How 
do real vision and hearing loss affect emotion recognition and audiovisual integration?

Finally, an overall discussion of the work is provided in chapter 5.
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Abstract
The majority of emotional expressions used in daily communication are multimodal and 
dynamic in nature. Consequently, one would expect that human observers utilize specific per-
ceptual strategies to process emotions and to handle the multimodal and dynamic nature of 
emotions. However, our present knowledge on these strategies is scarce, primarily because 
most studies on emotion perception have not fully covered this variation, and instead used 
static and/or unimodal stimuli with few emotion categories. To resolve this knowledge gap, 
the present study examined how dynamic emotional auditory and visual information is inte-
grated into a unified percept. Since there is a broad spectrum of possible forms of integration, 
both eye movements and accuracy of emotion identification were evaluated while observers 
performed an emotion identification task in one of three conditions: audio-only, visual-only 
video, or audiovisual video. In terms of adaptations of perceptual strategies, eye movement 
results showed a shift in fixations toward the eyes and away from the nose and mouth when 
audio was added. Notably, in terms of task performance, audio-only performance was mostly 
significantly worse than video-only and audiovisual performances, but performance in the 
latter two conditions was often not different. These results suggest that individuals flexibly 
and momentarily adapt their perceptual strategies to changes in the available information 
for emotion recognition, and these changes can be comprehensively quantified with eye 
tracking.

Keywords: emotion perception, perceptual strategies, audiovisual integration, gaze alloca-
tion, dynamic, eye movements
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2.1 Introduction
Successful social interactions involve not only an understanding of the verbal content of one’s 
conversational partner, but also their emotional expressions. In everyday life, the majority 
of social interactions takes place as face-to-face communication and emotion perception is 
thus multimodal and dynamic in nature. Historically, however, emotion perception has been 
investigated in a single perceptual modality, with static facial emotional expressions being 
studied most commonly. These unimodal studies have shown one can discriminate between 
broad emotion categories from visual cues, such as from activations of specific facial muscle 
configurations3,37,38 but also from specific body movements and postures39,40, as well as from 
auditory cues, such as prosodic speech information41,42.

The vast amount of literature on multisensory perception in general indicates that 
observers integrate information in an optimal manner, by weighing the unimodal informa-
tion based on its reliability prior to linearly combining the now weighted unimodal signals. 
Because of this, the multimodal benefit, i.e. the strength of the multimodal integration, in 
perception is largest when the reliability of the unimodal cues is similar and each sense pro-
vides unique information. Likewise, when one sense is much more reliable — such as hearing 
for time interval estimation — this sense will receive a higher weight and the multisensory 
signal could be roughly equal to the most reliable unisensory signal10,18,43. However, while it is 
well known that observers integrate optimally, it is unknown if they also employ specific per-
ceptual strategies when integrating. For example, how different is the visual exploration of 
an object when the observer is allowed to touch the object compared to when the observer 
is not allowed to touch the object? Here, we investigated such multisensory perceptual strat-
egies, and the manner in which they adapt to the presence of multiple modalities, by measur-
ing observers’ viewing behavior in the context of emotion perception.

The continual adjustments of weighting unimodal information for multisensory percep-
tion make audiovisual integration a flexible process. Consequently, it can be expected that 
the viewing behavior observers employ also reflects this flexibility. It is long known that peo-
ple naturally tend to foveate the regions of an image that are of interest32. What is of interest 
in an image is defined by visual saliency44, but also by the nature of the perceptual task45. Võ 
and colleagues46 proposed that gaze allocation is a functional, information-seeking process. 
They performed an eye-tracking study in which participants were asked to rate the likeability 
of videos featuring pedestrians engaged in interviews. When the video was shown with the 
corresponding audio, participants mostly looked toward the eyes, nose, and mouth. When 
the audio signal was removed, there was a decrease in fixations to the face in general, and 
to the mouth in particular. Thus, despite the fact that the visual signal remained unchanged, 
the viewing behavior changed, indicating that viewing behavior is not only directed by visual 
information but also by information in other modalities. These findings led the authors to 
conclude that gaze is allocated on the basis of information-seeking control processes. On the 
other hand, one could instead argue that gaze was still mostly guided by saliency. Audiovi-
sual synchrony likely increases the saliency in certain image regions, which are then fixated 
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more often. If the audiovisual synchrony disappears when the video is muted, the saliency 
of the mouth decreases and it is looked at less. On the other hand, Lansing and McConkie47, 
using video recordings of everyday sentences showing only the face of the speaker, found 
an increase in fixations on the mouth when the video was presented without sound. The 
participants’ task was quite different from that in Võ et al.46 however, as here participants 
were required to repeat the spoken sentence. In this study47, the mouth provides the majority 
of the information relevant for the task and gaze is thus directed toward it, and even more 
so when the task is made more difficult by removing the audio. Hence, while both these stud-
ies46,47 used similar stimuli, the findings are drastically different, which would indicate that 
gaze allocation is indeed a flexible information-seeking process.

While speech sounds are mainly produced with mouth movements, many facial features 
additionally contribute to emotional expressions. Emotion perception from speech may thus 
be more complex than speech perception in terms of predicting gaze allocation. Naturally, in 
face-to-face communication, humans do not observe an isolated face, but a dynamic whole 
body that contributes with gestures and posture that may be relevant for recognizing emo-
tions. It has been shown that observers can, under some conditions, recognize emotions 
from bodily expressions equally well as they can from facial expressions (for a review, see de 
Gelder 200939). Additionally, studies showed that emotional prosody (such as pitch, tempo, 
and intensity) affects what facial emotion is perceived when the emotion in the voice is 
incongruent with the emotion in the face48,49. It has also been shown that visual attention 
is guided by emotional prosody, where observers look more often at faces expressing the 
same emotion than at faces expressing a different emotion50,51we evaluated whether emo-
tional prosodic cues in speech have a rapid, mandatory influence on eye movements to an 
emotionally-related face, and whether these effects persist as semantic information unfolds. 
Participants viewed an array of six emotional faces while listening to instructions spoken in 
an emotionally congruent or incongruent prosody (e.g., “Click on the happy face” spoken in 
a happy or angry voice. However, these studies on the integration of facial expressions with 
emotional prosody mostly used static images as visual stimuli. It could thus be that observers 
did not necessarily attribute the face and voice to the same person, or the emotions were 
not being expressed at the same time. In addition, while vocal emotion always unfolds over 
time, a static image of a facial expression does not, despite the fact that facial expressions 
are dynamic in real life.

Therefore, in the present study, aiming for enhanced ecological validity, we presented 
dynamic multimodal emotional stimuli that always contained congruent emotion cues to 
express one of twelve different emotions, and also included emotions from the same family, 
such as anger and irritation. The stimuli were obtained from the Geneva Multimodal Emo-
tion Portrayals (GEMEP) core set36, which contains audiovisual video recordings of emotional 
expressions, with actors uttering a short nonsense sentence in an emotional manner. The 
video recordings show the actor from the waist up and therefore include both facial expres-
sions as well as body, arm, and hand gestures. These stimuli have been shown to be recog-
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nizable well above chance level and were rated to be fairly believable and authentic. We used 
this stimulus set to measure how auditory and visual information is integrated for emotion 
perception.

For the purpose of this study, we consider information from two modalities as integrated 
when the addition of a second modality modulates the perception of the first modality52–54, 
or vice versa, or when the two modalities are combined into a unified multimodal percept 
(for similar descriptions, see55,56). This combination into a unified percept could be indicated 
by, e.g., a gain in task performance larger or smaller than expected on the basis of indepen-
dent summation of auditory and visual information or when an illusory percept arises due 
to the fusion of incongruent visual and auditory information (McGurk effect30). Relevant to 
our study, one form of integration is when observers alter their viewing strategies under 
different circumstances and tasks46,57.

Here, we used eye tracking to gain insight into observers’ viewing strategies and in what 
way they extract and make use of information from the stimuli. Based on previous studies 
examining viewing behavior during emotion perception, we cannot make a clear prediction 
about which areas will be fixated on most of the time, as most of these studies used static 
stimuli. However, two scenarios are likely: either gaze is mostly guided by information-seek-
ing processes, or gaze is mostly guided by saliency. From the information-seeking perspec-
tive, when the task is to decode a speaker’s emotional state — the focus of the current study 
— and congruent audio is added to a video signal, the audio signal may help in decoding the 
emotional information, as the information in the two modalities overlaps to some extent. 
Hence, auditory information could render certain visual information largely redundant, such 
as the motion of a speaker’s mouth. Therefore, it may no longer be necessary to look at the 
mouth to retrieve that information and gaze can be directed elsewhere to examine different, 
potentially more unique, information. Alternatively, emotion recognition may rely mostly on 
salience, in which case an observer would always look at the most expressive region, such 
as the mouth for happy expressions and the eyes in angry expressions58. In this case we do 
not expect any changes in viewing behavior in response to the presence or absence of audio. 
Consequently, a change in viewing behavior in response to a change in modalities available 
can provide complementary information to task performance as a measure of audiovisual 
integration. In order to analyze what regions of the stimulus participants were looking at, 
we employed an Area-of-Interest (AOI) based analysis. Our AOIs were dynamic to capture 
the dynamic nature of the stimuli. Previous studies have shown that, when observing faces, 
most fixations are on the eyes, nose, and mouth59,60. In addition, it has been shown that hand 
movements are frequent in emotion expression61, hence observing these movements might 
be useful as well for identifying the expressed emotion. Therefore, we focused our analysis 
on the fixations on the eyes, nose, mouth, and hands, which all could drastically change in 
location over the time course of the video.

To assess the presence of audiovisual integration, we evaluated whether the accuracy 
scores for emotion identification differed for audio-only, video-only, and audiovisual stimulus 
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presentation. A difference in accuracy is an indication of integration and the direction this 
difference is in indicates whether any changes in viewing behavior are indeed functional, i.e. 
lead to better performance. Several studies have shown that emotion perception improves 
when participants have access to more than one modality conveying the same emotion48,49,62. 
Conversely, other studies have implied visual information dominates over auditory infor-
mation and that — consequently — multimodal information may not necessarily improve 
emotion recognition and the contribution of the audio may be limited63–65. These conflicting 
findings may be the result of differences in the reliability of the auditory and visual informa-
tion presented in these studies. Collignon and colleagues55 found visual dominance when the 
stimuli were presented without any noise, but found robust audiovisual integration when 
they added noise to the visual stimulus. The visual dominance was found despite the fact 
that the unimodal emotion recognition performance (correct recognition rate) was the same 
for the noiseless visual and auditory stimuli. Thus, it appears that in noise-free environments, 
visual information is often treated as more reliable. Based on this, we hypothesized that we 
would find visual dominance in participants’ accuracy scores.

2.2 Materials and Methods
2.2.1 Participants
In total, 23 young healthy participants volunteered to take part in the experiment (ten male, 
mean age = 23 ± 2.3 years, range: 20–31). One participant did not pass all screening criteria 
(described below in subsection 2.2. Screening) and was therefore excluded from the experi-
ment before data collection. One other participant was excluded due to severe difficulties in 
calibrating the eye tracker. Consequently, 21 participants completed the entire experiment 
(nine male, mean age = 23 ± 2.4, range: 20–31) and were included in the data analysis. The 
sample size was initially based on similar previous studies on audiovisual emotion percep-
tion55,62,66,67 and was subsequently modified in order to ensure proper counterbalancing of 
the experimental blocks. All participants were given sufficient information about the nature 
of the tasks of the experiment, but were otherwise naïve as to the purpose of the study. 
Written informed consent was collected prior to data collection. The study was carried out 
in accordance with the Declaration of Helsinki and was approved by the local medical ethics 
committee (ABR nr: NL60379.042.17).

2.2.2 Screening
Prior to the experiment, potential participants’ hearing and eyesight were tested to ensure 
auditory and (corrected) visual functioning was within the normal range.

Normal auditory functioning was confirmed by measuring auditory thresholds for pure 
tones at audiometric test frequencies between 125 Hz and 8 kHz. A staircase method, similar 
to typical audiological procedures, was used to determine the thresholds, in a soundproof 
booth. Testing was conducted at each ear, always starting with the right ear. In order to 
participate in the experiment, audiometric thresholds at all test frequencies needed to be 
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as good as or better than 20 dB HL for the better ear. Normal visual functioning was tested 
with measurements of visual acuity and contrast sensitivity (CS). These tests were performed 
using the Freiburg Acuity and Visual Contrast Test (FrACT, version 3.9.8)68,69. A visual acuity of 
at least 1.00 and a logCS of at least 1.80 (corresponding roughly to a 1% luminance difference 
between target and surround) were used as cutoff thresholds to participate in the experi-
ment. Visual tests were performed on the same computer as used in the main experiment.

Additional exclusion criteria were neurological or psychiatric disorders, dyslexia, and the 
use of medication that can potentially influence normal brain functioning.

2.2.3 Stimuli
The stimuli used in this study were taken from the Geneva Multimodal Emotion Portrayals 
(GEMEP) core set (for a detailed description, see Bänziger at al.36), which consists of 145 
audiovisual video recordings (mean duration: 2.5 s, range: 1–7 s) of emotional expressions 
portrayed by ten professional French-speaking Swiss actors (five female). The vocal content 
of the expressions were two pseudo-speech sentences with no semantic content but resem-
bling the phonetic sounds in western languages (“nekal ibam soud molen!” and “koun se 
mina lod belam?”). Out of the total set of 17 emotions, 12 were selected for the main exper-
iment. The selection was made to produce a well-balanced design, such that all actors por-
trayed the selected emotions, and further, these emotions could be distributed evenly on the 
quadrants of the valence-arousal scale70, see Table 1, thereby balancing positive and negative 
emotions as well as high- and low-arousal emotions within the selected stimulus set. This 
resulted in a total of 120 stimuli used in our experiments. The five remaining emotions that 
were excluded from data collection were used as practice material to acquaint participants 
with the stimulus materials and the task.

Table 1. The selected emotion categories used in the experiment. The emotions for the main experiment are dis-
tributed over the quadrants of the valence-arousal scale70. The five additional emotions, listed under the table, are 
used for the practice trials.

Valence

Positive Negative

A
ro

us
al H

ig
h Amusement

Joy
Pride

Fear
Despair
Anger

Lo
w

Pleasure
Relief

Interest

Irritation
Anxiety
Sadness

Additional Disgust     Contempt     Surprise 
Admiration     Tenderness

The audio from all movie files was edited in Audacity (version 2.1.2; http://audacityteam.
org/), to remove any audible noise or clipping from the audio recordings, and saved as 16-bit 
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WAV-files. To do so, in most cases, the editing consisted of using the built-in ‘Noise Reduction’ 
effect to reduce background noise as much as possible without affecting the speech signal. In 
rare cases, the files contained clipping, which was removed by manually adjusting the clipped 
regions of the waveform. Audio recordings were then root-mean-square (RMS)-equalized in 
intensity level, and re-merged with the corresponding video files (thereby replacing the old 
audio) using custom-made scripts.

2.2.4 Experimental Setup
Experiments were performed in a silent room, which was dark except for the illumination 
provided by the screen. Participants were seated in front of a computer screen at a viewing 
distance of 70 cm with their head in a chin and forehead rest to minimize head movements. 
Stimuli were displayed and manual responses were recorded using MATLAB (Version R2015b; 
The Mathworks, Inc., Natick, MA, USA), the Psychophysics Toolbox (Version 3)71–73 and the 
Eyelink Toolbox74 extensions of MATLAB. The stimuli were presented full-screen on a 24.5-inch 
monitor with a resolution of 1920 × 1080 pixels (43 × 24.8 degrees of visual angle). Average 
screen luminance was 38 cd/m2. Stimulus presentation was controlled by an Apple MacBook 
Pro (early 2015 model). Audio was produced by the internal soundcard of this computer and 
presented binaurally through Sennheiser HD 600 headphones (Sennheiser Electronic GmbH 
& Co. KG, Wedemark, Germany). The sound level was calibrated to be at a comfortable and 
audible level, at a long-term RMS average of 65 dB SPL.

To measure eye movements, an Eyelink 1000 Plus eye tracker, running software version 
4.51 (SR Research Ltd., Ottawa, Ontario, Canada), was used. Gaze data were acquired at a 
sampling frequency of 500 Hz. The eye tracker was mounted on the desk right below the 
presentation screen. At the start of the experiment, the eye tracker was calibrated using its 
built-in nine-point calibration routine. Calibration was verified with the validation procedure 
in which the same nine points were shown again. The experiment was continued if the cali-
bration accuracy was sufficient (average error of less than 0.5° and a maximum error of less 
than 1.0°). A drift check was performed both at the start of the experiment and after each 
break. If the drift was too large (i.e., more than 1.0°), the calibration procedure was repeated.

2.2.5 Procedure
In this study, behavioral and eye-tracking data were obtained to identify accuracy and gaze 
fixation of emotion identification with dynamic stimuli. In each trial, prior to each stimulus 
presentation, a central fixation cross appeared for a random duration between 500 and 1500 
ms. The response screen followed each stimulus presentation after 100 ms and remained on 
screen until the participant made his or her response. The order of events in a typical trial is 
shown in Fig. 1.

Participants were asked to identify the emotion presented in one of three stimulus pre-
sentation modalities: audio-only (A-only), video-only (V-only), or audio and video combined 
(AV). They were asked to respond as accurately as possible in a forced-choice discrimination 
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paradigm, by clicking on the label on the response screen corresponding with the identified 
emotion. Emotion labels were shown and explained before the experiment. Participants 
were further instructed to blink as little as possible during the trial and maintain careful atten-
tion to the stimuli.

Figure 1. Schematic representation of the events in a single trial. Participants first were shown a fixation cross 
(left), followed by the stimulus, presented audiovisually (middle top), visually (middle), or aurally (middle bot-
tom). After stimulus presentation, a response screen (right) with labels indicating the possible emotions appeared 
and remained on screen until the participant made a (forced) response. Emotion labels were in Dutch, from top 
right going clockwise they are: opgetogen (joy), geamuseerd (amusement), trots (pride), voldaan (pleasure), 
opgelucht (relief), geïnteresseerd (interest), geïrriteerd (irritation), ongerust (anxiety), verdrietig (sadness), bang 
(fear), wanhopig (despair), and woedend (anger).

In total, each participant was presented with all 120 stimuli (twelve emotions × ten 
actors) in all three blocks: an A-only block, a V-only block, and an AV block. Block order was 
counterbalanced between participants. Stimulus order within each block was randomized. 
Participants were encouraged to take breaks both within and between blocks (breaks were 
possible after every 40 trials) to maintain concentration and prevent fatigue. Breaks were 
self-paced and the experiment continued upon the participant pressing the spacebar. Follow-
ing each break, a drift correction was applied to the eye-tracking calibration. Fifteen practice 
trials (five training trials for each modality) preceded the experiment to familiarize partic-
ipants with the task and stimulus material. In total, the experiment consisted of 375 trials, 
including the 15 practice trials, and took at most one hour to complete. Feedback on the given 
responses was provided during the practice trials only.
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2.2.6 Analyses of Behavioral Data
To assess the presence of audiovisual integration, we tested whether performance for emo-
tion identification differed for A-only, V-only, and AV stimulus presentation. We additionally 
employed a measure that quantifies the size of the effect from audiovisual integration, i.e. 
whether audiovisual integration is sub-additive (i.e., lower than expected based on the simul-
taneous and independent processing of both unisensory modalities), additive (i.e., equal to 
a summation of the auditory and visual evidence), or supra-additive. A supra-additive effect 
would be indicative of a gain in performance beyond what is gained by independently sum-
ming the information from both modalities75,76.

Accuracy scores for each emotion and modality were converted to unbiased hit-rates77 
prior to further analyses. Unbiased hit-rates (Hu) were used to account for response biases. 
Unbiased hit-rates were then arcsine-transformed to ensure normality and analyzed in R (ver-
sion 3.6.0; R Foundation for Statistical Computing, Vienna, Austria — https://cran.r-project.
org) with repeated-measures ANOVA (aov_ez from the afex package, version 0.25-1). For the 
ANOVA, arcsine-transformed Hu was the dependent variable, and modality (with three levels; 
A-only, V-only, and AV) and emotion (with 12 levels) the fixed-effects variables. Greenhouse–
Geisser correction was performed in cases of a violation of the sphericity assumption. Effect 
sizes are reported as generalized eta-squared (ges). Pairwise comparisons were performed 
to test main effects (comparing different modalities) and interactions (the effect of modality 
for each emotion) using lsmeans from the emmeans package (version 1.4.1). For comparing 
differences between modalities, the Bonferroni correction was applied to make sure our 
conclusions were not based on a possibly too liberal adjustment. For comparing modality 
differences between emotions, we used the False Discovery Rate (FDR) correction in order 
to ensure no effects were lost due to strict adjustments of p-values due to the many pairwise 
comparisons made.

For a quantitative assessment of the AV integration effect, we tested if the measured 
performance for AV exceeded the statistical facilitation produced by A+V. To quantify the 
predicted Hu for the independent summation of A and V we used the following equation75,76:

Hu_pred(AV) = Hu(A) + Hu(V) – Hu(A) • Hu(V)  (1)

If the Hu for the AV modality exceeds the predicted Hu, as assessed by a paired t-test, 
this indicates A and V are integrated in a supra-additive manner78,79. Paired t-tests were only 
performed when at least the differences between AV and V-only and between AV and A-only 
were significant.

2.2.7 Analyses of Eye-Tracking Data
Fixations were extracted from the raw eye-tracking data using the built-in data-parsing algo-
rithm of the Eyelink eye tracker. We performed an AOI-based analysis for fixations made 
during stimulus presentation (only for the AV and V-only modalities as for the A-only modality 
there is no visual stimulus aside from a fixation cross). Trials with blinks longer than 300 ms 
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during stimulus presentation were discarded. The analysis was restricted to fixations made 
between 200 ms and 1000 ms after stimulus onset. The first 200 ms were discarded because 
this is the time needed to plan and execute the first eye movement. No data after 1000 ms 
were taken into account to limit data analysis to the duration of the shortest movie at 1000 
ms.

In the videos, the eyes (left and right), nose, mouth, and hands (left and right) of the 
speaker were chosen as AOIs. Because the stimuli are dynamic, we created dynamic AOIs. 
Coordinates of the AOI positions for each movie and each frame were extracted using 
Adobe® After Effects® CC (Version 15.1.1; Adobe Inc., San Jose, CA, USA). For the face AOIs, 
these coordinates were obtained by placing an ellipsoid mask on the face area and applying 
a tracker using the ‘Face Tracking (Detailed Features)’ method, which automatically tracks 
many features of the face (see Fig. 2 for an example frame with AOIs drawn in). Face track 
points were visually inspected and manually edited (i.e. moved into the correct place) when-
ever the tracking software failed to correctly track them.

Figure 2. Face tracking in Adobe After Effects CC. The yellow line is the ellipsoid mask after automatic alignment 
to the contours of the face. Each circled cross is a face track point. The colored rectangles indicate the locations of 
the different areas of interest (AOIs); the red rectangles denote the right- and left-eye AOIs, the purple rectangle 
shows the nose AOI, and the blue rectangle specifies the mouth AOI.

Coordinates of all obtained face track points for each movie frame were stored in a text 
file and used to create rectangular AOIs. For the eyes’ AOI we used the coordinates of the 
following face track points: ‘Right/Left Eyebrow Outer’ for the x-position of the lateral cor-
ner, ‘Right/Left Eyebrow Inner’ for the x-position of the medial corner, ‘Right/Left Eyebrow 
Middle’ for the top, and the middle between the y-positions of ‘Left Pupil’ and ‘Nose tip’ for 
the bottom, indicating the eye–nose border. Two individual AOIs were created for the left 
and right eye, which were later merged for analyses. For the nose AOI: the eye–nose border 
as the top, the nose–mouth border (middle between the y-positions of ‘Right Nostril’ and 
‘Mouth Top’), the x-position of ‘Right Nostril’ for the left corner, and the x-position of ‘Left 
Nostril’ for the right corner. For the mouth AOI: the x-position of ‘Mouth Right’ for the left 
corner, the x-position of ‘Mouth Left’ for the right corner, the nose–mouth border for the 
top, and the y-position of ‘Mouth Bottom’ for the bottom. Each AOI was expanded by 10 



30 31

pixels on each side (20 pixels across the horizontal and vertical axes), except at the eye–nose 
and nose–mouth borders. Overlap between AOIs was avoided. The actual size of each AOI 
varied across actors and frames e.g. due to some actors being closer to the camera.

For the hand AOIs, the ‘Track Motion’ method was used, in which a single tracker point 
(per hand) was used to track position. The tracker point was placed approximately in the 
center of the hand. The track point was manually edited whenever the tracking software 
failed to correctly track it. This happened often due to the complex movements the hands 
made in most movies. Figure 3 shows example frames from one movie. After extracting the 
coordinates, a sphere with a radius of 75 pixels was used to create the AOI.

Figure 3. Hand tracking using Adobe After Effects CC. In both images, the attach point is at the center (from which 
the coordinate is extracted), the inner box is the feature region (i.e., what the tracked region looks like), and the 
outer box is the search region of the tracker (i.e., the region in which the tracker will search for the feature region). 
Additionally, the tracked points in previous frames can be seen. As can be seen in the left image, tracking works 
well early in the movie. As the hand starts to change shape later in the movie, however, the tracker errs. This can be 
seen on the right image where the tracker loses the hand from sight and tracks the arm and background instead.

Then, for each fixation datapoint we checked whether the fixation was on one of the 
AOIs (with the coordinates from the movie frame co-occurring with the time of the fixation), 
leading to one binary vector for each AOI with the same length as the length of the fixation 
data. These vectors were then averaged per trial, giving a mean fixation proportion on each 
AOI for each trial. Lastly, the means were arcsine-transformed. A mixed linear regression was 
performed in R (using lmer from the lme4 package, version 1.1-21) on correct trials only, as we 
were most interested in examining whether changes in viewing behavior due to changes in 
modality availability were adaptive, leading to good performance. In line with the analyses 
of unbiased hit-rates, the model included modality, emotion, and AOI as fixed effects, which 
were allowed to interact with each other. Random intercepts were included for participant 
and movie and a random slope for modality was included for both participant and movie 
if the model still converged (otherwise, only a random slope for modality was included for 
participants). Overall significance of the main effects and interactions was assessed using the 
Anova function from the car package (version 3.0-3). Pairwise comparisons were performed 
to test whether fixation proportions on different AOIs differed for different modalities and 



30 31

C
h

ap
te

r 
2

emotions using lsmeans. As before, for comparing differences between modalities, the Bon-
ferroni correction was applied while for comparing differences between emotions we used 
the FDR correction.

Lastly, we ran a second model to test whether fatigue or boredom, which may have 
occurred due to the lengthy duration of the experiment, had an effect on fixation patterns, by 
adding experimental block to the model. There was no significant effect of block on fixation 
patterns (𝜒2

1 = 1.79, p = 0.18), ruling out additional effect from potential boredom and fatigue.

2.3 Results
Participants identified dynamic emotional expressions presented in movies while their eye 
movements were recorded. The objective of this study was to see if emotions are processed 
similarly whether conveyed in a unimodal (A-only, V-only) or multimodal (AV) manner, as 
measured by performance levels and fixation patterns. To achieve this objective, here we 
present analyses of accuracy and gaze differences for different modalities and emotions. 
Accuracy and fixation data for individual participants can be found in Supplementary Figs S1, 
S2, S3, and S4. Confusion matrices for each modality can be found in Fig. S5.

2.3.1 Accuracy across Modalities and Emotions
Accuracy scores in unbiased hit-rate (Hu) and averaged over all participants and testing blocks 
is shown in Fig. 4. On average, participants performed the task with a mean accuracy of 0.37, 
well above the chance level of 0.083.

Figure 4. Task performance for each modality, shown as unbiased hit-rates (Hu) and averaged across all partici-
pants and blocks. Each box shows the data between the first and third quartiles. The horizontal solid line in each 
box denotes the median. The whiskers extend to the lowest/highest value still within 1.5 * interquartile range. 
Dots are outliers. The black dashed dotted line indicates the grand average performance (0.37). The black dotted 

horizontal line indicates chance level performance (0.083).
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A visual inspection of Fig. 4 suggests performance is lowest for the A-only modality and 
highest for the AV modality. This was also confirmed by the ANOVA, which had Hu as the 
dependent variable, and modality and emotion as independent variables. The model showed 
an overall effect of modality (F2,40 = 42.7, p < 0.001, ges = 0.18), a main effect of emotion (F11,220 = 
53.1, p < 0.001, ges = 0.48), and a significant interaction between modality and emotion (F22,440 
= 5.2, p < 0.001, ges = 0.07). Bonferroni-adjusted pairwise comparisons showed performance 
was significantly different between all modalities (A-only – AV: t40 = −9.13, p < 0.001; A-only – 
V-only: t40 = −5.80, p < 0.001; V-only – AV: t40 = 3.34, p = 0.006). Therefore, performance was 
lowest for A-only (mean accuracy = 45%), intermediate for V-only (mean accuracy = 62%), and 
highest for AV (mean accuracy = 70%), with all differences between modalities being signifi-
cant.

Further inspection of the modality-by-emotion interaction showed that, in general, per-
formance was lowest for A-only, intermediate for V-only, and highest for AV, but this was not 
true for all emotions. In fact, for most emotions (except for Pleasure, Relief and Anxiety), 
there was no significant difference in performance between V-only and AV. In addition, for 
some negative valence emotions (Fear and Anger), none of the comparisons between modal-
ity pairs produced a significant difference. Lastly, for Pleasure, Relief, and Despair the differ-
ence between V-only and A-only was not significant. The complete list of all comparisons is 
given in Table 2 and further visualized in Fig. 5.

Figure 5. Task performance for each modality, shown as unbiased hit-rates (Hu), similar to Fig. 4, but shown for 
each emotion. The black dashed dotted line in each panel indicates the average performance for that particular 

emotion. The black dotted horizontal line indicates chance level performance (0.083).
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While AV performance was significantly higher than both A-only and V-only performance, 
indicating that AV integration took place, the AV integration effect was sub-additive as per-
formance for AV was significantly lower than predicted on the basis of additivity (t20 = −3.06, p 
= 0.006; Hu_pred(AV): 0.52 ± 0.12, Hu(AV): 0.45 ± 0.10). Considering individual emotions, only for 
anxiety, pleasure, and relief performance differed between both AV and V-only and between 
AV and A-only, and thus, only for these emotions it was further tested whether AV perfor-
mance was supra-additive. AV performance was not significantly different from the predicted 
additive performance for Anxiety (t20 = 0.006, p = 0.99; Hu_pred(AV): 0.30 ± 0.16, Hu(AV): 0.30 
± 0.14), for Pleasure (t20 = −1.33, p = 0.20; Hu_pred(AV): 0.56 ± 0.05, Hu(AV): 0.51 ± 0.05) or for 
Relief (t20 = −1.54, p = 0.14; Hu_pred(AV): 0.50 ± 0.05, Hu(AV) : 0.43 ± 0.05), indicating that the AV 
integration effect was additive in all three emotions.

Table 2. Contrasts for the modality-by-emotion interaction showing the model estimate differences, with the False 
Discovery Rate (FDR)-adjusted p-values in parentheses. A positive contrast means performance in the first condi-
tion was better than in the second of the comparison (and v.v.). Significant differences are indicated in bold.

Contrast

AV–V AV–A V–A

Positive valence, high arousal

Amusement 0.09 (0.09) 0.23 (<0.001) 0.15 (0.005)

Joy 0.09 (0.07) 0.37 (<0.001) 0.28 (<0.001)

Pride 0.09 (0.09) 0.48 (<0.001) 0.40 (<0.001)

Positive valence, low arousal

Pleasure 0.15 (0.005) 0.23 (<0.001) 0.08 (0.10)

Relief 0.12 (0.03) 0.19 (<0.001) 0.07 (0.16)

Interest 0.08 (0.12) 0.37 (<0.001) 0.29 (<0.001)

Negative valence, high arousal

Fear 0.09 (0.20) 0.08 (0.20) −0.02 (0.74)

Despair 0.05 (0.37) 0.13 (0.02) 0.09 (0.12)

Anger 0.04 (0.72) 0.04 (0.72) 0.008 (0.87)

Negative valence, low arousal

Irritation 0.04 (0.42) 0.21 (<0.001) 0.17 (0.001)

Anxiety 0.12 (0.02) 0.25 (<0.001) 0.13 (0.01)

Sadness 0.05 (0.28) 0.17 (0.003) 0.11 (0.04)
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2.3.2 Fixation Patterns across Modalities and Emotions
Fixation proportions, averaged over all stimuli and participants, are shown for all AOIs in Fig. 
6. Figure 6a shows how the fixation proportions change over the analyzed time course, while 
Fig. 6b shows the fixation proportions averaged over the trial. Figure 6 suggests differences 
in viewing behavior between modalities.

Figure 6. Fixation proportions for correct trials on all areas of interest (AOIs) (face, i.e., eyes, nose, mouth; and 
hands), across the analyzed time course (a) and averaged over the analyzed time course (b), both averaged over 
all stimuli and participants. Shaded areas around each line (a) and error bars (b) denote the standard error of the 
mean (SEM).

The regression model confirmed this. The model included modality, emotion, and AOI as 
fixed effects (and their interactions). A random intercept was included for both participant 
and movie, and a random slope for modality for participant. There was a main effect of AOI 
(𝜒2

3 = 3314.1, p < 0.001), a significant interaction between modality and AOI (𝜒2
3 = 34.2, p < 

0.001), and a significant interaction between emotion and AOI (𝜒2
33 = 184.2, p < 0.001). Signifi-

cant main effects and interactions were followed up with post-hoc testing, as further detailed 
below.

Bonferroni-corrected pairwise comparisons showed that, in general, the mouth was fix-
ated more often than the eyes (z-ratio = −7.4, p < 0.001) and nose (z-ratio = −14.9, p < 0.001), 
the eyes were fixated more often than the nose (z-ratio = 7.5, p < 0.001) and all face AOIs 
were fixated more than the hands (all p < 0.001). Additionally, participants fixated more on 
the mouth (z-ratio = −3.1, p = 0.002) and nose (z-ratio = −2.3, p = 0.02) and less on the eyes 
(z-ratio = 3.08, p = 0.02) in the V-only modality compared to the AV modality. There was no 
difference in fixation proportions on the hands (z-ratio = −0.1, p = 0.92). Lastly, the results of 
the emotion by AOI interaction can be found in Table 3 and are visualized in Fig. 7. Because 
fixations on the hands were so scarce, only comparisons between the face AOIs are shown. 
In general, the same pattern can be seen for each emotion; most fixations are on the mouth, 
then the eyes, then the nose, and lastly on the hands (not shown in the table). There is only 
one exception to this: participants fixated on the eyes more often than on the mouth for 
Anger (z-ratio = 2.6, p = 0.01).
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Figure 7. Fixation proportions for correct trials on all areas of interest (AOIs) averaged over the analyzed time 
course, averaged over participants. The panels show fixation proportions for different emotions. The error bars 
denote the standard error of the mean (SEM). See Fig. S7 for fixation proportions across the analyzed time course 
for all emotions.

Table 3. Contrasts for the emotion-by-AOI (area of interest) interaction. The table shows the model estimate dif-
ference for the contrasts, with False Discovery Rate (FDR)-adjusted p-values in parentheses. A positive contrast 
means the first AOI was fixated more than the second of the comparison (and v.v.). Significant differences are 
indicated in bold.

Contrast

Eyes – Mouth Eyes – Nose Mouth – Nose

Positive valence, high arousal

Amusement −0.09 (<0.001) 0.10 (<0.001) 0.20 (<0.001)

Joy 0.04 (0.13) 0.12 (<0.001) 0.07 (0.01)

Pride −0.18 (<0.001) 0.03 (0.32) 0.21 (<0.001)

Positive valence, low arousal

Pleasure −0.17 (<0.001) 0.03 (0.22) 0.20 (<0.001)

Relief −0.20 (<0.001) −0.03 (0.25) 0.17 (<0.001)

Interest 0.02 (0.55) 0.12 (<0.001) 0.11 (<0.001)
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Negative valence, high arousal

Fear −0.04 (0.17) 0.09 (0.003) 0.12 (<0.001)

Despair −0.12 (0.001) 0.01 (0.74) 0.14 (<0.001)

Anger 0.07 (0.01) 0.11 (<0.001) 0.04 (0.09)

Negative valence, low arousal

Irritation −0.07 (0.048) 0.04 (0.13) 0.10 (<0.001)

Anxiety −0.02 (0.42) 0.09 (0.001) 0.11 (<0.001)

Sadness 0.005 (0.89) 0.05 (0.19) 0.05 (0.20)

2.4 Discussion
The present study examined whether observers flexibly adapt their viewing behavior to the 
presence of audio during the recognition of videos of emotional expressions. We measured 
audiovisual integration by examining participants’ eye movements and emotion identification 
performance while they viewed video recordings of dynamic emotion expressions with or 
without the corresponding audio. Our main finding is that there is evidence for integration of 
auditory and visual information when observers recognize emotions, evident from adapted 
viewing behavior in response to the changes in modality availability. This adaptation in viewing 
behavior was present even though there was no evidence for supra-additive integration, as 
derived from task performance. Moreover, adding audio to the video signal changed observ-
ers’ viewing behavior, even when the addition of audio did not result in any improvement in 
identification performance. This implies that auditory signals are used in emotion perception 
for communication when they are present, and when they are not present people cope well 
by extracting auditory emotional cues visually, for example by observing mouth movements. 
Together, our results suggest observers flexibly shape their perceptual strategies based on 
the audiovisual information available.

2.4.1 Sub-additivity of Audio and Visual Information during Emotion Recognition with Multi-
modal Stimuli
Firstly, we asked whether our participants would integrate auditory and visual information 
when performing the emotion identification task or whether visual information alone would 
mostly be sufficient. When averaged over emotions, task performance was significantly 
higher in the AV modality than in either of the unimodal modalities, indicating audiovisual 
integration took place. These findings are in line with studies that compared only two basic 
emotion categories and used static visual face stimuli combined either with a spoken word49 
or a spoken neutral sentence48, and with a study that compared all six basic emotions and 
used short audiovisual videos62.
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These previous studies combined show that emotion recognition improved when infor-
mation from more than one modality is available, provided the multimodal information is 
congruent (as was the case in our study). However, we found that the audiovisual integration 
effect was not particularly strong; performance in the AV modality did not exceed perfor-
mance gain associated with statistical facilitation as is predicted by ‘supra-additivity’78,79 and 
was even sub-additive. Our data thus show that audiovisual integration took place, but yet 
led to a smaller gain in performance than would occur if the auditory and visual evidence 
would be summed.

However, while some researchers suggested supra-additivity to be the hallmark of 
multisensory integration80, originating from the pioneering single-cell electrophysiology of 
the cat superior colliculus81, others have argued that many multisensory behaviors do not 
rely on supra-additivity when the presented stimuli are not close to detection threshold82,83. 
Since we used stimuli with very rich visual and auditory cues, and also in ideal listening and 
viewing conditions with no distortions, performance in unimodal conditions was already rel-
atively high. As the inverse effectiveness rule states: the strength of multimodal integration 
is inversely related to the effectiveness of the unimodal stimuli80. Therefore, it remains a pos-
sibility that the AV integration effect was sub-additive for the specific study conducted here; 
however, if unimodal performance were lower (i.e., closer to chance level), for example due 
to decreased auditory and visual signals, the integration effect could be stronger and perhaps 
become supra-additive.

2.4.2 Multimodal Viewing Does not Always Facilitate Emotion Recognition
In addition to the overall effect of an improvement in performance in the AV modality, we 
analyzed task performance per emotion. We expected more visual dominance for the basic 
emotion categories included in the used stimulus set (joy, sadness, fear, and anger) and more 
integration for the fine-grained emotions (e.g., irritation, despair). Our behavioral data indi-
cated that audiovisual integration – i.e. performance in AV being different from performance 
in the V-only and A-only conditions – did not occur for all emotions. We found that for many 
emotions, performance did not differ between AV and V-only, while performance for A-only 
was mostly lower than in both AV and V-only. Therefore, our behavioral findings would sug-
gest decisions were made primarily on the basis of the visual information and contribution 
from auditory information was limited. Unlike our expectation, visual dominance was present 
not only in the basic emotion categories we included, but also in many of the fine-grained 
emotion categories. The only exceptions were three low-arousal emotions: pleasure, relief, 
and anxiety (see Table 2). Hence, at least for some fine-grained emotions, combining audi-
tory and visual information increased performance. However, AV performance was never 
supra-additive for the included emotions.

Our data show a similar pattern to the validation by Bänziger et al.36 of the stimulus set 
that was used in the present study. Although these authors did not make all the compari-
sons we made (in Table 2), their Table 5 (core set rating, 12 repeated emotions only) similarly 
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hints toward visual dominance for many emotion categories investigated. Audiovisual inte-
gration, when measured by task performance, thus seems to be the exception, rather than 
the rule. This is again likely related to inverse effectiveness; performance in the video-only 
modality was generally higher than performance in the audio-only modality, and hence, the 
visual dominance observed here could be due to differences in information reliability of this 
specific stimulus set. This idea is strengthened by findings from Collignon et al.55, who found 
visual dominance when audiovisual emotion stimuli were presented without any noise, but 
evidence for audiovisual integration when they added noise in the visual modality, thus 
decreasing the reliability of the visual information.

Unreliability of the audio information for emotion recognition may be inherent to this 
modality. There may be less clear prototypical expressions of specific emotions in the audio 
(e.g., laughter, crying) than there are in the video (e.g., smile, frown). This could lead to lower 
reliability for the auditory compared to the visual modality and consequently result in visual 
dominance. This could explain why visual dominance is commonly found in experiments 
employing dynamic face/voice stimuli63,65,67 or dynamic body/voice stimuli64. Alternatively, 
low reliability of auditory information may be inherent to the stimulus material, for example 
because the use of non-words makes the auditory cues less salient and thus less reliable, 
which may explain the discrepancy between our data and some other studies48,49 that did find 
behavioral evidence for an effect of adding audio to a visual stimulus. However, it should be 
noted that these studies used a static visual stimulus, which may have decreased its salience 
and/or reliability and consequently increased the utilization of auditory information. Lastly, 
some methodological decisions may have affected our participants’ ability to integrate the 
audio with the video; the intensity level of all audio recordings was RMS-equalized, which can 
take away some of the loudness cues related to emotions that occur in everyday life (e.g., 
a sad expression is generally quieter than an angry expression). Additionally, the audio was 
presented over headphones and not via a speaker, which could lead to some spatial disparity 
between the auditory and visual cues. Although, in principle, audiovisual temporal synchrony 
should be a stronger cue than the spatial co-location, we cannot exclude if participants expe-
rienced spatial disparity and therefore focused less on the auditory cues.

It should be noted that audiovisual integration and visual dominance are not neces-
sarily mutually exclusive. While visual information alone might be sufficient for recognizing 
emotions, the addition of auditory information could still provide more evidence and allow 
for faster emotion identification, while accuracy rate remains the same. In complex real-life 
situations with many interfering audiovisual signals, such added evidence may play a more 
important role than in the ideal conditions of lab testing. Investigating response times or 
other measures of cognitive processing could therefore be a beneficial addition. However, 
for our study, the stimuli used were relatively long and participants were only able to respond 
after the stimulus ended, and therefore, there is a strong possibility that participants already 
decided on their answer before the stimulus ended. All these factors, if not controlled for, 
could make response times unreliable. There may be another method to explore this option, 
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namely, in situations where audiovisual integration may become more important, such as 
under compromised conditions (e.g., noisy audio or blurred video). A decrease in the reli-
ability of the information in one modality could increase the need for integration, possibly 
leading to supra-additive integration effects on performance. Furthermore, this could clarify 
whether there is more visual or more auditory dominance, or whether both channels of infor-
mation equally contribute to an integrated percept.

2.4.3 There Is No General Tendency to Focus on the Eyes when Recognizing Emotions
In contradiction to popular belief, we did not find a general tendency to fixate on the 
eyes. There are indications that especially for the recognition of more complex emotions, 
the eyes are most informative84. This view is supported by an ERP study that indicated the 
eyes as the starting point of emotion recognition. They found that the integration of facial 
emotional information starts at the eyes, then moves downward across the face, and stops 
when enough information is integrated to classify an expression85. Additionally, it has been 
shown in both healthy observers as well as in observers with Autism Spectrum Disorders 
that increased gaze duration to the eyes is correlated with higher emotion recognition per-
formance86,87. On the other hand, some eye-tracking studies have indicated that (Western 
Caucasian) observers distribute fixations evenly across the face6, whereas other studies have 
shown observers mostly fixate the areas that are diagnostic for specific emotions (e.g., more 
fixations on the mouth for happy images and more fixations on the eyes for angry images88). 
Lastly, there is evidence that fixation patterns are perhaps not only specific for different emo-
tions, but also shift when a stimulus is dynamic. Blais and colleagues found that observers 
more or less equally sampled the eyes and mouth when stimuli were static, but fixated mostly 
on the center of the face when stimuli were dynamic89.

Be that as it may, none of these studies used audiovisual stimuli as was done here and 
the use of audiovisual stimuli seems to greatly impact where an observer will look. Here, we 
did not find a general tendency to fixate on the eyes, nor on the center of the face. Addition-
ally, as can be seen from Fig. 7, in line with previous studies our participants fixated mostly 
on the eyes for Anger stimuli58,90, but in contradiction to previous studies they did not mostly 
fixate on the mouth for Joy stimuli (the close equivalent to the basic emotion happiness used 
in other studies), but instead sampled the eyes and mouth equally often. For the majority of 
other emotions, the mouth was fixated most often, followed by the eyes and nose.

2.4.4 Gaze Behavior During Emotion Perception for Communication Does Not Simply Reflect 
Visual Saliency
Contrary to our behavioral data, our fixation data suggest clear usage of audio information 
and thus indicate there is at least an interaction between auditory and visual information. 
When averaged over emotions, observers viewed the mouth less and the eyes more in the 
AV modality compared to the V-only modality; there was also an increase in fixations on the 
nose. These findings suggest observers flexibly adapt viewing behavior to fixate regions that 
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they feel would maximize performance depending on whether audio is present or absent. 
There are several studies that give indications on why the increased fixations on the nose 
and mouth in the V-only modality might be beneficial for performance when audio is lacking.

First, the nose has been proposed to be an optimal fixation landmark for global face 
perception, at least for static facial images91,92. After all, from this vantage point, it is possible 
to both rapidly direct the gaze to either the eyes or the mouth, as these regions are more or 
less equidistant from the nose. Moreover, it may also be possible to simultaneously gather 
(crude) visual information from both the eyes and the mouth using lower resolution periph-
eral vision93. Additionally, biological motion can be processed well in the periphery94, making 
fixating on the nose a good strategy if one wishes to retrieve dynamic information from both 
the eyes and the mouth. It is a fair assumption that in the V-only modality, participants tried 
to gather as much visual information as possible to compensate for the lack of audio signal, 
and therefore fixated more on the nose in order to also access visual information from both 
the eyes and mouth.

Second, increasing the proportion of fixations on the mouth could then serve to gather 
more fine-grained visual emotional information. Such an increase in fixations on the mouth 
is not commonly reported in the literature and whether or not it is found seems to depend 
on the task participants performed. For example, while Lansing and McConkie47 also found 
an increase in mouth fixations in the V-only modality, Võ and colleagues46 found a decrease 
in mouth fixations when sound was muted. However, while their stimuli were similar, their 
experimental tasks were rather different: both featured videos of people speaking (only face, 
neck, and shoulders visible) but in the study by Võ et al. participants had to rate the likeabil-
ity of the video, while in the Lansing and McConkie study participants performed a speech 
identification task. These and our own findings indicate eye gaze reveals how the perceptual 
strategies flexibly adapt to the available information and the nature of the specific task.

The modality and task dependency of eye gaze indicate that gaze is not simply dictated 
by visual saliency. If it were, one would expect to always find most fixations on the mouth in 
dynamic face stimuli. Mouth movements are quite large and thus more salient compared to 
those of other facial features. Moreover, an increase in fixations on the eyes in the AV com-
pared to the V-only condition is not expected either, as the visual stimulus did not change. 
Our findings, as those of others46,47, therefore indicate that gaze is guided by an informa-
tion-seeking process. Moreover, that V-only performance exceeded A-only performance for 
most emotions, suggests the visual information provided by the mouth can be a vital substi-
tute for the missing auditory information.

2.4.5 Perceptual Strategies Suggest Auditory Rather than Visual Dominance
While task performance could be taken to indicate visual dominance for many emotions, 
there is no compelling evidence for visual dominance to be found in the viewing behavior. 
Although for many emotions, no significant difference in accuracy was found between AV 
and V-only, there was a clear effect on viewing behavior when adding audio to the video. 
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Our data suggest that viewing behavior, and by extension the manner in which the task is 
performed, adapts as a function of both the available information and by the degree to which 
the information is task-relevant.

That participants’ viewing behavior changed depending on the presence of audio, is 
indicative that gaze is not only guided by the visual information, which remained the same 
in the AV and V-only modalities, but also by the presence of auditory information. One might 
therefore even argue for auditory dominance instead of visual dominance for emotion per-
ception. Evidently, when there is audio, one uses it and adapts viewing behavior accordingly, 
perhaps because some areas do not have to be fixated anymore to obtain the information 
present in those areas. As an example, the movements of the mouth can provide cues of the 
expressed emotion, but the audio (produced by those same mouth movements) likely pro-
vides the same cues (as well as some unique information), resulting in redundancy in infor-
mation across the two modalities. It is therefore no longer necessary to look at the mouth 
when audio is present and one is free to look for cues of the expressed emotion elsewhere, 
the eyes perhaps. That this adaptation does not always result in improved task performance 
could be because there simply is not more information in the visuals, wherever one looks. 
Our present study cannot yet fully confirm or reject whether emotion perception is guided 
preferentially and perhaps even compulsory by auditory information. To test this idea, one 
would have to see changes in behavior, be it viewing behavior or otherwise, in the presence 
of any audio – e.g. noise – compared to the absence of audio. Regardless, our data show 
that even when audiovisual integration is not apparent from the task performance, from the 
adaptations in viewing behavior it is clear the two modalities are integrated and shape the 
decision-making process. This study thus also underlines the need for measuring more than 
just task performance if one wishes to draw conclusions on audiovisual integration in emo-
tion perception.

2.4.6 Limitations and Future Directions
Due to the many comparisons made in Tables 2 and 3 and the corrections therefore applied 
to the significance values, the comparisons might be underpowered. Future studies can 
be designed based on the knowledge produced in this study, where a subset of stimuli or 
conditions could be selected, producing fewer comparisons, or alternatively use a larger 
sample size, and better statistical power. Additionally, future studies should explore 
the integration process further by not only manipulating modality availability, but also 
manipulating information availability within modalities, for example by blurring (parts of) 
the image or using speech-shaped noise instead of actual emotional speech. Using stimuli 
specifically designed for it, measuring response times could also be a good addition, to 
further explore potential AV integration effects, in addition to accuracy performance. Lastly, 
though it would decrease the ecological validity of the stimuli, future studies could consider 
the use of (dynamic) incongruent audiovisual stimuli, possibly with differing reliabilities of the 
audio and video, to explore whether a continuum from visual to auditory dominance exists.
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Our fixation data suggest that while the majority of fixations made were directed to 
our AOIs, a large part of the fixations was elsewhere on the screen. It can be inferred from 
Figs 6 and 7 that the fixations captured for each condition add up to roughly half of fixations 
made, although there are quite large individual differences (see Figs S3 and S4). This could 
indicate our participants either had an interest also for other areas of the screen, which we 
would have seen as a clustering of these outside AOI fixations on specific regions, such as 
the abdomen of the actor, or decided to browse around the screen more, which would be 
evident by fixations dispersed over the screen. However, an inspection of this with heat maps 
(see Fig. S6 for fixation heat maps for all modalities) showed that actually most fixations were 
indeed directed toward the face, with only a minority of the fixations directed elsewhere, 
mainly on the body and toward the hands. It therefore seems more likely that participants 
relatively often looked just outside the AOIs. Additionally, it is peculiar that only few of the 
fixations made were directed toward the hands of the actors, despite our expectation that 
observers would use the information that can be gathered from hand gestures. Speculating, 
it is very well possible that observers need not fixate on the hands in order to retrieve the 
information they convey; viewing hand movements with peripheral vision might give enough 
information to recognize the emotion that is being expressed by the gestures. Future studies 
could test these hypotheses for example by removing the face, forcing observers to use 
other information.

We analyzed fixation data over an 800-ms time window for all stimuli (200 ms after the 
start of the stimulus until 1000 ms after the start, based on the length of the shortest video 
clip). Because of this, some gaze data was discarded. We chose not to use the full movie 
as participants may have decided which emotion was being expressed before the end of 
the movie clip (which is more likely to occur in long movies) and their gaze data after their 
decision might therefore reflect task-irrelevant viewing behavior. Nevertheless, we find that 
the pattern of results does not change if we take the full movie into account (see Fig. S8 for 
a comparison of average fixation proportions for the full movie and the used time window), 
confirming that the choice to use an 800-ms time window was an appropriate one.

It should be noted that some noise was present in the audio of the original stimulus 
materials. While careful consideration had been taken to remove this noise from the original 
stimulus materials, some noise may have been left which could have made the audio less 
reliable and may have biased performance to visual dominance. However, since our fixation 
data argue against visual dominance, it seems unlikely that any potentially remaining noise 
after pre-processing the audio substantially affected task performance.

Finally, it can be argued that the visual information in the stimuli contained two distinct 
cues for emotion: facial expressions and body expressions. Since this is not the case in the 
auditory modality, one could say that in the AV modality, participants had access to three 
emotion cues (face, body, and voice), in the V-only modality to two emotion cues (face 
and body), but in the A-only modality to only one emotion cue (voice). Following this line 
of reasoning, it is thus not surprising that V-only performance was much higher than A-only 



42 43

C
h

ap
te

r 
2

performance, and that AV and V-only performances did not differ. Future studies should 
explore this further, for example by comparing performance for face + voice, body + voice, 
and face + body + voice conditions. In this example, observers always have access to two 
modalities, but the number of cues – and possibly also the quality of the cues – in the visual 
modality changes.

2.4.7 Conclusions
For the perception of emotions, observers generally utilize multiple sources of information 
when these are available. While this was not evident from our behavioral measure of task per-
formance as for many emotions performance on the multimodal task could be quite reliably 
predicted from performance on the visual task, viewing behavior did change based on infor-
mation source availability even in the absence of a difference in performance. It can there-
fore be concluded that people change their perceptual strategies depending on the available 
information in an attempt to maximize performance. Drawing conclusions about integration 
of auditory and visual information thus is not only defined by the outcome (i.e., task perfor-
mance), but also by the process (which can be studied with eye tracking). This study, with the 
use of dynamic multimodal emotion expressions, has taken a small step toward studying the 
perception of emotions in an ecologically more valid setting than with simpler materials. Fur-
ther, it highlights the need for using multiple measures of emotion recognition if one wishes 
to deduce a comprehensive profile of audiovisual integration in emotion perception.
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Supplementary Material

Supplementary Figure S1. Task performance for each modality and participant, shown in unbiased hit-rates (Hu), 
averaged over trials. Each bar shows an individual participant’s mean Hu for a specific modality. A-only perfor-
mance modality is indicated by yellow bars, V-only performance is indicated by blue bars, and AV performance is 
indicated by red bars.
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Supplementary Figure S2. Task performance for each modality, emotion, and participant, shown in unbiased hit-
rates (Hu), averaged over trials. Each panel shows the result for one of the emotions. Each bar shows an individual 
participant’s mean Hu for a specific modality. A-only performance modality is indicated by yellow bars, V-only per-
formance is indicated by blue bars, and AV performance is indicated by red bars.

Supplementary Figure S3. Average fixation proportions for each modality and participant, averaged over trials. 
Only fixation proportions for correct trials are shown. Each panel shows the result for one of the modalities. Each 
bar shows an individual participant’s mean fixation proportions on the different AOIs. Fixations on the eyes are 
shown in red, fixations on the nose are shown in purple, fixations on the mouth are shown in blue, and fixations 
on the hands are shown in green.
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Supplementary Figure S4. Average fixation proportions for each modality, emotion, and participant, averaged 
over trials. Only fixation proportions for correct trials are shown. Each panel shows the result for one of the modal-
ity-emotion combinations. Each bar shows an individual participant’s mean fixation proportions on the different 
AOIs. Fixations on the eyes are shown in red, fixations on the nose are shown in purple, fixations on the mouth are 
shown in blue, and fixations on the hands are shown in green.

Supplementary Figure S5. Confusion matrices shown for all three modalities. Each row represents the true label 
for an emotion (i.e., the correct answer), while each column represents the given response. Values on the diag-
onal indicate correct responses, while values off the diagonal indicate incorrect responses. Values are given as 
frequency percentages. Only for frequencies > 10% the numeric value is displayed, below 10% only the color is indic-
ative of the frequency.
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Supplementary Figure S6. Fixation heat maps shown for all three modalities, averaged over participants and trials. 
Colors indicate how often a certain area was fixated (yellow: often, dark blue: hardly ever). The heat maps are 
projected on top of an image averaging the presented stimuli in each modality (i.e., AV and V-only: an average of 
all movies, A-only: a fixation cross).

Supplementary Figure S7. Fixation patterns for correct trials on all AOIs across the analyzed time-course, averaged 
over participants. The panels show fixation proportions for different emotions. Shaded areas around each line 
denote the standard error of the mean (SEM).

Figure S8. Fixation proportions for correct trials on all AOIs (eyes, nose, mouth, and hands) averaged over: the 
full movie length (left) and the analyzed time-window of 200 – 1000 ms (right), both averaged over stimuli and 
participants. Error bars denote the SEM.
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Abstract
Emotion recognition requires optimal integration of the multisensory signals from vision and 
hearing. A sensory loss in either or both modalities can lead to changes in integration and re-
lated perceptual strategies. To investigate potential acute effects of combined impairments 
due to sensory information loss only, we degraded the visual and auditory information in 
audiovisual video-recordings, and presented these to a group of healthy young volunteers. 
These degradations intended to approximate some aspects of vision and hearing impairment 
in simulation. Other aspects, related to advanced age, potential health issues, but also long-
term adaptation and cognitive compensation strategies, were not included in the simula-
tions. Besides accuracy of emotion recognition, eye movements were recorded to capture 
perceptual strategies. Our data show that emotion recognition performance decreases when 
degraded visual and auditory information are presented in isolation, but simultaneously de-
grading both modalities does not exacerbate these isolated effects. Moreover, degrading 
the visual information strongly impacts recognition performance and viewing behavior. In 
contrast, degrading auditory information alongside normal or degraded video had little (ad-
ditional) effect on performance or gaze.
Nevertheless, our results hold promise for visually impaired individuals, because the addi-
tion of any audio to any video greatly facilitates performance, even though adding audio 
does not completely compensate for the negative effects of video degradation. Additional-
ly, observers modified their viewing behavior to degraded video in order to maximize their 
performance. Therefore, optimizing the hearing of visually impaired individuals and teaching 
them such optimized viewing behavior could be worthwhile endeavors for improving emo-
tion recognition. 

Keywords: emotion perception, eye-tracking, central scotoma, age-related hearing loss, au-
diovisual, dynamic
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3.1 Introduction
The perception of another persons’ emotional intent is an essential element in human com-
munication. Normally, communication takes place face-to-face, making emotions multimodal 
and dynamic in nature. Because of this multimodal nature of emotions, proper auditory and 
visual functioning is required to correctly recognize others’ emotions. Currently, it is unknown 
how effects of vision and hearing loss on emotion perception interact with each other.

With the ageing population, the prevalence of sensory impairments is rising. Difficulties 
in communication are one of the major problems these individuals face, especially in those 
impaired in both hearing and vision. For example, it has been shown that individuals with 
hearing loss exhibit a reduced range in rating non-speech emotional sounds for both valence 
and arousal compared to hearing controls95. The valence and arousal levels of sounds can 
affect mood, induce or reduce stress96,97, and the degree to which sounds attracts attention98. 
Consequently, a reduction in the perceived range of valence and arousal levels could nega-
tively affect hearing impaired listeners’ emotional responses to sounds. In line with this, in 
cochlear implant users, vocal emotion recognition accuracy is correlated with quality of life99. 

Multisensory perception studies indicate that observers integrate information in an op-
timal manner, by weighing unimodal sources based on their reliability prior to linearly com-
bining them. Because of this optimality, multimodal integration is largest when the reliability 
of the unimodal sources is similar and each provides unique information10,18,43. Normally, vi-
sion more reliably encodes information in the spatial domain while hearing is better suited 
towards encoding information in the temporal domain. Yet, despite this specialization, the 
senses do not uniquely encode this information. For this reason, damage to a sensory organ 
may affect all of its information encoding, or primarily affect the domain it is specialized for. 
Consequently, having both vision and hearing loss may have unpredictable consequences. It 
may either exacerbate the overall effects of the impairments, or, alternatively, domain-spe-
cific information necessary for task performance may still be obtained via the other, non-spe-
cialized channel. 

While studies have been performed that investigate the effects of vision and hearing 
loss on emotion perception, these were mostly in populations with either only a vision loss 
or a hearing loss, but not both together. Despite this, results of these studies can still inform 
about the possible effects that combined vision and hearing loss may have. For example, in 
age-related macular degeneration (AMD), a common form of vision impairment, it has been 
shown that visual emotion perception is impaired, although the results are not always consis-
tent. AMD affects up to twenty percent of the elderly population100 and generally leads to a 
scotoma (i.e., a region of reduced light sensitivity) in central vision due to a deterioration of 
the macula. Because of the disease’s effect on central vision, it seems likely that AMD would 
affect emotion recognition, as recognizing most facial expressions requires detecting small, 
detailed movements4. Indeed, as an indirect support of this expectation, face identification 
is impaired in patients with AMD and their performance is positively correlated with their 
visual acuity and contrast sensitivity101, which are both reduced in AMD. Moreover, AMD pa-
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tients performed near normal levels for facial emotion categorization (i.e., categorize a facial 
expression as happy, angry, or neutral), but performed much worse when having to decide 
whether a face was expressive or not102. Additionally, Johnson et al.103 found that eye move-
ments in AMD patients were more randomly distributed over the face, compared to controls, 
which typically show a T-shape pattern of fixations around the eye and mouth regions. 

In the auditory domain, there is some debate on whether hearing loss affects auditory 
emotion recognition or whether existing results are related to hearing loss per se or to age-
ing or cognitive decline in addition to hearing loss. Acoustic cues for auditory emotion recog-
nition are mainly conveyed by prosodic features of speech, such as contours of fundamental 
frequency and its related harmonic structures104. To properly perceive these cues, usable hear-
ing in the low frequency range, up to 750 Hz, is necessary105. Older individuals with hearing 
loss generally have hearing loss at higher frequencies, with reasonably preserved hearing at 
lower frequencies. Therefore, they may recognize acoustic cues related to emotions despite 
their hearing loss. However, despite preserved hearing in the frequency range required for 
perceiving acoustic emotion cues, hearing loss, especially at moderate and severe levels, can 
affect abilities for frequency discrimination and resolution, and temporal resolution. These 
are all necessary to accurately perceive acoustic cues related to emotional information106. 
Fully in line with this, studies show that both adults and children with hearing loss perform 
worse in auditory emotion recognition107,108. Additionally, Most and Aviner107 found a lack of 
performance increase in audiovisual presentation of emotion stimuli compared to visual pre-
sentation of emotion stimuli in the children with hearing loss, while this increase was present 
in the children with normal hearing. This indicates that the children with hearing loss could 
not adequately use the auditory information present in the audiovisual stimulus. However, 
the findings in children with hearing loss may be strongly confounded by differences in their 
development of emotion perception, which is likely also affected by hearing loss and the age 
at which children receive hearing aids or cochlear implants109. The use of hearing aids in older 
adults seems to slightly increase their emotion recognition performance, but does not fully 
restore it to the levels of normal hearing older or younger listeners110. 

Consequently, it remains unclear whether existing findings in individuals with unimodal 
sensory impairments are due to the missing sensory input, i.e., an acute effect, or a general 
ageing effect, or cognitive impairments brought about by ageing or the sensory impairments, 
i.e., long-term effects. For example, a study by Orbelo et al.111 found that impaired vocal emo-
tion recognition in elderly participants with very mild hearing loss was not predicted by their 
hearing loss, nor by age-related cognitive decline. Their results are indicative that effects 
found in individuals with hearing loss may be related to general ageing instead of their sen-
sory impairments per se and this may also apply to vision loss. However, in this specific study, 
with pure-tone hearing thresholds of on average 24 dB HL (± 12 dB), it may be that the hearing 
loss in the elderly participants was too mild to have a measurable impact on their perfor-
mance, making it hard to draw definitive conclusions. Furthermore, existing findings do not 
provide clear predictions on the effects of multimodal sensory impairments.
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Therefore, the current study was focused on possible acute effects of sensory impair-
ments on emotion recognition. To additionally be able to investigate the effect of combined 
impairments across modalities, the present study used modifications of the video and audio 
signals of movies to degrade visual and auditory information presented to a healthy group 
of young volunteers. These degradations intended to approximate some aspects of vision 
and hearing impairment, in simulation. The use of such simulations creates a homogeneous 
and otherwise healthy fictitious “patient” group, while recruiting healthy young participants 
ensures that any effects of (simulated) hearing and vision loss will not be due to ageing or 
cognitive decline. This allows measuring the possible acute effects of sensory impairments 
while any long-term adaptation that may occur in real sensory impairments is excluded. 

In the current study, we degraded the information in such a way to mimic a relative 
central scotoma in the visual domain and a degradation similar to age-related sensorineu-
ral hearing loss in the auditory domain. Because we wanted our visual degradation to be 
close to the visual experience of AMD individuals, we chose a relative central scotoma, which 
still provides some visual information, as most AMD individuals are not fully blind in their 
scotomatic region. Instead, AMD individuals most often experience blurred or hazy vision, 
followed by distortions, such as straight lines looking crooked112. The addition of a moderate 
level of age-related sensorineural hearing loss creates a hypothetical “typical” elderly AMD 
individual, as hearing loss is common in the elderly population113.

In addition to affecting emotion recognition ability, it can be expected that vision and 
hearing loss change the way in which emotions are perceived and processed. This can be 
quantified by examining differences in eye movements for individuals with and without vi-
sion/hearing loss. Gaze allocation is proposed to be a functional information-seeking pro-
cess45,46,114. Therefore, it can be expected that gaze adapts to the changes in information due 
to degraded visual and auditory signals. For example, observers generally increase fixation 
duration as task difficulty increases115. Additionally, studies have shown that AMD patients 
typically develop a preferred retinal locus (PRL)116,117, a peripheral retinal location that patients 
use for fixation when the fovea is no longer functional. The PRL is generally located near the 
border of their scotoma118,119. While the location of the PRL could just be determined by spon-
taneous reorganization in the primary visual cortex, it could also be functional; the closer the 
PRL is to the original fovea, the higher the visual acuity in that region will be. 

In our present study, the acute effects of visual and auditory degradation were tested, 
using videos that depict different emotions. First, we tested for the “pure” effects of degra-
dation by degrading visual or auditory information while at the same time removing the audio 
or video, to ensure no cross-modal compensation is possible. In addition, degradation effects 
were tested both individually and in combination, by degrading only the visual or auditory in-
formation and leaving the other modality intact, as well as by simultaneously degrading both 
the visual and auditory information. By doing this, we could test the possible effects of the 
degradations in situations where cross-modal compensation is and is not possible. Because 
observers without sensory impairments seem to rely mostly on visual information in emotion 
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recognition in audiovisual presentation of videos55,64, we expected that auditory degradation 
would minimally, or perhaps even not, impact recognition abilities when proper visual infor-
mation was present. Likewise, it may be expected that visual degradation will impact perfor-
mance more and possibly increase reliance on the auditory information. Moreover, we ex-
pected that combined visual and auditory degradation would impact performance more than 
only visual degradation, as in this situation an increased reliance on the auditory information 
provides less benefit. Besides assessing emotion recognition performance, viewing behavior 
was examined by measuring eye-movements made during stimulus presentation, in an at-
tempt to capture changes in viewing strategies as a result of degraded modalities. Because 
degradation of information will surely increase emotion recognition difficulty, and higher 
task difficulty has been shown to increase fixation durations115, it seems likely that observers 
will fixate longer under degraded viewing/listening conditions. Increases in fixation duration 
because of a simulated scotoma have already been found in visual search tasks120,121. Further-
more, Cornelissen and colleagues121 found an increase in saccadic amplitude with a simulated 
central scotoma, but only when the scotoma was absolute (i.e., complete disappearance of 
visual input within the scotoma), and not when it was relative (i.e., low contrasts within the 
scotoma region). Based on this, we expected that fixation durations would be longer under 
degraded conditions, but that there would be no effect on saccadic amplitude, as the visual 
impairment simulated in the current study is a relative central scotoma. In addition, we ex-
pected that healthy observers would fixate in such a way that the observer’s area-of-interest 
is just outside the border of their artificial scotoma, provided they have at least somewhat 
adapted to the scotoma. Thus, if the observer would be trying to view someone’s face, they 
would position the scotoma such that the face is adjacent to the scotoma border.

3.2 Methods
The stimuli and methods used in this study are directly based on and modified from previous 
studies by the authors and by the creators of the stimulus materials36,114. In the previous study 
by de Boer et al. emotion recognition performance and gaze behavior were studied in young, 
healthy observers that viewed the stimuli audiovisually, only the video, or only the audio. No 
signal degradation was used in the previous study.

3.2.1 Participants
Twenty-four healthy, native Dutch participants volunteered to take part in the experiment 
(nine male, mean age = 23 years, SD = 2.9, range: 19-29). All participants were given ample in-
formation about the nature of the experiment, but were otherwise naïve as to the purpose of 
the study. Written informed consent was obtained prior to screening and data collection. The 
study was carried out in accordance to the Declaration of Helsinki and was approved by the 
local medical ethics committee (ABR nr: NL60379.042.17). Participants received a payment of 
€8,00 per hour for their participation in accord with departmental guidelines.
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3.2.2 Screening
Prior to the experiment, all participants’ eyesight and hearing were tested to ensure (correct-
ed) visual and auditory functioning was within the normal range. Normal visual functioning 
was tested with measurements of visual acuity and contrast sensitivity (CS). Tests were per-
formed using the Freiburg Acuity and Visual Contrast Test (FrACT, version 3.9.8)68,69. For inclu-
sion in the experiment, participants needed a visual acuity of at least 1.00 and a logCS of at 
least 1.80 (corresponding to a luminance difference of approximately 1% between target and 
surround). Visual tests were performed binocularly and on the same computer and screen as 
used in the main experiment. Auditory functioning was tested by measuring auditory thresh-
olds for pure tones at audiometric test frequencies between 125 Hz and 8 kHz. For inclusion, 
audiometric thresholds at all test frequencies had to be as good as or better than 20 dB HL 
at the better ear. The thresholds were determined using a staircase method based on typical 
clinical procedures. The participant sat inside a soundproof booth during testing. Testing was 
conducted on each ear, always starting with the right ear. Additional exclusion criteria were 
neurological or psychiatric disorders, dyslexia, and the use of medication that could influence 
normal brain functioning.

3.2.3 Stimuli
The stimuli used in the experiment were taken from the Geneva Multimodal Emotion Por-
trayals (GEMEP) core set36, a short demo showing only the face of the actor can be found at 
the Geneva Emotion Recognition Test (GERT) demo at: https://www.unige.ch/cisa/emotion-
al-competence/home/exploring-your-ec/. This set consists of 145 audiovisual video-recordings 
(mean duration: 2.5 s, range: 1-7 s) of emotional expressions portrayed by ten profession-
al French-speaking Swiss actors (five male). The vocal content of the expressions was one 
of two pseudo-speech sentences with no semantic content, but resembling the phonetic 
sounds in western languages (“nekal ibam soud molen!” and “koun se mina lod belam?”). 
Out of the 17 emotions present in the set, 12 were selected for the main experiment, see Table 
1 for all emotions and how they are distributed over the valence-arousal scale70. 

Table 1. The selected emotion categories used in the experiment. The emotions are distributed over the quadrants 

of the valence-arousal scale70.

Valence

Negative Positive

A
ro

us
al H

ig
h Amusement

Joy
Pride

Fear
Despair
Anger

Lo
w

Pleasure
Relief

Interest

Irritation
Anxiety
Sadness
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The reason for using many emotions was to avoid any ceiling effects that are often found 
in emotion research56,122,123, as changes in performance due to the degradations may not be 
entirely visible if normal performance is close to ceiling. Portrayals from two actors that were 
found to be less clearly recognizable in our previous work114 were used as practice material to 
acquaint participants with the stimulus materials and the task. Thus, this resulted in a total of 
96 unique stimuli used in the main experiment and a total of 24 unique stimuli used in practice 
trials.

3.2.4 Visual stimulus degradation
Custom MATLAB scripts were used to produce a gaze-contingent relative scotoma. A semi-cir-
cular shape, centered on gaze position, was used to mimic an approximate vision loss in an 
individual with progressed binocular AMD, see Figure 1b-c. The simulated scotoma extended 
roughly 17° horizontally and 11.5° visual angle vertically (731 x 497 pixels) and had soft edges. 
Since AMD individuals generally do not perceive a hole in the location of their scotoma, but 
instead perceive distortions or blur, we decided to blur rather than remove the region in the 
video that was covered by the simulated scotoma. Additionally, because some information 
still passes through the scotoma for most AMD individuals, we designed the scotoma in a 
way that would still allow viewing larger hand and body movements. Further, looking more 
at the hands may be a compensatory strategy that patients use if they can no longer see facial 
expressions, and with our design, we aimed to capture these strategies. 

Figure 1. a) Still image created by averaging together all frames of all videos. This image preceded stimulus presen-
tation in all conditions, except in the A and dA conditions. b) Shape of the scotoma mask, drawn approximately 
to scale. The scotoma was gaze-contingent and the center of the scotoma was positioned on the gaze location. c) 
Scotoma overlaid on a still image of one video. The scotoma is centered on gaze position, indicated by the red dot. 

This dot was not visible during the experiment.

A Gaussian low-pass filter (using the MATLAB functions fspecial and imfilter) with a cut-
off (at full width at half maximum, FWHM) of 0.15 cycles/deg was used to create a blurred 
version of the video. Then, the blurred video was overlaid on the non-blurred video, and the 
alpha-layer of the scotoma image was used to indicate which region should be blurred and 
how strongly. Thus, only within the mask the video was blurred, outside the mask the video 
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was not blurred. Four different orientations of the simulated scotoma were created: original 
(as in Figure 1b), left-right flipped, up-down flipped, and left-right and up-down flipped. Ori-
entation was randomized between trials. While changing the orientation from trial to trial is 
unlike a real scotoma, this was done to ensure the results would not rely too strongly on the 
scotoma’s shape in a specific orientation, while avoiding a too simplistic simulation. It was 
found that orientation did not significantly affect recognition performance (F (3, 69) = 0.64, 
p = 0.589).

Participants were instructed that the scotoma was gaze-contingent and that they could 
use compensatory eye-movements in order to peripherally look at regions in the video they 
found interesting or helpful.

3.2.5 Auditory stimulus degradation
The audio signal was degraded in three aspects inspired by three characteristics of senso-
rineural hearing impairment: increased absolute thresholds, loudness recruitment, and the 
effects of broader auditory filters on speech envelopes in the auditory system. To implement 
these degradations the hearing impairment (HI) simulation of Siebe et al.124 was used, which 
was inspired by the HI simulation of Nejime and Moore125. The degradation consists of two 
sequential modules: one for sound envelope processing, and one for loudness perception. 

The rationale behind the first module, the envelope-processing module, is that enve-
lopes are represented as they are in the impaired auditory system via broader auditory fil-
tering, whereas the fine structure is preserved as in normal hearing. This module processed 
the input audio signal using a Gammatone filter bank with normal-hearing (NH) bandwidths 
of one equivalent rectangular bandwidth (ERB) at one ERB spacing of center frequencies 
between 80 Hz and 10 kHz, and extracts the fine structure using a Hilbert transform. Further-
more, it extracted the Hilbert envelope using a second Gammatone filter bank with one ERB 
spacing of center frequencies, but with double the bandwidth (i.e., the degraded filters are 
two ERB wide). This bandwidth was selected to be at the lower edge of the range that was 
found in hearing impaired (HI) individuals126. Hilbert envelopes from broader filters were then 
multiplied onto Hilbert fine structure signals in each frequency band. Narrowband envelopes 
can be partially recovered from a NH fine structure signal if they are analyzed using auditory 
filters of normal bandwidth (which the participants listening to these stimuli have; cf. Ghit-
za127). To minimize this unwanted recovery, i.e., to provide “degraded envelopes” within the 
auditory system of the NH listeners, an iterative procedure was used whereby the output of 
the multiplication procedure was passed through a NH Gammatone filter bank and the fine 
structure extracted using the Hilbert transform was multiplied again with the target impaired 
envelopes. Ten such iterations were used in the present study, which results in relatively high 
correlation with the desired speech envelope after modeled NH auditory processing128.

The subsequent loudness module sets the level in each band such that the perceived 
loudness for a NH listener was manipulated in a way that resembles the perceived loudness 
of an (average) HI listener. For this second manipulation, the output signal of the enve-



58 59

lope-processing module was fast Fourier transformed (FFT-ed) into six octave-spaced chan-
nels with frequencies between 250 Hz and 8 kHz. The level in each channel was extracted 
and adjusted such that the categorical loudness129 of an average HI listener was achieved. 
This procedure was done based on average categorical loudness data130. As a last step, the 
spectral signal was transformed back into the time domain using the inverse FFT. The loud-
ness module therefore also sets the audiometric threshold of the simulation. For the present 
study these degradations were implemented by taking a moderate hearing impairment as 
the base (according to Table 2) for the degradation manipulations. The specific values of this 
audiogram were selected to be similar to the standard audiogram N3 as defined in Bisgaard 
et al.131. Lastly, the sound level was root-mean-square (RMS) equalized to the intact audio, in 
order to ensure any effects found were not only due to an overall decreased loudness.

Table 2. Audiometric thresholds based on a typical, relatively flat moderate hearing impairment and used for the 

audio degradation manipulations.

Frequency (Hz) 250 500 1000 2000 4000 8000

Threshold (dB HL) 40 40 45 54 62 70

3.2.6 Experimental set-up
The experiment was performed in a dark and quiet room, the only illumination present was 
provided by the monitor. The stimuli were presented full-screen on a 24.5-inch monitor with a 
resolution of 1920 x 1080 pixels (43 x 24.8 degrees of visual angle). Average screen luminance 
was 38 cd/m2. Participants were seated in front of the screen at a viewing distance of 70 cm 
with their head placed in a chin- and forehead rest to minimize head movements. Stimulus 
display and response recording was controlled using the Psychophysics Toolbox (Version 
3)71–73 and Eyelink Toolbox74 extensions of MATLAB (The Mathworks, Inc., Version R2017a). An 
Apple MacBook Pro (mid 2015 model) was connected to the monitor and controlled stimulus 
presentation. Audio was produced by the internal soundcard of this computer and presented 
binaurally through Sennheiser HD 600 over-ear headphones (Sennheiser Electronic GmbH & 
Co. KG). The sound level was calibrated to be at a comfortable and audible level, at a long-
term RMS average of 65 dB SPL.

An Eyelink 1000 Plus eye-tracker (SR Research Ltd.), running software version 4.51, was 
used to measure participants’ eye movements. Monocular gaze data was acquired at a sam-
pling frequency of 1000 Hz. Due to technical issues, eye-tracking data for the second session 
of participant 11 and the first session of participant 12 were recorded at 250 Hz instead of 
1000 Hz. The eye-tracker was mounted on a desk just below the presentation screen. The 
eye-tracker was calibrated at the start of the experiment using the built-in 9-point calibra-
tion routine. Calibration was verified with the validation procedure in which the same nine 
points were displayed again. The experiment was continued if the calibration accuracy was 
sufficient (i.e., average error of less than 0.5° and a maximum error of less than 1°). Drift was 
checked for after every fourth trial and after each break. The calibration procedure was re-
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peated if the participant moved during breaks and whenever there was more than 1° of drift 
in more than one consecutive drift check.

3.2.7 Procedure
During the experiment, both behavioral and eye-tracking data were obtained to identify ac-
curacy of emotion identification and gaze patterns during emotion perception with dynamic 
stimuli, respectively. In each trial, participants were asked to identify the emotion presented 
in one of the eight stimulus presentation conditions listed in Table 3. For the A and dA con-
ditions, a fixation cross preceded the stimulus presentation for a random duration between 
600 and 1600 ms. The fixation cross remained on screen during stimulus presentation in the 
A and dA conditions. For all other conditions, a full-screen image displaying the averaged 
frames of all videos (see Figure 1a), presented for a random duration between 600 and 1600 
ms, preceded the stimulus. This averaged image was presented instead of the fixation cross 
so participants could already orient their gaze, which could be especially helpful in the condi-
tions where a scotoma was present. 

Table 3. Experimental conditions used in the experiment. Both modalities were either shown as they are (intact), 

degraded, or absent.

Video

Intact Degraded Absent

A
ud

io

Intact AV AdV A

Degraded dAV dAdV dA

Absent V dV

All participants were asked to respond as accurately as possible in a forced-choice dis-
crimination paradigm, by clicking on the label on the response screen that corresponded with 
the identified emotion. All twelve emotions were always displayed together on the response 
screen. Participants’ response (emotion label) was recorded as well as whether the response 
was correct or not. Participants were further instructed to blink as little as possible during the 
trial and maintain careful attention to the stimuli.

In total, each participant was presented with all 96 stimuli (twelve emotions x eight ac-
tors) in all eight conditions, each stimulus was thus seen eight times. The experiment was 
divided into six experimental blocks. In each experimental block all eight conditions were 
presented in sub-blocks that contained one sixth of the stimuli (i.e., 16 trials per sub-block, 
128 trials per experimental block). The order of conditions between experimental blocks was 
counterbalanced using balanced Latin Squares within and across participants. Stimulus order 
for each condition was randomized. Participants were able to take a break after every second 
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sub-block (i.e., every 32 trials) and were encouraged to take breaks in order to maintain con-
centration and prevent fatigue. Breaks were self-paced and the experiment continued upon 
a mouse-click from the participant. The eye-tracker was recalibrated if the participant moved 
during the break, otherwise only a drift correction was performed.

The experiment was preceded by 64 practice trials (eight practice trials for each condi-
tion) to familiarize the participants with the stimulus material and the task. For the practice 
trials, block order was fixed in the following order: AV, V, A, AdV, dAV, dV, dA, dAdV. Stimulus 
order within each practice block was randomized. After each practice trial, participants re-
ceived minimal feedback on their given response (correct/incorrect), no feedback was given 
during the experiment.

Overall, the experiment consisted of 832 trials, including the 64 practice trials, and took 
about 2.5 hours to complete. The experiment was separated over two test sessions per-
formed on separate days to avoid fatigue.

3.2.8 Analyses of behavioral data
Accuracy scores for each condition and emotion were first converted to unbiased hit-rates77 
to account for any response biases. The unbiased hit-rates (Hu) were then arcsine trans-
formed to create a normal distribution and a repeated measures ANOVA was performed in R 
(version 3.6.0), using function aov_ez from the afex package (version 0.25-1), with the arcsine 
transformed Hu as the dependent variable and condition (with eight levels), experimental test 
session (first/second), and their interaction as fixed-effects variables. The Greenhouse-Geisser 
correction was performed in cases of a violation of the sphericity assumption. Effect sizes are 
reported as generalized eta-squared (ges).

Significant main effects were followed up by post-hoc tests to test which conditions 
were significantly different from each other. Due to many possible comparisons that can be 
made with eight conditions, we performed separate t-tests to compare conditions we ex-
pected to differ beforehand. P-values of the t-tests were Bonferroni corrected. The following 
comparisons were made:
•   AV with AdV, dAV, dAdV, V, and A
•   dAdV with AdV and dAV
•   V with A and dV
•   A with dA
Non-significant t-tests were followed up with Bayesian t-tests using the ttestBF function from 
the BayesFactor package (version 0.9.12-4.2).

We additionally performed an exploratory omnibus paired comparisons test, which com-
pared all conditions to each other using lsmeans from the emmeans package (version 1.4.1). To 
correct for multiple comparisons, the False Discovery Rate (FDR) correction was used.

3.2.9 Analyses of eye-tracking data
The built-in data-parsing algorithm of the Eyelink eye-tracker was used to extract fixations 



60 61

C
h

ap
te

r 
3

from the raw eye-tracking data. As only a fixation cross was presented during the A and dA 
conditions, the eye-tracking data from these conditions was not analyzed. Only those condi-
tions in which a video was shown (AV, V, AdV, dAV, dV, and dAdV) were considered for the 
eye-tracking analyses. For fixation locations, we performed an Area-of-Interest (AOI) based 
analysis. In addition, we tested for differences between conditions in fixation durations and 
saccadic amplitudes. The analyses were restricted to fixations made during stimulus presen-
tation, and only those made until 1000 ms after stimulus onset. No fixation data after 1000 
ms were considered to limit data analysis to the duration of the shortest movie, which lasted 
1000 ms. In addition, this aimed to discard any data that no longer was task-related, i.e. after 
a participant decided on a response, which is more likely to occur at a longer interval after 
stimulus onset. Trials with single blinks longer than 300 ms during stimulus presentation were 
discarded. Additionally, only trials with a correct response were included, as our main interest 
was in gaze behavior prior to correct recognition. This allowed examining whether changes 
in gaze behavior due to information degradation and availability of audio were adaptive and 
led to good performance.

The eyes (left and right), nose, mouth, and hands (left and right) of the actors were 
chosen as AOIs. Because the stimuli are dynamic, the AOIs were dynamic as well. Coordinates 
of the AOI positions for each stimulus and each frame were extracted using Adobe After Ef-
fects (Version 15.1.1). The coordinates for the face AOIs were obtained by applying the ‘Face 
Tracking (Detailed Features)’ method, which automatically tracks many face features. Face 
track points at each frame were visually inspected and manually edited whenever the track-
ing software failed to track them correctly. For the hand AOIs, the ‘Track Motion’ method was 
used. A single tracker point per hand was used to track position. The tracker point was placed 
roughly in the center of the hand. Again, tracking was inspected visually and manually edited 
where needed. Coordinates of all obtained face and hand track points for each stimulus were 
stored in a text-file and used to create point AOIs. For the eyes we used the coordinates of 
the left and right pupil, for the nose the coordinates of the nose tip, and for the mouth we 
used the mean of the y-positions of ‘mouth top’ and ‘mouth bottom’ coordinates for the 
y-coordinate, and the mean of the x-positions of ‘mouth left’ and ‘mouth right’ coordinates 
for the x-coordinate of the AOI. Note that left and right are in reference to the actor, not the 
observer. So, the left eye and hand are generally on the right side of the screen and vice versa 
for the right eye and hand. 

Then, for each fixation data-point the Euclidean distance between the fixation and each 
AOI was calculated. To test whether the Euclidean distance to each AOI changed for the dif-
ferent conditions, linear mixed effects regression was carried out in R using the lmer function 
from the lme4 package (version 1.1-21). Euclidean distances were averaged per trial. In the 
model, the averaged Euclidean distance between the fixation location and each AOI were 
used as dependent variables, and AOI and condition (with six levels) were added as fixed 
effects, participant and movie were included as random intercepts. No random slopes were 
added, as the model did not converge when these were added. Overall significance of main 
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effects and interactions was tested with the Anova function from the car package (version 
3.0-3). Pairwise comparisons were performed to test whether fixation proportions on differ-
ent AOIs were different between conditions, sessions, and response accuracy using lsmeans 
and corrected for multiple comparisons using the FDR p-value adjustment.

In addition, we tested whether fixation durations and saccadic amplitudes differed be-
tween conditions using linear mixed effects regression (with the lmer function). Fixation 
durations and saccadic amplitudes were extracted from the parsed data file. Saccades with 
amplitudes larger than the diagonal of the monitor, which was 49.6°, were filtered out, re-
moving less than 1% of saccades. For both analyses, condition, session, and response accuracy 
were added as fixed effects and allowed to interact with each other. Similar to the AOI anal-
ysis, random intercepts for participant and movie were added, but without random slopes, 
as the models did not converge when these were added. Again, significance of main effects 
and interactions was assessed with the Anova function and pairwise comparisons with FDR 
correction were performed using lsmeans. Non-significant differences were followed up with 
Bayesian t-tests or ANOVA’s (with the ttestBF and anovaBF functions from the BayesFactor 
package) to assess the amount of evidence for the differences being the same. 

3.3 Results
3.3.1 Accuracy across conditions
Overall, participants performed the task with a mean accuracy of 0.41; accuracy scores in 
unbiased hit-rates (Hu) are shown in Figure 2, averaged over testing blocks and emotions. 
Because the Hu score is a combined score of the regular hit-rate corrected for misses and false 
positives, Hu is generally lower than the regular hit-rate, although the scale does not change. 
Overall, it appears that performance is best in the original AV condition, then decreases for V, 
and decreases further for A. For conditions where one modality was degraded and the other 
intact (dAV and AdV) and when both modalities were degraded (dAdV), performance is not 
severely impacted compared to AV. Lastly, performance for a single degraded modality (dV 
and dA) is worse than its equivalent single non-degraded modality (V and A).

The ANOVA, which had the arcsine transformed unbiased hit-rate (Hu) as dependent vari-
able and condition and session as fixed effects, showed a significant main effect of condition 
(F (7, 161) = 95.4, p < 0.001, ges = 0.49). The main effect of session (F (1, 23) = 4.3, p = 0.05, ges 
= 0.002) and the interaction between condition and session (F (7, 161) = 0.5, p = 0.76, ges = 
0.0006) were not significant, indicating that there was no learning effect.

The post-hoc t-tests with Bonferroni corrected p-values showed that AV performance 
was higher than V (t(23) = 7.3, p < 0.001) and A (t(23) = 13.8, p < 0.001), and V was higher than 
A (t(23) = 9.6, p < 0.001), thus replicating our previous results114. Additionally, AV performance 
was higher than conditions with degraded visual information (AdV: t(23) = 3.8, p = 0.01; dAdV: 
t(23) = 4.7, p = 0.001), but not with only degraded auditory information (dAV: t(23) = 0.43, 
p = 1.0). The Bayesian t-test showed that there was anecdotal evidence for no difference in 
recognition performance between AV and dAV (BF01 = 2.47). Additionally, dAdV performance 



62 63

C
h

ap
te

r 
3

was lower than dAV (t(23) = 3.7, p = 0.01), but not significantly different from AdV (t(23) = 0.7, 
p = 1.0). There was anecdotal evidence for performance being the same in dAdV and AdV (BF01 
= 1.59). Lastly, V performance was higher than dV performance (t(23) = 5.6, p < 0.001), and A 
performance was higher than dA performance (t(23) = 4.3, p = 0.003). 

Figure 2. Task performance for each condition, shown as unbiased hit-rates. Averaged across emotions and blocks. 
Each box shows the data between the first and third quartiles. The horizontal solid line in each box denotes the 
median. The whiskers extend to the lowest/highest value still within 1.5 * interquartile range, dots are outliers. The 
black dotted line indicates chance level performance (0.083). The black dashed-dotted line denotes the grand av-
erage accuracy over conditions and participants (0.41). Degraded conditions are shown in darker hues of the intact 
condition. Colors for AV conditions in which one or more modality is degraded are a mix between the degraded 

modality and intact AV. 

The results for the exploratory omnibus pairwise comparisons (FDR corrected) can be 
found in Table A.1. Except for the comparisons between AV and dAV and between AdV and 
dAdV, all comparisons show significant differences. Because we realize that the valence- and 
arousal level of an emotion may affect which cues (visual or auditory) may be most useful, 
we reanalyzed the data after combining individual emotions into their respective quadrants 
(see Table 1). We found that, while the overall performance differs per quadrant, the pattern 
across conditions stayed the same. That is, for all quadrants, performance is lowest with A, 
higher with V, and highest with AV. Additionally, performance drops when a degraded mo-
dality is presented in isolation (dA, dV), but not much when these are combined (dAdV). See 
Supplementary Material B for details.

To summarize, we found decreased performance for AdV and dAdV compared to AV, but 
not for dAV compared to AV, indicating that, at least for the materials used here, participants 
seem capable of compensating for degraded auditory, but not for degraded visual informa-
tion. Hence, results show that there could be a hierarchy in the processing of the information 
in each modality, and this hierarchy can further affect how much degradation in that modality 
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can be compensated for by the other modality.

3.3.2 Saccadic amplitude differences
Saccadic amplitudes, averaged over all stimuli and participants, for each condition are shown 
in Figure 3. The figure only shows saccadic amplitudes for saccades made during the first 1000 
ms of correctly recognized trials. Figure 3 suggests differences in saccadic amplitudes for the 
different conditions, with larger amplitudes for conditions with degraded visual information.

Figure 3. Saccadic amplitude in degrees of visual angle for correct responses in each condition, averaged over stim-
uli and participants. The horizontal solid line in each box denotes the median. Colors for each condition correspond 

to the same colors in Figure 2. 

The regression model confirmed this. The model included condition as a fixed effect and 
random intercepts for both participant and movie. There was a significant main effect of con-
dition (Chi2 (5) = 3455.8, p < 0.001). A follow-up on the main effect of condition showed that 
saccades in conditions with intact visual information (AV, V, and dAV) were smaller than in 
conditions with degraded visual information (AdV, dV, dAdV), all p < 0.001. Additionally, par-
ticipants made smaller saccades in the V compared to the AV (z-ratio = 2.64, p = 0.01) and 
dAV (z-ratio = -2.33, p = 0.02) conditions. Saccadic amplitudes were not significantly different 
between AV and dAV (z-ratio = 0.31, p = 0.76), and the Bayesian t-test indicated substantial 
evidence for the same saccadic amplitudes in AV and dAV (BF01 = 4.21). Lastly, participants 
made smaller saccades in the dV condition compared to dAdV (z-ratio = -3.06, p = 0.003), but 
not compared to the AdV condition (z-ratio = -1.31, p = 0.20), although the evidence for the 
null hypothesis was anecdotal (BF01 = 2.22). Saccadic amplitudes were also not significantly 
different between AdV and dAdV (z-ratio = -1.82, p = 0.08), but again, the evidence for no 
difference was anecdotal (BF01 = 1.46).

Participants thus made larger saccades in conditions with degraded video than in con-
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ditions with intact video. Additionally, removing the audio led to somewhat smaller saccadic 
amplitudes.

3.3.3 Fixation duration differences
Figure 4 shows fixation duration, averaged over all stimuli and participants, for each con-
dition and the two test sessions. As in Figure 3, Figure 4 only shows fixation durations for 
fixations made during the first 1000ms of correctly recognized trials. Similar to saccadic am-
plitude, there appears to be a difference between conditions, with shorter fixations for con-
ditions with degraded visual information.

Figure 4. Fixation duration in ms for correct responses in each condition, averaged over stimuli and participants. 
The horizontal solid line in each box denotes the median. Colors for each condition correspond to the same colors 

in Figure 2.  

The differences were tested with a regression model that included condition as a fixed 
effect, with random intercepts for participant and movie. There was a significant main effect 
of condition (Chi2 (5) = 2792.1, p < 0.001).

FDR-corrected pairwise comparisons for the main effect of condition showed that partic-
ipants made longer fixations in the V condition than in the AV (z-ratio = -6.01, p < 0.001) and 
in the dAV condition (z-ratio = 4.76, p < 0.001). The difference between AV and dAV was not 
significant, but there was only anecdotal evidence for similarity (z-ratio = -1.27, p = 0.257, BF01 
= 1.61) In addition, fixation durations were longer in the conditions with intact visual informa-
tion (AV, V, dAV) than in the conditions with degraded video (AdV, dV, dAdV), all p < 0.001. 
There were no significant differences in fixation duration between conditions with degraded 
visual information, all p > 0.88, the evidence for no difference was substantial (BF01 = 7.80). 
Degrading the visual information thus led to a decrease in fixation durations. 
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3.3.4 Fixation distance differences between conditions
Fixation heatmaps for the first 1000ms of gaze data for audio-only conditions, conditions 
with intact video, and conditions with degraded video are shown in Figure 5. The heatmaps 
are overlaid on a 1000ms window averaged video image. Heatmaps for individual conditions 
can be found in Figure A.1.  Average fixation distance to all AOIs in each condition, averaged 
over participants is shown in Figure 6. Differently colored bars indicate the different condi-
tions, the x-axis shows the different AOIs. As before, only fixation data for the first 1000ms 
of correctly recognized trials are included in the figure and analysis. It should be noted that 
fixation distances in conditions with degraded visual information should be interpreted with 
the scotoma size in mind; it is expected that the fixation distances would decrease with a 
smaller scotoma.

Figure 5. Fixation heatmaps overlaid on a 1000ms window averaged video image. a) Fixation heatmap for the au-
dio-only conditions (A, dA). b) Fixation heatmap for conditions with intact video (V, AV, dAV). c) Fixation heatmap 
for conditions with degraded video (dV, dAdV, AdV). Heatmaps for individual conditions can be found in Figure A.1.

Figure 6 indicates that under degraded visual information, participants look away from 
the face AOIs and slightly closer to the hand AOIs, indicating that participants moved their 
gaze downwards and not solely to the left or right. The regression model also confirmed this 
pattern. The model included AOI and condition, and their interaction, as fixed effects. Partici-
pant and movie were added as random intercepts. There were significant main effects of AOI 
(Chi2 (5) = 73939.4, p < 0.001), and condition (Chi2 (5) = 7594.2, p < 0.001). Additionally, the 
interaction between condition and AOI was significant (Chi2 (25) = 6514.1, p < 0.001).

Overall, participants fixated the face more closely than the hands (all p < 0.001). Addi-
tionally, the nose and mouth were fixated at a shorter distance than both the left eye (left 
eye – nose estimate = 0.52, p < 0.001; left eye – mouth estimate = 0.60, p < 0.001) and the 
right eye (right eye – nose estimate = 0.45, p < 0.001; right eye – mouth estimate = 0.53, p < 
0.001), there was no significant difference in fixation distance between the nose and mouth 
(estimate = 0.08, p = 0.14) or between the left and right eye (estimate = 0.07, p = 0.20). Last-
ly, there was no significant difference in fixation difference between the left and right hand 
(estimate = -0.03, p = 0.57).

Pairwise comparisons for the AOI-by-condition interaction, including Bayes factors for 
non-significant contrasts, are shown in Table A.2. The interaction showed that participants 
fixated the face AOIs at a further distance for conditions with degraded visual information 
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(AdV, dV, dAdV) compared to conditions with intact visual information (AV, V, dAV), all p < 
0.001. Additionally, fixation distances to the hand AOIs were generally smaller for conditions 
with degraded visual information (p’s < 0.03), except for the difference between AdV and 
AV, V, and dAV for the right hand (p’s > 0.08), and between dAV and dAdV for the right hand 
(estimate 0.22, p = 0.13, BF01 = 4.65). Interestingly, participants fixated more closely to all 
AOIs for the dV condition compared to both the AdV and dAdV conditions, all p < 0.05. The 
differences between AdV and dAdV were never significant, all p > 0.21 and there was generally 
substantial evidence for similarity (BF01 range: 2.85 – 3.69). Lastly, there were no significant 
differences in fixation distance between conditions with intact video, all p > 0.12, although 
the evidence for similarity was mostly anecdotal for the comparisons between AV and V (BF01 
range: 0.76 – 4.23) and between V and dAV (BF01 range: 0.24 – 3.61), but generally substantial 
for the comparisons between AV and dAV (BF01 range: 2.37 – 4.62).

Figure 6. Euclidian fixation distance to AOI center in degrees of visual angle for each condition, averaged over 
stimuli and participants. Error bars denote the SEM. Colors for each condition correspond to the same colors in 

Figure 2.

To summarize, participants moved their fixations further from the actor’s face and closer 
to the left hand when the video was degraded. Additionally, participants fixated all AOI’s at 
a slightly closer distance in the dV condition than in the AdV and dAdV conditions. There was 
evidence that fixation distances were similar for the AdV and dAdV conditions and also for 
the AV and dAV conditions. 
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3.4 Discussion
Overall, we find that adding any audio to any video greatly improves emotion recognition. At 
least for the task and stimulus used here, the addition of either intact or degraded audio to in-
tact or degraded video leads to improvement in emotion recognition. In line with this finding, 
degrading audio does not seem to impair emotion recognition or affect gaze behavior more 
than only degrading the video. We found that emotion recognition accuracy and gaze behav-
ior did not significantly differ between the AdV and dAdV conditions, although the evidence 
for their similarity was generally not substantial. Additionally, degraded auditory information 
presented alongside intact visual information did not significantly affect performance or gaze 
behavior compared to intact audiovisual presentation. Moreover, there was some evidence 
for similarity between the AV and dAV conditions. Lastly, video degradation always impacted 
both accuracy and gaze behavior, independent of the quality of the audio signal (intact, de-
graded, or absent). 

Our results thus suggest that while audio greatly facilitates emotion recognition, it 
cannot fully compensate for the negative effects of visual degradation, in line with the low 
recognition accuracy for audio-only conditions. The asymmetry in compensation may addi-
tionally relate to the known asynchrony in visual and auditory perception during speech per-
ception. In audiovisual speech, visual cues may precede auditory cues by several hundred 
milliseconds28,29. Because of this order, visual cues provide information about the onset of the 
acoustic signal, but also about the amplitude envelope of the speech28. Therefore, in speech, 
early visual cues make auditory cues more predictable, yet auditory cues cannot increase the 
predictability of visual cues. This natural asynchrony between visual and auditory cues could 
be one of the reasons for the fact that intact vision can compensate for a degradation in au-
ditory information, while auditory information cannot fully do so for a degradation in visual 
information.

3.4.1 Combined visual and auditory degradation does not exacerbate isolated effects
For degraded stimuli, we found that our signal degradations had the desired effect of in-
creasing task difficulty and decreasing recognition performance, as was aimed for. This was 
derived from the pure effects of degradation (i.e., the conditions in which one modality was 
degraded and the other modality was absent): we found that dV performance was signifi-
cantly lower than V performance and dA performance was lower than A performance. The 
isolated effects were not enhanced when combining degraded video and degraded audio in 
the dAdV condition as the performance level for dAdV was much higher than for dV and dA. 
Thus, it appears that the addition of any information to a degraded modality increases the 
amount of information that can be used for emotion recognition and simultaneous degrada-
tion in two modalities do not exacerbate their individual effects. In addition, we found that 
the presence of an additional modality can sometimes completely negate the effect of the 
degraded modality. Performance for degraded auditory but intact visual information (dAV) 
was similar to AV performance. However, for degraded visual information, this was not the 
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case; for conditions with degraded visual information and intact or degraded audio (AdV and 
dAdV respectively), we found decreased performance compared to AV. Moreover, AdV and 
dAdV performances did not differ significantly, and there was anecdotal Bayesian evidence 
for similar performance, suggesting that degraded audio on top of degraded video did not 
decrease performance further. Thus, it appears that, at least for the materials we have used 
here, participants could fully compensate for the degraded audio by relying more on the in-
tact visual information. In contrast, they could not compensate for the degraded video by 
relying more on the intact audio. Considering the fact that A performance was much lower 
than V performance, it might be that the audio did not provide enough or not the right kind 
of information to compensate for the degraded vision. On the other hand, studies have sug-
gested a dominance of visual over auditory information for emotion perception, at least for 
similar materials55,64, thus it could also be that participants relied mostly on the visual informa-
tion by default, possibly because they were not adapted well enough to the degraded visual 
signal to shift their attention more to the auditory cues and rely more on them. To discover 
which of these mechanisms is occurring, further studies would need to be performed in par-
ticipants that are well adapted to the degradations. This is possible in individuals with hearing 
and/or vision impairments, or in healthy observers that underwent an extensive adaptation 
procedure.

3.4.2 Viewing behavior suggests observers use peripheral information to perceive emotional ex-
pressions
Our findings for gaze behavior are consistent with the performance results. Viewing behavior 
was similar for the AV and dAV conditions, at least for the measures examined here. Overall, 
the biggest differences in gaze behavior were between conditions with and without a de-
graded visual signal. We found that with degraded video, participants made larger saccades 
and fixations of shorter duration. Additionally, they moved their fixations away from the face 
AOIs and somewhat closer to the hand AOIs when video was degraded. There is an indication 
that participants placed the face AOIs adjacent to the border of their scotoma: the scotoma 
extended 17 deg x 11.5 deg of visual angle, and participants fixated the face AOIs at distances 
at roughly half the height of the scotoma (6 deg of visual angle) in visual degradation condi-
tions. This is in line with findings in macular degeneration patients132 and in control observers 
with simulated scotoma’s133,134, and suggests that the participants in the current study de-
veloped perceptual strategies that are similar to what is seen with a preferred retinal locus 
(PRL) in patients. In a previous study114, we have shown that observers generally fixate on the 
face when identifying emotions. Considering the small fixation distance to the face AOIs for 
intact visual stimuli and the large fixation distance to the hand AOIs, it can be assumed that 
participants in the current study also mainly fixated on or near the face. Combining that with 
the fact that under degraded video, participants’ fixations were closer to the hand AOIs than 
in intact video, and that, in the videos, the hands were generally located inferior to the face, 
suggests that participants shifted their gaze downwards while using their superior visual field 
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to view the face. While moving gaze down likely makes the scotoma cover the lower body 
and the hands, which may seem undesirable, it was still possible to view larger movements 
even when they were covered by the scotoma, due to the relative nature of the scotoma.

3.4.3 Observers increase fixation duration and make larger saccades when viewing degraded 
video
Our finding that participants’ fixation durations were shorter under visual degradation is in 
contradiction with the idea that observers fixate longer with more difficult tasks115 and with 
findings of longer fixation durations with simulated scotoma’s for visual search tasks120,121. It 
cannot be that our finding of shorter fixation duration under degraded visual signal is due to 
the task not being more difficult, as performance always decreased for visual degradation 
and thus, even though eye-tracking analyses were based on correct responses, we can safely 
assume that the task was more difficult. Whether fixation durations become longer or short-
er might therefore strongly depend on the task and stimulus used. For example, McIlreavy 
and colleagues135 used a visual search task with natural images and found that a simulated 
central scotoma had no effect on mean fixation duration. Henderson et al.136 used an object 
identification and recollection task and found a decrease in fixation duration when a central 
scotoma was present. There is another discrepancy between our and Cornelissen et al.’s121 
findings; they only found an effect on saccadic amplitude for the absolute central scotoma, 
not the relative central scotoma. The absolute scotoma took on the background color and lu-
minance, while for the relative scotoma the information on the display was shown with very 
low contrast (3%) within the scotomatic region. Thus, for the relative scotoma, some informa-
tion was still perceivable, while for the absolute scotoma this was not the case. The scotoma 
used here was relative as well, as the video within the scotoma was severely blurred and 
some information could still be perceived (e.g., whether the observer was viewing the face 
or the body of the actor); yet visual degradation still affected saccadic amplitude. It could be 
that the blurring was so severe that the scotoma, while technically relative, was effectively 
perceived as absolute. 

One reason for the discrepancies between ours and previous findings might be relat-
ed to the various types and roles of superior colliculus cells; Walker and colleagues (1997) 
proposed that there is an ongoing competition in the superior colliculus between cells that 
stabilize fixation and cells that program saccades. In the presence of peripheral objects, the 
saccade programming cells increase their firing rate, which increases the probability that a 
saccade is made. When the presence of peripheral objects is combined with absent foveal in-
formation, as in the case of an absolute scotoma, it is even more probable that the balance is 
shifted more towards saccades. In the materials used here, there was only a single object that 
was also strongly attention grabbing: the actor. Thus, when it is possible to fixate on the ac-
tor (when the video is intact), observers do so, evident by longer fixation durations and small 
saccades. However, when fixating on the actor leads to not being able to see the actor (when 
video is degraded by a central scotoma), observers saccade away from the actor in order to 
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see them. At that moment, the actor is located in the periphery, firing rates in the saccade 
programming cells increase, and saccading back to the actor becomes increasingly probable. 
Together, this leads to both shorter fixation durations and on average larger saccades (which 
are needed to move the scotoma away from the actor). In the studies that found longer 
fixations and no effect on saccadic amplitude74,120, many objects were present on the display. 
Thus, when foveal vision was removed by a scotoma, this may have increased saccade gen-
eration. However, since it is not immediately obvious towards which object a saccade should 
be directed, and observers should additionally continuously attempt to process the objects 
parafoveally/peripherally, which is only possible during fixation, the lack of foveal vision may 
not necessarily lead to a shortening of fixation durations.

3.4.4 Removing audio affects viewing behavior, degrading audio does not
While we did not find any effects of degraded audio on gaze behavior, a complete absence 
of audio did affect gaze. In the intact visual, absent audio (V) condition, participants made 
smaller saccades and fixations with longer durations compared to AV and dAV. In the de-
graded visual, absent audio (dV) condition, participants made smaller saccades compared 
to dAdV and fixated all AOIs at the shorter distance than in dAdV and AdV. The fact that the 
difference in fixation distance for V compared to AV and dAV conditions were not significant 
(although there were trends in the same direction), might be related to the fact that the fix-
ation distances to AOIs were generally small for V, and thus, differences in fixation distance 
between V and AV/dAV are then also small and unlikely to reach significance. With respect to 
differences in saccadic amplitude and fixation duration, the effects for V, compared to AV and 
dAV, and effects for dV, compared to dAdV and AdV, are not the same. This might be related 
to the role of the superior colliculus in stabilizing fixations and programming saccades, as 
discussed above. In the absence of audio, it may be more important to have a stable fixation 
in order to extract sufficient information and gaze may therefore be placed closer to the AOI. 
In addition, there is no audio that directs attention to its source, which in this situation is the 
speaker, so there is less ‘saccade generating’ information in the stimulus. Together, this can 
explain the longer fixation durations and smaller saccades found in the V condition. In the dV 
condition however, as explained above, there is very limited foveal information, and with the 
actor being in peripheral vision (when participants are fixating with their peripheral), more 
saccades are generated, thus annulling some of the effects that absent audio has on gaze 
behavior. The need to focus gaze more when audio is absent may explain why participants 
fixated the AOIs at a closer distance for dV than for dAdV and AdV; this need may have led 
participants to be more thorough in placing the scotoma, in order to have the border of the 
scotoma as close to the AOI as possible. As this is likely more effortful, the presence of audio 
in dAdV and AdV could explain why participants did not use the same care in those conditions.

3.4.5 Limitations and future directions
It should be noted that the fact that we found that observers are affected by degraded visual 
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information, but not by degraded auditory information when it is accompanied by video, may 
be strongly dependent on the specific materials we used, which had very rich visual cues and 
possibly less clear auditory cues. On the other hand, the results may also be related to the 
fact that, generally, observers seem to rely more on visual information than on auditory in-
formation for proper perception of emotions55 and the aforementioned asynchrony between 
visual and auditory cues. Our results hold the promise that individuals with hearing loss may 
also be able to compensate for their degraded hearing by relying more on their intact vision. 
However, there is a chance that cognitive decline due to ageing or the sensory degradations 
may affect the capacity of (elderly) individuals to compensate. 

By design, our study only allowed measuring the possible acute effects of sensory im-
pairments and thus disregards any long-term adaptation that may occur in real sensory im-
pairments. Future studies are needed in individuals with sensory impairments as well as in 
healthy elderly observers to untangle the effects of general ageing from the effects of sen-
sory impairments. 

Studies with different audiovisual emotion materials, for example by including sentenc-
es with meaningful semantic content, may shed light on the apparently stronger effects for 
visual information compared to auditory information.

Lastly, it would be interesting to investigate what specific information in the audio and 
video signals cause the multimodal facilitation. A likely explanation would be the tempo-
ral correlation, as for example speech correlates strongly with the movements the mouth 
makes. If it is purely related to temporal correlation then replacing the original audio by a 
tone that fluctuates in fundamental frequency, where these fluctuations represent visual ex-
pressions, should already facilitate recognition.

 
3.4.6 Conclusions
Altogether, the present data show that the combined effects of degraded visual and auditory 
input do not exacerbate their isolated effects. Thus, there is redundancy in the information 
relevant to emotion recognition. Such redundancy, which in this study was most notable in 
vision, can supplement degraded information in another modality, here in audio. It remains 
an open question whether this redundancy remains still present after long-term central and 
cognitive changes induced by sensory loss. Additionally, we have shown that observers adapt 
their viewing behavior to degraded video in order to maximize recognition. Teaching this 
optimized viewing behavior to visually impaired individuals that do not show this behavior 
spontaneously could therefore be a starting point for rehabilitation targeted at improved 
emotion recognition.
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Supplementary Material A
Table A.1. Contrasts for the omnibus pairwise comparisons of the main effect of condition. It shows the model 
estimate differences with the FDR adjusted p-values in parentheses. The conditions in the columns are subtracted 
from the conditions in the rows. A positive contrast means performance in the first condition (rows) was better 
than in the second of the comparison (columns), and v.v. Significant differences are indicated by bold typeface. 
New comparisons are shown with a white background, while comparisons that were also made in the t-tests are 
shown with a light grey background.

AV V A AdV dAV dAdV dV dA

AV 0.12 
(<0.001)

0.31 
(<0.001)

0.07 
(<0.001)

0.007 
(0.73)

0.09 
(<0.001)

0.23 
(<0.001)

0.38 
(<0.001)

V 0.18 
(<0.001)

-0.06 
(0.007)

-0.12 
(<0.001)

-0.04 
(0.045)

0.10 
(<0.001)

0.25 
(<0.001)

A -0.24 
(<0.001)

-0.31 
(<0.001)

-0.23 
(<0.001)

-0.09 
(<0.001)

0.07 
(0.001)

AdV -0.06 
(0.003)

0.01 
(0.49)

0.15 
(<0.001)

0.31 
(<0.001)

dAV 0.08 
(<0.001)

0.22 
(<0.001)

0.38 
(<0.001)

dAdV 0.14 
(<0.001)

0.30 
(<0.001)

dV 0.16 
(<0.001)

dA

Table A.2. Contrasts for the AOI by condition interaction for fixation distance. It shows the model estimate differ-
ences with the FDR-adjusted p-values in parentheses. A positive contract indicates participants fixated closer to 
the AOI in the second condition than in the first condition (and v.v.). Significant differences are indicated by bold 
typeface. Bayes factors for the null hypothesis (BF01) are added to non-significant comparisons in italic typeface.

Left Eye Right Eye Nose Mouth Left Hand Right Hand

AV – V 0.16 (0.24)
BF01: 0.76

0.16 (0.24)
BF01: 1.03

0.15 (0.28)
BF01: 1.11

0.14 (0.31)
BF01: 1.69

-0.03 (0.85)
BF01: 4.23

-0.01 (0.91)
BF01: 2.88

AV – dAV -0.05 (0.68)
BF01: 4.66

0.04 (0.76)
BF01: 2.37

-0.04 (0.78)
BF01: 4.62

-0.04 (0.72)
BF01: 4.55

0.02 (0.85)
BF01: 4.51

0.09 (0.55)
BF01: 3.85

AV – AdV -4.36 
(<0.001)

-4.59 
(<0.001)

-4.53 
(<0.001)

-4.18 
(<0.001)

0.99 
(<0.001)

0.25 (0.08)
BF01: 4.65

AV – dV -4.08 
(<0.001)

-4.29 
(<0.001)

-4.23 
(<0.001)

-3.86 
(<0.001)

1.51 
(<0.001)

0.76 
(<0.001)

AV – dAdV -4.47 
(<0.001)

-4.70 
(<0.001)

-4.63 
(<0.001)

-4.26 
(<0.001)

1.17 
(<0.001) 0.31 (0.03)

V – dAV -0.21 (0.12)
BF01: 0.24

-0.13 (0.37)
BF01: 2.97

-0.18 (0.19)
BF01: 0.62

-0.18 (0.18)
BF01: 0.43

0.05 (0.81)
BF01: 3.61

0.10 (0.53)
BF01: 1.59
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Left Eye Right Eye Nose Mouth Left Hand Right Hand

V – AdV -4.52 
(<0.001)

-4.75 
(<0.001)

-4.68 
(<0.001)

-4.32 
(<0.001)

1.02 
(<0.001)

0.26 (0.08):
BF01: 4.55

V – dV -4.24 
(<0.001)

-4.46 
(<0.001)

-4.38 
(<0.001)

-4.0 
(<0.001)

1.54 
(<0.001)

0.78 
(<0.001)

V – dAdV -4.63 
(<0.001)

-4.87 
(<0.001)

-4.78 
(<0.001)

-4.40 
(<0.001)

1.19 
(<0.001) 0.32 (0.03)

dAV – AdV -4.31 
(<0.001)

-4.63 
(<0.001)

-4.50 
(<0.001)

-4.14 
(<0.001)

0.97 
(<0.001)

0.16 (0.29)
BF01: 4.65

dAV – dV -4.03 
(<0.001)

-4.33 
(<0.001)

-4.20 
(<0.001)

-3.81 
(<0.001)

1.49 
(<0.001)

0.67 
(<0.001)

dAV – 
dAdV

-4.42 
(<0.001)

-4.74 
(<0.001)

-4.60 
(<0.001)

-4.21 
(<0.001)

1.15 
(<0.001)

0.22 (0.13)
BF01: 4.65

AdV – dV 0.29 
(0.047) 0.30 (0.04) 0.30 (0.03) 0.32 (0.02) 0.52 

(<0.001)
0.51 

(<0.001)

AdV – 
dAdV

-0.10 (0.46)
BF01: 3.16

-0.11 (0.41)
BF01: 3.23

-0.10 (0.49)
BF01: 3.33

-0.07 (0.61)
BF01: 3.57

0.17 (0.23)
BF01: 2.85

0.06 (0.68)
BF01: 3.69

dV – dAdV -0.39 
(0.007)

-0.41 
(0.004)

-0.40 
(0.005)

-0.40 
(0.005) -0.34 (0.02) -0.45 

(0.003)

Figure A.1. Fixation heatmaps overlaid on a 1000ms window averaged video image. Different panels show heat-
maps for different conditions. a) Fixation heatmap for A. b) Fixation heatmap V. c) Fixation heatmap for AV. d) 
Fixation heatmap for dA. e) Fixation heatmap dV. f) Fixation heatmap for dAdV. g) Fixation heatmap for dAV. h) 
Fixation heatmap AdV. 
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Supplementary Material B

This supplementary analysis investigates the effect of condition per valence-arousal quad-
rant. For this analysis, participant’s responses were first recoded such that incorrect with-
in-quadrant responses (such as responding “Relief” when the expressed emotion was “In-
terest”) are considered correct responses. After recoding, a repeated measures ANOVA was 
performed in R (version 3.6.0), using the function aov_ez from the afex package (version 
0.25-1), with the arcsine transformed Hu as the dependent variable and condition (with eight 
levels) and emotional quadrant (with four levels), as well as their interaction, as independent 
variables. The Greenhouse-Geisser correction was performed in cases of a violation of the 
sphericity assumption. Effect sizes are reported as generalized eta-squared (ges).

Significant main effects were followed up by post-hoc tests to test which conditions 
were significantly different from each other by means of an exploratory omnibus paired com-
parisons test, which compared all conditions to each other using lsmeans from the emmeans 
package (version 1.4.1). To correct for multiple comparisons, the False Discovery Rate (FDR) 
correction was used.

 

Figure B.1. Performance in mean unbiased hit-rates (Hu) per emotional quadrant (as in Table 1, main manuscript, 
section 2.3). For this figure, if the response was from the same quadrant as the expressed emotion, the response 

was considered correct.
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The outcome was a significant main effect of condition (F (7, 161) = 91.4, p < 0.001, ges = 
0.44), significant main effect of quadrant (F (3, 69) = 81.9, p < 0.001, ges = 0.35), and a signifi-
cant interaction between condition and quadrant (F (21, 483) = 12.7, p < 0.001, ges = 0.11). While 
from Figure B.1 and Tables B.1-B.4 it is clear that there are differences between quadrants, for 
example accuracy is much higher for the positive valence, high arousal quadrant, differences 
between conditions are relatively stable between quadrants. For all quadrants, audio only 
performance is lower than video only performance, which in turn is lower than audiovisu-
al performance. In addition, performance drops when a degraded modality is presented in 
isolation (dA, dV), but not much when these are combined (dAdV), similar to the findings 
presented in section 3.1.

Table B.1. Contrasts for the omnibus pairwise comparisons of the main effect of condition for emotions with neg-
ative valence and high arousal. It shows the model estimate differences with the FDR adjusted p-values in paren-
theses. The conditions in the columns are subtracted from the conditions in the rows. A positive contrast means 
performance in the first condition (rows) was better than in the second of the comparison (columns), and v.v. 
Significant differences are indicated by bold typeface. 

AV V A AdV dAV dAdV dV dA

AV
0.09 

(0.002)
0.19 

(<0.001)
0.07

(0.015)
0.03 

(0.33)
0.06 

(0.030)
0.14 

(<0.001)
0.20 

(<0.001)

V
0.10 

(<0.001)
-0.02 
(0.55)

-0.06 
(0.04)

-0.02 
(0.40)

0.05 
(0.064)

0.11 
(<0.001)

A
-0.12 

(<0.001)
-0.16 

(<0.001)
-0.12 

(<0.001)
-0.05 

(0.094)
0.008 
(0.78)

AdV
-0.04 
(0.15)

-0.007 
(0.79)

0.07 
(0.015)

0.13 
(<0.001)

dAV
0.03 

(0.24)
0.11 

(<0.001)
0.17 

(<0.001)

dAdV
0.08 

(0.007)
0.13 

(<0.001)

dV
0.06 

(0.05)

dA
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Table B.2. Contrasts for the omnibus pairwise comparisons of the main effect of condition for emotions with neg-

ative valence and low arousal. 

AV V A AdV dAV dAdV dV dA

AV
0.08 

(0.007)
0.33 

(<0.001)
0.08 

(0.003)
0.03 

(0.22)
0.09 

(0.002)
0.14 

(<0.001)
0.39 

(<0.001)

V
0.25 

(<0.001)
0.007 
(0.81)

-0.04 
(0.13)

0.01 
(0.74)

0.06 
(0.028)

0.31 
(<0.001)

A
-0.24 

(<0.001)
-0.29 

(<0.001)
-0.24 

(<0.001)
-0.19 

(<0.001)
0.06 

(0.034)

AdV
-0.05 

(0.074)
0.004 
(0.89)

0.06 
(0.051)

0.30 
(<0.001)

dAV
0.05 

(0.059)
0.10 

(<0.001)
0.35 

(<0.001)

dAdV
0.05 

(0.064)
0.30 

(<0.001)

dV
0.25 

(<0.001)

dA

Table B.3. Contrasts for the omnibus pairwise comparisons of the main effect of condition for emotions with pos-

itive valence and high arousal.

AV V A AdV dAV dAdV dV dA

AV
0.08 

(0.003)
0.37 

(<0.001)
0.07 

(0.017)
-0.009 
(0.74)

0.035 
(0.21)

0.17 
(<0.001)

0.48 
(<0.001)

V
0.29 

(<0.001)
-0.02 

(0.56)
-0.09 

(0.001)
-0.05 

(0.093)
0.09 

(0.001)
0.40 

(<0.001)

A
-0.31 

(<0.001)
-0.38 

(<0.001)
-0.34 

(<0.001)
-0.20 

(<0.001)
0.11 

(<0.001)

AdV
-0.07 

(0.007)
0.03 

(0.27)
0.10 

(<0.001)
0.42 

(<0.001)

dAV
0.04 

(0.12)
0.18 

(<0.001)
0.49 

(<0.001)

dAdV
0.14 

(<0.001)
0.44 

(<0.001)

dV
0.31 

(<0.001)

dA
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Table B.4. Contrasts for the omnibus pairwise comparisons of the main effect of condition for emotions with pos-

itive valence and low arousal.

AV V A AdV dAV dAdV dV dA

AV
0.10 

(<0.001)
0.20 

(<0.001)
0.04 

(0.14)
0.002 
(0.94)

0.03 
(0.23)

0.21 
(<0.001)

0.27 
(<0.001)

V
0.10 

(<0.001)
-0.06 

(0.031)
-0.10 

(<0.001)
-0.07 

(0.016)
0.10 

(<0.001)
0.17 

(<0.001)

A
-0.16 

(<0.001)
-0.20 

(<0.001)
-0.16 

(<0.001)
0.008 
(0.79)

0.07 
(0.014)

AdV
-0.04 
(0.16)

0.008 
(0.80)

0.16 
(<0.001)

0.23 
(<0.001)

dAV
0.03 

(0.25)
0.20 

(<0.001)
0.27 

(<0.001)

dAdV
0.17 

(<0.001)
0.23 

(<0.001)

dV
0.06 

(0.030)

dA
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Abstract
Since emotion recognition involves integration of the visual and auditory signals, it is likely 
that sensory impairments worsen emotion recognition. In emotion recognition, young adults 
can compensate for unimodal sensory degradations if the other modality is intact. However, 
most sensory impairments occur in the elderly population and it is unknown whether old-
er adults are similarly capable of compensating for signal degradations. As a step towards 
studying potential effects of real sensory impairments, this study examined how degraded 
signals affect emotion recognition in older adults with normal hearing and vision. The degra-
dations were designed to approximate some aspects of sensory impairments. Besides emo-
tion recognition accuracy, we recorded eye movements to capture perceptual strategies for 
emotion recognition. Overall, older adults were as good as younger adults at integrating au-
ditory and visual information and at compensating for degraded signals. However, accuracy 
was lower overall for older adults, indicating that ageing leads to a general decrease in emo-
tion recognition. In addition to decreased accuracy, older adults showed smaller adaptations 
of perceptual strategies in response to video degradations. Concluding, this study showed 
that emotion recognition declines with age, but that integration and compensation abilities 
are retained. In addition, we speculate that the reduced ability of older adults to adapt their 
perceptual strategies may be related to the increased time it takes them to direct their atten-
tion to scene aspects that are relatively far away from fixation.

Keywords: ageing; eye-tracking; audiovisual; emotion recognition; sensory impairment
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4.1 Introduction
A fundamental component of human communication is speech, but to correctly perceive the 
underlying message the speaker’s emotional intent also needs to be correctly perceived and 
recognized. Emotion recognition in daily life involves optimal integration of the visual and 
auditory signals conveyed by the speaker. Sensory impairments could thus impair emotion 
recognition, although it is also possible that any remaining intact senses can, at least partially, 
compensate for an impaired sense. However, as sensory impairments occur relatively often 
in older individuals137, it is unknown whether general ageing or age-related cognitive decline 
confounds the effects of sensory impairments on emotion recognition, or whether older age 
could possibly increase the negative effects of sensory impairments by limiting compensato-
ry abilities. As a step towards studying the effects of sensory impairments on emotion rec-
ognition in individuals with dual sensory impairments, here we examined the role of stimulus 
degradations on recognition accuracy and perceptual strategies for emotion recognition in 
older adults with normal hearing and vision. Additionally, we compared these with previous 
findings in younger adults with normal hearing and vision138.

4.1.1 Sensory impairments and their effects on emotion recognition
The most common permanent sensory impairments in the older population that may impact 
emotion recognition are age-related hearing loss (affecting up to half of the elderly popula-
tion)113,137,139, which is generally a sensorineural hearing loss with decreased auditory sensitivity 
in higher frequencies113,140, and age-related macular degeneration (AMD), where a deteriora-
tion of the macula leads to central vision loss (affecting up to twenty percent of the elder-
ly population)100,141. While cataract is technically more common than AMD142, cataract can be 
treated quite well and generally does not lead to permanent vision loss. Both age-related 
hearing loss and AMD can be expected to impact emotion recognition, because of the loss 
of auditory emotion cues and difficulty of seeing face details clearly, respectively. For hearing 
loss, it has been shown that both children and older individuals with hearing loss show poorer 
auditory emotion recognition than normal hearing controls107–109,143. While hearing aids were 
shown to improve emotion recognition marginally, they do not seem to restore emotion rec-
ognition to the levels of normal hearing younger or older listeners110. Additionally, individuals 
with AMD show poorer facial emotion recognition than controls102,103, and this difference re-
mained even when the stimulus was magnified up to twice its original size. In addition, eye 
movements of AMD individuals were much more variable in position than eye movements of 
controls103.

However, it is unclear whether existing findings in individuals with unimodal sensory im-
pairments are mostly due to the effect of degraded sensory input, or confounded by a gen-
eral ageing effect, a long-term adaptation to the impairment, or cognitive decline brought 
about by ageing or the impairments. For example, Orbelo et al.111 found that elderly partici-
pants (between 65 and 83 years of age) that had mild hearing loss and did not wear hearing 
aids showed decreased auditory emotion recognition. However, this decrease could not be 
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explained by their hearing loss, nor by age-related cognitive decline, leading the authors to 
conclude that the decrease was related to a general ageing effect. It should be noted that in 
this study, the participants had pure-tone hearing thresholds of on average 24 dB HL (±12 dB, 
average of both ears) only. Consequently, the participants’ hearing loss may have been too 
mild to measurably affect their performance.

In addition to the possible confounding effect of age, studies on the effects of unimodal 
sensory impairments on emotion recognition give little to no insight about the possible con-
sequences of dual sensory impairments for emotion recognition, which can occur relatively 
frequently, i.e., up to thirty percent, in the older population137,144–147. Therefore, as a first step, 
in a previous study138, we established the individual and combined effects of audio and vid-
eo degradations on emotion recognition in a healthy group of young volunteers. By means 
of stimulus degradations, we intended to approximate some of the purely sensory and in-
stantaneous consequences of hearing and vision impairments in simulation, that is, the lack 
of sensory input only, and not long-term adaptation or cognitive changes that may occur in 
real sensory impairments. The audio and video signals were degraded to mimic a moderate 
age-related sensorineural hearing loss and a relative central scotoma (i.e., reduced sensitivity 
within the scotomatic region, but not a complete loss of perception), respectively. We found 
that isolated audio and video degradations, that is, presenting degraded audio or video with-
out presenting the corresponding other sense, decreased emotion recognition performance 
to a similar degree. However, while presenting degraded video alongside normal audio de-
creased performance, presenting degraded audio alongside normal video did not affect per-
formance. Moreover, degrading both the audio and the video led to a similar performance 
decrease as only degrading the video. Thus, for dynamic video stimuli at least, the isolated 
effects of degradation do not necessarily get exacerbated when combined. Moreover, intact 
vision may compensate for degraded audio, but intact audio cannot compensate for degrad-
ed vision. In addition, as evidenced by eye-tracking, we found that participants adapted their 
perceptual strategies, by making larger saccades and looking away from the face of the ac-
tor, in response to video degradations, but not to audio degradations. These adaptations 
may compensate to a certain degree for the visual degradation, but this is unknown. 

4.1.2 The effects of age on emotion recognition
What remains unclear is whether this compensation also occurs in older adults, especially 
considering that there is evidence from previous research for a global decline in emotion rec-
ognition with ageing148,149. It has been proposed that audiovisual emotion recognition peaks 
between 15 and 30 years of age and declines linearly after that150. Despite this general decline, 
there is some evidence that older adults benefit more from multimodal stimuli than younger 
adults such that no age-related deficits could be established in the multimodal conditions122,151. 
However, others found that older adults show a similar benefit to younger adults from mul-
timodal stimulus presentation, such that the age-related difference observed in unimodal 
stimuli is preserved for multimodal stimuli152. In addition to a possible increased benefit from 
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multimodal stimuli, there is some evidence for preserved or even superior emotion recog-
nition in older adults for positive emotions, especially happiness, the so-called ‘positivity ef-
fect’123,153–155, at least for the recognition of facial expressions. The positivity effect is proposed 
to arise from an attentional bias towards positive and away from negative emotions156,157. 
In summary, it is thus unclear whether an age-related deficit in emotion recognition will be 
found when using multimodal stimuli, especially for displays of positive emotions.

Besides changes in emotion recognition ability across the lifespan, there is also evidence 
from eye-tracking studies that older adults view emotional expressions differently from 
young adults. Studies have found that older adults tend to focus more on the mouth or bot-
tom half of the face than on the eyes or top half, whereas young adults show a reversed ten-
dency158,159. In the study by Wong and colleagues159, looking at the bottom half of the face was 
negatively correlated with recognition accuracy for the emotions of anger, fear, and sadness, 
providing a straightforward explanation for why older adults may have impaired recognition 
of negative emotions.

4.1.3 The current study
Real-life emotion recognition almost always involves dynamic stimuli (i.e., during face-to-face 
conversations) and both younger and older adults seem to recognize dynamic emotion stim-
uli somewhat better than static emotion stimuli160,161. Therefore, aiming for good ecological 
validity, in our present study we presented dynamic stimulus presentation, in the form of 
short movie-clips, to healthy young and older adults. These stimuli and the applied stimulus 
degradations were the same as in our previous study138. The use of these simulations creates 
a homogeneous fictitious “patient” group, while the use of two age groups allow disentan-
gling the effects of (simulated) hearing and vision impairment from general ageing effects. 
We used eye-tracking to examine perceptual strategies (i.e., determine when observers look 
where and what kind of eye-movements they make to achieve this), especially important 
here as some studies have shown that older adults view emotional expressions differently 
than younger adults.

Based on existing literature, we expected that older participants would have worse per-
formance on emotion recognition than young participants148,149. However, for intact audio-
visual stimulus conditions, older adults might recognize the expressed emotions with the 
same accuracy as younger adults, owing to previous work showing that audiovisual inte-
gration provides a larger benefit for older adults122,151. Additionally, we expected that older 
adults would perform as well as, or even better than young adults for positive emotions, 
both in intact audiovisual and unimodal conditions123,153–155. Finally, in our previous work138 with 
young normal hearing adults, we found evidence for compensation, as degraded audio did 
not reduce performance if it was accompanied by any video, regardless of whether the video 
was intact or degraded. As cognitive functioning declines with age162, we expected that older 
adults might not compensate for degraded information as well as young adults. 

Since gaze allocation is a flexible information-seeking process45,46,114, we expected that 
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gaze patterns would differ between conditions as well as between age groups. In line with 
previous findings158,159, for all conditions we expected that older adults would fixate more on 
the lower facial features (specifically, the mouth) than on the upper facial features (the eyes) 
compared to younger adults. Additionally, older adults’ gaze adaptations to degradations 
could either be similar to those of young adults or these would be less adaptive or even en-
tirely different from those of young adults. Finally, in line with our hypothesis that age effects 
in performance would be neutralized in multimodal conditions, we expected that this would 
also hold for gaze such that older participants would attend more to the upper facial features 
in the multimodal conditions compared to the unimodal conditions.

4.2 Methods
In the present experiment, both performance and eye-tracking data were obtained to iden-
tify accuracy of emotion recognition and gaze patterns during emotion perception with dy-
namic stimuli, respectively. The methods, including stimuli, procedures, and analyses used 
in this study closely resemble those used in previous studies by the authors114,138. The original 
– unmodified – stimulus materials were first described in36.

In the study by de Boer et al.138, emotion recognition performance and gaze behavior 
were studied in young, healthy observers that viewed the stimuli in three modalities: with au-
dio and video combined, only the video, or only the audio. Their study aimed at understand-
ing basic aspects of audiovisual integration under sensory degradations. The data collected 
in our present study in healthy older adults is compared to their data138. Lastly, for an informal 
comparison, preliminary data from five individuals with macular degeneration and hearing 
loss (called patient participants from here on) are included here.

4.2.1 Participants
Twenty-four healthy, native Dutch participants, selected to be over sixty years old and self-re-
ported to have normal vision (or corrected-to-normal vision) and normal hearing, volunteered 
to take part in the experiment (twelve males, mean age = 66 years, SD = 3.2, range: 61-72). All 
participants were given sufficient information about the nature of the experiment, but were 
otherwise naïve as to the exact purpose of the study. Two participants did not complete the 
experiment because their glasses proved incompatible with the eye-tracker. One participant 
did not complete the experiment because the need to be in the headrest for the eye-track-
ing measurements made the participant uncomfortable. Therefore, a total of 21 participants 
completed the entire experiment (ten males, mean age = 66 years, SD = 3.4, range: 61-72).

In addition to the data collected here, a previously collected dataset for a different study 
with similar methods138 containing data from 24 young, healthy, and native Dutch participants 
(nine males, mean age = 23 years, SD = 2.9, range: 19-29) was used as a control dataset in the 
present study to test for ageing effects.

Written informed consent was obtained prior to screening and data collection. The study 
was carried out in accordance to the Declaration of Helsinki and was approved by the local 
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medical ethics committee (ABR nr: NL60379.042.17). All participants received a payment of 
€8,00 per hour for their participation.

4.2.2 Screening
Participants’ eyesight and hearing were tested before the experiment. Normal visual func-
tioning was assessed with measurements of visual acuity and contrast sensitivity (CS), using 
the Freiburg Acuity and Visual Contrast Test (FrACT, version 3.9.8)68,69. Normal vision was con-
sidered as a visual acuity (VA) of at least 0.80 and a logCS of at least 1.80 (corresponding to 
a luminance difference of approximately 1% between target and surround). Visual tests were 
performed binocularly and on the same computer and screen as used in the main experiment, 
with participants wearing their regular glasses or contact lenses. Auditory functioning was 
assessed by measuring auditory thresholds for pure tones at audiometric test frequencies 
between 125 Hz and 8 kHz. Auditory thresholds were determined using a staircase method 
based on typical clinical procedures. The participant sat inside a soundproof booth during 
audiometric testing and testing was conducted on each ear, always starting with the right 
ear. Since some hearing loss is nearly unavoidable in older populations113, we have used a 
somewhat relaxed criterion for normal hearing compared to typical clinical procedures. For 
older participants, we aimed for the normal hearing definition from the European Working 
Group on Genetics of Hearing Impairment163, where the pure-tone average (PTA; the average 
sensitivity at 500Hz, 1kHz, 2kHz, and 4kHz) is to be as good as or better than 20 dB HL at the 
better ear. 

Four older participants did not have normal vision and five older participants did not have 
normal hearing according to our criteria (i.e., visual acuity < 0.8 and/or PTA > 20 dB HL). Two 
participants had both non-normal vision and non-normal hearing. As a result, in total, despite 
perceiving themselves as normal seeing and normal hearing, seven participants did not have 
normal vision and/or hearing according to the criteria listed above. We still opted to keep 
these participants in the experiment to maintain a good number of participants. Additionally, 
given that they self-reported to have normal vision and hearing, these participants could still 
be considered representative of the aimed age group.  Visual acuity, contrast sensitivity lev-
els, and audiometric thresholds for all participants are shown in Figure 1, and individual visual 
acuity, contrast sensitivity, and PTA’s are displayed in Supplementary Table A.1. 

Besides hearing and vision, cognitive functioning of healthy older participants was 
screened for using the Montreal Cognitive Assessment (MoCA). All included participants 
scored at or above the cut-off for normal cognitive functioning (26 points). Additional exclu-
sion criteria were neurological or psychiatric disorders, dyslexia, and the use of medication 
that could influence normal brain functioning.
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Figure 1. Individual levels of visual acuity (left) and contrast sensitivity (middle, in logCS), measured binocularly, for 
younger, older, and patient participants. Left: individual hearing thresholds in dB HL for the better ear for younger, 

older, and patient participants. Note: one patient participant (4) did not respond when the frequencies ≥ 3000 Hz 
were presented at 90 dB HL, at which point testing stopped to not further damage hearing. The thresholds in the 
figure were set at 95 dB HL to indicate this, the actual hearing thresholds for those audiometric test frequencies 
are unknown.

4.2.3 Stimuli
Audiovisual emotional expressions taken from the Geneva Multimodal Emotion Portrayals 
(GEMEP) core set36 were used as stimuli during the experiment. A short demo showing only 
the face of the actor can be found at the Geneva Emotion Recognition Test (GERT) demo 
at: https://www.unige.ch/cisa/emotional-competence/home/exploring-your-ec/. The GEMEP 
core set consists of 145 audiovisual video recordings (mean duration: 2.5 s, range: 1-7 s) of 
emotional expressions portrayed by ten professional French-speaking Swiss actors (five 
females) of different ages (mean: 37.1 years, range: 25-57 years). The lexical content of the 
expressions was one of two pseudo-speech sentences with no semantic content, but resem-
bling the phonetic sounds in western languages (“nekal ibam soud molen!” and “koun se 
mina lod belam?”). Out of the 17 emotions in GEMEP, 12 were selected for the main experi-
ment, such that they would be equally distributed over the quadrants of the valence-arousal 
scale. See Table 1 for the 12 emotions and how they are distributed over the valence-arousal 
scale70. Portrayals from two actors that were found to be less clearly recognizable in previous 
work114 were used during practice trials to familiarize participants with the stimulus materials 
and the task. Thus, a total of 96 unique stimuli were used in the main experiment and a total 
of 24 unique stimuli in the practice trials.
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Table 1. The selected emotion categories. The emotions are evenly distributed over the quadrants of the va-

lence-arousal scale70.

Valence

Negative Positive

A
ro

us
al H

ig
h Amusement

Joy
Pride

Fear
Despair
Anger

Lo
w

Pleasure
Relief

Interest

Irritation
Anxiety
Sadness

4.2.4 Visual stimulus degradation
A gaze-contingent relative scotoma was produced using custom MATLAB scripts. A semi-cir-
cular, yet irregular, shape that was centered on gaze position, was used to mimic the estimat-
ed vision loss in an individual with progressed binocular age-related macular degeneration 
(AMD), see Figure 2b-c. The shape of the scotoma was not based on an actual scotoma, but 
based on the fact that the macula spans a roughly circular region in central vision. However, 
as the vision loss of an individual with AMD will hardly ever be perfectly circular, an irregular 
shape was used. The scotoma was shown in one of four different orientations in each trial: 
original (as in Figure 2b), horizontally flipped, vertically flipped, and both horizontally and ver-
tically flipped. Orientation was randomized between trials. The scotoma’s size was roughly 
17° x 11.5° visual angle (VA; 731 x 497 pixels) and had soft edges. Most AMD individuals do not 
perceive a hole in the location of their visual field defect, but distortions or blur112. Because 
of this, we decided to blur rather than remove the region of the video that the scotoma 
covered. A Gaussian low-pass filter (using the MATLAB function fspecial and imfilter), was 
used to create a blurred version of the video. The filter had a cut-off frequency (at full width 
at half maximum, FWHM) of 0.15 cycles/deg. Then, this filtered version was overlaid on the 
original – unfiltered – video, and the alpha-layer of the scotoma image (see Figure 2b) served 
to indicate what region of the video should be hazy and how strongly. 

Participants were informed that the scotoma was gaze-contingent and that they could 
use compensatory eye-movements in order to peripherally view regions in the video they 
found relevant. Participants were informed that looking away from the actor could help them 
in still seeing the expressed emotion on the video, but were informed neither on the direction 
nor on the size of the eye-movements they should make in order to do so.

4.2.5 Auditory stimulus degradation
Degradation of the audio signal was done using customized MATLAB scripts aimed at ap-
proximating three characteristics of sensorineural hearing impairment: increased absolute 
thresholds, loudness recruitment, and the effects of broader auditory filters on narrowband 
envelopes in the auditory system. The processing used here was inspired by the hearing im-
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pairment (HI) simulation of Nejime and Moore125. The audio manipulation consisted of two 
sequential modules: one for envelope processing, and one for loudness perception. The en-
velope module was designed to produce perceptual effects of broader auditory filters (i.e., 
impaired frequency resolution), while the loudness module simulated  raised audiometric 
thresholds and loudness recruitment. 

The envelope-processing module created narrowband envelopes as they are assumed 
to be present in the impaired auditory system via broader auditory filtering, while the fine 
structure should be preserved as in normal hearing. Therefore, the input audio signal was 
processed with a Gammatone filter bank with bandwidths of two equivalent rectangular 
bandwidths (ERBs), representing impaired auditory filters, at one ERB distance across center 
frequencies between 80 Hz and 10 kHz. The filter bandwidth of two ERB was selected as rep-
resentative for moderate sensorineural HI126. Within each frequency band the envelope was 
extracted using the Hilbert transform, which each served as the target HI envelope. Hilbert 
envelopes from broader filters were then multiplied onto Hilbert fine structure signals in each 
frequency band. Normal narrowband envelopes can be partially recovered from a NH fine 
structure signal by NH listeners127. To minimize this unwanted recovery of envelopes, thus to 
provide “degraded envelopes” inside the normal auditory system of the participants in this 
study, an iterative procedure was used whereby the output of the multiplication procedure 
was passed through the NH filter bank again and the fine structure extracted using the Hil-
bert transform was multiplied again by the target impaired envelopes. Ten such iterations 
were used in the present study, resulting in a high average correlation coefficient of 0.83 with 
the desired HI envelopes after modeled NH auditory processing using speech as a signal128.

 After the envelope processing module, the loudness module sets the sound level in 
each frequency band such that the NH participants listening to this simulation had a similar 
loudness perception as an (average) HI listener. For this manipulation, the output signal of the 
envelope-processing module was fast Fourier transformed (FFT-ed) into six octave-spaced 
channels with frequencies between 250 Hz and 8 kHz. The sound level in each channel was 
extracted from the output signal and the categorical loudness ratings as used in the proce-
dure of Brand & Hohman129 were calculated based on average HI categorical loudness data130, 
which served as target loudness. The sound levels were then attenuated in an expansive 
fashion such that (average) NH listeners’ loudness perception of the sound level matches the 
target HI loudness. Finally, the spectral signal was transformed back into the time domain us-
ing the inverse FFT. The loudness module thus also set the simulated audiometric thresholds. 
For the present study the degradations were implemented by taking the thresholds from a 
moderate hearing impairment, similar to the standard audiogram N3 as defined in Bisgaard et 
al.131. The thresholds were 40, 40, 45, 54, 62, and 70 dB HL at audiometric frequencies of 250, 
500, 1000, 2000, 4000, and 8000 Hz, respectively. 

After these two modules, the sound level of the final output signal was root-mean-square 
(RMS) equalized to the intact audio, to ensure any effects found were not a side-effect of an 
overall decrease in presentation level.
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4.2.6 Experimental set-up
The experiment was performed in a dark and quiet room, with the monitor providing the 
only illumination. Participants sat in front of the monitor at a viewing distance of 70 cm with 
their head placed in a chin- and forehead rest to minimize head movements. Stimuli were 
presented full-screen on a 24.5-inch monitor with a resolution of 1920 x 1080 pixels (43 x 24.8 
degrees). The average screen luminance was 38 cd/m2, measured from the approximate head 
location of the participant. An Apple MacBook Pro (mid 2015 model) was connected to the 
monitor and controlled the stimulus presentation. The audio was produced by the internal 
soundcard of this computer and presented binaurally through Sennheiser HD 600 over-ear 
headphones (Sennheiser Electronic GmbH & Co. KG, Wedemark, Germany). The sound level 
was calibrated to be at a comfortable and audible level, at a long-term RMS average of 65 dB 
SPL. Participants used an external mouse for responding. Stimulus display and response re-
cording was controlled using the Psychophysics Toolbox (Version 3)71–73 and Eyelink Toolbox74 
extensions of MATLAB (Version R2015b; The Mathworks, Inc., Natick, MA, USA). 

Participant’s eye movements were measured with an Eyelink 1000 Plus eye-tracker (SR 
Research Ltd., Ottawa, Ontario, Canada), running software version 4.51. Monocular gaze 
data was acquired at a sampling frequency of 1000 Hz. The eye-tracker was located just be-
low the monitor. A calibration procedure preceded the experiment using the built-in 9-point 
calibration routine. Calibration accuracy was verified with the validation procedure in which 
the same nine points were displayed again. The experiment would start if the calibration ac-
curacy was sufficient (i.e., average error of less than 0.5° and a maximum error of less than 1°). 
Drift was checked for after every fourth trial and after each break. The calibration procedure 
was repeated if the participant moved during breaks and whenever there was more than 1° 
of drift in more than one consecutive drift check.

Table 2. Experimental conditions used in the experiment. Both modalities were either shown as they are (intact), 

degraded, or absent.

Video

Intact Degraded Absent

A
ud

io

Intact AV AdV A

Degraded dAV dAdV dA

Absent V dV

4.2.7 Procedure
During the experiment, participants were asked to identify the emotions expressed in the 
GEMEP core set videos. The videos were presented in eight different stimulus presentation 
conditions, listed in Table 2. Participants were asked to respond as accurately as possible in a 
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forced-choice discrimination paradigm. Participants were further requested to blink as little 
as possible during the trial and maintain careful attention to the stimuli.

Each trial was preceded by either a full-screen image of the averaged frames of all vid-
eos (for all conditions with video, see Figure 2a) or a fixation cross (for A and dA; conditions 
without video), which was presented for a random duration between 600 and 1600 ms. For 
conditions with video, this averaged image was displayed instead of a fixation cross to allow 
participants to already orient their gaze, which could be especially beneficial in the condi-
tions where a scotoma was present. Then, the stimulus was presented, for 1 to 7 seconds, 
depending on the specific video. For A and dA, the fixation cross remained on screen. After 
stimulus presentation, a response screen appeared. On this screen, all twelve emotions were 
presented with a label, grouped in a circular fashion by valence and arousal. The participant 
could, in a forced-choice response format, click with the mouse pointer on the emotion label 
that corresponded to the identified emotion. All twelve emotions were always presented on 
the response screen, and grouped in a circular fashion by valence and arousal. The response 
screen remained visible until a response was made. The participant’s response (the emotion 
label) was recorded as well as whether the response was correct or not.

Figure 2. a) Still image created by averaging together all frames of all videos. This image preceded stimulus pre-
sentation in all conditions with video. b) Shape and approximate size of the scotoma mask. The scotoma was 
gaze-contingent with its center positioned on the point of gaze. Four different orientations were used during the 
experiment (randomly intermixed): as shown in this figure, left-right flipped, up-down flipped, and left-right and 
up-down flipped. c) Scotoma overlaid on a still image of one video. The red dot indicates the point of gaze, this dot 
was not visible to participants.

Each participant was presented with all 96 videos (twelve emotions x eight actors) in all 
eight conditions, each individual video was thus presented eight times. The experiment was 
separated into six experimental blocks and in each block, all eight conditions were presented 
in sub-blocks containing one sixth of the stimuli (i.e., 16 trials per sub-block, 128 trials per 
experimental block). The order of conditions between experimental blocks was counterbal-
anced using balanced Latin Squares within and across participants. For young participants, 
the stimulus order for each condition was fully randomized. For older participants, the stim-
ulus order was pseudo-randomized: they saw the videos from a set of four pseudo-randomly 
chosen actors (two male, two female) in the first session, and the videos from the remaining 
four actors in the second session. Stimulus order within each set of four actors was random-
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ized.  The reason for this change was that we had expected many older participants would 
drop out of the study after one session due to the length of the experiment. With this change, 
at least we would have balanced data after one session (i.e., all emotions presented equally 
often in all conditions). In the end, none of the older participants dropped out for this reason. 

The experiment was preceded by 64 practice trials (eight practice trials for each condi-
tion) to acquaint the participants with the stimulus material and the task. For the practice 
trials, all conditions were presented in the following fixed order: AV, V, A, AdV, dAV, dV, dA, 
dAdV. Stimulus order within each practice block was randomized. During the practice block, 
participants received minimal feedback after each trial on their given response (i.e., correct/
incorrect). No feedback was provided during the experiment.

Overall, the experiment consisted of 832 trials, including the 64 practice trials, and took 
about 2.5 hours to complete. The experiment was separated over two test sessions per-
formed on separate days to avoid fatigue. Participants were able to take a self-paced break 
every 32 trials and were encouraged to take breaks in order to maintain concentration and 
prevent fatigue. The experiment continued upon a mouse-click from the participants and the 
eye-tracker was recalibrated if the participant moved during the break.

4.2.8 Data analyses
The data analysis was performed in two stages. The first analysis stage focused on intact 
conditions (A, V, and AV). The second stage focused on the effects of audio and video degra-
dation (dA, dV, AdV, dAV, and dAdV). All data (that is, accuracy scores, fixation durations, sac-
cadic amplitudes, and fixation proportions) were analyzed in R (version 3.6.0; R Foundation 
for Statistical Computing, Vienna, Austria — https://cran.r-project.org) with linear regression 
models (using lmer from the lme4 package, version 1.1-21). Since our main interest was in the 
effect of age, only the main effects of age group and interactions with age group were fol-
lowed-up by post-hoc tests. Other variables (e.g., condition, emotion) were added if they im-
proved the model. For both stages, the best model was found by comparing Akaike Informa-
tion Criterion (AIC) values for the different models. The criterion for picking a more complex 
model was an AIC decrease of at least two164. Significance of main effects and interactions of 
the final models were assessed with an Analysis of Deviance table (type III Wald chisquare 
test) with the Anova function from the car package (version 3.0-3). Significant effects were 
followed up by post-hoc tests to test how age groups differ. Post-hoc tests were performed 
using lsmeans from the emmeans package (version 1.4.1). Note that many of our analyses 
were exploratory, meaning that we did not have clear hypotheses a priori for these analyses 
(especially concerning the effect of different conditions for both age groups). In those cases, 
the corrections for multiple comparisons were generally not strict, and some of the findings 
may not survive more stringent corrections.  

4.2.8.1 Analyses of behavioral data
Accuracy scores for each condition and emotion were first converted to unbiased hit-
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rates77,114,138 to account for any response biases. The unbiased hit-rate (Hu) is different from 
the regular hit-rate in that it also considers false alarms. It can be calculated by squaring the 
number of correct responses for a category, and dividing that by the number of occurrences 
of that category times the number of times this particular response was used. In our study, an 
example of the Hu for the emotion Joy would be the Joycorrect

2/(Joyoccurrence*Joyresponded). Because 
of this, if a participant often responds to Joy correctly (i.e., Joycorrect is high), but this is due to 
a bias towards responding Joy (i.e., Joyresponded is high than Joyoccurrence), the unbiased hit-rate 
will be lower than the regular hit-rate to account for this bias. The unbiased hit-rates  were 
arcsine transformed165 to create a normal distribution. Then, a linear regression analysis was 
performed with the arcsine transformed Hu as the dependent variable. 

In both stages, the base model included the condition (with three/eight levels), age group 
(young/old), and their interaction as fixed effects. Then, participant was included as a random 
intercept and emotion was included in steps (i.e., first as random intercept, then as main ef-
fect, then in interaction with age group and/or condition), making the model more complex 
with each step.  Additionally, we tested whether the inclusion of random slopes for condi-
tion and/or emotion improved the model. As mentioned, the AIC was used to test whether 
the model improved with the added complexity and in addition, if the more complex model 
did not converge, the addition was excluded. Post-hoc tests were performed using Bonfer-
roni correction for multiple comparisons in the first stage, and with the False Discovery Rate 
(FDR) correction for multiple comparisons in the second stage. 

4.2.8.2 Analyses of eye-tracking data
For the eye-tracking data, the built-in data-parsing algorithm of the Eyelink eye-tracker was 
used to extract fixations from the raw eye-tracking data. Only data from conditions in which 
the video was present (all except A and dA) were analyzed, as in the conditions without vid-
eo participants would have mostly been fixating on the fixation cross throughout the trial. 
All analyses were restricted to eye movements made during stimulus presentation, and only 
those made within 1000 ms after stimulus onset. No gaze data after 1000 ms were considered 
to limit data analysis to the duration of the shortest movie, which lasted 1000 ms. In addition, 
this aimed to discard any data that no longer was task-related, i.e. after a participant decided 
on a response, which is increasingly likely to occur at a longer interval after stimulus onset. 
Trials with single blinks longer than 300 ms during the first 1000 ms of stimulus presentation 
were discarded. Additionally, only trials with a correct response were included, as our main 
interest was in gaze behavior prior to correct recognition. Focusing on correct responses 
allowed examining whether changes in gaze behavior due to information degradation and 
availability of audio were adaptive and lead to good performance. 

Mixed linear regressions were performed to test for the effects of age group, condition, 
and emotion on fixation durations and saccadic amplitudes. For fixation proportions, AOI was 
included as an additional fixed effect. Random intercepts were included for participant and 
movie and random slopes for condition were included if they improved the model. 
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Fixation durations and saccadic amplitudes were extracted from the parsed data file. 
Saccades with amplitudes larger than the diagonal of the monitor, which was 49.6 degrees, 
were filtered out, removing less than 1% of saccades. An exploratory mixed linear regression 
was performed for both fixation duration and saccadic amplitude. 

Additionally, we performed an Area-of-Interest (AOI) based analysis on fixations for 
those conditions in which the video was present. For fixation proportions on AOIs, the eyes 
(left and right), nose, mouth, and hands (left and right) of the actors were chosen as AOIs. 
Because the stimuli are dynamic, the AOIs were dynamic as well. Coordinates of the AOI posi-
tions for each stimulus and each frame were extracted using Adobe® After Effects® (Version 
15.1.1; Adobe Inc., San Jose, CA, USA). The coordinates for the face AOIs were obtained by 
applying the ‘Face Tracking (Detailed Features)’ method of Adobe® After Effects®, which 
automatically tracks many face features. Face track points at each frame were visually in-
spected and manually edited whenever the tracking software failed to track them correctly. 
For the hand AOIs, the ‘Track Motion’ method of Adobe® After Effects® was used. A single 
tracker point per hand was used to track position. The tracker point was placed roughly in the 
center of the hand. Again, tracking was inspected visually and manually edited where needed 
(for more details on face and hand tracking, see de Boer et al.114). Coordinates of all obtained 
face and hand track points for each stimulus were stored in text-files and used to create point 
AOIs. For the eyes we used the coordinates of the ‘Left/Right Eyebrow Outer’ for the x-posi-
tion of the lateral corner, ‘Left/Right Eyebrow Inner’ for the x-position of the medial corner, 
‘Left/Right Eyebrow Middle’ for the top, and the middle between the y-positions of ‘Left Pu-
pil’ and ‘Nose tip’ for the bottom, indicating the eye–nose border. The individual AOIs for the 
left and right eye were later merged for analysis. For the nose we used the eye–nose border 
as the top, the nose–mouth border (middle between the y-positions of ‘Right Nostril’ and 
‘Mouth Top’), the x-position of ‘Right Nostril’ and the x-position of ‘Left Nostril’ for the lateral 
corners. For the mouth AOI: the x-position of ‘Mouth Right’ and the x-position of ‘Mouth 
Left’ for the lateral corners, the nose–mouth border for the top, and the y-position of ‘Mouth 
Bottom’ for the bottom. Each AOI was expanded by 10 pixels on each side (20 pixels across 
the horizontal and vertical axes), except at the eye–nose and nose–mouth borders. Overlap 
between AOIs was avoided. The actual size of each AOI varied across actors and frames e.g. 
due to some actors being closer to the camera. Note that left and right are in reference to 
the actor, not the observer. Thus, the left eye and hand are generally on the right side of the 
screen and vice versa for the right eye and hand.

Fixation proportions on the AOIs were defined as follows: for all of the N fixation time-
points, the fixation proportion is the proportion of N that is located on a given AOI. These 
proportions were then averaged over each trial, resulting in a mean fixation proportion on 
each AOI for each trial. These means were finally arcsine-transformed. A mixed linear regres-
sion was performed on the arcsine-transformed mean proportions. 
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4.2.9 Data from patient participants
We collected data from five individuals (two males, mean age = 69, SD = 4.44, range: 66-77) 
with some form of macular degeneration and, for three cases, also some hearing loss. All pa-
tient participants were screened in the same way the healthy younger and older participants 
were screened. Unlike in the healthy older participants, the MoCA was not administered in 
patient participants because their vision and hearing loss may negatively affect the outcome 
and lead to the spurious conclusion that their cognitive functioning is poorer. In addition, 
standard automated perimetry (HFA Central 10-2 protocol) was obtained and all filled in the 
Dutch versions of the Speech and Spatial Qualities (SSQ 5.6, home version) and the Visual 
Functioning Questionnaire (VFQ-25/NL, home version) to assess how they experience their 
hearing and vision impairments. HFA results are included in Supplementary Figure A.1, ques-
tionnaire outcomes are summarized in Supplementary Tables A.2 and A.3.

For patient participants, the general set-up was the same as for healthy participants; 
each patient participant was presented with all 96 stimuli in sub-blocks of 16 trials. Howev-
er, only the A, V, and AV conditions were used, which in principle should correspond to the 
dA, dV, and dAdV conditions because of the patient’s vision and hearing impairments. The 
experiment was thus also preceded by only 24 practice trials (eight practice trials for each 
condition) in which the conditions were shown in the following order: AV, V, A. In total, the 
experiment for the patient participants consisted of 312 trials, including the 24 practice trials 
and took about 1.5 hours to complete. The experiment was completed in one session. We 
also collected eye-tracking data from the patient participants, but calibrating the eye-tracker 
properly proved impossible due to their central visual field defect. Therefore, the eye-track-
ing data from the patient participants was too noisy to properly analyze and we only describe 
patient participants’ emotion recognition accuracy results.

4.3 Results
4.3.1 Age effects on accuracy for intact conditions
Emotion recognition performance is shown in unbiased hit-rates in Figure 3. Please note 
that while analyses were performed on the arcsine transformed Hu, Figure 3 plots non-trans-
formed Hu for interpretability. Figure 3 shows that, overall, the performance (quantified as 
unbiased hit rates) of older participants was lower than that of the younger ones. It also 
appears that, for both age groups, performance was lowest in A, intermediate in V, and best 
in AV. The best regression model (i.e., the most complex model with the lowest AIC value) 
to test this included condition (only A, V, and AV) in interaction with age group, condition in 
interaction with emotion, and emotion in interaction with age group. Participant was included 
as random intercept, with a random slope for condition. Thus, the formula for the final model 
was: Hu_asin ~ condition*age + condition*emotion + emotion*age + (condition|participant). All 
main effects were significant (all p < 0.001). Additionally, the interactions between condition 
and emotion (Chi2

22 = 117.9, p < 0.001) and between age group and emotion (Chi2
11 = 37.4, p < 

0.001) were significant. The interaction between age group and condition was not significant 
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(Chi2
2 = 5.3, p = 0.07).
Follow-up post-hoc tests on the main effect of condition confirmed that performance 

was lowest for A, intermediate at V, and best for AV (all p < 0.001). The significant main effect 
of age group confirmed that older participants performed poorer than younger participants 
(difference estimate = 0.17, t = 4.64, p < 0.001). Older participants performed significantly 
poorer than young participants for all emotions, except for the emotions Joy (difference esti-
mate = 0.08, t = 1.52, p = 0.13) and Anxiety (difference estimate = 0.09, t = 1.91, p = 0.06), even 
though the latter differences were in the same direction as for the other emotions.

Figure 3. Task performance for each condition and age group, shown as unbiased hit-rates. Performance is aver-
aged across emotions and blocks. Each box shows the data between the first and third quartiles. The horizon-
tal solid line in each box denotes the median. The whiskers extend to the lowest/highest value still within 1.5 * 
inter-quartile range (IQR), data outside the 1.5 * IQR are plotted as dots. Performance for young participants is 
shown in light grey boxes, performance for older participants is shown in white boxes. Performance for individual 
patient participant is shown in the colored dots. Note that these participants did not receive degraded stimuli, 
but their hearing and visual acuity tests indicate that their perception is degraded. Thus, for patient participants, 
dA corresponds to stimuli presented in A, likewise for dV and dAdV. The dashed line indicates chance level perfor-
mance. 

4.3.2 Age effects on accuracy for degraded conditions
To investigate the effects of degradations, a regression model with condition (all conditions) 
in interaction with age group, condition in interaction with emotion, and emotion in interac-
tion with age group was performed. Participant was included as a random intercept, but with-
out a random slope for condition, as this led to a singular fit. Thus, the formula for the final 
model was: Hu_asin ~ condition*age + condition*emotion + emotion*age + (1|participant) All 
main effects were significant (all p < 0.001). Additionally, there were significant interactions 
between condition and emotion (Chi2

77 = 393.7, p < 0.001), between age group and emotion 
(Chi2

11 = 108.5, p < 0.001), and between age group and condition (Chi2
7 = 42.9, p < 0.001).

Follow-up post-hoc tests showed that older participants had lower accuracy for all con-
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ditions (all p < 0.002) and all emotions (all p < 0.009), including positive ones. The significant 
interaction between age group and emotion indicates that the differences between younger 
and older participants were not the same for all emotions. Additionally, while the patterns 
across conditions appeared very similar for both age groups, there were subtle differences, 
see Table 3. For instance, degrading video seemed to reduce performance more in older than 
in younger participants. Note that Table 3 only lists sensible comparisons, e.g., A is compared 
to dA, but not to dV.

Additionally, Figure 3 shows that the five patient participants that were included had a 
similar emotion recognition accuracy as the included older healthy participants had in the de-
graded A, V, and AV conditions. These preliminary data support the idea age-related sensory 
changes can affect audiovisual emotion recognition, and our degradations captured some of 
these effects in individuals with no sensory impairments.

Table 3. Contrasts for the age group by condition interaction for recognition accuracy. The table shows the model 
estimate differences with the FDR adjusted p-values in parentheses. Significant differences are indicated by bold 
typeface.

Comparison
Age group

Younger Older

A – dA 0.06 (0.001) 0.05 (0.008)

V – dV 0.09 (<0.001) 0.16 (<0.001)

AV – dAdV 0.08 (<0.001) 0.12 (<0.001)

AV – dAV 0.02 (0.337) 0.03 (0.109)

AV – AdV 0.06 (<0.001) 0.09 (<0.001)

dAdV – dAV -0.07 (<0.001) -0.09 (<0.001)

dAdV – AdV -0.02 (0.180) -0.03 (0.109)

4.3.3 Effects of auditory and visual functioning on emotion recognition accuracy
Overall, older participants had poorer hearing and vision than the younger participants, even 
though the older participants perceived themselves as having normal hearing and vision. This 
was tested by a two-sample t-test (function t.test from the R stats package, version 4.0.3), 
equal variances not assumed. The differences between younger and older participants were 
significant for all screening outcomes: PTA (t26.1 = -6.86, p < 0.001, meanyounger = 0.89, meanolder 
= 14.46), visual acuity (t39.9 = 6.67, p < 0.001, meanyounger = 1.75, meanolder = 1.16), and contrast 
sensitivity (t41.2 = 2.55, p = 0.015, meanyounger = 2.10, meanolder = 2.0). Because of these differenc-
es, an additional model was constructed that included PTA, visual acuity (VA), and contrast 
sensitivity (CS): Hu_asin ~ condition*age + condition*emotion + emotion*age + PTA + VA + CS + 
(1|participant). However, the effects of PTA (Chi2

1 = 0.46, p = 0.50), VA (Chi2
1 = 0.06, p = 0.81), 

and CS (Chi2
1 = 1.16, p = 0.28) were not significant while the effect of age group (Chi2

1 = 5.48, p 
= 0.02) was still significant, indicating that the poorer hearing and vision of the older partici-
pants seemed not to be the reason for their lower emotion recognition accuracy.
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4.3.4 Age effects on fixation duration for intact conditions
Figure 4 shows that, on average, older participants tended to have shorter fixation durations 
than younger participants. In addition, there seems to be a small effect of condition.

Figure 4. Fixation durations in ms for all conditions and age groups. As for Figure 3, fixation durations are averaged 
across emotions and blocks. Each box shows the data between the first and third quartiles. The horizontal solid 
line in each box denotes the median. The whiskers extend to the lowest/highest value still within 1.5 * IQR, data 
outside the 1.5 * IQR are plotted as dots. Performance for young participants is shown in light grey boxes, perfor-
mance for older participants is shown in white boxes.

The regression models confirmed this. The best model included condition and age group 
as main effects only, a random intercept for participant, with a random slope for condition, 
and a random intercept for movie. The formula for the final model was: duration ~ condition 
+ age + (condition|participant) + (1|movie). The main effects of condition (Chi2

1 = 27.6, p < 
0.001) and of age group (Chi2

1 = 12.3, p < 0.001) were significant. A follow-up of these main 
effects showed that fixations were of longer duration in the V compared to the AV condition 
(difference estimate = 53.2, t = 5.25, p < 0.001). Additionally, older participants made fixations 
of shorter duration than younger participants (difference estimate = 126, t = 3.43, p = 0.001).

4.3.5 Age effects on fixation duration for degraded conditions
From Figure 4, it can be seen that younger participants adapt their gaze to the degraded 
video by making fixations with a shorter duration. Older participants do not seem to show 
the same adaptation, or they do so to a smaller degree. The best model to test this included 
age group and condition as main effects as well as their interaction. Random intercepts were 
included for participant and movie, but without any random slopes as these led to a singular 
fit. Thus, the formula for the final model was: duration ~ condition*age + (1|participant) + 
(1|movie). Both the main effect of age group (Chi2

1 = 18.0, p < 0.001) and of condition (Chi2
5 = 

2243.3, p < 0.001) were significant, as well as the interaction between condition and age group 
(Chi2

5 = 599.1, p < 0.001).
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Post-hoc tests of the interaction between condition and age group showed that, in gen-
eral, participants decreased fixation duration in conditions with degraded video. However, 
the differences were much smaller for older participants than for younger participants. For 
younger participants, the decrease in mean fixation durations with degraded video com-
pared to intact video was significant (all p < 0.001) and on average 225 ms, while for older 
participants the average decrease was significant in most cases (p < 0.013), except for the 
comparisons between AV and dV (p = 0.507) and dAV and dV (p = 0.340), but was only 11 ms. 
There even appeared to be a small increase in fixation duration when comparing AV and dV 
in older participants, although this difference was not significant (difference estimate = -7.6, 
p = 0.507). For both groups, fixation durations were longest in the V condition and fixation 
duration did not differ between AV and dAV. 

4.3.6 Age effects on saccadic amplitude for intact conditions
Figure 5 shows that older adults generally made saccades with a smaller amplitude than 
younger adults. The regression models confirmed this. The best model included condition and 
age group as main effects only, a random intercept for participant, with a random slope for 
condition, and a random intercept for movie. The formula for the final model was: amplitude 
~ condition + age + (condition|participant) + (1|movie).

The main effects of condition (Chi2 (1) = 13.0, p < 0.001) and of age group (Chi2 (1) = 15.9, 
p < 0.001) were significant. A follow-up of these main effects showed that saccades were 
larger in the AV compared to the V condition (difference estimate = 0.24, t = 3.60, p < 0.001). 
In addition, older participants made smaller saccades than younger participants (difference 
estimate = 1.01, t = 3.91, p < 0.001).

Figure 5. Saccadic amplitudes in degree of visual angle for all conditions and age groups. Amplitudes are averaged 
across emotions and blocks. Each box shows the data between the first and third quartiles. The horizontal solid 
line in each box denotes the median. The whiskers extend to the lowest/highest value still within 1.5 * IQR, data 
outside the 1.5 * IQR are plotted as dots. Performance for young participants is shown in light grey boxes, perfor-

mance for older participants is shown in white boxes. The dashed line indicates the minimal radius of the scotoma.
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4.3.7 Age effects on saccadic amplitudes for degraded conditions
From Figure 5, a similar result to what was observed for fixation duration, is seen for sac-
cadic amplitudes. Participants adapt their gaze to degraded video by making larger saccades 
in those conditions, but older participants seem to make smaller adjustments than younger 
ones.

The regression model confirmed this. The best model included condition and age group 
as main effects as well as their interaction. Random intercepts were included for participant 
and movie, but without any random slopes as these led to a singular fit. The formula for the fi-
nal model was: amplitude ~ condition*age + (1|participant) + (1|movie). Both the main effects 
of condition (Chi2 (5) = 4713.4, p < 0.001) and age group (Chi2 (1) = 12.6, p < 0.001), as well as the 
interaction (Chi2 (5) = 889.2, p < 0.001) were significant.

The follow-up post-hoc comparisons had results similar to those for fixation duration. 
All participants adapted their gaze to degraded video by making larger saccades, although 
the differences were smaller for older participants. For younger participants, the increase in 
saccadic amplitudes for degraded video conditions was on average 3.70 deg (from 2.83 deg 
in intact video conditions to 6.54 deg in degraded video conditions), while for older partic-
ipants the increase was only 1.20 deg (from 1.58 deg in intact video conditions to 2.78 deg 
in degraded video conditions). The increases in saccadic amplitudes were significant for all 
comparisons between degraded and intact video conditions and for both age groups (all p < 
0.001) Additionally, only younger participants made significantly smaller saccades in V com-
pared to the AV and dAV conditions (AV – V = 0.29, p = 0.005; dAV – V = 0.24, p = 0.015). For 
older participants there was a trend in the same direction (AV – V = 0.16, p = 0.225; dAV – V = 
0.17, p = 0.225).

4.3.8 Age effects on fixation proportions for intact conditions
Figure 6 shows that all participants fixate more on the face than on the hands of the actors. 
Additionally, it appears that younger participants distribute their fixations more or less equal-
ly across the face AOIs, but that older participants focus mostly on the mouth.

The final model included age group in interaction with AOI, and AOI in interaction with 
emotion. Random intercepts were added for participant and movie, but no random slopes 
were added as these led to a singular fit. Condition did not have a significant effect on fixation 
proportions, both as a main effect and in interaction with any of the other variables (all p > 
0.33) and was therefore taken out of the final model. Thus, the formula for the final model 
was: proportion ~ AOI*age + AOI*emotion + (1|participant) + (1|movie). All main effects were 
significant (all p < 0.001), as well as the interaction between age group and AOI (Chi2 (3) = 
263.3, p < 0.001) and between AOI and emotion (Chi2 (33) = 122.4, p < 0.001).

A follow-up of the interaction between age group and AOI, using an FDR-corrected post-
hoc test, showed that older participants fixated more often on the mouth than younger par-
ticipants (difference estimate = 0.08, t = 4.33, p < 0.001), but less often on the eyes (difference 
estimate = 0.16, t = 8.97, p < 0.001). 
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Figure 6. Mean fixation proportions on the face and hand AOIs (Areas of Interest) for all conditions and both age 
groups, and averaged over emotions and blocks. Error bars denote the standard error of the mean (SEM). Intact 
conditions are indicated by a black outline. 

4.3.9 Age effects on fixation proportions for degraded conditions
Fixation proportions for all conditions and both age groups are shown in Figure 6. For both 
age groups, participants fixated less on the face AOIs in conditions with degraded video. Ad-
ditionally, the bias for older participants to fixate more on the mouth was also present for the 
dAV condition, perhaps even stronger, and remained present under degraded video.

The best regression model included main effects of AOI, age group, condition, and emo-
tion, as well as interactions between AOI, age group, and condition, and between AOI and 
emotion. Thus, the final model formula was: proportion ~ AOI*age*condition + AOI*emotion 
+ (1|participant) + (1|movie). All main effects were significant (all p < 0.012). Additionally, there 
were significant interactions between age group and AOI (Chi2 (3) = 10.0, p = 0.018), between 
AOI and condition (Chi2 (15) = 1023.8, p < 0.001), AOI and emotion (Chi2 (33) = 59.1, p = 0.003), 
and between age group, AOI, and condition (Chi2 (15) = 130.6, p < 0.001). Because our main in-
terest was in age effects, only the interactions between age group and AOI, and between age 
group, AOI, and condition were followed-up with post-hoc tests.

The age group-by-AOI interaction showed that, overall, young participants fixated signifi-
cantly more often on the face AOI than the hands (all p < 0.001), with no differences between 
the fixation proportions on the face AOI (all p > 0.266). Conversely, while older participants 
also fixated more on the face than on the hands (all p < 0.001), they additionally fixated more 
on the mouth than on both the nose (difference estimate = 0.19, t = 5.40, p < 0.001) and the 
eyes (difference estimate = 0.25, t = 4.22, p < 0.001). All comparisons for the age group-by-AOI-
by-condition interaction are shown in Supplementary Table A.4. In general, all participants 
fixate less on the face AOIs in degraded video conditions, and young participants addition-
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ally fixate more on the hands in those conditions. The differences were generally smaller for 
older than for younger participants. Lastly, young participants fixated less on the mouth for 
the dAV condition compared to AV (with a similar trend for dAV compared to V), but older 
participants fixated more on the mouth for the dAV condition compared to both AV and V. 

In summary, results from the first analysis stage showed that older participants had lower 
accuracy scores than younger participants, but older participants were as capable of inte-
grating auditory and visual information as younger participants were. There was no evidence 
for a ‘positivity effect’ for older participants, as their accuracy was lower for all emotions. 
Additionally, older participants made smaller saccades and fixations of shorter durations than 
younger participants. Lastly, older participants fixated mostly on the mouth of the actor, 
while younger ones distributed their fixations roughly equally over the actors’ face.

From the second analysis stage, we found that, for both age groups, audio degrada-
tion did not reduce performance if the degraded audio was accompanied by intact video. 
Moreover, presenting degraded audio and degraded video simultaneously did not reduce 
performance more than only degrading the video and leaving the audio intact. Lastly, older 
participants did not adapt their gaze behavior as much as young participants. 

4.4 Discussion
Our main finding is that older participants were as good as younger participants at integrat-
ing audio and video during the recognition of emotions presented using the AV stimulus ma-
terials. Likewise, both groups were equally good at compensating for degraded audio. How-
ever, in contrast to these comparable relative effects, older participants were systematically 
poorer at recognizing emotions than younger adults. Their recognition accuracy was lower 
in all conditions and for nearly all emotions compared to that of the of younger participants. 
This age effect could not be explained by a difference in visual and auditory functioning. Both 
age groups had a higher accuracy in the video-only than in the audio-only conditions, and ac-
curacy was highest during AV presentation. Notably, the differences in performance between 
these conditions were similar for both age groups. Additionally, degrading the video always 
reduced recognition accuracy, regardless of whether the degraded video was presented in 
isolation or together with audio, while degraded audio only reduced accuracy when it was 
presented in isolation. This suggests that participants rely more strongly on the visual than on 
the auditory information when judging emotions with these stimulus materials.

In addition to these differences in recognition accuracy, we found that older participants 
had a strong fixation bias towards the mouth of the actor, while young participants distrib-
uted their fixations more evenly across the face. When presented with the video degrada-
tions, younger participants made much larger saccades, presumably in an attempt to move 
the scotoma away from the face and view the face with their peripheral vision. While older 
participants did so too, their increase in saccadic amplitude was much smaller. Consequently, 
their saccades were not large enough to move the scotoma away from the face. Our results 
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thus confirm that emotion recognition deteriorates with age and we additionally show that 
age also affects gaze behavior. 

Lastly, even though we have not formally analyzed the data from the patient participants 
due to the small sample size, their data still provide some useful preliminary insights. In gen-
eral, the patient participants performed similarly as the older healthy participant group did in 
the degraded conditions, with both groups being of similar age. This similarity is an indication 
that our stimulus degradations captured at least some of the consequences of actual hear-
ing and vision loss on emotion recognition. However, individual differences in performance 
between patient participants were very large, and were presumably at least partly related 
to their vision and hearing loss. For example, patient participant 2 had relatively good visual 
acuity (0.58) and contrast sensitivity (1.76 logCS), relatively little visual field loss, and only 
some hearing loss in higher frequencies (and normal PTA: 16.3 dB HL). In all conditions, this 
patient participant had the highest accuracy. In contrast, patient participant 4 had both poor 
visual acuity (0.09) and contrast sensitivity (0.71 logCS), had much more visual field loss, and 
was completely deaf in one ear and had severe hearing loss in the other ear (PTA: 68.3 dB HL), 
and this patient participant had very low accuracy in all conditions. Perceived auditory and 
visual functioning, measured with the SSQ and VFQ-25 respectively, were loosely correlated 
with the results from the screening. Although other factors, such as age, education level, and 
how long they have had impaired vision and hearing likely also contribute to differences in 
emotion recognition accuracy across patient participants, it appears that differences in visual 
field loss, visual acuity, contrast sensitivity, and hearing levels at least partially explain the 
individual performance differences. 

4.4.1 Older and younger adults integrate audiovisual information for emotion recognition simi-
larly
For all intact conditions (A, V, AV) and all emotions, older participants showed lower emotion 
recognition accuracy than young participants. This is in line with other findings148,149. Addition-
ally, we found that the addition of another modality did not change the accuracy difference 
between older and younger participants that was observed for unimodal modalities. Rather, 
when only considering the intact conditions, there was no significant age group by condition 
interaction, indicating that the difference in accuracy remained roughly the same across A, 
V, and AV conditions. Therefore, unlike what has been previously reported122,151, we find that 
older participants are as good as younger participants at integrating auditory and visual in-
formation, but not better. Wieck and Kunzmann151 already proposed that divergent findings 
could be due to differences in the quality of the emotion expression. They hypothesized that 
older adults only benefit from additional information (in other modalities) if that additional 
information clearly points towards the same emotion. In our experiment, due to the large 
number of different emotions included, the emotional cues in each modality may have been 
subtler and more complex than in previous studies, such that integrating auditory and visual 
cues does not necessarily resolve all ambiguity. The chance of that happening is much smaller 
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when there are fewer emotions being portrayed; Wieck and Kunzmann151 only presented two 
emotions (anger and sadness), and Hunter et al.122 presented four (fear, sadness, disgust, and 
anger). In our study, in contrast, twelve emotions (of which six were negative) were used, 
and some were closely related (e.g., anger and irritation). We consider our approach a more 
ecologically valid approximation of real life, in which people do not always display their emo-
tions very consistently and clearly, do not limit themselves to core emotions only but instead 
display a wide range of emotions. Therefore, we claim that our results are a relatively good 
representation of emotion recognition abilities in daily life, and the earlier studies may not 
have been sufficiently sensitive as a result of using too few emotion categories. 

It is worth noting that the difference in accuracy between younger and older participants 
is not (fully) driven by poorer vision and hearing in the older group, as shown by our analysis 
in section 4.3.3 (Effects of auditory and visual functioning on emotion recognition accuracy).

4.4.2 The ability to compensate for sensory degradation remains stable with age
For both age groups, we found that our signal degradations decreased recognition accura-
cy. When presented in isolation (i.e., unimodal degraded stimulus presentation), degraded 
audio/video (dA, dV) led to lower accuracy than for unimodal intact audio/video stimulus pre-
sentation (A, V). Besides this, older participants showed roughly the same pattern across de-
graded conditions as younger participants did: degraded video combined with intact (AdV) or 
degraded audio (dAdV) led to a similar decrease in accuracy compared to AV. Only degrading 
audio (dAV), however, did not lead to a decrease in accuracy compared to AV. Therefore, it 
seems that, at least for the task and materials used here, participants could fully compensate 
for the degraded audio by relying more on the visual information. In contrast, relying more on 
intact auditory information to compensate for degraded video was not possible. Moreover, 
these effects were the same for both the younger and older participants. This similarity sug-
gests that, although emotion recognition ability may decline with age, the ability to compen-
sate for sensory degradation seems to remain stable with advance age. 

4.4.3 No evidence for a positivity effect, but an overall emotion recognition reduction with age 
We found that older adults’ recognition accuracy was poorer compared to young partici-
pants’ accuracy for both positive and negative emotions. There was therefore no evidence 
for a positivity effect in our data, contradicting some previous findings123,153–155. Again, this dis-
crepancy with literature could be related to the large number of emotions that were used 
in the current study. The task of discriminating between many different emotions, and addi-
tionally integrating auditory and visual information, which were sometimes degraded, likely 
lead to a high cognitive load. There is evidence that high cognitive load reduces or completely 
diminishes the positivity effect166,167. Additionally, previous findings of a positivity effect may 
have been related to the fact that these studies used little positive emotions. All these stud-
ies123,153–155 only used the six basic emotions (happiness, surprise, sadness, fear, anger, disgust). 
Only two emotions of the six basic emotions are positive, and only happiness is very clearly 
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positive, while surprise is a bit more ambiguous. Therefore, the reason that these studies find 
that recognition of positive emotions is preserved with age, may be solely due to the fact that 
it is easier to correctly guess the positive emotions if there are only two positive emotions in 
the stimulus set. 

4.4.4 Older adults tend to fixate more on the mouth, while younger adults distribute fixations 
evenly across the face
For intact conditions, older participants had a strong tendency to fixate on the mouth of the 
actor, which is in line with previous findings158,159. This bias towards fixating on the mouth was 
traded off by a decrease in fixations on the eyes. Younger participants, however, distributed 
their fixations more evenly over the actor’s face. Both age groups hardly ever fixated on the 
hands of the actor. The bias of older adults to fixate on the mouth (or at least, bottom half 
of the face) more has been indicated to be related to their preserved ability for recognizing 
positive emotions159, as a prototypical expression of happiness is most clearly recognizable by 
the smiling mouth37,90. However, here we showed that while older adults generally have this 
bias, the accuracy difference between younger and older adults still remains for positive emo-
tions. Therefore, it remains to be examined why this bias exists in older adults. Contrary to 
our hypothesis, the fixation bias towards the mouth remained in multimodal conditions, but 
this is line with the finding that the age effect for performance also remained in multimodal 
conditions. In addition to the difference in fixation proportions, older participants on average 
had shorter fixation durations and additionally made smaller saccades. 

4.4.5 Reduced gaze adaptation in older adults
All participants adapted their gaze to degraded video presentation (dV, AdV, dAdV), but did 
not adapt their gaze in response to degraded audio (dAV), for which there were no significant 
differences with AV. For both age groups the gaze adaptations to degraded video were ap-
parent as a decrease in fixation durations, an increase in saccadic amplitudes, and a decrease 
in fixation proportions on all face AOIs. However, these changes were much smaller for old-
er participants than they were for younger participants. For example, younger participants 
increased saccadic amplitudes from on average 2.5 degrees of visual angle in intact video 
conditions (V, AV, dAV) to about 6 degrees for degraded video conditions (dV, AdV, dAdV). In 
contrast, older participants showed saccadic amplitudes of on average 1.5 degrees for intact 
video conditions, and increased to on average 2.5 degrees for degraded video conditions. 
Since the scotoma extended 17 by 11.5 degrees, making saccades of 6 degrees, as the young 
participants generally did, would be sufficient to move the scotoma away from the face. 

These results suggest that there was a limitation in older adults’ vision, eye movements, 
or cognitive processing that makes it impossible or less optimal to make the large gaze ad-
aptations that younger adults do, although it is uncertain what exactly. One possible expla-
nation is that older adults consistently make hypometric saccades, and because of this never 
‘reach’ the target with their gaze. However, several studies on the effects of age on saccade 
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dynamics do not show an effect on saccadic amplitude or accuracy168–170, making this an un-
likely explanation for our findings. A potentially straightforward explanation is that within 
the relatively short time span of fixation, older observers are not capable of attending to 
items that are far away from their point of gaze. Indeed, it has been shown that when given 
the same amount of time to inspect a display, older adults have a narrower spatial spread 
of attention compared to younger adults171 and a smaller useful field of view (i.e., the visual 
area in which useful information can be acquired within a brief timespan)172,173. Therefore, we 
propose that within the typical duration of their fixations, the older participants in our study 
were incapable of attending to the face if it was far out in their visual periphery and therefore 
optimized their performance by fixating closer to it. 

Note that we only analyzed trials with correct recognition, as we assumed that this would 
inform on whether the adapted gaze behavior would lead to good performance. However, 
an extra analysis (not included here) showed that there was no difference in gaze behavior 
for incorrect versus correct recognition for both age groups. Based on this, it can be conclud-
ed that observers settle on a gaze adaptation strategy (consciously or unconsciously) that 
optimizes performance as much as the restrictions of that participant’s visual and cognitive 
systems allow. 

4.4.6 Limitations and future directions
Our findings, especially those related to the fact that visual information seems more import-
ant than auditory information, may be strongly dependent on the specific materials used 
here. The video stimuli had very rich visual cues, including both facial expressions and body 
language, and possibly less clear auditory cues, which only included prosodic but not seman-
tic information. Therefore, future studies should test the assumption that vision can compen-
sate for degraded audition (be it simulated or real) by using different audiovisual emotion 
materials, for example by including sentences with meaningful semantic content.

In addition, we cannot rule out that our results were not driven by differences in other 
factors that have been indicated to impact emotion recognition processes, such as education 
level148, cultural differences, and cognitive functioning174. While the present study confirmed 
with the MoCA that none of our older participants showed signs of cognitive impairment, we 
did not directly assess cognitive functioning in both groups. Likewise, we did not assess par-
ticipants’ education level and as most of the younger participants were university students, 
it is possible that there was a difference in education level between the younger and older 
participant groups.

Lastly, the fact that we analyzed eye-movements over a relatively short time period of 
1000 ms, may have affected what differences we observed between age groups. For exam-
ple, it is possible that older adults needed more time during the trial to start exhibiting adapt-
ed gaze behavior and a short temporal analysis window may not have captured this properly. 
However, as mentioned in the methods section (see Data analyses – Analyses of eye-tracking 
data), the time period was chosen to fit the length of the shortest video and to ensure that 
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only task-related gaze data was included. It may be worthwhile to study this by using emotion 
stimuli that morph from neutral to emotional over different time spans and study whether 
morph duration affects age differences in gaze. 

4.4.7 Conclusions
Altogether, the present data show that audiovisual integration for emotion recognition re-
mains intact with age, even though ageing seems to lead to a general decrease in emotion 
recognition abilities. Additionally, we have shown that both younger and older adults adapt 
their perceptual strategies in response to degraded visual information, although older adults 
make smaller adaptations than younger adults. These smaller adaptations may be related 
to the smaller useful field of view in older adults. Therefore, rehabilitation programs aimed 
at expanding the useful field of view175 and teaching adapted viewing behavior to visually 
impaired individuals may improve their emotion recognition. However, before implementing 
this, further studies into the mechanisms and benefits of gaze adaptation are necessary. 
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Supplementary Material

Supplementary Table A.1. demographics for all participants (younger, older, and patients). Included information 
is age at time of participation, visual acuity (VA), contrast sensitivity (CS), and pure-tone average (PTA; based 

on four frequencies) of the best ear. Non-normal values for vision and/or hearing are indicated by bold typeface.

Participant
Younger Older Patient

Age VA CS PTA Age VA CS PTA Age VA CS PTA

1 21 1.95 2.38 0 68 0.61 2.01 7.5 68 0.08 1.1 11.3

2 21 1.61 2.17 2.5 69 0.93 1.83 6.3 68 0.58 1.76 16.3

3 23 2.10 2.12 -1.3 63 0.72 2.03 21.3 66 0.60 1.4 45

4 23 2.07 2.04 -3.8 71 1.3 2.01 28.8 67 0.09 0.71 68.3

5 26 1.85 2.05 5 66 1.54 2.13 12.5 77 0.45 1.61 43.8

6 21 1.79 2.24 5 69 1.07 2.08 10

7 25 1.66 2.01 -1.3 66 1.28 1.99 15

8 19 2.07 2.05 -3.8 70 1.38 1.98 35

9 20 2.22 2.02 7.5 62 1.29 2.08 21.3

10 24 1.52 2.11 0 64 1.18 1.83 8.8

11 27 1.57 2.39 7.5 61 0.54 2.11 8.8

12 20 1.94 2.11 1.3 72 0.67 1.97 25

13 29 1.65 2.39 0 71 1.24 1.92 3.8

14 24 1.45 2.11 5 65 1.09 1.88 18.8

15 19 1.63 1.83 0 64 1.45 2.15 7.5

16 24 2.18 2.22 -2.5 61 1.61 2.11 20

17 19 1.98 2.01 -6.3 65 1.25 1.94 7.5

18 22 1.69 2.38 0 66 1.58 1.91 20

19 26 1.48 2.09 3.8 66 1.18 2.19 8.8

20 23 1.23 2.11 2.5 69 1.05 2.00 7.5

21 28 1.49 1.99 2.5 63 1.41 1.86 13.8

22 21 1.37 2.00 -2.5

23 22 1.60 1.96 -1.3

24 26 1.94 1.8 1.3

Mean 23 1.75 2.10 0.89 66 1.16 2.00 14.6 69 0.36 1.32 36.9

SD 2.91 0.27 0.15 3.54 3.36 0.31 0.11 8.39 4.44 0.26 0.42 23.4
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Supplementary Figure A.1. HFA data (Central 10-2 protocol) for all five patient participants. Data from the left eye 
is displayed on the left, data from the right eye is displayed on the right.

Supplementary Table A.2. Scores for the Speech and Spatial Qualities Questionnaire (SSQ) for individual patient 
participants. Scores in bold typeface are mean scores for each main scale (Speech, Spatial, Qualities) and the sub-
scales defined by Gatehouse & Akeroyd187. All scores are on a scale of 0-10, with higher scores indicating better 

perceived hearing.

Score

Patient participant 1 2 3 4 5

(Sub-)scale

Speech 8.86 4.57 5.07 4.71 2.29

Speech in quiet 10 7 8 7 6

Speech in noise 8.5 5 3.75 3.75 1.75

Speech in speech contexts 8.5 3.25 4.75 4.5 0.75

Multiple speech-stream 
processing and switching 8.67 2.67 4.33 3.67 0.67

Spatial 8.29 6.88 6.82 4.06 2.69

Localization 8.17 6.33 8 3.5 3

Distance and movement 8.33 6.67 5.89 4.22 2.44

Qualities 9.35 8.17 6.89 7 4.67

Sound quality and natural-
ness 9.4 9.8 7.8 7.8 5.2

Identification of sound and 
objects 9.8 8.6 8.2 7.8 6.8

Segregation of sounds 10 9.33 8.67 7 2

Listening effort 8.67 5 3.33 4.33 4.33

1.

2.

OS

OS

OD

OD

3.

OS OD

4.

OS OD

5.

OS OD
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Supplementary Table A.3. Scores for the Visual Functioning Questionnaire 25-item (VFQ-25) for individual patient 
participants. The additional questions were used as well, so the scores are based on the 39-item VFQ. Scores are 
recoded according to the manual, mean scores for each scale are shown. The composite score is the mean of scores 
for all scales except the general health scale. All scores are on a scale of 0-100, with higher scores indicating better 
perceived vision.

Score

Patient participant
1 2 3 4 5

Scale

General health 82.5 65 77.5 65 25

General vision 30 55 65 30 60

Ocular pain 100 50 87.5 50 37.5

Near activities 25 62.5 70.83 20.83 65

Distance activities 45.83 50 79.17 29.17 50

Driving 0 41.67 83.33 0 66.67

Color vision 25 100 100 50 75

Peripheral vision 50 75 100 75 75

Vision specific subscales

Social functioning 75 75 100 41.67 91.67

Mental health 90 45 40 50 65

Role difficulties 68.75 31.25 62.5 25 56.25

Dependency 93.75 56.25 93.75 56.25 75

Composite score 54.84 58.33 80.19 38.90 65.19
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Supplementary Table A.4. Contrasts for the age group by AOI by condition interaction for fixation proportions. It 
shows the model estimate differences with the FDR adjusted p-values in parentheses. Significant differences are 
indicated by bold typeface.

Eyes Nose Mouth Hands

Young Old Young Old Young Old Young Old

V – AV 0.01 
(0.312)

0.02 
(0.269)

0.00 
(0.973)

0.01 
(0.319)

-0.00 
(0.697)

-0.01 
(0.626)

-0.00 
(0.859)

-0.00 
(0.969)

V – dAV 0.003 
(0.761)

0.02 
(0.269)

0.02 
(0.070)

0.02 
(0.263)

0.02 
(0.069)

-0.04 
(0.003)

-0.00 
(0.856)

-0.00 
(0.993)

V – dV 0.18 
(<0.001)

0.08 
(<0.001)

0.19 
(<0.001)

0.16 
(<0.001)

0.15 
(<0.001)

0.07 
(<0.001)

-0.08 
(<0.001)

-0.03 
(0.231)

V – dAdV 0.18 
(<0.001)

0.08 
(<0.001)

0.19 
(<0.001)

0.14 
(<0.001)

0.15 
(<0.001)

0.10 
(<0.001)

-0.07 
(<0.001)

-0.02 
(0.231)

V – AdV 0.17 
(<0.001)

0.08 
(<0.001)

0.19 
(<0.001)

0.15 
(<0.001)

0.16 
(<0.001)

0.08 
(<0.001)

-0.07 
(<0.001)

-0.01 
(0.518)

AV – dAV -0.01 
(0.411)

0.00 
(0.964)

0.02 
(0.070)

0.00 
(0.822)

0.03 
(0.019)

-0.03 
(0.012)

-0.00 
(0.933)

0.00 
(0.969)

AV – dV 0.16 
(<0.001)

0.07 
(<0.001)

0.19 
(<0.001)

0.15 
(<0.001)

0.16 
(<0.001)

0.08 
(<0.001)

-0.07 
(<0.001)

-0.02 
(0.231)

AV – 
dAdV

0.17 
(<0.001)

0.06 
(<0.001)

0.19 
(<0.001)

0.12 
(<0.001)

0.15 
(<0.001)

0.11 
(<0.001)

-0.06 
(<0.001)

-0.02 
(0.231)

AV – AdV 0.15 
(<0.001)

0.06 
(<0.001)

0.19 
(<0.001)

0.13 
(<0.001)

0.16 
(<0.001)

0.09 
(<0.001)

-0.07 
(<0.001)

-0.01 
(0.592)

dAV – dV 0.17 
(<0.001)

0.07 
(<0.001)

0.17 
(<0.001)

0.15 
(<0.001)

0.13 
(<0.001)

0.12 
(<0.001)

-0.07 
(<0.001)

-0.03 
(0.231)

dAV – 
dAdV

0.18 
(<0.001)

0.06 
(<0.001)

0.16 
(<0.001)

0.12 
(<0.001)

0.13 
(<0.001)

0.14 
(<0.001)

-0.06 
(<0.001)

-0.02 
(0.231)

dAV – 
AdV

0.16 
(<0.001)

0.06 
(<0.001)

0.16 
(<0.001)

0.13 
(<0.001)

0.14 
(<0.001)

0.12 
(<0.001)

-0.06 
(<0.001)

-0.01 
(0.518)

dV – 
dAdV

0.01 
(0.581)

-0.001 
(0.785)

-0.01 
(0.636)

-0.03 
(0.11)

-0.00 
(0.916)

0.02 
(0.181)

0.01 
(0.508)

0.00 
(0.969)

dV – AdV -0.01 
(0.411)

-0.001 
(0.785)

-0.01 
(0.636)

-0.02 
(0.319)

0.01 
(0.697)

0.01 
(0.626)

0.01 
(0.613)

0.01 
(0.621)

dAdV – 
AdV

-0.02 
(0.162)

-0.00 
(0.964)

-0.00 
(0.973)

0.01 
(0.490)

0.01 
(0.671)

-0.01 
(0.333)

-0.00 
(0.888)

0.01 
(0.622)
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Preface

Emotion recognition is a dynamic and multimodal process and crucial for successful commu-
nication. Despite its importance, while it is known that age and sensory impairments neg-
atively affect emotion recognition, it is not well understood how age and sensory impair-
ments affect the integration of auditory and visual emotion cues. Therefore, in this thesis, I 
strived to first create a comprehensive understanding of audiovisual integration in emotion 
recognition from communication and subsequently investigate the impact of age and sen-
sory impairments on this. The main reason for a lack of understanding of the audiovisual 
integration process for emotion recognition, in general and more specifically with age and 
sensory impairments, is that emotion recognition has typically been investigated in a single 
modality. Most commonly studied are static facial expressions, which may not be represen-
tative of face-to-face emotion expressions and thus limit the generalizability of previous find-
ings. Therefore, stimuli that are very close to what we encounter in daily life were used for 
the work presented in this thesis. The emotional expressions in the used stimulus set were 
judged to be fairly authentic and believable in a validation study36. In addition, the stimuli 
allow for a controlled study, as all participants see exactly the same expressions, allowing 
to generalize findings over participants. Moreover, a good number of different emotions is 
included in the set, of which some are closely related, presenting more subtle distinctions 
between emotions. This allows us to generalize over more emotions that can be encountered 
in real life and also to study how well related emotions can be differentiated. Because the 
actors speak a nonsensical sentence, this stimulus set does not contain any semantic infor-
mation and the focus is on the effects of prosody and facial and bodily expressions. Using this 
stimulus set, three experimental studies were carried out to answer the research questions 
stated in the introduction. In this chapter, I will discuss the findings of the studies and how 
they answer these research questions.

     

5.1 Integration of intact visual and auditory emotion cues

The first research question was: in normal vision and hearing, with rich, dynamic emotion 
cues, how do auditory and visual information contribute to audiovisual integration for emo-
tion recognition? For all studies, emotion recognition with only the video (V) presented was 
better than when only the audio (A) was presented, and, averaged over emotions, best with 
audiovisual (AV) presentation. However, the data presented in the Chapter 2 showed that, 
for most emotions, emotion recognition did not improve significantly when audio was add-
ed to the video. It thus appears that the information in the video was already so rich, or the 
information in the audio too ambiguous or not rich enough, that the addition of audio did 
not supplement the information provided by the video. However, as the difference in recog-
nition accuracy between V and AV stimulus presentation was significant when averaged over 
emotions, it is possible that the data in Chapter 2 were underpowered to show the difference 
for individual emotions. Regardless, even if the data were underpowered, the differences 
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between V and AV were small, as otherwise statistical power would not have been an issue. 
Notwithstanding, emotion recognition was always better with V than with A, supporting the 
idea that visual information may be more important/reliable than auditory information, which 
is in line with earlier works55,63–65. 

As I used more natural stimuli than many previous studies, it is possible that also in real 
life there could be a greater reliance on visual cues than auditory cues. However, no other 
stimuli were used in this thesis, so absolute accuracy levels may be strongly reliant on the 
specific stimulus materials used here. Relatedly, Paulmann and Pell62, who also used dynamic 
audiovisual stimuli, found that emotion recognition from facial expressions was better than 
recognition from prosody, but not better than recognition from semantic content. Therefore, 
the fact that in this thesis observers seemed to rely more on the visual than on the auditory in-
formation, may be related to the fact that the auditory information came from prosody only 
without related semantic content. It is even possible that our participants actively ignored 
the audio when the video was available, as they could not understand the sentences the 
actors were speaking. As a result, they also would not have properly processed the prosodic 
cues, possibly explaining the low contribution of audio. One way to test whether this may 
have happened, is to use audiovisual stimuli with meaningful semantic content, but in a lan-
guage the participants do not understand (and is preferably unrelated to the language of the 
study population), and stimuli without meaningful semantic content in the native language 
of the participants. With such a design, the semantic content is never helpful for emotion 
recognition, but the observers may ignore the audio in one case (unknown language), and 
use it in the other (native language). 

In addition to a lack of meaningful semantic content, the video actually contained two 
distinct cues of emotion (the face and the body), while the audio only contained a single emo-
tion cue (prosody). If emotional expressions from the face and body can indeed be viewed 
as two distinct cues, it is not surprising that the video was perceived as more reliable. In 
this case, audiovisual stimulus presentation would have contained three emotion cues (face, 
body, and prosody), V contained two cues (face and body), while A contained only one cue 
(prosody). Future studies could test whether this played a role by comparing uni- and multi-
modal stimulus presentations with two distinct emotion cues (face + body vs. face + proso-
dy, vs. body + prosody) or by adding a distinct cue to the audio, such as meaningful seman-
tic content, such that the number of distinct emotion cues in the video and audio are more 
comparable. Adding meaningful semantic content would also provide stronger evidence on 
whether, in real life, the visual cues are also deemed more reliable, or alternatively, whether 
the semantic content is so reliable, that the balance between visual and auditory cues shifts 
towards the audio. 
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5.2 Compensation for degraded audio is possible by relying more on the video, but compen-
sating for degraded video is not possible

As for the second question (how do (simulated) vision and hearing loss affect emotion recog-
nition and audiovisual integration for emotion recognition?), the data from Chapter 3 showed 
that the stimulus degradations affected emotion recognition when presented in isolation 
(i.e., A/V only presentation), but compensation was possible in some cases. Importantly, 
combining visual and auditory degradation did not exacerbate the isolated effects. In fact, 
emotion recognition accuracy with AV presentation when both modalities were degraded 
(i.e., comparable with face-to-face conversation for someone who is both vision and hear-
ing impaired) was higher than recognition accuracy for degraded A/V presentation and quite 
similar to intact AV presentation. Compensation for degraded audio was possible if the vid-
eo was available, and compensation was as good with intact video as it was with degraded 
video. Thus, degraded audio did not lead to a decline in emotion recognition, because the 
visual cues could compensate for the decreased reliability of the auditory cues. Alternatively, 
it is possible that the audio still contained some relevant information, such as on- and offset 
cues. Conversely, full compensation for the simulated macular degeneration was not possi-
ble, although the addition of any audio (intact or degraded) to any video (intact or degraded) 
greatly facilitated performance. It is possible that relying more on intact audio does not allow 
for compensation for the degraded video because of the greater importance of visual cues 
compared to auditory cues for emotion recognition (at least with these stimuli). In addition, 
in audiovisual speech, visual cues generally precede auditory cues by several hundred milli-
seconds allowing visual cues to provide information about the onset of the acoustic signal 
and the speech envelope28,29. Thus, in speech, and possibly also in emotion communication, 
early visual cues can be used to predict auditory information, but auditory cues cannot in-
crease the predictability of visual cues.

Again, in real life conversations where there is meaningful semantic content, it is quite 
possible that the relative contribution of auditory and visual information is different and that, 
because of this, mechanisms for compensating for sensory impairments are also different. 
For example, it could be that the auditory information is more important than visual informa-
tion in conversations with meaningful semantic content and that compensation for a hearing 
loss is not fully possible then. 

Preliminary data from patients with macular degeneration and hearing loss showed simi-
lar emotion recognition performance as the older observers who were tested with degraded 
stimuli, thus the simulated degradations seemed to capture some of the important conse-
quences of actual sensory impairments on emotion recognition (Chapter 4). As this was data 
from only five patients, and the severity of their sensory impairment was variable, it would be 
beneficial to include a much larger group in future studies, preferably with better selection of 
sensory impairments (i.e., similar type and degree of impairment). 
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5.3 Perceptual strategies are adapted flexibly to information reliability

The third research question was: do healthy observers adapt their perceptual strategies to 
the availability and reliability of visual and auditory information? We found that observers in-
deed flexibly adapt their perceptual strategies. It has long been known that eye movements 
are tightly linked to the task at hand and observers rarely fixate irrelevant objects45. Adapta-
tions in perceptual strategies thus indicates that different objects were relevant in the differ-
ent conditions. Chapter 2 showed that participants viewed the mouth less when audio was 
present and more when audio was lacking, possibly to compensate for the missing auditory 
cues. This finding indicates that gaze is not only guided by the visual information, which re-
mained the same in AV and V stimulus presentation, but also by the presence or absence of 
auditory information. Thus, when auditory cues are present, observers use them and adapt 
their perceptual strategies to them, even if this adaptation does not result in improved task 
performance. This gaze shift towards the mouth in video only stimulus presentation was not 
replicated in the following chapters, possibly because observers in those experiments felt 
adapting their perceptual strategies to the simulations was more important, and did not fo-
cus as much on optimizing their gaze for the presence or absence of the audio. 

Chapters 3 and 4 showed that the observers made slightly smaller saccades in V than 
in AV, suggesting that their eye-movements were somewhat more precise when there was 
no audio. In addition, observers changed their perceptual strategies with degraded video by 
making larger saccades and fixations at a larger distance from the face. This viewing behavior 
indicates that they were trying to move the scotoma away from the face and compensate for 
the video degradation as much as possible. It has been proposed that people with a central 
vision loss develop a preferred retinal locus (PRL), also called a pseudo-fovea, that replaces 
their degraded fovea116,117. Our observers showed viewing behavior consistent with them us-
ing a PRL, as the observers’ fixation distance to the actors’ face was similar to the scotoma 
radius. The increase in saccadic amplitude is likely related to this PRL behavior; the saccades 
made in conditions with degraded video were large enough to move the scotoma fully away 
from the actors’ face. It should be noted here that it is unlikely that the participants in our 
studies actually developed a pseudo-fovea, as it likely takes much longer to develop than 
the few hours that our participants spend on the task. For example, in one study, normally 
sighted participants were trained on a letter recognition task using peripheral vision, and re-
ceived training of two hours per day for four days. The participants showed increased letter 
recognition accuracy and improved reading speeds at the trained location176, indicating that 
the participants developed a pseudo-fovea. 

5.4 Ageing leads to a general decline in emotion recognition, but does not reduce integra-
tion or compensation abilities

Lastly, I examined how integration and compensation abilities and adaptations of percep-
tual strategies change with age. Chapter 4 showed that age affected both general emotion 
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recognition and perceptual strategies. Overall, we found that while ageing leads to a gener-
al decline in emotion recognition148,149, it does not have an effect on audiovisual integration 
abilities. Contrary to the findings from Chapter 4, it has been proposed that audiovisual in-
tegration is enhanced in ageing, both in general, for example for stimulus detection or lo-
calization, but also for speech recognition177,178 and in particular for emotion perception122,151. 
This enhancement is suggested to serve as compensation for a decline in the senses177,179. The 
data presented in Chapter 4 show that older observers benefitted as much from audiovisual 
integration as younger observers, but not more. In addition, the older observers included in 
my study were as good at compensating for degraded audio as the younger observers were 
and were also not able to compensate for degraded video. Therefore, if I can speculate on 
what this finding may mean in real-life applications, older adults that experience degraded 
hearing, but still have intact vision, may likewise show good emotion recognition because of 
this compensation.

Despite the intact ability to compensate for degraded audio, older observers showed 
less adaptation of perceptual strategies than younger observers. As gaze adaptation may be 
a possible strategy to compensate for degraded vision, it is noteworthy that the older observ-
ers seemed incapable of adapting their gaze as efficiently as young adults. At the moment, it 
is uncertain what limits older observers in these adaptations, and further research is needed 
to uncover this. A possible explanation is that older observers are not capable of attending 
away from their point of gaze, evidenced by a narrower spatial spread of attention171 and 
smaller useful field of view (UFOV)172,173 in older compared to younger adults. If an incapacity 
to attend away from fixation is indeed the cause for smaller gaze adaptation, then training to 
expand the useful field of view may increase the ability to compensate for degraded vision. 
UFOV training has been shown to increase neuropsychological measures of attention175, and 
thus might be a promising direction for rehabilitation of visually impaired individuals targeted 
at improving emotion recognition.

5.5 Future directions

Future studies could focus on uncovering why for some emotions the addition of audio to 
the video did not improve recognition performance, even though the performance was not 
at the ceiling level (Chapter 2). One possibility is that the limitation for recognition perfor-
mance is not related to perceptual processes, but instead related to decision processes. For 
example, it is possible that an observer can perfectly perceive a certain facial movement of 
the actor (say, raised eyebrows), but this movement may map to several emotion catego-
ries. As one emotion contains many facial- and body movements and voice fluctuations, and 
with each of these cues mapping to multiple emotion categories, the actual decision process 
may be quite noisy and ultimately the limiting factor for recognition performance. So even 
if one were able to perfectly perceive all these cues, they still may not always recognize the 
expressed emotion correctly. The experiments carried out for the purpose of this thesis were 
not designed to specifically test whether perception or decision processes are the main lim-
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iting factor, so this should be studied in future experiments. One manner of doing this could 
be to systematically remove or distort certain cues (for example by covering the eye region) 
and test the effect this has on emotion recognition accuracy. It is probable that these fu-
ture experiments will indicate that more cues is not always better. Another possibility is that 
even when recognition accuracy does not improve, emotion processing is more efficient with 
multimodal cues. The findings on adapted perceptual strategies already point that this may 
be the case. For example, the fact that observers looked less at the mouth with audiovisual 
stimulus presentation (Chapter 2) could be an indication that they did not need to look at the 
mouth because they received the same emotional cues from the audio and that processing of 
the emotional cues was less effortful than when only the video was presented.  

Further, if one wishes to study emotion recognition in a setting with an even higher eco-
logical validity, studying it during face-to-face communication is possible nowadays due to 
the fast developments in eye-tracking research. It is possible to have a participant converse 
with either a trained actor or a second participant and simultaneously record the eye-move-
ments (and ideally face movements) of both conversation partners. When using an eye-track-
er such as the Pupil Invisible (Pupil Labs GmbH, Germany), a head-worn binocular eye-tracker 
that closely resembles a pair of regular glasses, the participants would not be hindered in 
their emotion production and recognition. Such a set-up would also allow examining whether 
certain proposed fixation biases are maintained during an emotional conversation, such as 
the idea that the eye region is most important180–182. Alternatively, fixations could be locat-
ed on what are proposed as the most informative regions for the expressed emotion90. If 
professional actors are used, the research environment is still relatively controlled (as they 
would be more capable of producing similar expressions for multiple participants) and there 
is an additional bonus of being able to study both emotion perception and production simul-
taneously. However, if one still wishes to test a large range of emotions, this would require 
the researcher to make their participants angry, sad, scared, etcetera, which is not desirable 
from an ethical point of view. In addition, the experiment would either take much longer, or 
the researcher could only test a few emotions per participant. This is because if a participant 
is e.g. angry, it will take some time before they calm down enough to properly perceive and 
produce other emotions, especially positive ones.

5.6 Clinical implications

Overall, the results from Chapters 3 and 4 suggest that hearing impaired individuals need 
not have difficulties with emotion recognition during face-to-face conversations, compared 
to individuals without sensory impairments, as they may be able to compensate for their 
degraded hearing by relying more on the visual cues. Conversely, based on these studies, 
visually impaired individuals may experience problems with emotion recognition, because 
even if they rely more on the auditory cues, they may still be unable to compensate for the 
degraded visual cues. Lastly, individuals who are both vision and hearing impaired are not 
expected to show reduced emotion recognition compared to individuals with solely a visual 
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impairment and normal hearing based on the results of this thesis. However, as mentioned 
above, compensation for degraded vision might be possible to a greater degree during actual 
interactions when there is meaningful semantic content. In addition, in real sensory impair-
ments, there will likely be some long-term adaptation to the impairment (such as cortical 
reorganization)34,35, while the findings from this thesis only relate to acute effects. The long-
term adaptation could additionally change the abilities for compensation that were found in 
Chapters 3 and 4. Therefore, it is important to extensively study audiovisual integration for 
emotion recognition in individuals with sensory impairments before any rehabilitation strate-
gies are incorporated in the care for sensory impaired individuals. If there is a greater under-
standing of the underlying mechanisms of long-term adaptation, it may even be possible to 
exploit these mechanisms in rehabilitation to enhance emotion recognition.   

Should future studies indeed indicate that individuals with impaired vision cannot com-
pensate for their impairment by relying more on the audio, it is necessary to focus on im-
proving the perception of visual emotion cues in order to improve their emotion recognition. 
Visual training is being applied in many visual impairments, mainly focusing on improving 
mobility and activities of daily living in hemianopia183,184 and glaucoma185, and mainly focused 
on improving reading in macular degeneration186. For macular degeneration, the main strat-
egy is teaching patients to use a peripheral region of their visual field to replace their dam-
aged fovea (i.e., a pseudo-fovea)116,117, whereas visual training for hemianopia and glaucoma 
is focused on teaching patients to routinely make saccades into their blind visual field. As I 
have shown in this thesis that observers adapt their perceptual strategies to the available 
information, teaching these adapted perceptual strategies to individuals with sensory impair-
ments may improve their emotion recognition. For example, we found that the mouth was 
fixated more when the audio was absent (Chapter 2), and hearing-impaired individuals may 
therefore benefit from looking at the mouth more often. Similarly, training patients to form 
a pseudo-fovea in a suitable location may improve their emotion recognition. The observ-
ers from Chapter 3 shifted their gaze downwards in conditions with degraded video, which 
would correspond to a pseudo-fovea in the upper visual field. This allowed the observers to 
view the face with their peripheral vision. At the same time, they could still see large body 
and hand movements that, although covered by the simulated scotoma, would still be visible 
due to the relative nature of the scotoma. Thus, for patients with a relative central scotoma, 
forming a pseudo-fovea in the upper visual field may benefit their emotion recognition. How-
ever, more research is necessary to determine the optimal perceptual strategy for emotion 
recognition with a central scotoma.

5.7 Conclusions

In my thesis, I examined the role of sensory impairments and age on audiovisual emotion rec-
ognition. Overall, the studies suggest that visual information is relied on more than auditory 
information for emotion recognition. Possibly, due to a greater reliability and predictabili-
ty of visual cues in the used stimuli for the expressed emotion compared to auditory cues, 



122 123

C
h

ap
te

r 
5

compensating for degraded audio was possible by relying more on the video, but compen-
sating for degraded video by relying more on the audio was not possible. Importantly, while 
emotion recognition declines with age, audiovisual integration and the ability to compensate 
for a degraded modality remain intact. Additionally, this thesis demonstrates that additional 
measurements besides recognition accuracy (here, eye movements) are crucial for under-
standing integration and compensation mechanisms. For example, the results from Chapter 
2 showed that, for many emotions, recognition accuracy was the same for V and AV stimu-
lus presentation, but perceptual strategies always differed between the different modalities. 
Thus, even if emotion recognition accuracy does not improve in multimodal situations, it is 
still possible that the recognition process is more efficient or less effortful with multimodal 
information. In conclusion, this thesis shows that when visual cues are rich, emotion recogni-
tion is affected by impaired vision, but not by impaired hearing, that observers flexibly adapt 
their perceptual strategies to the available emotion cues, and that ageing does not necessar-
ily reduce the audiovisual integration capability for emotion recognition.
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Summary

Human communication involves emotional expressions, which are often carried by multisen-
sory signals. Emotion recognition, therefore, requires audiovisual integration of these sig-
nals. It is already known that advanced age and sensory impairments can negatively impact 
emotion recognition. Even though sensory impairments are common in older adults, much 
is still unknown about the interplay between age and sensory impairments for emotion 
recognition. When a sensory impairment affects only a single modality (e.g., vision or hear-
ing), compensation for the impaired modality by relying more on the intact modality is likely 
possible. However, in the case of an impairment in both modalities, compensation is less 
likely. This may be especially so in older age, where age-related cognitive changes may alter 
compensation mechanisms as well. Moreover, more people are reaching an older age, which 
is accompanied by an increase in the prevalence of sensory impairments. Therefore, it is 
urgent to understand the mechanisms of audiovisual integration with sensory impairments, 
in particular in older individuals. To investigate this properly, however, it is necessary to first 
create a basic understanding of audiovisual integration for emotion recognition. Therefore, 
the primary aim of the research presented in my thesis was to comprehensively investigate 
how auditory and visual emotional information are combined and how audiovisual interac-
tions change with simulated sensory impairments. A secondary aim was to understand how 
age affects these outcomes, as integration mechanisms employed by young observers may 
be different in older observers. 

To systematically address these aims, I examined how well observers recognize dynamic 
audiovisual emotions, presented via videos, and how emotion recognition, assessed via iden-
tification accuracy, and perceptual strategies, assessed via eye-tracking, vary under changing 
availability and reliability of the visual and auditory information. Reliability of the modalities 
was altered by simulating a central visual field defect (as occurring in macular degeneration) 
in the video, and simulating a high-frequency hearing loss (as in age-related hearing loss) in 
the audio. 

The main results are that older observers are as effective at audiovisual integration as 
younger observers, although they show a general decline in overall emotion recognition 
accuracy. In addition, both younger and older observers can compensate for degraded 
auditory information when the video is intact. For either group, compensation for degraded 
visual information was not possible with our stimuli. The gaze data showed that younger and 
older observers both flexibly adapt their gaze, but the degree of adaptation seemed to differ. 
When audio is removed, more fixations are on the mouth of the actor, and less on the eyes. 
When video is degraded, larger saccades are made to move the simulated defect away from 
the actor’s face. Older observers, however, showed less gaze adaptation, possibly indicating 
they were not capable of efficient adaptation. 

Concluding, the research presented in my thesis shows that audiovisual integration and 
compensation abilities remain intact with age, despite a general decline in emotion recogni-
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tion accuracy. Compensation for degraded audio is possible by relying more on the video, but 
not vice versa. Older observers adapt their perceptual strategies in a different, and perhaps 
less efficient, manner than younger observers. Importantly, I demonstrate that it is crucial to 
use additional measurements besides recognition accuracy (here, eye-tracking) in order to 
understand audiovisual integration and compensation mechanisms for emotion recognition. 
Additional measurements such as eye-tracking allow for examining whether the reliance on 
visual and auditory information alters with age and different reliabilities of the modalities, 
even when there is no change in emotion recognition accuracy. 
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Nederlandse samenvatting

Een van de belangrijkste vaardigheden voor sociale wezens als de mens is goed kunnen 
communiceren. Communicatie is noodzakelijk voor het overbrengen van ideeën, maar ook 
om relaties met anderen op te bouwen, en hiermee ook voor het algemeen welzijn. Hoewel 
het verstaan van andermans woorden noodzakelijk is voor succesvolle communicatie, is het 
essentieel om ook de emotie achter die woorden te herkennen om de intenties van deze 
partner echt te begrijpen. Emoties worden geuit via verschillende modaliteiten, maar voor-
namelijk via visuele (gezichtsuitdrukkingen) en auditieve (stem) signalen, en voor het herken-
nen van emoties is integratie van deze signalen dan ook noodzakelijk. Uit eerder onderzoek 
is al bekend dat zowel een hoge leeftijd als zintuiglijke beperkingen een negatieve invloed 
hebben op emotieherkenning. Hoewel zintuiglijke beperkingen vaak voorkomen in de oud-
ere bevolking, is nog veel onbekend over de wisselwerking tussen leeftijd en zintuiglijke bep-
erkingen voor emotieherkenning. Wanneer een zintuiglijke beperking slechts in een enkele 
modaliteit voorkomt (zoals bij slechtziendheid of gehoorverlies), is compensatie voor de bep-
erking waarschijnlijk mogelijk door meer gebruik te maken van de intacte modaliteit. Wan-
neer er echter een beperking is in zowel het zicht als gehoor, zal compensatie waarschijnlijk 
minder goed mogelijk zijn. Dit zal nog sterker het geval zijn bij een hoge leeftijd, waar leeftijd 
gerelateerde veranderingen in cognitief functioneren tevens invloed hebben op de onderlig-
gende mechanismen voor compensatie. Nu mensen steeds ouder worden, en de prevalentie 
van zintuiglijke beperkingen ook zal stijgen, is het belangrijk dat de kennis over audiovisuele 
integratie voor emotieherkenning bij een beperking in de zintuigen wordt uitgebreid, in het 
bijzonder bij ouderen. Echter, om dit goed te onderzoeken, is het noodzakelijk om eerst 
basiskennis op te bouwen over audiovisuele integratie bij emotieherkenning. Daarom was 
het primaire doel van dit proefschrift om uitgebreid te onderzoeken hoe visuele en auditieve 
emotionele informatie gecombineerd worden en hoe audiovisuele interacties veranderen 
wanneer sprake is van (gesimuleerde) zintuiglijke beperkingen. Een secundair doel was om te 
begrijpen hoe veroudering deze interacties beïnvloedt, aangezien strategieën voor het inte-
greren van visuele en auditieve signalen mogelijk veranderen naarmate men ouder wordt.

Om deze doelen systematisch aan te pakken, heb ik onderzocht hoe goed mensen 
dynamische en audiovisuele emoties, gepresenteerd via video’s, herkennen. Daarnaast heb 
ik onderzocht hoe emotieherkenning, geëvalueerd via nauwkeurigheid, en kijkstrategieën, 
geëvalueerd via oogbewegingen, variëren bij veranderende beschikbaarheid en betrouw-
baarheid van de visuele en auditieve informatie. Betrouwbaarheid van de visuele en auditieve 
informatie was aangepast door het simuleren van een centraal gezichtsvelddefect (als voor-
komend bij maculadegeneratie) in de video, en het simuleren van hoogfrequent gehoorver-
lies (als voorkomend bij ouderdomsslechthorendheid) in de audio.

De voornaamste resultaten zijn dat zowel jongeren als ouderen emoties beter herken-
nen wanneer zowel visuele als auditieve informatie beschikbaar is en emotieherkenning is 
beter met alleen visuele dan alleen auditieve informatie. Ook zijn ouderen net zo goed in 
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het integreren van visuele en auditieve emotionele informatie als jongeren. Echter is er wel 
een algehele achteruitgang in emotieherkenning bij ouderen. Daar komt bij dat zowel jon-
gere als oudere waarnemers volledig kunnen compenseren voor gesimuleerd gehoorverlies 
wanneer de video intact is. Compensatie voor gesimuleerde maculadegeneratie was echter 
voor beide groepen niet mogelijk met de gebruikte stimuli. Oogbewegingsdata toont aan dat 
zowel jongeren als ouderen flexibel hun kijkstrategieën aanpassen aan de beschikbaarheid 
en betrouwbaarheid van de informatie, hoewel de mate van aanpassing verschilt. Wanneer 
alleen de video beschikbaar was zonder de bijbehorende audio, werd meer naar de mond, 
en minder naar de ogen van de acteur gekeken. Bij gesimuleerde maculadegeneratie werden 
grotere saccades (snelle oogbewegingen) gemaakt en verder weg van het gezicht van de 
acteur gefixeerd om de gezichtsuitdrukkingen toch met het perifere zicht te kunnen zien. 
Ouderen maakten kleinere aanpassingen in hun kijkstrategieën, waarschijnlijk omdat ze niet 
in staat waren om hun aandacht ver van het punt van fixatie te richten. Daarnaast hadden 
ouderen een algemene bias om meer naar de mond van de acteur te kijken, terwijl jongeren 
hun fixaties gelijk verdeelden tussen de mond en de ogen.

Concluderend heeft het onderzoek in dit proefschrift aangetoond dat audiovisuele inte-
gratie intact blijft met veroudering, hoewel veroudering leidt tot een algehele achteruitgang 
van emotieherkenning. Compensatie voor minder betrouwbare audio is mogelijk door de 
visuele signalen beter te gebruiken, maar het omgekeerde is niet mogelijk. Ouderen passen 
hun kijkstrategieën op een andere, en wellicht minder efficiënte, manier aan dan jongeren. 
Belangrijker nog is dat ik in dit proefschrift aantoon dat het cruciaal is om meerdere uitkom-
stmaten te gebruiken naast de nauwkeurigheid van emotieherkenning (hier door het gebruik 
van oogbewegingsmetingen) om audiovisuele integratie en compensatiemechanismen voor 
emotieherkenning te begrijpen. Aanvullende uitkomstmaten zoals het meten van oogbewe-
gingen maken het mogelijk om te onderzoeken of de weging van visuele en auditieve infor-
matie verandert met leeftijd en betrouwbaarheid van de informatie, ook wanneer er geen 
verandering is in de nauwkeurigheid van emotieherkenning.
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