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Circadian biology 
 

For millions of years the rotation of the earth on its axis has created the day and night-cycle 

of this planet. As a result of this, earth’s environmental conditions such as light, temperature 

and humidity change predictably with the course of day with a 24-hour period, as well as with 

time of year. For life to flourish many organisms developed mechanisms to exploit these 

rhythmically changing conditions. These are known as circadian clocks, biological programs 

that provide a temporal structure to organisms giving them the ability to anticipate predictable 

environmental changes. Much can be gained having such a mechanism, regulating aspects 

of molecular biology, physiology and social interactions. For this reason, circadian clocks (from 

Latin “circa diem”, about a day) are found in a multitude of organisms of all phyla1 . 

 

One of the earliest observations (1729) of a circadian clock at work was done by the French 

geophysicist, astronomer and, chronobiologist Jean-Jacques d'Ortous de Mairan2 . He was 

intrigued by the daily opening and closing of the heliotrope plant and basically performed the 

first circadian experiment, removal of the external environment timing cue, the sun, by placing 

the plants in continuous darkness. Surprisingly, the self-sustained rhythmically opening and 

closing of the leaves persisted with a proximately a period of 24 hours. As time passed, 

chronobiological (from Latin “chronos” time, “bios” life, “logos” study) research continued. In 

the 1960s Pittendrigh suggested that deviations from the endogenous time-keeping system, 

as we experience during a jetlag, can be continuously aligned with the external cyclic 

environment. Making the system of endogenous timekeeping, entrainable by light and 

temperature, more robust and precise in controlling the timing/phase of the expressed 

rhythms. Clock systems of many organisms have been described; Homo sapiens, Mus 

musculus, Drosophila melanogaster, Neurospora crassa even unicellular organisms such as 

Synechococcus elongatus and Gonyaulax polyedra3,4 However, one of the most important and 

studied eukaryotic genetic model organisms, Saccharomyces cerevisiae is missing from this 

clock repertoire. Also, with respect to evolution and the conservation of clock systems across 

phyla, we expect that a similar mechanism is developed in bacteria. This thesis focusses on 

the circadian clock mechanisms of S. cerevisiae and the light sensitive bacterium Bacillus 

subtilis by exposing the cell to the two most powerful zeitgebers (German for “time givers”), 

temperature5,6 and light7–9. 
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Clock properties 

By analysing and comparing the behavioural aspects of organisms, properties of their 

endogenous clock mechanisms can be identified. Common features and properties of these 

circadian clock systems are in general terms described10–12and include the following: 

• A rhythm 

The biological oscillation should have a quantifiable amplitude range and should be 

robust enough to drive behaviour. 

• A period (tau, !) or circadian range of approximately 24 hours. 

The endogenous cycle oscillates with a duration/length of about 24 hours in the 

absence of an external zeitgeber. 

• Entrainable 

The clock mechanism is able to align/ synchronize the endogenous timing with 

zeitgebers/ external cues i.e., light and temperature.  

• Self-sustained 

Even after removal of the external temporal structure (constant conditions), the 

endogenous cycle continues with approximately a period of 24 hours. This is called 

the free-running period. 

• Temperature compensated 

The period of the endogenous cycle is roughly unaltered by differences in the external 

temperature over a physiological range5. 

 

Clock mechanisms 

The structure of molecular circadian clocks are complicated biochemical mechanisms, 

providing a temporal structure to the biological processes and gene regulation. The complexity 

increases since some components of the molecular circadian clock components slightly differ 

between animals, plants, fungi, cyanobacteria, while others are conserved. A basic, 

conceptual model of the circadian clock has been proposed by Eskin13. The model described 

a system for essentially any circadian clock. It consists of three main components. i. input 

pathway, ii. rhythm generator and iii. output pathway. A zeitgeber signals and activates the 

input pathway, signal-cascades are turned on and synchronize the rhythm generator. The 

rhythm generator regulates molecular functions (output pathway) and influences organism 

behaviour and physiological status. A second model, the Transcription-Transcript-Oscillator 

(TTO) is hypothesized in which transcriptional negative feedback loops of clock genes regulate 

their own expression14. The clock genes FREQUENCY and WHITE-COLLAR-COMPLEX-1 

and -2 in Neurospora crassa show this behaviour15. A comprehensive model by Merrow and 

Roenneberg12 shows that a freerunning period of 24 hours can be achieved by interlocking 
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several TTOs. This model also mimics all the clock properties mentioned above. Interestingly, 

self-sustained circadian cycles of KaiC phosphorylation have been observed in vitro16. To gain 

more insights into this phenomenon, a third model had been proposed named the 

“phoscillator”16,8. This model shows in vitro self-sustained temperature compensated circadian 

cycles of KaiC phosphorylation by incubating KaiC with KaiA, KaiB, and adenosine 

triphosphate17. The Kai-proteins are considered the core-clock protein of Cyanobacteria18. 

However, the phosphorylation cycles do not account for the dynamic properties of circadian 

clocks. For this yet another layer of regulation needs to be added, interconnecting with the 

phoscillator, such as a Transcription-Transcript feedback loop. However, this remains a poorly 

understood concept. These molecular properties together with cellular processes such as 

transport, post-transcription modifications, metabolic status, DNA-methylation and 

environmental conditions should all be taking into account to unravel new clock mechanism in 

“new” organisms. 

 

Interaction between zeitgebers and the transcriptional-translational oscillator 

Zeitgebers, e.g. light, temperature and food, synchronise the internal clock network with 

external time. They can reset the clock and also affect the rhythmic amplitude of clock 

outputs19. Signal transduction from external Zeitgebers/ timing cues are often mediated via 

extracellular signalling receptors followed by a signalling cascade influencing gene 

expression. Two examples N.crassa and mice:  

The circadian clock in N.crassa is based on a transcription and translation loop (TTL). This 

TTL senses blue light. Basically, two feedback loops compose the system20. First, blue light is 

sensed by blue-light receptor WHITECOLLAR-1 (WC-1) and together with WC-2 forms the 

WHITECOLLAR complex (WCC), which in its turn regulates FREQUENCY (frq) transcription. 

FRQ complexes with frq-interacting helicase (FRH), regulating WC-1 transcription and 

inhibiting the WCC. The second loop involves VIVID (vvd), a flavoprotein serving as a blue 

light photoreceptor. VVD inhibits the WCC, while the WCC regulates vvd gene expression. 

WCC formed in the early morning induces frq gene expression leading to a higher 

concentration WCC-FRQ-FRH complex at darkness the complex gets phosphorylated by 

CK1-2, inactivating it and frq-mRNA expression is diminished. VVD gates the light input to the 

system21. 

 

In mice, light acts as a zeitgeber via the retina (melanopsin acts as a blue light photoreceptor) 

which conveys a glutamate-based signal to the Suprachiasmatic Nucleus (SCN)22. Within the 

SCN, the circadian clock is based on transcriptional/ translational feedback loop (TTL). The 

core TTL includes Circadian Locomotor Output Cycles Kaput (CLOCK), Brain and Muscle 
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ARNT-like protein 1 (BMAL1), Period (PER1-3) and Cryptochrome (Cry1/2). During daytime, 

the transcription factors CLOCK and BMAL1 activate the expression of the PERIOD- and Cry-

genes resulting in the accumulation of PER and CRY proteins in the cytoplasm. At dusk, these 

proteins migrate to the nucleus where they inhibit CLOCK/BMAL1-mediated transcription and 

repress production of Per and Cry mRNAs. During the night, toward dawn PER/CRY 

complexes are slowly degraded causing the release of CLOCK/BMAL1 dimer from PER/CRY 

suppression, leading to reinitiating of the clock cycle and production of PER and CRY 

proteins23. High glutamate concentrations repress the PER2 expression, influencing the 

circadian clock mechanism which in its turn changes SCN neural activity (firing rate) high 

during the day and lower during night24. 

 

Biology of budding yeast Saccharomyces cerevisiae 

Given the pervasiveness of circadian clocks throughout nature, we wished to explore yeast 

for clock properties. The budding yeast S. cerevisiae is classified in the fungal phylum 

Ascomycota and can be found in nature primarily on ripe fruits but also on oak bark, where it 

is subject to seasonal and daily cycles of tree sap flow25,26. This broad range of natural 

habitats, in which it can encounter i.e., nutrient depletion, temperature shifts, light cycles and 

osmotic shock, requires flexible survival strategies. Cells can adapt to their changing 

environment by reprogramming the cell, activating and repressing specific metabolic pathways 

and processes. Reprogramming the cell takes a considerable amount of time and resources, 

hence the lag phase in growth curves27 during which cells function suboptimal. Yeast is able 

to utilise different carbon sources, such as glucose, glycerol and maltose, using three different 

cellular respiration systems. i. Aerobic respiration, in the presence of oxygen glucose is 

converted into ATP and CO2. This occurs in the mitochondria using the metabolic pathway: 

glycolysis, TCA cycle and oxidative phosphorylation. ii. Anaerobic respiration (fermentation), 

in the absence of oxygen glucose is converted in ethanol and CO2. This occurs in the 

cytoplasm using only glycolysis producing less energy. Yeast can survive in a range of oxygen 

concentrations and the switch from respiration to fermentation is not only mediated by oxygen 

levels, but primarily by glucose concentration28. Strikingly, fermentation is the favoured 

mechanism for energy production even in the presence of oxygen. Upon glucose limitation, 

the cells switch from glucose fermentation to aerobic respiration (iii. ethanol respiration), 

utilizing ethanol in the medium (diauxic shift) as a carbon source29. This metabolic switch 

between glucose and ethanol is enabled by the Ethanol Regulated Transcription factor 1 

(ERT1)30. ERT1 is one of the four per-ARNT-sim (PAS) domain containing proteins in S. 

cerevisiae (RDS2, PSK1, ERT1, PSK2). PAS-domains (PAS), sensory modules that are found 
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in all kingdoms of life31, are commonly found in proteins at the heart of circadian clocks in 

different organisms i.e. plants, molds, fruit fly, mice, and humans32. 

 

Yeast cells are either haploid or diploid and both forms reproduce by the means of mitosis 

(Fig. 1). However, under stress haploid cells tend to die, while diploid cells enter meiosis and 

producing four haploid spores (asexual reproduction). The process of meiosis in yeast is called 

budding. After each division cycle, a bud-scar remains on the mother cell, limiting the 

replicative lifespan to about 26 cell divisions. In optimal conditions, depending on the strain 

and environment, a yeast culture can double itself every 100 minutes. Sexual reproduction 

occurs between two haploid yeast cells of opposite mating type (a and #) to form diploid cells. 

This mating is activated through the mating pathway and employs a G protein-coupled 

receptor, G protein, RGS protein, and MAPK signalling cascade. Wild haploid cells are 

capable to switch their mating type while most laboratory strains cannot be due to the deletion 

of the HO gene. 

 

Yeast have been used for centuries for food production such as wine, beer and bread and it 

may be the most studied model organism, thus creating a rich molecular toolbox. Unravelling 

and harnessing the power of the circadian clock of S. cerevisiae can contribute to process 

optimization in, for instance, the food industry and other biotechnological applications. 

 

 
Figure 1. Life cycle of yeast. Yeasts can reproduce via asexual budding during which a mother cell forms a bud (daughter cell) 
which is genetically identical. Alternatively, they may procreate via mating a?n conjugation, forming diploid cells or tatrads 
following the typical Mendel’s low of segregation.  
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Biology of Bacillus subtilis 

The ground dwelling, non-photosynthetic, Gram-positive bacterium Bacillus subtilis is 

classified in the phylum Firmicutes and can found in soil and the gastrointestinal tract of 

ruminants and humans. As for yeast, its natural habitats suggest exposure to daily cycles of 

changing conditions. B.subtilis is a motile prokaryote and has a two life-cyles, resulting in 

different patterns of cell division (Fig. 2). The vegetative cycle and sporulation is followed by 

germination cycle33. Using these two strategies, B.subtilis is able to form biofilms on top of an 

extracellular matrix34. Biofilm formation and sporulation can be influenced by exposure to 

visible light, this due to cross talk between σB and σF pathways35,36. Activation of the σB 

pathway results in a general stress response (GSR) mediated by the blue-light receptor YtvA37 

and red-light receptor RsbP35. YtvA acts as a positive regulator of the stress response 

signaling pathway35. Based on this observation, we hypothesized that B.subtilis should also 

have evolved strategies to cope with the daily fluctuations in light exposure and temperature 

cycles, caused by our sun. YtvA contains a N-terminal Light-Oxygen-Voltage (LOV) domain. 

LOV domains are found in blue-light receptors, oxygen-sensors and voltage-gated potassium 

channel proteins and are a subfamily of the Per-ARNT-Sim (PAS) superfamily38, RsbP also 

contains a PAS domain. B.subtilis has 16 proteins containing a PAS domain39 which play an  

 

important role as a sensory system for redox potential, oxygen tension, and light. Also, ytvA, 

shows significant homology with N.crassa vvd and wc-1, both of which encode PAS domains 

and are identified as clock genes40.  

 

 
Figure 2. Life cycle of B. subtilis. B. subtilis has two alternative life cycles: binary fission and sporulation. During favorable 
conditions replication is mediated by binary fission, during which genetic material is replicated (green and white ellipses) and 
divided along the poles of the cell after which the cell is divided in half and two cells are formed. When nutritional resources 
are limited, B. subtilis can form highly resistant spores (pink ellipse). After engulfment a protective protein barrier is formed. 
When conditions improve, the spore germinates and B. subtilis re-enters the vegetative life cycle.  
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Prospect of this thesis 
 

Although circadian clocks have been identified in organisms in different kingdoms and phyla, 

two important and powerful microbial model organisms, commonly are missing. In this thesis 

I’ve applied a bio-informatics approach to predict molecular clock structures and components. 

The method, PREMONition, uses publicly available data and a micro-array dataset (in this 

work), where yeast chemostat cultures were systematically entrained with temperature cycles. 

In addition, an extensive yeast knock-out broad-spectrum light sensitivity growth assay is 

performed in order to identify genes that causes a growth increase or decrease when exposed 

to light specifically in 24h structures. In the second half of this thesis work, we subjected B. 

subtilis to wide variety of circadian entrainment conditions, using temperature, light and culture 

medium variations in order to identify clock components in this non-photosynthetic 

Eubacterium.  

 

In Chapter 2 fermentor cultures of S. cerevisiae were subjected to temperature cycles with a 

period of 24 h, to generate a rhythmic environment while monitoring the pH and dissolved 

oxygen (dO2) in the culture. During entrainment, we observed systematic synchronization to 

environmental cycles. The results show that metabolism in yeast shows circadian 

entrainment, responding to cycle length and zeitgeber strength, and a free running rhythm. 

Sampling the cultures during the freerun and analyzing the mRNA concentrations of MEP2 

and GAP1 using the pH oscillation readout as a reference we show a circadian cycle in the 

gene-expression of these two genes. The molecular mechanism behind the observed pH 

oscillations may thus involve the regulation of internal pH by plasma membrane H+-ATPase, 

PMA1p. 

 

In chapter 3 I’ve developed a method, PREMONition41, PREdicting MOlecular Networks, that 

uses well annotated functional relationships to predict a fully connected Protein-Protein-

Interaction (PPI) network to predict molecular circadian clock associations. After tuning 

PREMONition on the networks derived for human, fly and fungal circadian clocks, I deployed 

the approach to predict a molecular clock network for Saccharomyces cerevisiae, for which 

there are no readily identifiable clock gene homologs.  

 

In Chapter 4 PREMONition is applied to reconstruct circadian PPI 118 of organisms 

annotated in the Circadian Gene DataBase (CGDB)42. The interactions networks are mined 

for significantly enriched biological properties in order to find Gene Ontology categories 

(Function, Process, Location), SMART proteins domains and KEGG biochemical pathways 
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characterizing circadian mechanism. The identified biological properties are validated using 

M.musculus, in which I was able to identify the core clock genes Per1, Per3, Arntl, Arntl2, 

Clock and Npas2. Next, this method is applied on S. cerevisiae and identified the 

serine/threonine protein-kinase SAK1 as potential regulatory unit of the circadian mechanism 

in yeast. The Gene Ontology enrichment analysis (biological process) of the 118 PPIs are 

subjected to GOGO semantic similarity score calculation and used for agglomerative 

clustering with MultiDimensional scaling. This approach allows us to visualize the distribution 

of circadian PPIs from organisms originating in different phyla and based on the formed 

clusters, to identify process-based common PPI networks amongst organisms.  

 

In Chapter 5 yeast cultures are exposed to the powerful zeitgeber: light. The hypothesis is 

that a day-night (i.e., light-dark) cycle might also be a crucial factor in controlling the circadian 

rhythm in yeast. Therefore, in this work I investigate the growth of yeast under light and dark 

conditions and the effect of specific gene knockouts on its growth. Dilutions series of yeast  

 

KO-strains were subjected to broad-spectrum light, imaged and analyzed for colony/cell 

density. A linear model is applied to identity the colonies showing the highest growth 

repression of increase relative to the wild-type strain CEN-PK2. Using this approach, a serine-

threonine protein kinase SNF1 is identified. Also, SCH9, IME2, PHO85, KSP1, IRE1 and 

RIM15 show a strong relationship between light sensitivity and growth. 

 

Chapter 6 is a literature study regarding the existence of circadian rhythms in the Eubacteria. 

The presence of a circadian mechanisms in these bacteria, playing a crucial role in agricultural 

and industrial processes, could be a great importance. Clock dysfunction has been associated 

with disease states, and particular microbial populations may be involved in maintaining health 

or transition to disease status. Our survey of the literature suggests that non-photosynthetic 

prokaryotes are capable of generating rhythmic gene expression and we propose Bacillus 

subtilis as a potential model to investigate circadian mechanisms in non-photosynthetic 

bacteria. 

 
In Chapter 7 we subjected floating biofilm-forming Bacillus subtilis cultures to different ranges 

of 24-hour temperature cycles as well as light/ dark cycles. We hypothesized that this 

Eubacterium would entrain to its environment using light and/or temperature signals like all 

other circadian systems. Sixteen PAS-domain-encoding genes have been annotated in the B. 

subtilis genome. We selected YtvA and kinC and constructed bioluminescent reporter strains 

from them. The promoter YtvA encodes a blue light photoreceptor with a PAS domain 
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accompanied by a PAC domain. KinC is a histidine kinase involved in the regulation of 

differentiation processes, including biofilm development and sporulation. We found bacterial 

biofilm populations have a free-running rhythm of ytvA and KinC activity close to 24h upon 

release to constant dark and temperature conditions in B. subtilis. The free-running oscillations 

are temperature-compensated and have phase-specific characteristics of entrainment. These 

are key features for a circadian clock mechanism, making it highly probable for such a system 

to exist in B. subtilis. 

 
In Chapter 8 I reflect on the results obtained and hypothesize an integrated circadian clock 

mechanism in unicellular microbes with an emphasis on S.cerevisiae. This mechanism 

involves several metabolic pathways, and its key regulator is the stress-responsive 

transcriptional activator Msn2p. Msn2p is regulated by Snf1p (Sucrose NonFermenting), 

Tor1p (Target Of Rapamycin (TOR) pathway) and Hog1p (High Osmolarity Glycerol (HOG) 

response), candidates from our studies, and Msn2p itself regulates the Peroxiredoxin PRX1.  

Peroxiredoxins are highly conserved and show circadian oscillations in their oxidation state in  

 

cells from humans, mice and marine algae43. Also, this mechanism allows glucose 

concentration feedback via the TOR pathway and via protein kinase A. The later are 

associated in the Neurospora crassa clock44. Besides protein kinase A, serine/threonine 

protein-kinases also play an important role, are highly conserved and critical components in 

known clock mechanisms45. 
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Introduction 
 

The circadian clock is a cell-based, molecular regulatory network that controls processes from 

gene expression to behavior. Whether one looks for circadian clocks within a complex 

homeothermic organism (e.g. human) or a non-motile single cell (e.g. yeast), the environment 

is rhythmic with a period of 24 hours. This represents both opportunities and dangers and for 

this reason a mechanism for organizing cellular biology over 24h is beneficial and therefor 

found in diverse organisms. These daily clocks, share a set of signature properties1. One of 

these is a free-running, circa 24 h (circadian) oscillation in constant conditions. The 

phenomenon of self- sustained rhythm, however, has never been the “aim” of evolution. It is 

per se not a prerequisite for the timing system but rather a consequence of how a daily timing 

system has developed in an environment that is utterly predictable in its alternation of light 

and darkness, warmer and colder temperatures, and numerous other qualities2. Notably, many 

organisms do not show obvious free-running rhythms. For instance, the ascomycete, 

Neurospora crassa, suppresses daily, rhythmic circadian spore formation when CO2 

accumulates3. The accidental discovery of a mutant strain that makes “bands” of spores once 

every 22 h in constant darkness — without exchanging the air to decrease CO2 levels — 

permitted development of Neurospora as a clock model system4. Even the banding strain of 

Neurospora appears arrhythmic in constant light, as do many animals. Yet, in the case of 

Neurospora, several transcript levels and the activity of the enzyme nitrate reductase are 

oscillating with a circa 24 h period despite no observable rhythms in spore formation5,6. When 

animals become arrhythmic in constant light, usually a decrease in irradiance will allow 

rhythmicity to emerge7. These examples suggest that the expression of a free-running clock 

very much depends on conditions or that it is not a universal property of circadian clocks. They 

furthermore suggest that organisms for which circadian rhythms have not been described 

could still possess them. In contrast to free-running rhythm, the major “task” of circadian clocks 

is to facilitate systematic synchronization of the organism with the cyclic environment 

(zeitgebers)8. This active process, called entrainment, results in a stable phase relationship 

between the endogenous clock (the multitude of clock-controlled processes) and the 

exogenous cycle (environment; additional information on entrainment in SI Materials), the 

multitude of clock- controlled processes and the exogenous (environment) cycle (additional). 

This entrained phase varies systematically according to conditions such as strength9 or period 

(T)10 of the zeitgeber and the proportion of night and day (e.g. photoperiod or even light pulse), 

which also allows for seasonal adjustments11. The process of entrainment remains poorly 

understood at the level of the cell although it organizes cellular biochemistry and metabolism 

to distinct temporal compartments. To this end, more genetic model systems that feature tools 
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for cell biology research are needed and among the best candidates for this purpose is 

Saccharomyces cerevisiae. There is a priori no reason to suspect that S. cerevisiae should 

be exempt from circadian regulation. Although yeast has been a denizen of laboratories for 

many decades, in nature, it is found in the soil and on many forms of biota and is thus subject 

to the same evolutionary pressures that have driven the development of circadian clocks in 

animals, plants, other fungi, and even in the rapidly dividing cyanobacteria12,13. The 

demonstration that circadian clocks confer an adaptive advantage in less than 10-20 

generations is compelling14,15. It suggests that microbes will rapidly capture any spontaneous 

mutations that facilitate anticipation of environmental cycles.  

 

In this report, we show circadian regulation in the budding yeast. We approach the problem 

first via entrainment, showing systematic synchronization to environmental cycles according 

to established principles that have been demonstrated in fungi, plants, and animals16,17. Using 

conditions and methods derived from entrainment experiments, we investigate free-running 

rhythms, both at the physiological and molecular levels. For these experiments, we developed 

a fermentor culture system that maintains cells in a nutritionally stable environment for weeks 

to months. Short (so-called ultradian) rhythms in metabolism and gene expression have been 

reported in similar cultures18–21 when minimal medium is used and when pH levels are strictly 

controlled. However, when searching for a circadian regulation, it seems disadvantageous to 

clamp pH because it can serve as a read-out of daily metabolic fluctuations22. We, therefore, 

let the culture freely establish its own pH levels. Furthermore, we used a rich, complex culture 

medium that would support a higher level of metabolism than minimal medium. 
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Results and Discussion 
 

Fermentor cultures were subjected to temperature cycles with a period of 24 h, to generate a 

rhythmic environment (11 h at 21 °C and 11 h at 28 °C — unless otherwise specified — with 

1 h transitions between temperatures; Fig. 1A). Temperature cycles with an amplitude of 7 ºC 

were applied, because this amplitude is big enough to allow entrainment of the organism’s 

circadian clock, while it minimizes masking effects. One hour transition period is used to 

maximize exposure to the “extreme” conditions (warm/cold), while not shocking the yeast 

culture with the temperature transitions. Dissolved oxygen (dO2) in the media fluctuated with 

a period of 24 h, presumably reflecting daily alterations in metabolic rate. Under these 

conditions, ultradian oscillations were absent. Similar to dO2, daily rhythms in pH were also 

observed. The incoming media (pH 6.3) was “conditioned” by the cells to a mean level of ≈pH 

5. The pH oscillated around this set point, in synchrony with the temperature cycle and 

corresponding to fluctuations of roughly 107 H+/day/cell. 

 

 

 

The oscillations in dO2 and protons could simply represent passive, temperature-dependent 

changes in metabolic rates (called masking)23. Alternatively, the temperature cycle could 

entrain a circadian system that actively regulates the timing of the observed oscillations. Both 

mechanisms have been reported for biological clocks in response to environmental cycles, 

and established protocols exist that can distinguish between these two16. During entrainment, 

the waveform of e.g. pH resembles a sinoid-like patterns of which the peaks and troughs are 

Figure 1. Temperature cycles induce oscillations in dO2 and protons in media. Gray panels represent cool 
temperature; open panels represent warm temperature. (A) The experimental protocols used temperature 
cycles, shown here from 21 °C to 28 °C (Top), which support oscillations in dissolved O2 (Middle) and pH 
(Bottom). Note that here and in the subsequent figures, the pH is converted to proton concentration. (B) In 
sub-24 h T-cycles, the oscillations in H+ concentrations occur later within the temperature cycle. The top 
line shows the H+ levels in a 24 h temperature cycle and the bottom line shows the oscillation in a 23.5 h 
cycle. The Middle tracing is a 23.7 h cycle. Arrows indicate where the shape of the curve changes, indicating 
passive changes in the oscillation because of the zeitgeber transition (see text). 
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out of phase with the temperature transition. The waveform during masking on the other hand, 

rapidly increase (cold to warm) or decreases (warm to cold) at temperature transition. 

Furthermore, zeitgebers can induce a mixture of masking and entrainment, evident in the 

responses of many organisms to daily light/ dark cycles. In Drosophila, a shock response is 

observed at light transitions, yet these are preceded by a gradual increase in activity that is 

controlled by the circadian clock24. The activity in mice is acutely suppressed at light onset, 

whereas their activity would have continued in dim light or sustained darkness25. Masking has 

even been noted at the molecular level, with RNA from the clock gene frequency being rapidly 

induced at all times when lights come on although protein is produced selectively depending 

on the elapsed time from midnight11. By simply changing the structure of the zeitgeber cycle, 

synchronization by circadian (active) versus masking (passive) processes can be discerned16. 

If the oscillations in the fermentors were passive responses, the phase relationship between 

the external (temperature) and the internal (metabolic) rhythms should be independent of 

conditions (e.g. of the zeitgeber’s period). If the oscillations were actively produced by an 

entrained timing system, then these phase relationships should change systematically. And 

finally, if they were a product of both mechanisms, the waveform of the oscillations should 

change in addition to changing its phase angle. We, therefore, subjected cultures to shorter 

temperature cycles (T = 23.7 and 23.5 h), which should delay their phase in relationship to 

this slightly shorter temperature cycle10,17. In the circadian system, rhythmic events have a 

systematic relationship to the entraining cycle. If they are tested in entraining cycles of a 

different length, the phase relationship of the circadian rhythm changes: earlier in long cycles, 

later in short cycles. T 23.7h and T 23.5h gave the greatest phase shift. Consistent with the 

predictions for a circadian timing mechanism that actively entrains — and inconsistent with a 

passive response — we observed that the pH oscillation in the yeast cultures showed delayed 

phases relative to the 24 h temperature cycle (Fig. 1B). The delays were as much as 4-5 h, 

with a more or less preserved wave form: the delay was similar for the peaks, the troughs, as 

well as the halfway transitions between peaks and troughs. This is similar to observations in 

circadian systems where essentially opposite entrained phases can be achieved by changing 

the cycle length17,26 and contrasts synchronization in noncircadian cycles (Fig. S1). There 

were, however, subtle changes in the curves’ shapes between the different cycles, indicating 

that passive responses to the temperature changes also occur. We therefore used additional 

protocols to distinguish active versus passive mechanisms of synchronization. Circadian 

entrainment should also result in changed phase relationships when the zeitgeber strength is 

altered9,16. We changed zeitgeber strength by simply shifting the temperature so that it cycled 

between 18 °C and 25 °C. The structure of the cycle remained the same, with 11 h at 25 °C, 

a 1 hour transition to the lower temperature, 11 h at 18 °C, and then a 1-hour transition back 
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to 25 °C. The phase angle of the pH rhythm was delayed by 6 h relative to the 21/28 °C cycles, 

moving the pH peak from the cold to the warm phase (Fig. 2A). Again, these changes are 

more consistent with active entrainment than with passive responses. A high-amplitude cycle 

from 15 to 30 °C (Fig. S2), approximating what is experienced in nature, yielded a completely 

different wave form relative to Figs. 1 and 2. The stronger zeitgeber drove a steep increase in 

protons in the media with the onset of the warm phase of the incubation, followed by a 

relaxation back to lower levels. This appears to be more passive in its characteristics than the 

other entraining protocols. Although the dO2 and pH rhythms shift their peaks in the same 

direction when the zeitgeber strength changes (Fig. 2B), their respective responses to the 

altered zeitgeber conditions are clearly different. Whereas the dO2 rhythm shows a 

predominantly passive response with a strong increase at the transition to the warmer 

temperature and a drastic change in waveform, the pH rhythm shows the typical properties of 

an output of an entrained clock, shifting its entire waveform in response to zeitgeber strength 

with little change in shape. 

 

 
Systematic circadian entrainment (different phase relationships in different T-cycles and 

zeitgeber strengths with a preservation of waveform) are qualities of both robust, self-

sustained, free-running rhythms and of weak oscillators that rapidly damp in constant 

conditions17. To investigate whether the yeast timing system is a weak or a robust circadian 

oscillator, we released cultures after temperature entrainment to constant temperature. The 

oscillation in proton concentrations damped in under two cycles (Fig. 3; see also Fig. S3). The 

phenomenon of damping has been noted previously in, among others, plants27,28 and in cell 

culture using mouse and rat fibroblasts and organ explants29–32. Some organisms even 

dispense of circadian rhythms if cycling environmental conditions recede, such as in an arctic 

A B 

Time 
(h) 

Time 
(h) Figure 2. Phase relationships change with zeitgeber strength. (A) In lower temperature cycles (18 °C to 25 °C; dashed line), 

the peak of the H+ oscillation moves into the warm phase, later than the peak in warmer cycles (21 ° C to 28 °C; solid line). 
(B) In the same cultures, the relationship between the peaks of the dO2 oscillations and the temperature cycle is largely 
preserved (solid and dashed lines as for A). 
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summer or winter33. The yeast timing system shows canonical properties of a circadian clock 

controlled by a weak, damped oscillator (at least under the culture conditions applied here).  

 

The general explanation for damping under constant conditions is either loss of sustained 

rhythms at the level of the individual cell or desynchronization of a population of individual 

sustained cellular oscillators via small, stochastic changes in period. In the latter case, a 

change in the average free-running period is not anticipated. Here, the period lengthens as it 

is damping, suggesting that the former scenario is in play, namely that the timing system itself 

is impacted. A hallmark of the fermentor culture system — indeed, our goal in using it — is 

achieving a stable state for weeks or even months at a time with respect to the cell number, 

nutrition, etc. The same state is revisited from 1 day to the next. However, on release to the 

free run, the yeast culture is no longer stable as evidenced by increasing cell number, 

decreasing pH of the media, and increasing amplitude of the oscillation before it damps to 

non-rhythmicity. There may also be trivial reasons for lack of selfsustained rhythms in yeast, 

namely that we are following the wrong clock outputs. In Neurospora, several mRNA 

transcripts oscillate in the absence of any obvious circadian rhythm5. Furthermore, these 

transcripts can fail to entrain when the frequency of the circadian rhythm becomes long, as in 

the case of the mutant frq7, with a circa 29 h free-running period. This example is akin to a 

biological T-cycle, with one oscillatory system running at 29 h and another at circa 24 h. Each 

is outside the other’s range of entrainment. 

 

Circadian clocks are controlled by a transcriptional–translational feedback loop, 

posttranscriptional processes, or a mixture of the two34–36. S. cerevisiae has no clear orthologs 

of the transcription factors (clock genes) that mediate circadian regulation in fungi or animals, 

so we targeted likely circadianly regulated output pathways. Trafficking of ions in and out of 

cells is well understood in yeast, thus we have used this physiology to identify clock-controlled 

gene expression, a first step to understanding clock mechanisms in yeast. We focused on 

those genetic components involved in pH regulation, with consideration to the media used in 

our experiments, YPD. It supplies a rich source of amino acids but — in this form — nitrogen 

is expensive to metabolize. In comparison, ammonium is efficiently shuttled into the glutamine 

synthesis pathway, a gateway for production of multiple amino acids. Furthermore, yeasts 

have been shown to secrete ammonium during colony development on a time scale of day(s) 

as a means of intercellular communication37. MEP2p and GAP1p are ammonium and amino 

acid permeases, respectively, and both are similarly regulated by nitrogen catabolite 

repression38. We therefore measured their RNA concentrations over 48 h after release from 

24 h temperature entrainment to constant conditions. Their RNAs show a high amplitude 
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oscillation in constant conditions with expression mirroring that of the pH oscillation (Fig. 4), 

with a peak in RNA concentration about 3 to 6 h before the media reaches the lowest pH. In 

entrained conditions, MEP2 and GAP1 RNAs precede the pH oscillation much as in the free-

running condition (Fig. S4). The periodic transport of amino acids and ammonium to the 

cytoplasm would increase cytoplasmic pH, as they carry protons into the cell. The plasma 

membrane H+-ATPase, PMA1p, maintains intracellular pH by controlled extrusion of protons 

in response to their increase in the cytoplasm39,40 leading to secretion of excess protons and 

creating the observed oscillations. This may be a manifestation of clock regulation of 

metabolism in yeast, as cellular pathways are coordinated for optimal function. The general 

strategy of metabolic regulation is a fundamental property of clocks as demonstrated in higher 

organisms41–44. 

 

Although circadian clocks are found widely in nature, we recognize the hypothesis ‘every 

organism will benefit from a clock because of the cycling environment’ is weak, because it is 

not testable. On the other hand, the accumulating evidence is compelling, and it is hard to 

‘imagine’ an organism that would not benefit from a mechanism for creating a temporal 

structure. Circadian clocks have not yet been scrutinized in S. cerevisiae. An extensive 

literature describes ultradian rhythms in yeasts (e.g. 18–21), and it was recently suggested that 

these short rhythms could be used as building blocks for longer circadian rhythms45. Although 

this is formally possible, we see no evidence for ultradian oscillations under the conditions 

used for these experiments. Several decades ago, experiments purported to show circadian 

rhythms of cell division in bulk cultures of yeast46, but these findings were never independently 

repeated. In these fermentor cultures, the cell division rate is approximately once every 9 h 

and there is no apparent rhythm in cell division, which indicates gating of this process to a 

specific time of day. The temperature cycle protocols applied here reveal a circadian timing 

mechanism in S. cerevisiae that can systematically entrain and that rapidly damps in constant 

conditions. Furthermore, we have shown clock-controlled molecular rhythms in gene 

expression of a key metabolic pathway that can be further used to investigate circadian 

behavior as well as to search for clock genes in yeast. These observations open the door for 

new approaches to elaborating circadian clock mechanisms and behaviors in eukaryotes. 

Budding yeast is especially attractive as it invites utilization of the multiple genome wide 

toolkits that facilitate high-throughput protocols. 
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Figure 3. The yeast oscillator rapidly damps in constant temperature. Cultures were entrained to a 24-h temperature cycle 
(21 °C to 28 °C) and released to constant conditions (28 °C). The relative H+ concentration of the cultures are shown. 

 

 

 
Figure 4. Oscillations in gene expression and in the pH of the media are synchronized. MEP2 and GAP1 RNA were measured 
(three independent, experimental replicates) in cell extracts from free-running cells in constant conditions. The solid line 
shows the H+ oscillation, the dashed line is MEP2 RNA, and the dotted line is GAP1 RNA. The RNA values are normalized using 
tubulin RNA levels. Averages ± SD are shown. 
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Materials and Methods 
 
Yeast Strain and Culture Conditions.  

The strain used throughout this study was S. cerevisiae FY1679-2B (MATα ura3-52 leu2Δ1 

TRP1 his3Δ200 GAL2; EURO- SCARF, Frankfurt am Main, Germany). All experiments were 

performed in fermentors (APPLIKON) to facilitate control and monitoring of the cultures. The 

1 L culture vessels were inoculated with overnight cultures grown from single colonies in YPD 

(1% yeast extract, 2% peptone, 2% dextrose). The remainder of the experiment was then 

performed using YPD plus 10 mL l−1 Sigma Antifoam A. A batch culture at 30 °C lasted ≈36 

h. When a rapid decrease in dO2 was observed, the culture was starved for an additional 4 h. 

Cultures were then operated in continuous mode (a constant rate of media inflow and outflow) 

with agitation at 750 rpm, aeration at 150 mL min−1, and dilution at 0.09–0.1 h−1 (unless 

otherwise specified). The dO2 and the pH were monitored online; the dilution rate was 

monitored offline. The cell number was stable at around 2–3 × 109 cells/mL. It usually took 

about 2 weeks for the culture to become stable, such that it showed the same phase angle 

each day for weeks or months. Transitions from one cycle condition to another (i.e. from 24 to 

23.5 h in length) would take up to a week to stabilize at a new entrained phase. 

 

Zeitgeber Cycles 

Half of each cycle was spent in high temperature (25 °C, 28 °C, or 30 °C), the other half in low 

temperature (15 °C, 18 °C, or 21 °C), with temperature transitions occurring over 60 min to 

decrease masking. The temperature of the room was maintained at 18 °C; the temperature of 

the cultures was maintained using a programmable water bath (Lauda). 

 

RNA Preparation  

A total of 1 × 109 yeast cells were collected and frozen in liquid nitrogen. Under free-running 

conditions, cells were harvested every 4 h over 2 days of a free run, starting 2 h after the 

temperature transition from cold to warm. Under entrained conditions, cells were harvested 

every 3 h over 24 h. Yeast total RNA was prepared using a modified version of the hot phenol 

RNA extraction protocol47. The frozen yeast pellet was suspended in 400 μL AE buffer (50 mM 

NaOAc pH 5.3 and 10 mM EDTA); 40 μL 10% SDS and 400 μL acidic phenol were added. 

The cells were disrupted by vortexing and then heated at 65 °C for 30 min. The samples were 

cooled, centrifuged, and the aqueous phase was reextracted with 400 μL acidic phenol 

followed by chloroform. RNA samples were purified and concentrated using a NucleoSpin 

RNA II kit (Macherey-Nagel). 
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RT-PCR Analysis 

cDNA was prepared according to standard methods (ABI reagents). One microliter of template 

cDNA was analyzed in triplicate for each primer set. Primers were designed with Primer 

Express software (ABI). The sequences were: 

 

GAP1-Fw, 5ʹ-TTGTTCTGTCTTCGTCACCGC-3ʹ, 

GAP1-Rv,5ʹ-TACGGATTCACTGGCAGCAAG-3ʹ,  

MEP2-Fw, 5ʹ-CAGATGCGGAAGAAAGTGGAC-3ʹ,  

MEP2-Rv, 5ʹ-GGGTGATACCCACTAGGCCAG-3ʹ;  

TUB1-Fw, 5ʹ-TCCATTGCTGAGGCTTGGAA-3ʹ, 

TUB1-Rv, 5ʹ-ACCAGTGGACGAAAGCACGTT-3ʹ. 

 

RT-PCR was a SYBR green based assay using these cycle conditions: incubate samples 10 

min at 95ºC, 15 sec at 95ºC (40 cycles), 1 min at 60ºC (40 cycles). Each plate included 

replicate samples for the standard curve and a negative control. 20 µl reactions we used which 

contained 10 µl 2 x PCR master mix, 0.4 µl (200 nM) forward primer and reverse primer, 8.2 

µl RNAse free water and 1 µl of cDNA. 

For each timepoint 3 biological repeats were sampled from two independent yeast fermentor 

cultures. Free running conditions were sampled for 48 hours (4h interval) and 

entrainment conditions for 24 hours (3h interval). Intervals were chosen for logistical purposes. 

 

 

Data Analysis 

The output files from the fermentors were analyzed with ChronosX software48. 
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Supporting Information Materials 
 

Entrainment of Oscillators. 

The first “modern” record of entrainment of oscillators is attributed to the Dutch scientist, 

Christian Huygens1. He was attempting to solve the problem of keeping accurate time at sea 

and thus had multiple pendula swinging simultaneously. As he lay ill in bed one day (it was 

the custom to have one’s bed off to the side of the living area), he noted that the pendula on 

the adjacent wall were synchronized. When he per- turbed them they would resynchronize 

after some minutes. This held only for pendula on the same wall. They could thus 

communicate with each other and entrain each other. This phenomenon is comparable to 

circadian rhythms synchronizing to the external zeitgeber cycle. The physical cycles need to 

communicate in some way with the biological ones (those of the circadian clock). Most 

entrainment mechanisms have been defined using light as a zeitgeber; it is an important 

zeitgeber for most circadian systems and it is experimentally facile to use. In the case of the 

work here, the external cycle uses temperature as a zeitgeber. There is virtually nothing known 

concerning the mechanisms by which temperature entrains circadian rhythms. It may be 

changes in biochemical reactions in the cell or it may be via specialized temperature sensors, 

akin to photoreceptors. Regardless of the mechanisms, temperature is apparently also a 

universal zeitgeber for circadian systems. In the case of homeotherms, low-amplitude 

temperature cycles are effective synchronizers2. In the case of poikilotherms, the experienced 

temperature cycles are typically much higher. Temperature acts to synchronize the 

metabolism of yeast in a highly systematic way like what was first demonstrated by Hoffmann, 

when he put lizards into temperature cycles of different length, showing that they would entrain 

later as cycles became shorter3,4. This phenomenon turns out to be one of the circadian rules 

that even contributes to the explanation of chronotype, the distinct entrained phase of an 

individual. In the general population, there is a distribution of chronotypes5 and this is thought 

to be due to differences in genetic background resulting in differences in free-running period 

(and probably other circadian properties, such as zeitgeber input pathways, as well). Indeed, 

in the 1970s, the concept of zeitgeber strength as it regulates chronotype was demonstrated 

in hamsters6. 

 

Obviously, the environmental cycle is the cycle to which the biological one must adjust. If the 

biological clock would simply respond with a switch-like mechanism (becoming active when 

the sun comes up, for instance), then the organism would need no biological clock. A circadian 

clock, however, allows differential entrainment according to season, for instance, thus allowing 

gating of seasonal behaviors such as reproduction7,8. The experiments described in this paper 
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use these basic ideas, namely that the absence of a clock should yield driven responses and, 

conversely, the presence of a clock should yield entrainment in a similar manner as has been 

demonstrated for other circadian systems. We have applied short temperature cycles, which 

should show a biological clock entraining to a later phase3,4,9,10. We have altered the zeitgeber 

strength, which would be predicted to change the entrained phase of a circadian system5,10. 

 

 
Figure S1. Short, non-resonating T-cycles show fixed (driven) phase angles in the concentration of H+ ions in the media. 
Temperature cycles were imposed on the yeast fermentor cultures, with a cycle length of 7 h (Upper) or 6.5 h (Lower). The 
temperature cycle is indicated in two ways on the graph: the gray panels indicate cold phase and the open panels show the 
warm phase; the actual temperature cycle is plotted at the Top of the Upper graph, showing the gradual, 1 h transitions 
between the high (28 °C) and low (21 °C) temperature phases. The scale for the oscillations in H+ ion concentration is 
indicated. The data are smoothed using a 2 h window and are not trend corrected. 

 
 

 
Figure S2. High-amplitude temperature cycles show an altered waveform and phase angle. A 24 h temperature cycle of 15 
°C to 30 °C was applied to fermentor cultures. Here, the oscillation in protons from the high-amplitude cycle (Lower) is 
compared with that from the 21/28 °C temperature cycle from Figure. 1 (Upper). Two sequential days of stable entrainment 
are shown. 
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Figure S3. Oscillations following release to constant conditions. In two experiments, the pH did not change substantially on 
release from a 24 h temperature cycle to constant conditions. In these cases, the period of the nonentrained, freerunning 
oscillation was closer to 24 h and did not appear to be unstable (although it did damp rapidly). These two examples contrast 
what is more typically observed in the fermentor cultures (see Figure 3 and note the reproducibility therein between 
experiments). (A) 18/25 °C temperature cycle with a release to 25 °C. (B) 21/28 °C cycle with a release to 28 °C. 

 
 
 

 
Figure S4. RNA expression during entrainment with temperature. MEP2 (A) and GAP1 (B) mRNA levels were determined in a 
24 h 21/28 °C temperature cycle. In each graph, two separate experiments are shown, with MEP2/GAP1 RNA as dashed and 
dotted lines (representing the two experiments). The oscillations in proton concentrations are shown in the same graphs 
(solid lines). The lines with squares as markers correspond to the same experiment; the lines with triangles and diamonds 
are samples from the same experiment. The gray and open bars at the top of the graphs indicate cold and warm phases of 
the entraining cycle, respectively. Tubulin was used for normalization; for each time series, the high value is set to 1. 
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Introduction 
 

The circadian clock is a common biological program in living organisms1. It creates a temporal 

structure that anticipates the regular and predictable changes in the environment that occur 

each day2. Circadian clocks are cell-based and are found in organisms from all phyla. The 

molecular theme of the eukaryotic circadian clock involves transcription factors that activate a 

set of genes that encode proteins capable of downregulating their own expression, forming a 

negative feedback loop. However, experiments suggest that circadian clock properties persist 

in the absence of identified clock genes. For instance, Neurospora crassa shows free-running 

rhythms and circadian entrainment without the clock gene frequency3,4 and rhythms in the 

redox state of peroxiredoxin persist in many model genetic systems in the absence of 

transcription or clock genes5. Paracrine signaling can sustain circadian rhythms in pacemaker 

(neuronal) tissue that lacks clock genes and displays no endogenous rhythm6. One 

interpretation of this is that feedback integral to circadian clocks spans multiple molecular 

‘levels’, from transcription to metabolism. We conjecture that this multi-level response can be 

captured through functional relationships, referred to as functional interactions. We know of no 

models that explicitly attempt to integrate these different levels to more fully describe the 

mechanisms of the circadian clock. Here, we describe the method PREMONition, PREdicting 

MOlecular Networks, to construct functional molecular clock networks using publicly available 

datasets and bioinformatics tools. After tuning the method on clock genetic model systems, we 

deployed PREMONition to predict a molecular clock network in S. cerevisiae, an experimental 

system with a circadian phenotype that is not suited to genetic screens7. We validated the 

results of the yeast experiment in silico and in vivo. Methods like PREMONition, that can span 

multiple levels in the cell, are essential to developing integrative models of complex biological 

processes. 
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Results 
 

PREMONition applied to model circadian mechanisms 

To construct circadian molecular networks PREMONition incorporates two sets of data: 

rhythmically expressed genes and evidence-based (physical and functional) interactions of 

molecules derived from published literature and stored in the STRING database8. The set of 

rhythmically expressed genes (Clock-Controlled Genes (CCGs)) is derived from transcriptome 

analyses. Clock genes - those that have been determined to be involved in the central clock 

mechanism – are also included here, when known. By logic, most clock genes must be 

rhythmically expressed at some level, whether it be RNA or protein expression or functional 

competence (e.g. determined by rhythmic post-translational modification). CCGs are genes 

that are controlled by the central clock mechanism, that are not thought to feed back into the 

clock mechanism (no evidence that their disruption affects the clock). For the second data set, 

interacting proteins catalogued and/or predicted by STRING are increasing in number based 

on the massive amount of genome-wide quantitative measurements that are now common. 

 

Network construction 

Within STRING molecular interaction networks are predicted and displayed. The network 

reflects the specified stringency of the statistical probability of interactions. One, can thus make 

a network that is more or less connected and/or one that is larger or smaller by specifying 

statistical parameters. To develop the PREMONition method, we first created a molecular 

interaction network formed of proteins encoded by canonical clock genes only. As expected, 

these proteins, known to be involved in circadian transcriptional feedback loops in H. sapiens 

cells, D. melanogaster and N. crassa, form small, highly connected networks (Figs. 1A, B and 

C). However, when combining clock genes together with CCGs derived from published 

transcriptome analyses9–11 (Table S1), the derived networks comprised disjointed sub-

networks rather than a cohesive network (Figs. 1D, E and F). For the human network, only two 

interactions between the clock genes and CCGs were identified.  
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Figure 1. Molecular interaction networks comprising molecules encoded by human, Drosophila and Neurospora clock genes, 
Clock Controlled Genes (CCGs) and Non-Rhythmic Connectors (NRCs). Clock genes alone tend to form connections (A, B, C). 
Addition of CCGs does not lead to a cohesive network (D, E, F). Addition of NRCs makes a highly connected network (G, H, I). 
Removal of the least probable NRCs connecting two rhythmic nodes and removal of terminal NRCs (panels J, K and L). 
Molecules that fail to be incorporated into the network in panels D-L are not shown. Spheres marked with red indicate 
proteins encoded by clock genes; blue spheres indicate proteins encoded by clock-controlled genes; pink spheres indicate 
proteins encoded by non-rhythmic connectors. 

 

Forming a molecular interaction network associating all clock/clock-controlled genes is a key 

step in moving beyond studies that concentrate on single genes and their functions. It is well 

known that rhythmic RNAs can lead to non-rhythmic proteins and non-rhythmic RNAs can lead 

to rhythmic proteins12–14. Furthermore, post-translational modifications can confer rhythmic 

function even in the absence of rhythmic protein expression14,15. We therefore allowed 

PREMONition to incorporate Non-Rhythmically expressed Connectors (NRCs) into the ‘clock 

gene + CCG molecular interaction network. NRCs by definition are molecules that interact, 

functionally, with molecules associated with clock genes and/or CCGs; as their name suggests, 

NRCs are not themselves identified as rhythmically expressed at the gene expression level. In 

the experiments described here, a relatively stringent probability score of ≥ 0.7 was used for 

Drosophila and human and ≥ 0.6 for Neurospora within STRING. This cutoff was derived by 
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determining when highly interconnected networks would form, and when they would break 

(become fragmented) if higher scores were used. Networks were formed that incorporated 

70%, 38% and 57% of CCGs from human, Drosophila and Neurospora gene sets, respectively 

(Figs. 1G, H and I). Networks were trimmed by allowing only a single NRC between two nodes 

(either clock gene or CCG; Table S2). The most probable connection was retained, and all 

others were discarded. Through this process, which selects for the most likely interactions, 

networks were reduced from 483 to 248, from 498 to 227, and from 566 to 196 nodes without 

decreasing CCG incorporation for the three species (H. sapiens, N. crassa and D. 

melanogaster respectively). In all three organisms, an extensive and inclusive network was 

generated (Figs. 1 J, K and L).  

 

Network interpretation 

The three PREMONition derived networks shared thirty-eight common Gene Ontology (GO) 

terms16. Ten of these terms were significantly enriched biological processes in the human, fly 

and Neurospora networks (Fig. S1 and Table S3). A thousand simulations using random sets 

of genes, representing random networks the same size as the PREMONition derived networks, 

yielded not a single over-represented GO category. Applying GO analysis to each of the 

collections of CCGs also yielded no significantly enriched categories. Conversely, the GO 

categories that were detected in the analysis of entire PREMONition networks represent a 

large percentage of categories for a given genome. As such, these categories are not 

predictive – they cover too much of the genome to be useful for identification of discrete genes 

and proteins involved in clock function. 

 

Orthology between the molecular networks was assessed using the InParanoid8 database17. 

For human, fly and fungus the 283, 267 and 245 unique molecules, referenced by their 

corresponding gene name were submitted to the InParanoid8 database, respectively, for a 

cross comparison. Table 1 shows the number of orthologous protein pairs, including 

orthologous clusters identified by Inparanoid 8 (Table S4). In total 30, 23 and 21 human, fly 

and N. crassa genes were found to be in common between the respective networks.  
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Table 1. Identification of orthologs with InParanoid8. The number of D. melanogaster (fly) orthologs that occur H. sapiens 
(human) and N. crassa (fungus) and between human and fungus is shown. Several of the orthologs are included in the 
PREMONition networks for the specific organisms. q-values indicate the significance of ortholog enrichment in the 
networks. 

 Orthologs Networked q-value 
Fly - human 10711 19 2.08e-22 

Fly – mold 4004 11 4.23e-28 

Human - mold 5155 14 1.15e-33 

 

 

A yeast PREMONition network 

Although clock properties such as systematic entrainment, indicative of a circa 24 h oscillator, 

can be elicited in yeast7, the clock phenotype is not robust enough to support a high-throughput 

genetic screen that could uncover candidate clock genes. There are no clock gene candidates 

in yeast that are predicted by homology searches or functional assays. In order to generate a 

putative circadian molecular interaction network for yeast, we used PREMONition. A yeast 

transcriptome was generated covering the first day following release into constant conditions 

(Fig 2A). One-hundred-and-thirty-seven genes were determined to be rhythmically expressed, 

with all phases of expression observed over the subjective day (Fig. 2B and Fig. 3). This set of 

CCGs did not form a fully interconnected network (probability score of >= 0.7) when submitted 

to STRING. Only 23 genes/proteins were connected. Allowing NRCs, however, resulted in a 

network of 477 interacting molecules, consisting of 123 rhythmic genes and 354 NRCs (Fig. 

4). 14 rhythmic genes could not be integrated into the network. Referring to the networks 

described for human, Drosophila and Neurospora clock systems, 19, 11 and 19 genes, 

respectively, have orthologs in S. cerevisiae and 13 of those were identified in the yeast 

network. 
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Figure 2. Rhythmicity of gene expression in yeast. Fermentor cultures were established using 24h zeitgeber cycles (21 °C / 28 
°C, blue line) to synchronise the cells, as measured by pH of the culture medium (red line). Once stable synchronisation was 
observed, the temperature was held at 28 °C leading to one >24h oscillation in the pH (A). Cells were harvested every 3h for 
24h, starting 1 hour before the last temperature transition (from 21 °C to 28 °C). The RNA transcriptome was analysed using 
microarrays, yielding a set of 137 rhythmic genes (q-value <0.01). The heat map shows the time of high expression in red and 
the time of low expression in green (B). Each individual signal is normalized between 0 (green) and 1 (red). They are plotted 
in order of peak phase. Rhythmic genes determined with CircWave18 span ‘all’ circadian phases (C). The 137 rhythmic genes 
were grouped into 6 bins of 4 hours each based on their peak phase of gene expression. For each bin, the gene showing 
highest significance is shown. An arrow marks the peak phase of each gene. All time series were normalized such that their 
values fall between 0 and 1. 

 

Validation of the yeast PREMONition network  

We attempted to experimentally validate the putative yeast circadian molecular interaction 

network in two ways. First, we relaxed the stringent threshold used to identify CCGs in our 

yeast transcriptome from a q-value of 0.01 < to < 0.05. This increased the number of CCGs 

from 136 to 526. We found that thirty-three of the 354 original S. cerevisiae NRCs were 

considered to be rhythmically expressed with the relaxed q-value (Fig. 4). This number (33 of 

354) is higher than expected by chance (hypergeometric test q-value = 2.53e-06) and indicates 

that, as a method, PREMONition is able to identify clock associated molecules. 
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Figure 3. The PREMONition network for yeast. Proteins encoded by rhythmically expressed genes (red spheres) and their 
non-rhythmic connectors (blue spheres) are shown. The network is composed of 123 rhythmic genes and 354 NRCs, 
connected by 476 edges. 14 rhythmically expressed genes are disjoined from the network. The figure is scalable such that 
each gene/protein can be identified. 

 

A second validation method was developed based on the observation that circadian clocks of 

surface-dwelling organisms are sensitive to light. Photobiology in yeast is unknown except for 

reports of suppression of growth in constant light conditions apparently via interaction with 

cytochromes19,20. We hypothesized that mutations in genes involved in circadian clock function 

will show either an increased or decreased sensitivity to light in a growth assay. We therefore 

assayed a selection of mutants carrying knockouts of genes from the network for their 

sensitivity to light. Six genes present in the PREMONition network were selected based on 

their relationship to known circadian systems across different phyla. SOD1 (YJR104C) 

encodes a cytosolic copper-zinc superoxide dismutase, having a rhythmic mRNA expression 

level in mouse liver21. Superoxide dismutase activity is rhythmic in the dinoflagellate Gonyaulax 

polyedra22 and the sod–1 mutant in N. crassa shows changes in the period of circadian rhythms 

and abnormal responses to light as a zeitgeber for entrainment23. The yeast FET3 (YMR058W) 

protein is a multicopper oxidase, a family that is conserved in many organisms and showing 

circadian rhythms in A.thaliana24. Additionally, copper functions as a redox active cofactor for 

many proteins like cytochrome-c-oxidase and copper-zinc-superoxide dismutase (Cu/Zn-

SOD)25. Its expression is rhythmic and is important for circadian rhythms in the mammalian 
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pacemaker26. The SGS1 (YMR190C) protein is a RecQ-family nucleolar DNA helicase. RecQ 

mRNA is among the few transcripts that cycle independent of Kai clock proteins in 

cyanobacteria (S. elongatus)27. The CHC1 (YGL206C) gene encodes a Clathrin heavy chain 

protein broadly involved in intracellular protein transport and endocytosis. Clathrin-interacting 

proteins have been implicated as potential clock effectors or as clock regulated genes and 

proteins in flies and in mice28,29. HOG1 (YLR113W) is the homolog of mitogen activated protein 

kinase (MAPK). Many MAPK proteins are involved in circadian regulation in the mammalian 

clock30. In Neurospora it functions as a mediator of clock-controlled outputs31. HCR1 

(YLR192C) is an elongation initiation factor regulating translation. This gene scored amongst 

the most highly rhythmic (q-value = 0.0001) and its protein performs an important cellular 

function that has relatively rarely been investigated for clock function32. We used knockouts in 

all of these genes in an assay for suppression of growth by light (Fig. 5). With the exception of 

HCR1, all knockouts tested showed a significant alteration in growth suppression by light. One 

of these, a DNA helicase homolog, was resistant to the effects of light. The other strains – 

knockouts for genes encoding SOD1, HOG1, CHC1 and FET3 – all showed more growth 

suppression in the presence of light than did the parental yeast strain. 

 

 

Figure 4. Light mediated growth repression of yeast. Growth in darkness was compared to growth in constant blue light at 
15 °C. Single experiments are indicated by red spheres. All strains except YLR192C are significantly different relative to the 
control. 
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Discussion and conclusion 
 

The circadian clock is often referred to as a success story for the field of behavioural genetics. 

Genetic screens and molecular genetic technologies provided breakthroughs in identification 

of clock genes33–36, loosely defined as genes without which free-running circadian rhythms are 

disturbed or absent. The validated clock genes themselves encode highly networked 

transcription factors and kinases. In addition, collections of CCGs for many organisms and 

tissues have accumulated in public databases and can be used in diverse ways to generate 

hypotheses concerning clock regulation and clock regulated physiology37. The CCGs, by 

definition regulated directly or indirectly by the circadian clock mechanism, have rarely been 

directly linked to said mechanism. In addition, substantial experimental evidence has 

accumulated concerning non-transcriptional levels of circadian clock regulation. Indeed, 

puzzling evidence of non-transcription-based clocks have been published. One interpretation 

of these observations is that embedding circadian clocks at diverse levels will enable their 

function under diverse conditions, thus fulfilling the prediction that the circadian clock should 

be adaptive.  

 

How to model this? Combining and integrating information from different levels can be done 

by using machine learning techniques. The putative clock protein CHRONO was identified by 

combining time course results, interactions, ubiquitous expression and sequence homology 

using Naïve Bayes learning38. Indeed, machine learning typically depends on well 

characterized datasets to train the algorithm, e.g. to predict protein interactions using text 

mining with support vector machines39. Based on the data resources used and contextual 

understanding of the algorithm, machine learning could also assign cross-level relationships. 

However, different data resources require different approaches in data processing because 

using a single data resource may bias results.  

 

Some data repositories collect data from ‘all’ functional and/or association interactions, 

including proteins, genes, transcripts, metabolites, etc. and, as these resources mature, they 

can be mined for insights into how a given network functions in a given tissue. We thus 

developed an algorithm called PREMONition that uses a set of known clock genes and CCGs 

in conjunction with various resources encapsulated within the STRING database (e.g. SMART, 

KEGG, etc.) to construct a plausible circadian molecular interaction network that can be used 

as a springboard for hypothesis generation and validation. 
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The PREMONition tool 

There are several algorithms that have been used to predict networks. Breadth First Search 

(BFS)40 visits all child nodes before making extension nodes. Depth First Search (DFS)41 first 

goes into depth of a single child before going on the next child. Depth Limited Search (DLS) 

uses DFS with a limited search space and a fixed search depth42. It increases the search depth 

until a solution is found, within the search space. Iterative Deepening Depth First Search 

(IDDFS)42 is similar to DFS, but continually expands its search depth until a solution is found. 

PREMONition uses a DFS implementation, since it makes an uninformed (i.e. all edges have 

the same probability), fully interconnected network. However, as in DLS, it uses a limited 

search space (a fixed number of NRCs are allowed between the CCGs). When the search limit 

is reached, the algorithm reverts to its parental node and deepens other child nodes.  

 

PREMONition exploits the power of curated, precomputed functional interaction data (e.g. 

protein-protein interaction inferred from screens or shown in targeted experiments). It is an 

approach, with similarities to Biana43, POINeT44, SNOW45 and UnuHI46, that can be used to 

construct a network. With the publication of genome-wide, protein interaction databases, 

several methods to predict the proteome-wide interactomes have been published47,48. 

PREMONition uses many of the same resources as other methods but aims not to predict an 

interactome that incorporates the entire proteome, on one extreme, nor one that involves only 

a single input protein, on the other. Rather, we wish to form an interaction network around the 

molecules encoded by clock and clock-controlled genes. We achieve this by allowing the 

insertion of single NRCs (linker molecules). Increasing the number of NRCs, similar to 

expanding the search limit in DLS, will also increase the “noise” (non-specific or less specific 

interactions that would thus be more likely to be incorrectly assigned) in the network. In contrast 

to BFS, DFS, DLS and IDDFS, PREMONition tries to decrease noise and to increase the 

representation of more likely network components by removal of all but the most statistically 

significant interactors via an iterative process of sequential edge removal of the least probable 

interactor. On one hand, this makes visualization and analysis of the interaction network 

simpler. On the other hand, NRCs and their pruning also effect network parameters such as 

connectivity, degree distribution, clustering coefficient, characteristic path length network 

diameter and between-ness. It is striking that the set of rhythmically expressed components – 

CCGs with their accompanying experimental evidence - fails to form a cohesive network unless 

NRCs, based on their own experimental evidence, are integrated. The resulting networks 

derived for different organisms are functionally similar based on GO analysis (Fig. S1 and 

Table S3) despite the fact that input datasets are distinct. 
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The PREMONition algorithm is adaptable. Of the two input components, both can be modified 

for stringency. The set of rhythmic genes can be increased or decreased according to statistical 

thresholds. It could also be limited to those that oscillate with a certain phase to predict time-

of-day-specific molecular networks. Or based on a set of cell/ tissue/ organ specific expressed 

genes to predict clock-controlled processes that are relevant for the distinct function of 

cells/tissues/organs49. Similarly, the NRCs can be increased or decreased in number by 

changing statistical threshold of an interaction or by altering the allowed number of 

connections. Alternative or additional datasets could be used as source data, including those 

for non-circadian biology, to predict non-clock molecular mechanisms. (Circadian clocks 

modulate expression over time of day but in clock-less mutants these genes are typically also 

expressed.) 

 

A limitation of the PREMONition method is that it requires a mature interaction database (we 

used STRING exclusively for these experiments). The formation of the network thus depends 

on the quantity and quality of the annotation of the interactions. In emerging model systems or 

those that are less studied, there will simply be less data available thus leading to a sparse or 

less accurate network. With respect to the models that we used, the STRING database 

contains 3,364 N. crassa proteins connected with 24,332 interactions with a probability score 

³ 0.70 and an average confidence score of 0.84 (on average 7 connections per molecule). D. 

melanogaster is represented with 5,598 proteins connected with 93,915 interactions and an 

average confidence score of 0.89 (on average 16 connections per molecule). This roughly 

reflects the 7 times more publications in PubMed for D. melanogaster relative to those for N. 

crassa. Further, the network composition will be biased toward the most successful research 

for that system: if an organism has been primarily used to study enzymatic pathways, then the 

archived data – and the network formed from it – will be fundamentally different than that for 

an organism that has been used to study development. A disadvantage of using the STRING 

database is that it merely provides a probability of interaction in a static network, whilst the true 

interaction probability may be time-of-day dependent50, as well as condition or tissue 

dependent.  

 

Insights into the clock in yeast based on PREMONition network topology 

We identified the most densely connected components of the reconstructed yeast network, 

reasoning that they may suggest organism-specific regulatory mechanisms (Table S5). 

Several of these densely-connected proteins are involved in (generic) transcription and 

translation processes (TIF3, the translation initiation factor eIF-4B; HCR1, part of the eIF-3 

complex; RPA135, the RNA polymerase; RPC37, a subunit of RNA polymerase complex; 



Chapter 3 

 60 

TFA1, a recruiter of polymerase II; IKI3, a subunit of the elongator complex; and HAS1, an ATP 

dependent RNA helicase). These, per se, are not likely first-line clock components. HIR2 also 

regulates transcription, as part of a complex regulating nucleosome assembly. This protein 

recruits SWI-SNF, which plays an important role in nucleosome remodeling and carbon source 

switching51. SNF1, together with HOG1, whose homolog is clock regulated in N. crassa52, and 

BMH2, regulates MSN2/4, which in turn regulates the expression of PRX153. The 

PREMONition yeast network thus maps out a possible mode of how the clock regulates PRX, 

whose rhythmicity in oxidation state is observed in eukaryotes, prokaryotes and even in the 

archeae54,55.  

 

Insights based on comparing networks 

We compared the genes which are common in the human, D. melonogaster, N. crassa and 

yeast networks (using GO and Inparanoid) revealing 13 genes common to all four networks 

(Table 2). Of these, two genes are rhythmic in yeast with a p-value < 0.05 (YDR188W (CCT6) 

and YPR173C (VPS4)). The remaining 11 would not have been included in this dataset without 

incorporating NRCs. Clustering all 13 genes using PANTHER56 provides insights into their 

functions. Ten of these genes are involved in nitrogen compound transport: CDC5, ACT1, 

RPD3, RPN11, HRR25, HOG1, EFB1, CDC19 and TKL1. We observed clock regulation of an 

ammonium and an amino acid permease in yeast under conditions permissive for circadian 

entrainment7 and nitrogen metabolism and utilization is known to be regulated by the circadian 

system in prokaryotes (the cyanobacterium Synechococcus fixes nitrogen during the night57) 

and in eukaryotes at multiple levels in many organisms (e.g.58). Three genes shared by all of 

our networks are involved in vacuole organization: YPT7, ACT1 and HRR25. Of these, HRR25 

encodes a Casein kinase I homolog with many diverse functions in most organisms. Casein 

kinase plays a major role in the mammalian circadian clock through phosphorylation of the 

PERIOD proteins and BMAL159 and core clock proteins in D. melanogaster60. 
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Table 2. Yeast genes included in the yeast PREMONition network which have overlapping gene ontology terms and orthologs 
in the human, fly and fungus networks. 

Systematic name Standard name Name description 
YNL330C RPD3 Reduced Potassium Dependency 
YPL204W HRR25 HO and Radiation Repair 
YDR188W CCT6 Chaperonin Containing TCP-1 
YIL021W RPB3 RNA Polymerase B 

YML001W YPT7 Yeast Protein Two 
YFL039C ACT1 ACTin 

YAL003W EFB1 Elongation Factor Beta 
YLR113W HOG1 High Osmolarity Glycerol response 
YMR001C CDC5 Cell Division Cycle 
YPR173C VPS4 Vacuolar Protein Sorting 
YPR074C TKL1 TransKetoLase 
YAL038W CDC19 Cell Division Cycle 
YFR004W RPN11 Regulatory Particle Non-ATPase 

 

Four genes (CDC5, HRR25, HOG1, CDC19) encode proteins with kinase activity, a group of 

proteins known to be involved in the regulation and functioning of the circadian clock61. Yeast 

HOG1 is an ortholog of N. crassa cka and hog-1, of which cka is known to be involved in its 

circadian clock62. When it is mutated Neurospora circadian rhythms are abolished63. HOG1 is 

also a homolog of OS-2 mitogen-activated protein kinase (MAPK). In N. crassa there is a 

feedback loop between the circadian clock and the MAPK pathway31. N. crassa encodes two 

other MAPK genes; MAK-2, a homolog of FUS3, and MAK-1, a homolog of SLT2 (YHR030C) 

and shaggy (D. melanogaster) which is a key player in the fly circadian clock through 

phosphorylation of TIMELESS64. SLT2 is included in the yeast PREMONition network as an 

NRC (q-value for transcriptional rhythmicity = 0.74). RPN11 is a homolog of Rpn11 (DmS13) 

in D. melanogaster. In Drosophila, light-dependent CRY degradation is regulated by the 

proteasome of which DmS13 is a subunit65. Genetic screens in mice have also yielded genes 

involved in the proteasome as key circadian clock regulators66. CCT6 is homologous to the 

human PSMD5, a proteasome component, and acts as a chaperone during the assembly of 

the 26S proteasome. Interestingly, this protein shows interaction, via UBB and UBC, with 

CRY1. CRY1 encodes a flavin adenine dinucleotide-binding protein, a key clock protein in 

mammals. VPS4 is an ortholog of VPS4B in humans and VPS4 (NCU06942) of N. crassa, both 

vacuolar protein sorting-associated proteins. Although no direct relationship between VPS4 

and the circadian clock have been reported, several suggestive physiologies are impacted by 

decreased function of VPS4. These include: increased heat sensitivity (possibly changing 

sensitivity to a zeitgeber), decreased replicative lifespan, chronological lifespan and decreased 

rate of respiratory growth (possibly related to the phenotype used to demonstrate circadian 

entrainment in yeast67)68–70. The PREMONition NRCs shared by three networks thus point to 

conserved clock-relevant pathways. However, the number of candidate clock-involved genes 

regulating those pathways in yeast is drastically decreased by our algorithm. 
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The yeast PREMONition network in general 

Whilst a large proportion of the PREMONition network components in yeast do not have a 

direct homolog in the networks of the other three species, they do have homologous function. 

The RAD23 and RAD14 proteins bind damaged DNA, reminiscent of a documented clock 

function in mammals and the green yeast, Chlamydomonas71,72. CNM67, a hub with 16 

connections in the yeast PREMONition network, is involved in spindle body formation, a 

connection to the cell cycle machinery, linking this network to observations of gating of cell 

division73,74. A subunit of the ubiquitin ligase complex, SLX5, together with DOA1, brings this 

aspect of protein degradation pathway into daily temporal regulation in yeast65. Although most 

of these functional classes are more or less expected, if one were using function as a predictor 

it would be impractical to sort through the hundreds of candidates with similar function based 

on e.g. GO categories. The PREMONition network suggests which proteins/molecules could 

be involved in the yeast clock. 

 

In summary, we have developed a template for building interconnected networks that span 

multiple functional levels. The PREMONition algorithm depends on combining defined input 

sets of function-specific experimental results and non-specific, evidence-based, curated 

database entries. By incorporating the totality of interaction data, not just genetic interactions, 

we can move beyond transcription to different functional levels, achieving a molecular network 

that reflects the complexity of biological mechanisms. 
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Materials and Methods 
 

Network construction 

The network reconstruction tool and GO analysis method were both written in the programming 

language Python (version 3.7.2). Reconstructed network visualizations were made in 

Cytoscape (version 3.2.1)75. The network construction method consists of reading in pairs of 

molecules (as referenced by protein/gene names) and their interaction (ppi) probabilities that 

meet a set threshold to generate a network. This is done in a recursive manner, starting with a 

single protein, a seed, which grows into a network until no additional connections can be made. 

Then, the next protein is seeded etc. During this process the method is able to integrate NRCs 

in order to reach out to molecules encoded by rhythmic genes.  

 

For this study, only one NRC between two rhythmic genes/proteins was allowed hence a last 

step was added to remove excess connections. After network construction, some proteins are 

highly connected. This makes the visual investigation of specific pathways difficult. We thus 

developed a routine to reduce complexity whilst maintaining the overall integrity of the network. 

Hence, for each connection, we asked “are all proteins in the network still connected if this 

connection is removed?”. If all proteins remain connected, then the connection is redundant 

and not required for network integrity76. If not, the connection is maintained. The result is a 

network with a minimal number of connections. The remaining connections have the highest 

interaction probability score. 

 

Known protein-protein and inferred functional interactions were obtained from the STRING 

interaction database (“protein.links.detailed.v9.1.txt”77). Each interaction is associated with an 

interaction probability score as derived from different information sources. To create a 

molecular interaction network, all interactions for a given organism that met a given interaction 

threshold were extracted. Taxonomy numbers used were; Hs:9606, Dm:7227, Nc:5141, and 

Sc:4932. The CCGs were used for network construction based on the interaction confidence 

scores provided by STRING. In this study, an interaction confidence score with a threshold of 

0.6 was assigned for Neurospora and 0.7 for human, Drosophila and yeast networks. 

 

Network analysis 

In order to analyse the (re)constructed molecular interaction networks for functionality we 

assessed the enrichment of Gene Ontology (GO) annotations within the network using a 

hypergeometric test, with all p-values adjusted using the Benjamini and Hochberg method to 

correct for multiple testing. This is comparable to the GOrilla method78. A False Discovery Rate 
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of 0.05 was maintained. The most complete GO annotations for any organism typically reside 

in organism-specific databases supported by the community. Hence GO annotations were 

obtained from the Broad Institute for N. crassa (https://www.broadinstitute.org), Flybase for D. 

melanogaster (http://flybase.org), GOC for human (http://www.geneontology.org), and the S. 

cerevisiae Database (https://www.yeastgenome.org). For the 1,000 yeast randomized GO 

experiments, the YeastMine API was used79. All ORFs, both verified and uncharacterized, were 

included in the background. Holm-Bonferroni multiple-testing correction80 was applied. All 

genes with a corrected p-value <= 0.05 (q-value) were considered significant. 

 

Homology analysis 

Homologous were identified using inParanoid annotated sequences. InParanoid is an 

algorithm designed with the aim to generate ortholog groups that include all inparalogs 

(orthologs duplicated after the speciation event) but no outparalogs (orthologs in two species, 

resulting from a gene duplication event prior to a speciation event). It uses Basic Local 

Alignment Search Tool (BLAST) comparisons of all protein sequences in two species followed 

by a number of clustering rules to build ortholog groups17. 

In order to use the InParanoid8 database, several ID-mapping steps were performed. Two 

hundred and sixty-nine N. crassa STRING identifiers were converted to NCBI Gene IDs (using 

NCBI genome.gff). These Gene IDs were subsequently mapped to Uniprot identifiers using 

the Uniprot mapping tool. For each organism (human, N.c and D.m) STRING identifiers had 

to be converted to Uniprot identifiers. For N.c, 269 STRING IDs were translated to NCBI Gene 

IDs; these were further converted by applying the Uniprot mapping tool to 283 yield unique 

refSeq protein IDs. 246 unique D.m. STRING IDs were converted to 219 refSeq protein ID 

(using Flybase) which then were converted to 267 unique Uniprot protein IDs. Finally, 258 

unique H.s. STRING ID’s were translated into 245 unique Uniprot protein ID’s. 

 

All orthologous protein pairs, including orthologous clusters identified by Inparanoid 8 

(information downloaded on 25-March-2018), i.e., no actual filter, was used to identify orthologs 

between all three species. Enrichment of orthologous molecules within the networks was 

assessed using Phyper81 (Package stats version 3.2.2), a method to perform the 

hypergeometric test, from which a q-value < 0.05 indicates significant enrichment.  

 

Yeast Fermentor Culture Conditions 

To reveal genes and processes involved in the regulation of the circadian clock of S. cerevisiae, 

a microarray experiment was performed according to methods described earlier7. Samples 

were taken from fermenter cultures (1 × 109 yeast cells) every 3 hours over the first day of 
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constant conditions (free-run), starting 1h before the temperature transition from 21°C to 28°C. 

Cells were centrifuged for 1 minute at 4°C and 14000 rpm. Pellets were flash-frozen in liquid 

nitrogen and stored at -80°C until processing. 

 
RNA Preparation  

Total  RNA was obtained using a modified version of the hot phenol method82. The flash-frozen 

yeast pellets were suspended in 400 μL AE buffer (50 mM NaOAc pH 5.3 and 10 mM EDTA) 

to which 40 μL SDS (10%) and 400 μL acidic phenol were added. Next, cells were disrupted 

by vortexing, followed by heating the sample to 65 °C for 30 min. The disrupted cells were 

quickly chilled on ice, centrifuged, and the aqueous phase was re-extracted using 400 μL acidic 

phenol followed by the addition of 400 μL chloroform, mixing, centrifuging and re-extraction of 

the liquid phase. The final step was purification and concentration of the RNA samples using 

the NucleoSpin RNA II kit (Macherey-Nagel). The RNA was used for transcriptome analysis 

(Service XS Leiden; Affymetrix yeast genome 2.0 arrays). Data can be accessed via Gene 

Expression Omnibus ID: GSE122152. 

 

Gene expression 

Microarray data was analysed using the functional programming language R (version 2.15) 

and Robust Multi-array Average (RMA) normalization83 (Bioconduction “affy” package, version 

1.34.0). The normalized expression values were analysed for rhythmicity with a 24 h period 

using CircWave18. This method performs an F-test on the fitted harmonics and calculates a p-

value (with multiple testing correction). We used only highly significant genes with a p-value 

less than 0.01. The thresholds used for the selection of rhythmic genes (‘CCGs’) in human, fly, 

fungus and yeast are listed in Table S6. 

 

Light sensitivity assay 

The knockout library was obtained from EUROSCARF84 (Frankfurt am Main, Germany). 

Selected knockout strains were individually cultured overnight in 150 µl YPD (1% yeast extract, 

2% peptone, 2% dextrose) medium in one well of a 96 well plate. Plates were held at 30°C 

with shaking at 160 RPM. The following day, the cultures were placed at 4°C until further use. 

On the day before initiating the growth assay, 10 µl from each well of the 96-well plates were 

inoculated into 6 ml of YPD medium. The cultures were grown overnight at 30°C with shaking 

at 160 RPM. Prior to making the final dilution series, the cell number in the overnight cultures 

was adjusted such that the OD600 was 0.1. From this cell suspension, a series of five 1:3 

dilutions were made in YPD. From each dilution, 2 µl was spotted on two independent YPD 

plates containing 2% agar. The knockout strains were compared to their parental wild-type 
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strain (BY4742). Of the two, replicate plates containing replicate sets of dilution series, one 

was wrapped in aluminum foil (dark control) and then both were placed in the experimental 

setup. The dark controls thus control for small temperature effects. The light source consisted 

of 500 lux blue light LEDs (Bartheleme product # 1484330, 12V DC). Incubations were carried 

out in an incubator with the temperature (measured at the level of the plates) at 15.0 °C. Plates 

were incubated for four days, after which their images were saved (BioRad, ChemiDoc MP 

Imaging System) for analysis.  

 

The scans of the plates were analyzed using an in-lab developed Python routine that 

determines the amount of growth i.e. the pixel intensity and density of each spot within a circle 

of a fixed radius. All pixels within the circle having a pixel intensity higher than a given 

background BRG-value are counted and used as a quantitative measure for colony formation. 

Data were analysed by the following method. The dilution where 25% growth of BY4742 control 

strain was determined for both light and dark incubation conditions (the value was interpolated 

from the growth-curves). For each strain, the LOG(1/(light / dark ratio)) was calculated. This 

conversion leads to an intuitive (lower) value for growth repression relative to control values. 
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Supporting Information Materials 
 

 
Figure S1. Pie charts showing the percentage of genes annotated to the ten child GO-terms that are significantly enriched in 
all three organism PREMONition networks. Percentages do not add up to 100% because one gene can be associated with 
multiple GO-terms. 
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Table S1. Sets of clock genes in Homo sapiens, Drosophila melanogaster and Neurospora crassa used for network 
construction. 

Common/ abbreviated name Gene name String ID 
  N. crassa   

frg frequency NCU02265.1 

wc-1 white collor-1 NCU02356.1 

wc-2 white collor-2 NCU00902.1 

vvd vivid NCU03967.1 

ck1a casein kinase I NCU04005.1 

cka (prd3) casein kinase II NCU03124.1 

  D. melanogaster   

per period FBpp0070455 

tim timeless FBpp0077255 

clk clock FBpp0099478 

cyc cycle FBpp0074693 

vri vrille FBpp0289297 

dbt double-time FBpp0085106 

sgg shaggy FBpp0070454 

  H. sapiens   

ARNTL (BMAL1) 

aryl hydrocarbon receptor 

nuclear translocator-like ENSP00000374357 

ARNTL2 (BMAL2) 

aryl hydrocarbon receptor 

nuclear translocator-like 2 ENSP00000266503 

CLK clock circadian regulator ENSP00000308741 

CRY1 

cryptochrome circadian clock 

1 ENSP00000008527 

CRY2 

cryptochrome circadian clock 

2 ENSP00000406751 

PER1 period circadian clock 1 ENSP00000314420 

PER2 period circadian clock 2 ENSP00000254657 

PER3 period circadian clock 3 ENSP00000355031 

NR1D1 nuclear receptor subfamily 1 ENSP00000246672 

CSNK1E casein kinase 1, epsilon ENSP00000352929 
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Table S2. Incorporation of ccgs and NRCs into networks. Three methods of handling nodes are compared. #CGs is the 
number of clock genes incorporated in the indicated network; #ccgs is the number rhythmic or clock-controlled genes; 
#NRCs is the number of non-rhythmic connectors. 

  

 H. sapiens N. crassa D. melanogaster 

 #CGs #ccgs #NRCs #CGs #ccgs #NRCs #CGs #ccgs #NRCs 
No 
assumptions, 
outer nodes 
removed 
 

10 

65 

(69.9% 

incl.) 

408 5 

83 

(57.2% 

incl.) 

401 7 

54 

(37.5% 

incl.) 

505 

Nodes with 
< 3 
connections 
removed 
 

10 

60 

(64.5% 

incl.) 

129 5 

80 

(55.2% 

incl.) 

242 7 

48 

(33.3% 

incl.) 

327 

Only 1 
interaction 
allowed 
 

10 

74 

(79.6% 

incl.) 

164 5 

82 

(56.6% 

incl.) 

140 7 

60 

(41.7% 

incl.) 

102 
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Table S3. The ten child GO-terms that are significantly enriched in all three organism PREMONition networks. Percentages 
do not add up to 100% because one gene can be associated with multiple GO-terms 

GO-term Description % Human % Fly % Fungus 

GO:0016043 ` 15.3 47.9 5.3 

GO:0022414 reproductive process 12.5 44.4 6.6 

GO:0032501 multicellular organismal 

process 
37.9 68.0 2.6 

GO:0040007 growth 5.6 39.1 6.2 

GO:0044237 cellular metabolic 

process 
77.4 55.0 42.7 

GO:0044707 multicellular organismal 

process 
42.7 49.7 7.9 

GO:0044763 cellular process 77.0 7.1 30.8 

GO:0044767 developmental process 41.9 27.2 5.7 

GO:0048511 rhythmic process 8.5 39.1 3.1 

GO:0048856 anatomical structure 

development 
35.9 71.0 9.3 

GO:0050896 response to stimulu`s 66.9 70.4 30.4 

GO:0065007 biological regulation 79.0 113.6 18.1 

GO:0071840 
cellular component 

organization or 

biogenesis 
39.5 65.1 11.5 
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Table S4. InParanoid8 identifiers of D.melanogaster (fly) orthologs with H.sapiens (human) and N.crassa (fungus) proteins 
found in the PREMONition networks and between human and fungus. 

Fly – Human Fly - Mold Human - Mold 

D.melanogaster H.sapiens D.melanogaster N.crassa H.sapiens N.crassa 

Q9VCD8 Q14683 Q9W2H8 Q7SED5 P63261 P78711 

Q9VW54 Q13200 P10987 P78711 Q9UN37 Q7S0H4 

Q7KMM4 Q14697 P02572 P78711 P68400 Q8TG13 

Q9VDE3 Q9Y297 P53501 P78711 P14618 Q7RVA8 

Q9VDE3 Q9UKB1 Q94517 Q7SEB0 O75439 P11913 

P10987 P63261 P15357 P14799 P51149 Q9C2L8 

P02572 P63261 Q9VDE3 Q7RWG8 Q15181 Q6MVH7 

O18413 P62195 P08646 P22126 Q9Y297 Q7RWG8 

Q8INB9 P31749 O97183 Q1K5K1 Q9UKB1 Q7RWG8 

Q9V3H2 O00487 Q9VHN7 F5HDV2 P53350 Q7SF52 

O76324 P49674 P48598 Q7SEY8 P62987 P0C224 

O61734 O00327   P27449 P31413 

O61734 Q8WYA1   P60866 Q7S3G1 

O61735 O15516   P30049 P56525 

O77430 P63208     

Q9VL18 P29692     

P07663 O15534     

P07663 O15055     

P07663 P56645     
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Table S5. Genes with more than 15 connections in the PREMONition networks for human, Drosophila, Neurospora and yeast. 

Unique genes Gene name Count  Unique genes Gene name Count 

H. sapiens  N. crassa 

ENSP00000225964 COL1A1 20  NCU04553.1 ubi-3 34 

ENSP00000304592 FASN 19  NCU05804.1 NCU05804 34 

ENSP00000254657 PER2 17  NCU03757.1 93G11.150 33 

ENSP00000293379 ITGA5 16  NCU06226.1 NCU06226 33 

ENSP00000352929 CSNK1E 16  NCU08500.1 B11B22.020 33 

ENSP00000358866 FLNA 16  NCU08963.1 rpl-30 33 

    NCU01552.1 rps-23 32 

D. melanogaster  NCU01776.1 rpl-15 32 

FBpp0086408 Strn-Mlck 18  NCU01949.1 NCU01949 32 

FBpp0086993 CG8778 16  NCU03806.1 rpl-28 32 

    NCU03988.1 NCU03988 32 

S. cerevisiae  NCU07182.1 B8G12.400 32 

YPR010C RPA135 32  NCU00315.1 NCU00315 31 

YEL037C RAD23 28  NCU00464.1 rpl-32 31 

YPR163C TIF3 27  NCU00979.1 B20J13.300 31 

YLR401C DUS3 26  NCU02509.1 rpl-11 31 

YOR038C HIR2 25  NCU02708.1 B12J7.070 31 

YLR384C IKI3 24  NCU06432.1 NCU06432 31 

YKR025W RPC37 21  NCU06892.1 NCU06892 31 

YDR188W CCT6 20  NCU09109.1 NCU09109.1 31 

YMR290C HAS1 20  NCU00634.1 NCU00634 30 

YDL013W SLX5 19  NCU01317.1 rpl-12 30 

YMR201C RAD14 19  NCU01827.1 B23G1.190 30 

YLR192C HCR1 17  NCU08620.1 rps-16 30 

YKL028W TFA1 17  NCU01966.1 NCU01966 29 

YKL213C DOA1 16  NCU05810.1 cpc-2 29 

    NCU04779.1 B15B10.040 28 

    NCU06661.1 100H1.050 28 

    NCU05032.1 NCU05032.1 27 

    NCU05275.1 NCU05032 27 

    NCU05599.1 rps-28 25 

    NCU09089.1 NCU09089 24 

    NCU03396.1 nop-58 18 
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Table S6. Rhythmic gene sets or ccgs. The ccgs used in our network construction for human, Drosophila and Neurospora are 
drawn from three publications. 1 = Fisher G-test,  2 = Adjusted 

Organism Publication 
Number of 

rhythmic genes 
used 

Statistical cutoff Tissue 

D. melanogaster M.E. Hughes et al. 144 FG1. p-value < 0.05 Brain 
H. sapiens M.E. Hughes et al. 93 Adj.2 p-value  

< 0.05 
U2 OS cells 

N. crassa A. Correa et al. 145 From reference. 
Multiple 
parameters 

Whole 

S. cerevisiae This article 137 q-value < 0.01 Whole 
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Introduction 
 

Survival of the fittest, a popular term in evolutionary biology, describes how well an organism 

adapts to its environment such that it leads to a higher survival and thus reproductive rate. 

Adaptation is mediated by mutation providing new functionalities to existing alleles. A hugely 

influencing environmental factor on life is the day and night cycle, changing environmental 

conditions such as light, temperature and humidity with the course of day in a continuous and 

predictable way. This rhythmic alternation of conditions is an important evolutionary force 

influencing species diversity on earth1. Developing a timing mechanism to anticipate these 

changes is certainly beneficial in terms of fitness2–4. These timing mechanisms are known as 

circadian clocks, biological programs providing a temporal structure to organisms. They are 

found in a multitude of organisms of all phyla5.  

 

Due to the evolutionary nature of these clocks, certain molecular structural properties such as 

Per-Arntl-Sim (PAS) domains are conserved and can be found throughout the tree of life6. 

Presumably, these represent functionally significant shared features also. Insights in these 

commonalities can be used to identify the circadian clock of organisms in which no circadian 

clock has been found yet. Here I present an approach to identify common circadian molecular 

clock features between a variety of organisms.  

 

The Circadian Gene DataBase (CGDB) “is an online resource containing over 72,800 genes 

in more than 148 organisms that exhibit (or may exhibit) daily oscillation at the transcript 

level”7. Constructing fully connected protein-protein-interaction networks, using the 

PREMONition method8 for each of the 148 organisms, analysing them for enriched biological 

properties and constructing a semantic similarity score matrix results in a functional circadian 

clock relatedness “chart” where species from the same phyla map closer together then 

evolutionary more distant ones. More importantly, by comparing the enriched biological 

properties, such as the Gene Ontology categories (Function, Process, Location), SMART 

proteins domains and KEGG biochemical pathways, a list of circadian network properties 

present across many organisms can be constructed. By projecting these properties on 

organisms in which no circadian clock mechanism has been fully described, hypothetical 

circadian clock genes can be identified. For validation purposes this method was applied to 

Mus musculus, which was excluded from the reference biological property list composition. 

848 genes sharing at least 4 of the selected biological properties were identified. These 847 

genes include well-known clock proteins in mice such as Per1, Per3, Arntl, Arntl2, Clock and 
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Npas2. Cry1, Cry2 and Per2 are missing from this list and they share 3 common biological 

properties which are missing in KEGG and SMART catalogues. 

 

Here, I applied this approach on a Saccharomyces cerevisiae and identified several genes 

which are present in the molecular clock network. These genes encode proteins which comply 

to the identified biological properties and indicate that energy metabolism might be under 

circadian control in yeast. 
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Results 
 

PPI enrichment analysis 

Although the CGDB contains 148 organisms, only 116 were taken into account because 30 of 

these organisms have fewer than 30 circadian genes annotated and thus are assumed to have 

limited statistical power. PREMONition networks were constructed allowing a single Non-

Rhythmically expressed Connector (NRC) between two ‘circadian’ (rhythmically expressed) 

genes. NRCs by definition are molecules that interact, functionally, with molecules associated 

with clock genes and/ or CCGs; as their name suggests, NRCs are not themselves identified 

as rhythmically expressed at the gene expression level. The interaction is predicted based on 

reports such a protein-protein interaction or demonstrated genetic interaction. Each 

organism’s Protein-Protein Interaction (PPI) network has its own characteristics in terms of 

the number of circadian genes, the incorporated number of NRCs and the significantly 

enriched terms. Not all 116 constructed PPIs have enriched terms that reached significance. 

Forty-one networks are enriched for GO-term biological process, 44 with molecular functions, 

38 with cellular components, seventy-nine networks contain enriched KEGG metabolic 

pathways and ninety-five networks are enriched with SMART annotated protein domains.  

 

Functional similarity between circadian protein networks 

The maturation of circadian clock mechanism must be an evolutionary process. Therefore, I 

expect similar biological functionalities within the PPI-networks of organisms belonging to the 

same phylum. To test this, the semantic similarity score between significantly enriched 

biological process GO-terms contained within the 41 organism networks was calculated and 

collected in a similarity scoring matrix used for agglomerative clustering with multi-dimensional 

scaling (Fig. 1). Organisms having similar enriched biological functions cluster together. 

  



Chapter 4 
 

 88 

Figure 1. Multi-dimensional scaling (MDS) of semantic similarity scores calculated from the significantly enriched biological 

process GO-terms for 41 organisms. Agglomerative clustering (A) shows clusters of functional related circadian clock 

networks and organisms colored by taxonomy (B) depicts a gradual change in network functionality regarding of the 

organism. The black sphere with increased radius depicts S. cerevisiae; semantic similarity scores were calculated based on 

the PPI-network shown in Figure 2. 
 

Method validation mapping Mus musculus 

To verify the set of enriched biological aspects found in the circadian PPI networks (Table S1) 

I mapped them on all the M. musculus genes annotated in the STRING database. In total 

16088 genes are associated with the biological aspects and 847 genes occur in at least 4 of 

the biological properties (GO-categories, SMART domains or KEGG pathways). Seven genes 

occur in all 5. However, none of these 7 genes are known clock genes. Since the PPI networks 

are based on rhythmically expressed genes, I wondered if the 7 genes are rhythmically 

expressed in some tissue or condition. Mining the CircaDB9 shows that 6 of 7 genes are indeed 

significantly rhythmically expressed (Table 1). The probability (p-value) of obtaining 6 out of 7 

randomly selected rhythmic genes in a mouse genome containing 19.788 genes of which 55% 

of the genes are rhythmic10 is 0.015.  

  

A B 
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Table 1. Rhythmicity statistics from the 7 M. musculus genes that occur in all five biological properties (GO-process, 

-function and -localization, SMART protein domains and KEGG metabolic pathways). Statistics obtained from 

CircaDB9. 

Gene name p-value q-value Period Phase Experiment 

Cat 1.78E-03 3.02E-02 24 7 Mouse 1.OST Lung 

Fads1 1.25E-04 1.52E-02 26 16 Mouse 1.OST Adrenal Gland 

Fads2 2.36E-07 2.62E-04 24 15 Mouse 1.OST Adrenal Gland 

Gck 1.44E-06 1.28E-04 24 15 Mouse 1.OST Liver 

Pdhb 2.89E-09 2.60E-07 24 14 Mouse Liver 48-hour Hughes 2009 

Tkt No data available 

Tktl1 7.21E-04 1.79E-02 16 15 Mouse Distal Colon 2008 

 

 

Predicting circadian clock genes in S. cerevisiae 

In order to identify circadian clock genes in S. cerevisiae, I extracted all yeast genes annotated 

in the STRING database associated with the biological aspects found in the circadian PPI 

networks (Table S1). 294 genes are at least in 4 of the biological properties and by comparing 

these to a circadian microarray experiment which was performed according to methods 

described earlier by Chen et al11, 22 genes have p-value < 0.05 for rhythmic gene expression 

(Table S2). On the other hand, one could use a more stringent threshold (p-value < 0.01) for 

having a circadian gene expressions profile with a period of 24 hours. This yields 137 

rhythmically expressed genes, used to construct a PREMONition PPI network (Fig. 2). The 

resulting network contains 128 connected rhythmic genes and 82 Non-Rhythmic-Connectors 

(NRCs). Superimposing these 210 genes on the 294 genes associated with the significantly 

enriched terms in the 5 biological property categories, reveal 9 genes of which 4 also occur in 

the 22 genes obtained by mapping the 294 directly on the significant rhythmically expressed 

genes and 5 novel genes (NRCs) obtained by protein interaction evidences from the STRING 

database (Table 2).  
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Figure 2. The PREMONition network for yeast, composed of 128 rhythmic genes and 82 NRCs, connected by 210 

edges. Proteins encoded by rhythmically expressed genes (red spheres) and their non-rhythmic connectors (blue 

spheres) are shown. Two rhythmically expressed genes are disjoined from the network. The figure is scalable 

such that each gene/ protein can be identified. 
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Table 2. Nine S. cerevisiae genes identified by comparing 294 genes that occur at least in 4 of the 5 selected 

biological properties (GO-process, -function and -localization, SMART protein domains and KEGG metabolic 

pathways) to 210 genes forming a PREMONition network based on 137 genes showing a circadian gene 

expression profile with a p-value < 0.01 (analysed using CIRCWAVE12). Genes also included in the 22 S. cerevisiae 

genes identified by comparing 294 genes that occur at least in 4 of the 5 selected biological properties (GO-

process, -function and -localization, SMART protein domains and KEGG metabolic pathways) and showing a 

circadian gene expression profile with a p-value < 0.05 (Table S2) are marked with an asterisk. 

 

Systematic name Standard name p-value Period Phase 
YHR207C * SET5 0.001 24 21.93 
YER129W * SAK1 0.009 24 0.38 
YPR199C * ARR1 0.009 24 18.34 
YLR089C * ALT1 0.001 24 16.78 
YBR023C CHS3 0.251 24 5.06 
YBL016W FUS3 0.076 24 6.81 
YCL040W GLK1 0.171 24 6.92 
YGL026C TRP5 0.093 24 19.45 
YJR148W BAT2 0.095 24 19.55 
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Discussion and Conclusion 
 

PPI enrichment analysis 

Protein-Protein-Interaction networks were constructed with the PREMONition method. This 

method relies on the maturity or richness of the interaction database. Here, I used STRING. 

Also, PREMONition was developed to construct a coherent network, in which the interactions 

have the highest possible probability. PREMONition tries to find a coherent network solution 

in which the incorporation of novel nodes (NRCs) is minimal. In order to do so, the method 

only retains nodes with the highest interaction score. Since this process only depends on the 

actual score and not on a functional relationship it could be that interactions/ nodes acting in 

the same mechanism are removed while ones with unrelated mechanisms/ processes/ 

functions are kept. On the other hand, functional relationship is curated based on experimental 

data which is also reflected in the PPI-score. One could construct a new score, a combination 

of STRING interaction probability and GOGO semantic similarity score. The latter should be 

calculated for the entire genome, resulting in a m x n similarity matrix where m and n are the 

number of genes in the genome having GO terms annotated.  

 

Functional similarity between circadian protein networks 

Enrichment analysis, a method to identify classes, terms, genes or proteins that are over-

represented in a large set of genes or proteins, was done using the STRING API focusing on 

the Gene Ontology annotations, SMART protein domain annotation and KEGG biochemical 

pathways. This combination allows balancing between being too lenient or stringent in gene 

selection. Taking only GO annotation (process, function and location) into account would be 

too lenient, while using only SMART protein domains would be too stringent. For a gene to be 

selected it should be listed in at least 4 of these 5 annotation types. One of the assumptions 

made is that the regulation of circadian mechanisms affects similar cellular processes across 

species. The PPI’s should reflect these processes and their genes will be the main contributors 

to the network. However, a PPI network represents many processes, functions and metabolic 

pathways. To remove uninformative terms, only significantly enriched biological properties are 

taken into account for calculating the overall semantic similarity score between two PPI 

networks (GOGO13). Using this metric as a measure for biological functional relatedness, 

clusters of organisms with closely associated PPI-network functionality can be formed (Fig. 

1A). Although the distribution/ pattern of organisms is irrelevant, I can observe grouping of 

organisms of the same phylum or closely affiliated phyla, indicating that indeed circadian PPI-

networks based on rhythmically expressed genes show equivalent biological properties on a 

phylum level.  
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Method validation by mapping Mus musculus 

M. musculus was used to validate the identified biological property terms, GO categories 

(biological process, molecular function and cellular component), metabolic pathways (KEGG) 

and protein domains (SMART). All M. musculus genes annotated in the STRING database 

were considered and in total 16088 genes are associated with at least 1 of the biological 

properties. After thresholding, 847 genes were identified as potential clock candidates and 

include known mouse clock proteins such as Per1, Per3, Arntl, Arntl2, Clock and Npas2. Note 

Cry1, Cry2 and Per2 are missing. Seven genes occur on all 5 biological properties of which 6 

show rhythmic gene expression profiles (Table 1). These 7 genes represent two basic cellular 

processes, glycolysis/ gluconeogenesis and fatty acid metabolism. Glycolysis is one of the 

main processes involved in cellular respiration a mechanism located in mitochondria.  Kremer 

et al14 showed a strong relationship between the circadian clock and the glycolysis in muscle 

cells of mice. Also, fatty acid metabolism has been shown to be up regulated in mice having 

a myocyte-specific loss of BMAL1 muscle cells15. Metabolic disruptions are linked to diseases, 

such as type 2 diabetes16. While blood glucose levels exhibit a clear daily rhythm in humans 

and animals17, shiftwork increases the susceptibility to many metabolic disorders18 and 

increase circadian misalignment which in its turn induces upregulation of fatty acid metabolism 

pathways19. 

 

Predicting circadian clock genes in S. cerevisiae 

Two strategies were applied to find candidate clock genes in S. cerevisiae. First, all yeast 

genes annotated in the STRING database associated with the biological aspects found in the 

circadian PPI networks (Table S1) were identified and include 294 genes associated with at 

least 4 of the biological properties. These 294 genes are enriched with (serine/threonine) 

protein-kinase domains, Cytochrome b5-like Heme/Steroid binding domains, basic-leucine 

zipper domains and their products are active in the following metabolic pathways: glycolysis 

(TCA cycle and pyruvate metabolism) and carbon-, starch- and sucrose metabolism. 

Phosphorylation and serine/threonine kinases play an important role on the circadian clock 

regulatory mechanisms. DOUBLETIME in D. melanogaster20, casein kinase 1 in M. 

musculus21 casein kinase 2 in A. thaliana22 are just a few examples. It has been proposed by 

Merrow et al., that phosphorylation is “at the heart of the circadian oscillation” orchestrated by 

a process named the phoscillator23. 41 of the 294 genes are serine/threonine protein-kinases.  

 

To further reduce the number of candidates, only the 22 showing a circadian pattern on the 

mRNA transcript level were considered (Table S2). Inspecting their biological functions, one 

finds serine/threonine protein kinases, bZIP transcription factor domains and metabolic 
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pathways gluconeogenesis and biosynthesis of amino acids. 4 of the 22 genes are 

serine/threonine protein-kinases (SAK1, KCC4, PSK2 and IME2). However, little circadian 

transcriptome data is available making it subjective to errors e.g. proteins containing PAS 

domains are in many animals associated with the circadian clock24. Yeast has 4 proteins 

containing a PAS domain annotated (RDS2, PSK1, ERT1, PSK2). None of them are rhythmic 

in their gene expression but they are present in 294 genes found in by biological property 

association.  

 

The second strategy, constructing a PREMONition PPI-network for S. cerevisiae (Fig. 2) 

based on a micro-array experiment, sampled during the free run from a temporal temperature 

entrainment experiment provides a method to gain insights into hypothetical clock genes and 

the regulation therein of underlying biological mechanisms. Subjecting the networked yeast 

genes to the clustering strategy, a set of functions related to circadian mechanisms, 

resembling the ones from fungi and plants (cluster 2. Fig. 1A) can be obtained. However, for 

candidate selecting comparing the networked yeast genes with a collection of biological 

properties obtained from enrichment analysis of circadian PPI-networks of different 

organisms, a set of 9 genes is obtained (Table 2) which should reflect the functions related to 

the circadian clock in S. cerevisae. Two genes (FUS3 and SAK1) are serine/threonine protein-

kinases of which SAK1 also shows a 24-hour circadian cycle in its gene expression pattern 

(Table 2). SAK1 is one of the three kinases phosphorylating SNF1 the yeast homolog of 

adenosine monophosphate-activated protein kinase (AMPK)25. AMPK is a cellular energy 

sensor and is activated when intracellular ATP levels decreases. The activity pattern of AMPK 

shows circadian rhythms in a multitude of organs and tissues and thus might play an important 

role in the circadian regulation of cellular metabolism26. Comparing these findings to the genes 

found in M. musculus suggest that energy metabolism is under circadian control and is 

conserved across different phyla 27,28.  

 

Using PREMONition to construct coherent protein-protein-interaction networks to increase 

biological relevance, I identified a set of biological properties commonly associated with 

circadian gene networks. Clustering these networks based on a sematic information similarity 

score using biological function, cluster consisting of organism of the same phylum are formed. 

A constructed hypothetical circadian S. cerevisiea PPI-network shows biological similarities 

with fungus. Key aspects seem to be energy metabolism regulated by serine/threonine 

protein-kinases. The yeast genome has four genes encoding a PAS domain, all 

serine/threonine protein-kinases and all involved in energy metabolism. Our results could be 

biased towards these processes as yeast shows a opportunistic behavior under laboratory 
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conditions, rapidly depleting high energy carbon sources. In its natural environment, yeast is 

subjected to temperature and light cycles. Light causes photo-oxidation of the cytochromes 

and radical oxygen species form. A circadian clock in yeast would represent a cellular 

mechanism or strategy to anticipate these predictable and stressful environmental changes.  
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Material and Methods 
 
Constructing PREMONition networks 

For PREMONition protein-protein-interaction network construction, Circadian Gene DataBase 

Uniprot identifiers were translate to STRING protein interaction database identifiers29 using 

the Uniprot30 and STRING Application programming Interfaces (API’s). For 118 of the 

organisms annotated in the CGDB (30 organisms have less then 30 “rhythmic” genes 

annotated and were excluded) a PREMONition network is constructed using a single Non-

Rhythmically expressed Connectors (NRCs) between two rhythmically expressed genes. In 

the experiments described here, a relatively stringent probability score of ≥0.7 was used for 

most organisms, except for H. sapiens, G. max and A. thaliana a score of 0.95 was used. 

 

Semantic similarity score calculation 

Gene Ontology (GO) term enrichment analysis was performed on each of the constructed 

PREMONition networks using the STRING enrichment analysis tool, a 0.05 False Discovery 

Rate (FDR) threshold was maintained.  

An overall semantic similarity score between two PPI networks (GOGO13) is calculated in two 

steps. First, a similarity score between all GO terms of network N1 (having n enriched GO 

terms) and network N2 (having m enriched GO terms), resulting in a m x n similarity matrix, 

was calculated. Next, dimensional reduction to a single similarity score between two networks 

(Sim(N1, N2) ) is performed according to Equation 1. Where go1i is the ith GO term of N1 and 

go2j jth GO term of N2. 

 

!"#(%!, %") =
∑ *"#+,-!# , %".	!$%$& + ∑ *"#(,-"# , %!)!$#$'

m+ n 																									(34. 1) 

 
This results in a similarity matrix for each of the three independent GO categories: molecular 

function, biological process and cellular component.  
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Visualising circadian functional relatedness 

The three semantic similarity matrices hold information on the functional relatedness of the 

organisms of which significant enriched GO terms were found in the PREMONition networks. 

For visualization purposes each matrix was scaled using MultiDimensional scaling (MDS31) 

with 2 components. To identify groups/ clusters of functional similar circadian clocks, 

agglomerative clustering31 is applied on the MDS distance matrices, using complete linkage, 

the Euclidian distance metric and six clusters.  

 

Common biological properties 

Some of the enriched biological property items e.g. GO molecular function; oxygen binding 

(GO:0019825) occur only a single time within the 44 enriched PPI-networks, limiting its 

statistical contribution. In order to reduce the noise of these sparse items an arbitrary threshold 

was set, >15 for GO-terms, ≥10 for SMART domains and > 45 KEGG pathways. The 

remaining properties are assumed to reflect the most important biological aspects of circadian 

PPI networks (Table S1).  
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Supporting information materials 
 
Table S1. Lists of terms associated with the 5 biological properties from which the enriched terms have multiple occurrences, 
>15 for GO-terms, ≥10 for SMART domains and > 45 KEGG pathways, within the circadian Protein-Protein-Interaction 
organism networks.  Where “Function” indicates GO Molecular Function, “Component”; GO Cellular Component, “Process”; 
GO Biological process, “SMART”; SMART domains and “KEGG” KEGG pathways. Within prentices the number of enriched 
terms. 

Function (19) Component (26) Process (83) SMART (28) KEGG (25) 

GO:0005488 GO:0043231 GO:0009987 GO:0048583 SM00091 mmu01100 
GO:0097159 GO:0044444 GO:0050794 GO:0051704 SM00086 mmu01200 
GO:0003824 GO:0043227 GO:0051716 GO:0043170 SM00353 mmu01230 
GO:1901363 GO:0043229 GO:0008152 GO:0042221 SM00338 mmu00270 
GO:0016491 GO:0032991 GO:1901564 GO:0051254 SM00399 mmu00500 
GO:0005515 GO:0044464 GO:0050896 GO:0019538 SM00430 mmu00900 
GO:0043167 GO:0005737 GO:0055114 GO:0016310 SM00520 mmu00010 
GO:0046872 GO:0044446 GO:0031325 GO:1901701 SM01060 mmu00630 
GO:0043168 GO:0005634 GO:0030154 GO:0048856 SM01212 mmu00330 
GO:0048037 GO:0044425 GO:0044238 GO:0009628 SM00220 mmu04146 
GO:0098772 GO:0031090 GO:0044281 GO:0044260 SM00387 mmu00561 
GO:0000166 GO:0016020 GO:0031323 GO:0006725 SM01065 mmu00380 
GO:0016740 GO:0012505 GO:0060255 GO:0017144 SM00336 mmu00220 
GO:0036094 GO:0005622 GO:0010033 GO:0051049 SM00448 mmu00260 
GO:0008144 GO:0005886 GO:0065007 GO:0071702 SM00065 mmu00071 
GO:0050662 GO:0005739 GO:0070887 GO:0051179 SM00219 mmu00250 
GO:0042802 GO:0044424 GO:0032501 GO:0051252 SM00810 mmu00190 
GO:0032555 GO:0016021 GO:0044237 GO:0006464 SM00388 mmu01212 
GO:0005524 GO:0005615 GO:0007165 GO:0007154 SM01117 mmu01040 

 GO:0005829 GO:0080090 GO:0006950 SM00439 mmu00100 
 GO:0044459 GO:1901360 GO:0048513 SM00079 mmu03040 
 GO:0005576 GO:0065008 GO:0051239 SM00918 mmu00564 
 GO:0098796 GO:0071704 GO:0042592 SM00511 mmu00860 
 GO:0005887 GO:1901362 GO:0044248 SM00133 mmu00910 
 GO:0005783 GO:0051171 GO:0050793 SM00861  
 GO:0098590 GO:0010604 GO:2000112 SM00864  
  GO:1901700 GO:0006355 SM00317  
  GO:0065009 GO:0048584 SM00865  
  GO:0044249 GO:0050789   
  GO:1901576 GO:0009058   
  GO:0048523 GO:0033554   
  GO:0071310 GO:0010468   
  GO:0048522 GO:0009605   
  GO:0006807 GO:0016043   
  GO:0051173 GO:0034654   
  GO:0006810 GO:0071495   
  GO:0034641 GO:0009966   
  GO:0006139 GO:0044271   
  GO:0006796 GO:0006091   
  GO:0044283 GO:0051128   
  GO:0006811 GO:0009888   
  GO:0046483    
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Table S2. Twenty-two S. cerevisiae genes identified by comparing 294 genes that occur at least in 4 of the 5 selected biological 
properties (GO-process, -function and -localization, SMART protein domains and KEGG metabolic pathways) and showing a 
circadian gene expression profile with a p-value < 0.05, analysed using CIRCWAVE12, within a thermostat culture as described 
by Chen et al32. 

Systematic name Standard name p-value Period Phase 

YHR207C SET5 0.001 24 21.9 

YLR089C ALT1 0.001 24 16.8 

YER129W SAK1 0.009 24 0.4 

YPR199C ARR1 0.009 24 18.3 

YOL028C YAP7 0.010 24 21.0 

YDL078C MDH3 0.012 24 4.6 

YOR231W MKK1 0.015 24 1.6 

YCL024W KCC4 0.018 24 4.9 

YLR027C AAT2 0.020 24 14.6 

YER052C HOM3 0.024 24 23.3 

YML085C TUB1 0.024 24 19.1 

YER086W ILV1 0.025 24 20.3 

YER045C ACA1 0.026 24 4.9 

YDL066W IDP1 0.030 24 18.6 

YGR254W ENO1 0.031 24 4.4 

YKL127W PGM1 0.032 24 20.5 

YER073W ALD5 0.036 24 21.3 

YFR055W IRC7 0.038 24 20.8 

YAL017W PSK1 0.039 24 7.7 

YGL202W ARO8 0.041 24 19.8 

YPR069C SPE3 0.047 24 19.8 

YJL106W IME2 0.047 24 4.7 
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Introduction 
 

A circadian clock is an endogenous program that regulates functions from gene expression to 

behaviour according to the time of day. Almost all known organisms use light to entrain their 

circadian clock. We recently found that yeast shows circadian entrainment characteristics in 

24h (and near 24h) temperature cycles1. This suggests that yeast also has a circadian clock. 

We were, however, unable to elucidate conditions where yeast has a free running circadian 

rhythm that persists for more than one day. As organisms with a circadian clock are usually 

sensitive to light, we assume that a day-night (i.e. light-dark) cycle might also be a crucial 

factor in controlling the circadian rhythm in yeast. Therefore, in this work I investigate the 

growth of yeast under light and dark conditions. I challenged this phenotype by assaying 

specific gene knockouts in this protocol. 

 

Yeast lacks many of the obvious photoresponses of other organisms. It typically grows rapidly 

in artificial, rich media to facilitate lab experiments that require biological mass. However, when 

yeast cells are kept in starvation media and at low temperatures, they exhibit photoreception 

as seen by a markedly decreased growth rate2. Increasing the pH or the phosphate 

concentration of the growth medium increases sensitivity to light3. Experiments focusing on 

metabolism showed that the decreased growth rate coincides with a reduction of glucose and 

acetate uptake, and decreased protein synthesis and transport4–6. In addition, yeast 

undergoes characteristic changes in its respiration rate with light exposure5. This complex 

response to light by yeast has been characterised for spectral sensitivity. Yeast responds to 

discrete wavelengths in the near the UV (365 nm)7 and blue (400-500 nm8, 405 and 436 nm9, 

408 nm10) regions.  

 

The effects of blue light on the cellular mechanisms in yeast are thought to arise from an 

interplay between physical and molecular processes. Blue light causes ROS formation, which 

leads to the activation of oxidative stress genes such as thioredoxin reductase (TTR1), 

cytochrome c peroxidase (CCP1) and cytosolic thioredoxin (TRX2). These genes are 

controlled by a transcription factor (YAP1), of which the knockout strain shows significantly 

more growth reduction when illuminated11.  
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To characterise the physical and underlying molecular processes involved in the growth 

response of yeast to light, I first used DNA microarrays to identify genes that are either up- or 

down- regulated on exposure to light. Subsequently, I developed a simple growth assay to 

screen for function in response to light and found 28 light-regulated genes that give a 

phenotype in this assay. I further identified a set of candidate genes from the published 

literature whose expression was not altered when yeast is exposed to light. Using these hand-

picked genes, an additional 14 genes were discovered to impact growth in light. The entire set 

of 42 genes was used to construct a hypothetical network involved in yeast photobiology, 

providing a basis for future work on yeast photosensitivity. 
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Results 
 
Light regulated gene expression in yeast 

In selected fungi, gene transcription has been shown to be acutely regulated by light12. 

Furthermore, in the fungus Neurospora crassa, both fast- and slow-regulated genes are 

described as part of the molecular response to light, and this system is furthermore integral to 

their circadian clock13. I therefore sampled yeast after 30 and 120 minutes incubation in blue 

light. RNA was isolated and DNA microarrays were performed showing 514 genes that 

changed expression (Fig. 1). Only 34 of these were significantly altered in expression after 30 

minutes (T1) and only three (IFM1, SOL1, SDP1) of these were down regulated. After 120 

minutes (T2), 214 genes were down-regulated and 266 were up-regulated in their mRNA 

concentration levels (Table S1). Gene ontology (GO) analysis reveals no significantly enriched 

biological processes (eBPs) at T1, but I found 38 significant eBPs (FDR < 0.05) in the up 

regulated genes at T2 and 129 significant eBPs at T2 in the down regulated genes (Table S3). 

There is an overlap of 4 processes between the eBPs found in the up- and down-regulated 

gene collections. 

 

 

  

A B

Figure 1. Volcano plots of differentially expressed genes from yeast cells exposed to blue light for (A) 30 minutes  and (B) 120 
minutes. Genes are considered significant when the Log Fold Change (LFC) ≥1 and the log-odds (LO) ≥ 2.944 (p-value ≥ 0.95). 
Significantly down regulated genes are marked green and up-regulated genes are marked red. 
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Phenotyping the collection of mutants in light regulated genes 

The most obvious phenotype that has been reported concerning the effect of light on wild type 

yeast is a suppression of growth on poor media. I developed a simple, robust, high throughput 

and quantitative assay to screen the collection of light-regulated genes for how they contribute 

to the growth phenotype. From overnight yeast knockout strain cultures, a series of five, 1:1 

dilutions were made. From each dilution, 2 µl was spotted on YPD plates (Fig. 2). After 48 

hours, plates were imaged and the colony density for each dilution calculated and used to 

construct a growth curve in order to identify light sensitive mutants.  

 

 
Figure 2. Imaged YPD-plates from the yeast knockout screen. 2 µl of a serial cell-suspension dilution from 8 knockout strains 
were spotted on YPD agar plates (dilution series for individual strains run from top to bottom) and grown for 48 hours in (A) 
darkness  and (B) light. Red arrow indicates a yeast knockout strain (SNT1) which shows significant growth reduction. 
 

Knockout strains of all 514 candidate light-regulated genes were obtained (Courtesy provided 

by Arjen Krikken and Ida van der Klei, University of Groningen, Molecular Cell Biology). These 

were screened for light sensitivity, yielding 28 genes that showed a reduced growth 

phenotype. It was striking that several of these genes are known to be involved in growth, 

sporulation and energy metabolism (Table 1, source column: “Micro”).   

 

Candidate genes derived from previous studies 

Among the 28 light-regulated genes derived from the DNA microarrays in combination with 

the phenotyping screen, I found few of the genes that would have been predicted from 

previous published work2,3,9,14. This suggests that previously identified candidate genes are 

regulated post-transcriptionally. I wished to determine if these proteins would be discovered 

using our growth assay or if they were part of a different light-regulated system in yeast. I 

assayed 124 of these post-transcriptional genes, encoding e.g. cytochromes and proteins 

predicted to contain flavins (Table S2). Of these, 14 showed a light-induced growth phenotype 

in our assay (Table 1, Source “Studies”); including VPH1, VMA4, VMA3 and VMA11 which 

A B
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are involved with ATP hydrolysis coupled transmembrane transport, and together with FET3 

and SOD1 regulate ion homeostasis and redox regulation. The former two proteins as well as 

SKN7, RIM15, URE2 and SNF1 function in the cellular response to stimuli. The FET3 

(YMR058W) protein is a multicopper oxidase, a family that is conserved in many organisms, 

required for Cu homeostasis and involved in the circadian clock in A. thaliana15. Additionally, 

copper functions as a redox active cofactor for many proteins like cytochrome c oxidase and 

copper-zinc-superoxide dismutase (Cu/Zn-SOD). GEF1, FET3 and SOD1 are also involved in 

metal ion homeostasis in which SOD1 responds to superoxides and oxygen radicals. SKN7 is 

needed for responses to oxidative stress.  
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Table 1. 42 Significant, differentially expressed genes, which also show a difference in growth phenotype when exposed to 
white light. The column ‘Source’ indicates the origin of the gene; “Studies” (14 genes identified as candidates from the 
literature) or from the “Micro”-array (28 genes), Log fold change in the microarray (LFC) and Log Odds score (LO). 

Identifier Symbol Name LFC LO Source 
YGL206C CHC1 Clathrin Heavy Chain -1.46 12.30 Micro 

YMR198W CIK1 Chromosome Instability and Karyogamy -1.45 9.97 Micro 

YLR087C CSF1 Cold Sensitive for Fermentation -1.49 12.99 Micro 

YNL111C CYB5 Cytochrome B 1.11 5.19 Micro 

YBL043W ECM13 ExtraCellular Mutant -1.25 10.74 Micro 

YLR056W ERG3 ERGosterol biosynthesis 1.57 11.95 Micro 

YMR058W FET3 FErrous Transport -0.17 -7.35 Studies 

YMR215W GAS3 Glycophospholipid-Anchored Surface protein -1.43 6.80 Micro 

YJR040W GEF1 Glycerol Ethanol Ferric requiring -0.48 3.44 Studies 

YPL067C HTC1 Histidine Triad with Channel 1.05 5.43 Micro 

YLR309C IMH1 shares with Integrins and Myosins significant 
Homology -1.18 11.62 Micro 

YMR163C INP2 INheritance of Peroxisomes -1.18 11.50 Micro 

YHR079C IRE1 Inositol REquiring -1.18 12.66 Micro 

YHR082C KSP1 Kinase Suppressing Prp20-10 -1.18 10.07 Micro 

YGR057C LST7 Lethal with Sec Thirteen 1.03 10.52 Micro 

YLR069C MEF1 Mitochondrial Elongation Factor -1.02 5.71 Micro 

YDL233W MFG1 Morphogenetic regulator of Filamentous 
Growth 1.17 10.91 Micro 

YBR255W MTC4 Maintenance of Telomere Capping -0.59 4.11 Studies 

YHR124W NDT80 Non-DiTyrosine 1.30 11.78 Micro 

YKL134C OCT1 OCTapeptidyl aminopeptidase -1.08 10.11 Micro 

YDR323C PEP7 carboxyPEPtidase Y-deficient -0.21 -5.35 Studies 

YDR529C QCR7 ubiQuinol-cytochrome C oxidoReductase 0.11 -5.37 Studies 

YFL033C RIM15 Regulator of IME2 -0.92 8.50 Studies 

YDR159W SAC3 Suppressor of ACtin -1.49 15.35 Micro 

YJL080C SCP160 S. cerevisiae protein involved in the Control of 
Ploidy -1.04 7.96 Micro 

YBL104C SEA4 SEh1-Associated -1.19 13.39 Micro 

YMR190C SGS1 Slow Growth Suppressor -1.31 13.37 Micro 

YLR398C SKI2 SuperKIller -1.38 15.49 Micro 

YHR206W SKN7 Suppressor of Kre Null 0.35 1.98 Studies 

YDR477W SNF1 Sucrose NonFermenting -0.53 3.96 Studies 

YCR033W SNT1 SaNT domains -1.20 15.21 Micro 

YJR104C SOD1 SuperOxide Dismutase 0.19 -3.20 Studies 

YCR081W SRB8 Suppressor of RNA polymerase B -1.09 10.94 Micro 

YNL229C URE2 UREidosuccinate transport 0.04 -7.25 Studies 

YPL234C VMA11 Vacuolar Membrane Atpase 0.34 1.59 Studies 

YEL027W VMA3 Vacuolar Membrane Atpase 0.12 -5.49 Studies 

YOR332W VMA4 Vacuolar Membrane Atpase 0.15 -5.44 Studies 

YOR270C VPH1 Vacuolar pH -0.21 -3.13 Studies 

YLL040C VPS13 Vacuolar Protein Sorting -1.52 12.73 Micro 

YHR048W YHK8  1.11 5.09 Micro 

YBR016W   1.81 15.22 Micro 

YDL241W   1.94 10.24 Micro 
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A light-regulated molecular network in yeast 

We combined the transcriptionally and post-transcriptionally regulated genes that showed a 

phenotype in the growth assay (Table 1) and submitted them to the STRING database as a 

way to validate and organize this gene set. STRING is a database that catalogs ‘all’ 

experimentally derived interactions between genes and their products. It thus is a useful 

resource for making connections across levels (e.g. transcription, translation, metabolism, 

etc.). The STRING resources for yeast are extensive, due to the rich history of this organism 

in genetic and cell biological studies.  

 

Network reconstruction, using the STRING protein interaction database with a high confidence 

interaction score (>0.7), fails to form a cohesive network; only 4 genes are connected by 2 

edges. In order to increase the amount of information, in a context specific way, I applied the 

PREMONition method16. This method allows a Protein Protein Interaction (ppi) network to 

expand beyond a specific protein set (42 candidates) by incorporating No-light Phenotype 

displaying Connectors (NPCs)) resulting in an interconnected network containing 38 

phenotype-displaying genes and 101 NPCs connected by 138 edges, removal of non-

informative nodes, i.e the most outer NPC nodes, and edges results in a network of 69 nodes 

(31 NPC) connected by 68 edges (Fig. 3). 

Figure 3. The PREMONition network for 42 phenotype displaying genes leading to a network that includes 38 genes. Proteins 
encoded by differentially expressed genes also showing a growth phenotype when exposed to light (red spheres) and their 
Non-Phenotype displaying Connectors (NPC) (blue spheres) are shown. The network is composed of 38 phenotype displaying 
genes and 31 NPCs, connected by 68 edges. 4 phenotype displaying genes are disjoined from the network. The figure is 
scalable such that each gene/protein can be identified. Annotations and node-type are shown in supplementary table S4. 
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Discussion 
 

Previous work has shown that yeast cells are most susceptible to light in the blue to near-UV 

range. At the applied dosage of light, only 34 genes show differential expression after 30 

minutes whereas 514 genes were altered after 120 minutes. This reperesents 9% of all protein 

coding genes. In Neurospora crassa, 24% of the predicted protein coding genes (2353 of 

9728) are effected by exposure to light17. Of all 514 differentially expressed genes, 266 are 

up- (T2U) and 214 are down- (T2D) regulated relative to the dark sample.  

 

Applying Panther18 Gene Ontology (GO) enrichment analysis on T2U, 38 biological processes 

(BPs) and 116 BPs in T2D are identified (Table S2). Examining the 10 most specific child terms 

per GO-tree branch from the T2U BPs (Table S3, terms marked with an asterisk), 2 processes 

are directly involved in cell wall formation and organization: Two processes are related to 

transport. Four BPs relate to protein and organelle organization and finally, 2 BPs are involved 

in the regulation of gene expression  

 

Examining the 116 T2U BPs, reveals 28 most specific child terms per GO-tree branch. Among 

these 28 BPs (Table S3, terms marked with an asterisk), 6 are directly involved in mitotic 

division (cell budding), an expected process since I selected for genes showing a repressed 

growth when exposed to light. Six BPs are involved in localization and organization, which are 

underlying processes of the cell division. Six BPs associate with cell signaling and transport. 

These signaling pathways include TOR, stress and response to external stimuli. The TOR 

kinase acts with in regulatory network, affecting growth according to nutrient availability, gene 

expression and protein stability, making TOR a global regulator of cellular activity19. TOR 

(Target Of Rapamycin)is also connected to the retrograde signaling pathway, which also 

senses mitochondrial disfunction20, a phenomenon known to occur due to photo-oxidation/ 

destruction of the mitochondrial cytochrome a1, a3 and b21. Seven BPs are associated with 

managing DNA structure, on one hand DNA-organization for cell division, on the other hand 

chromatin remodeling for transcriptional activation or repression. The remaining 3 are 

regulation of cellular component biogenesis, regulation of biological quality and finally, 

trehalose biosynthetic process, which is involved on a range of processes including 

sporulation and glycolysis and so plays an important role in the glycolytic flux22.  
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Analyzing the in total 42 candidate genes using PANTHER, only two significantly enriched 

biological process GO-terms are found; ATP hydrolysis coupled transmembrane transport and 

ion homeostasis. The later contains 8 genes and includes the four genes from the first GO-

term (VPH1, VMA3, VMA4, VMA11, FET3, GEF1, OCT1, SOD1). Analyzing the PREMONition 

network (Fig. 3), comprising 69 genes, results in 103 significantly enriched GO-terms (Table 

S5) having 15 most specific child terms. The increased number of terms stems from the NPCs. 

Figure 3 shows the 15 child GO-terms and the number of occurrences of each protein 

associated with these terms. These 15 GO-terms show a high degree of overlap with the 28 

T2U BPs. 

 

Most proteins are represented by multiple GO-terms making their relative contribution to the 

analysis larger (Fig. S4). SNF1 occurs in 13 out of 15 GO-term branches (having 57 

associated GO-terms) and functions as a Serine-Threonine Protein Kinase. Ser/Thr kinases 

is an enzyme, known to regulate critical cellular functions such as signal transduction, 

metabolism, movement, circadian rhythm23, various nutrient-responses, meiosis, sporulation, 

aging, haploid invasive growth, diploid pseudohyphal growth, environmental stresses, such as 

sodium ion stress, heat shock, alkaline pH, oxidative stress, and genotoxic stress24. The yeast 

genome encodes 110 Ser/Thr protein kinases25. Seven are captured in the PREMONition 

network (SNF1, SCH9, IME2, PHO85, KSP1, IRE1 and RIM15). SNF1 is activated by 

phosphorylation26 in response to glucose and nitrogen limitation and involved in responses to 

other environmental stresses24.  SNF1 is essential for the expression of glucose-repressible 

genes and SNF1 mutants do not store glycogen27. PHO85, is also involved in glycogen 

accumulation and storage and functions antagonistically to SNF128. Glycogen storage is 

known to be under control of the circadian clock in cyanobacteria, fungus and mammals29–31. 

Also, Nuclear Magnetic Resonance, rhythms in glucose concentration levels were detected 

(unpublished data) in 1L fermentor cultures under a circadian temperature cycle. This 

suggests rhythms in glucose uptake and metabolism. 

 

The protein encoded by SCH9 claimed the most terms in our GO-analysis (52 terms). SCH9 

interacts with V-ATPase, influences vacuolar pH and thereby regulates / controls lifespan 

extension or shortening32. Although SCH9 is not assayed, it functions as a connector between 

RIM15 (a protein kinase involved in cell proliferation, involved in signal transduction during cell 

proliferation and the integration of glucose, nitrogen and amino acid availability33, in response 

to nutrients) and SuperOxidase Dismutase 1 (SOD1) which plays a role in the activation of 

stress response genes due to the presence of radical oxygen species (ROS). ROS influence 

the intracellular pH of the yeast cells which affects the cellular homeostasis. Vacuolar H(+)-
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ATPase (V-ATPase) play an important role maintenance of intracellular pH homeostasis 

through vacuolar acidification, serving as a protection mechanism for the yeast cells against 

ROS species34. The PREMONition network contains VMA3, VMA4, VMA11 and VPH1. VMA3 

has significant homology with vma-11 in N. crassa, a gene known to respond to light17. 

 

Screening the 514 knockout strains of the differentially expressed genes, identified using DNA 

micro-arrays, yielded only 28 genes showing a growth repression phenotype. In addition 

fourteen of the 124 genes predicted from previous published work2,3,9,14 show a phenotype. 

These 42 genes plus 31 NPCs represent a set of biological processes suggesting adaptation 

of cellular physiology, either directly via a yet unidentified photoreceptor or indirectly via 

photo-oxidation, to the exposure of white light. Given the impact of light on yeast cells, it 

seems reasonable that yeast developed mechanisms minimize its damaging effects. 

Anticipating the light period would give yeast an advantage over organisms competing for the 

same nutrition’s in its environment. The candidates identified here can serve as a set of 

candidate light-input genes to the yeast circadian clock.  
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Figure 4. Fifteen significantly enriched gene ontology terms (child) and the number of gene occurrences of each gene within 
the parental terms. Some genes have a frequency of association then others. 
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Material and methods 
 

DNA microarrays for light-regulated genes 

Four individual FY1679-02b overnight cultures were grown in 4 ml liquid YPD at 30 °C, with 

shaking at 160 RPM. Each overnight culture was then pelleted at 4500 RPM and resuspended 

in 600 µl YPD. Using these cell suspensions, 12 YPD plates were inoculated with 200 µl cell 

suspensions, with the cells homogeneously distributed. Six plates were wrapped with 

aluminum foil (dark controls) and all 12 YPD plates were cultured for 2 days at 22°C in constant 

darkness. 

 

Yeast cultures received a light pulse of either 30 or 120 minutes or no light pulse (dark control). 

The light-source consisted of a panel with blue LEDs (465 nm) emitting 5.6 µmole 

photons/m2/s. Following light pulses, yeast cells, including dark controls, were collected, flash-

frozen and stored until processing. RNA was extracted using the hot phenol method1 and used 

for micro-array analysis (Service XS, Leiden NL) using the Affymetrix Yeast Genome 2.0 

arrays. The microarray data was analysed using the Limma package35 of the statistical 

programming language R36. A statistical threshold of a Log-fold change of ≥ 1 and a log-odds 

≥ 2.944 (p-value ≥ 0.95) was applied. 

 

The knockout library was obtained from EUROSCARF (Frankfurt am Main, Germany). 

Selected knockout strains were individually cultured overnight in 150 µl YPD (1% yeast extract, 

2% peptone, 2% dextrose) medium in one well of a 96 well plate. Plates were held at 30°C 

with shaking at 160 RPM. The following day, the cultures were placed at 4 °C until further use. 

 

On the day before initiating the growth assay, 10 µl from each well of the 96-well plates were 

inoculated into individual 100 ml Erlenmeyer flasks containing 20 ml of YPD medium. The 

cultures were grown overnight at 30 °C with shaking at 160 RPM. Prior to making the final 

dilution series, the cell number in the overnight cultures was adjusted such that the OD600 was 

0.1. From this cell suspension, a series of five 1:1 dilutions were made (e.g. 100 µl of 

suspension in 100 µl YPD). From each dilution, 2 µl was spotted on two independent YPD 

plates containing 2% agar. The knockout strains were interspersed with five wild-type strains 

(FY1679-02b, CEN-PK2, BY4741, BY4742, BY4743), such that every 43 knockout-strains 

were followed by 5 wild-type strains. Of the two, replicate plates containing a given set of 

dilution series, one was wrapped in aluminum foil (dark control) and both were placed in the 

experimental setup. The dark controls are included to precisely control for small temperature 

effects. The light source consisted of 12 Philips 36W Master TL-D/835 Super 80 tubes (Fig. 
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S1). Incubations were carried out in a climate-controlled room with the temperature at the level 

of the plates 18.0 °C. Plates were incubated for two days at which point they were imaged 

(Scanmaker 9800 XL, Microtek; ScanWizard Pro 7 software).  

 

Light induced growth repression analysis 

The plate scans were analyzed using an in-lab developed Python routine that determines the 

amount of growth i.e. the pixel intensity and density of each spot within a square with fixed 

dimensions. All pixels within the square having a pixel intensity higher than a given 

background BRG-value (35) were counted and used as a quantitative measure for colony 

formation. Using this approach all 518 yeast knockout strains were screened for growth 

repression by light phenotype. 

 

The intercept of a dilution series is used as quantitative growth measurement. Using the 

intercept, first a control strain showing the least growth repressed light response is determined, 

for internal (consistency) control. The wild-type strain CEN-PK2 appears most suitable, being 

the least sensitive to the light regime and having a narrow distribution (Fig. S2). The results 

suggest that the wild-type is (relatively) insensitive to the treatment (light or dark), justifying 

using the wild-type of each plate as base line, to be subtracted from each individual value. 

Using the CEN-PK2 light-light (LL) and the dark-dark (DD) intercept by subtracting it from the 

other strain intercepts.  

 

Taking CEN-PK2 as reference r, the following question can be addressed:  Is the difference 

between LL and DD larger for some strain s than for CEN-PK2 within a given experiment e?  

If the response be called yse,LL for strain s in experiment e under light conditions light-light and 

yse,DD under light conditions dark-dark, we can write the deviations from the reference values 

∆s,LL = yse,LL – yre,LL, and ∆s,DD = yse,DD – yre,DD.   

 

To investigate the relations between ∆s,LL and ∆s,DD, principal component analysis was used 

on the 2 by 2 covariance matrix. This yields a view on the internal structure of the data set in 

which neither of the variables is given precedence, as is the case in regression analysis. The 

first principal component is expected to optimally capture the correlation between growth 

under light and dark conditions and reflect the overall effect of the knockout on growth 

regardless of these conditions. The deflection captured by the second principal component 

must then reflect a specific response to light or dark (Fig. S3). This deflection is further 

characterized as the Z-score of the projection on the second eigenvector. Strains having a z-

score above 2 or below -2 were considered to have a significant specific light mediated growth 
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effect (Fig. 5). Strains outside of the core of the distribution and above this line grow more 

under dark conditions as expected based on the growth under light conditions and those 

strains that fall under this line grow less than expected. 

 

Figure 5. Normalized (z-scores) principal component plot. Confidence intervals (CI) 1, 2 and 3 standard deviations from the 

median (black lines / circles). Strains above the CI grow more under dark conditions as expected based on the growth under 

light conditions (green spheres) and those strains that fall under the CI grow less than expected (blue spheres). Red spheres 

indicate the control/ wild-type strains. 
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Supporting Information Materials 

 
Figure S1. Spectrum of Philips 36W Master TL-D/835 Super 80 light tube collected using a 20-millisecond integration time. 
 
 
 

 
  

# Circles are DD, triangles LL

plot(u,v,col=w,pch=as.numeric(s),
xlab="Experiment",ylab="Log2 ratio of intercept and reference")
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The plot shows that there is consistency in the responses with respect to the estimated intercept values of

the reference. This means that it makes sense to further inspect the distributions of ratios per control strain.

The following boxplot shows the distributions for the respective strains for the LL experiments (blue) and

DD experiments (red).

fac <- as.factor(as.character(w))
boxplot(v~s+fac,subset=s=="DD_DD",col="red",ylim=c(-1.1,.6),xaxt=�n�)
boxplot(v~s+fac,subset=s=="LL_LL",col="blue",add=TRUE,xaxt=�n�)
axis(1,1.5+0:4*2,labels=levels(fac))
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Figure S2. Distributions of the control strains for continuous light (blue) and continuous dark (red) conditions. Each distribution 
consists of 14 experiments and is calculated by subtracting the estimated intercepts of CEN-PK2 from the estimated intercepts of the 
control strains. Intercepts are calculated from the cell-densities from the dilution series spotted on the YPD-agar plates (main text 
Figure 2). 
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Figure S3. Principal component plot of all corrected knockout strains (open spheres) and control strains (red spheres) based 
on the 2 by 2 ∆s,LL and ∆s,DD covariance matrix. See main text, materials and methods light induced growth repression 
analysis for more details. Quadrans line passes through 0,0 (blue dotted); linear regression line through 0,0 (dotted green 
line); linear regression line through the dataset centre / median (solid black line) and confidence intervals 1 to 5 standard 
deviations from the median (blue circles). 
 
 

Figure S4. The number of GO-term branches in which each protein occurs. 
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Table S1. Differentially expressed genes from yeast cells exposed to blue light for 60 minutes (T1 up, T1 down and 120 
minutes (T2 up, T2 down). Genes are considered significant when the Log-fold-change (LFC) ≥1 and the log-odds (LO) ≥ 
2.944 (p-value ≥ 0.95). 

T1 up T1 down T2 up 

YOR394C-A YOL023W YAL053W YCR102C YEL073C YGR161C YJR150C YLR099C YMR016C YNR032W YOR342C 

YPR015C YGR248W YAL064W YDL010W YER011W YGR177C YKL001C YLR099W-A YMR018W YNR051C YOR381W 

YHR214C-D YIL113W YAL068C YDL012C YER020W YGR204C-A YKL029C YLR100W YMR040W YNR059W YOR385W 

YGR177C  YAR007C YDL059C YER045C YGR213C YKL043W YLR107W YMR069W YNR064C YOR394C-A 

YOL155W-A  YAR020C YDL233W YER046W YGR268C YKL046C YLR108C YMR084W YOL014W YPL027W 

YOR049C  YAR027W YDL241W YER073W YHL048C-A YKL068W-A YLR120C YMR085W YOL015W YPL038W-A 

YNL251C  YBL040C YDL243C YER081W YHR022C-A YKL071W YLR121C YMR094W YOL016C YPL056C 

YLR056W  YBL042C YDL243C YER092W YHR048W YKL074C YLR125W YMR095C YOL038C-A YPL067C 

YLR073C  YBL054W YDL246C YER095W YHR124W YKL096C-B YLR136C YMR177W YOL123W YPL088W 

YOR306C  YBL055C YDL247W YER184C YHR179W YKL159C YLR137W YMR180C YOL124C YPL149W 

YPL024W  YBL061C YDR034W-B YER185W YHR214C-D YKL166C YLR162W-A YMR238W YOL155W-A YPL171C 

YOR009W  YBL101W-A YDR043C YER188C-A YHR214C-E YKL183C-A YLR176C YMR316W YOL156W YPL189W 

YNL065W  YBL108C-A YDR072C YFL020C YIL011W YKR053C YLR180W YNL020C YOL158C YPL233W 

YGR045C  YBR004C YDR078C YFL020C YIL046W-A YKR061W YLR194C YNL044W YOL159C-A YPL250C 

YGR079W  YBR005W YDR124W YFL026W YIL056W YKR091W YLR234W YNL065W YOL162W YPR015C 

YLR194C  YBR008C YDR182W-A YFL056C YIL066C YKR092C YLR266C YNL093W YOL163W YPR078C 

YLR406C-A  YBR016W YDR207C YGL012W YIL073C YLL012W YLR346C YNL111C YOL164W YPR094W 

YDR402C  YBR056W-A YDR213W YGL053W YIL114C YLL028W YLR350W YNL138W-A YOR004W YPR144C 

YMR011W  YBR066C YDR246W-A YGL120C YIL117C YLL033W YLR406C-A YNL145W YOR009W YPR154W 

YML058W-A  YBR070C YDR253C YGL127C YIL121W YLL049W YLR412C-A YNL146C-A YOR032W-A YPR167C 

YOL014W  YBR071W YDR259C YGL157W YIL134C-A YLL056C YLR414C YNL155W YOR049C YPR174C 

YNL162W-A  YBR114W YDR398W YGL166W YIL176C YLL057C YLR417W YNL157W YOR072W-B YPR198W 

YBL054W  YBR182C YDR476C YGL183C YIR011C YLL060C YLR460C YNL192W YOR134W  

YGR035C  YBR244W YDR501W YGL194C YIR018C-A YLL061W YLR461W YNL193W YOR153W  

YOL124C  YBR284W YDR502C YGL263W YJL106W YLL062C YLR466C-B YNL210W YOR174W  

YCR072C  YBR294W YDR508C YGR035C YJL108C YLL064C YLR466C-B YNL211C YOR192C  

YER185W  YBR295W YEL035C YGR057C YJL134W YLL066W-B YML018C YNL277W YOR197W  

YMR316W  YBR301W YEL047C YGR060W YJL144W YLL066W-B YML058W-A YNL312W YOR220W  

YBR056W-A  YCL069W YEL048C YGR079W YJL171C YLR004C YML116W YNR010W YOR237W  

YKR061W  YCR007C YEL049W YGR121W-A YJR010C-A YLR054C YMR009W YNR014W YOR306C  

YLL012W  YCR020W-B YEL072W YGR131W YJR078W YLR056W YMR011W YNR019W YOR338W  
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T2 down 

YAL024C YDR222W YHR079C YKR039W YMR198W YPL253C 

YAR018C YDR258C YHR080C YKR054C YMR215W YPL255W 

YBL003C YDR301W YHR082C YKR066C YMR218C YPR008W 

YBL023C YDR326C YHR099W YKR077W YMR231W YPR055W 

YBL034C YDR334W YHR120W YLL006W YMR246W YPR083W 

YBL043W YDR420W YHR155W YLL040C YMR261C YPR095C 

YBL066C YDR443C YHR158C YLR069C YMR273C YPR117W 

YBL069W YDR457W YHR164C YLR084C YMR278W YPR119W 

YBL104C YDR475C YHR165C YLR087C YMR287C YPR127W 

YBR038W YDR520C YIL031W YLR153C YMR288W YPR138C 

YBR059C YDR536W YIL119C YLR168C YNL037C YPR157W 

YBR067C YER008C YIL126W YLR182W YNL058C YPR160W 

YBR081C YER013W YIL129C YLR190W YNL068C YPR184W 

YBR097W YER033C YIL138C YLR223C YNL106C YPR189W 

YBR117C YER093C YIL149C YLR309C YNL172W  

YBR136W YER103W YIL158W YLR382C YNL242W  

YBR140C YER164W YIR023W YLR398C YNL271C  

YBR156C YER166W YJL005W YLR419W YNL300W  

YCL024W YFL034W YJL042W YLR422W YNR031C  

YCL063W YFL036W YJL056C YLR424W YOL004W  

YCR033W YFR016C YJL080C YLR425W YOL023W  

YCR081W YFR019W YJL087C YLR454W YOL034W  

YCR088W YFR031C YJL181W YML006C YOL078W  

YCR093W YGL021W YJL194W YML027W YOR018W  

YDL019C YGL033W YJL197W YML034W YOR025W  

YDL028C YGL049C YJR033C YML052W YOR093C  

YDL056W YGL113W YJR036C YML064C YOR129C  

YDL058W YGL150C YJR066W YML065W YOR160W  

YDL138W YGL195W YJR092W YML072C YOR161C  

YDL140C YGL206C YJR112W YML091C YOR216C  

YDL171C YGR047C YJR140C YML100W YOR290C  

YDL240W YGR092W YKL048C YML120C YOR291W  

YDR027C YGR098C YKL062W YMR001C YOR296W  

YDR033W YGR116W YKL105C YMR001C-A YOR304W  

YDR074W YGR150C YKL129C YMR032W YPL029W  

YDR146C YGR217W YKL134C YMR105C YPL040C  

YDR150W YGR248W YKL203C YMR109W YPL082C  

YDR159W YGR271W YKR013W YMR162C YPL085W  

YDR170C YHL028W YKR028W YMR163C YPL111W  

YDR180W YHR023W YKR031C YMR190C YPL137C  



Shedding Light on Photobiology in S. cerevisiae 

 129 

Table S2. One-hundredth twenty-four genes predicted from previous published work, designated as post-transcriptional 
genes, screened for photo-responsiveness using the growth assay. Gene standard name is abbreviated as “Std.name” and 
it’s systematic name as “Sys.name” 

Std. name Sys.name Std. name Sys.name Std. name Sys.name Std. name Sys.name 

AIF1 YNR074C COX9 YDL067C PEP7 YDR323C SKN7 YHR206W 

AIM45 YPR004C CUP5 YEL027W PHO89 YBR296C SLM6 YBR266C 

ATP1 YBL099W CYC1 YJR048W PTP2 YOR208W SNF1 YDR477W 

ATP14 YLR295C CYC2 YOR037W PTP3 YER075C SOD1 YJR104C 

ATP15 YPL271W CYC7 YEL039C QCR10 YHR001W-A SOD2 YHR008C 

ATP17 YDR377W CYS4 YGR155W QCR6 YFR033C SSK1 YLR006C 

ATP18 YML081C-A CYT1 YOR065W QCR7 YDR529C STE11 YLR362W 

ATP19 YOL077W-A FET3 YMR058W QCR8 YJL166W STE20 YHL007C 

ATP2 YJR121W FMO1 YHR176W QCR9 YGR183C STV1 YMR054W 

ATP20 YPR020W FOB1 YDR110W RAS1 YOR101W TFP1 YDL185W 

ATP3 YBR039W GEF1 YJR040W RAS2 YNL098C TFP3 YPL234C 

ATP3 YBR051C HAP2 YGL237C REI1 YBR267W TOS3 YGL179C 

ATP3 YBR074C HAP3 YBL021C RIM15 YFL033C TPK1 YJL164C 

ATP4 YPL078C HAP4 YKL109W RIP1 YEL024W TPK2 YPL203W 

ATP5 YDR298C HOG1 YLR113W ROM2 YLR371W TRK1 YJL129C 

ATP7 YKL016C HST2 YPL015C RPL31A YDL075W TRX2 YGR209C 

BSD2 YBR290W IDH2 YOR136W RPL6B YLR448W TSA2 YDR453C 

CIR2 YOR356W IRC14 YOR135C RTG1 YOL067C URE2 YNL229C 

COQ6 YGR255C LAT1 YNL071W RTG3 YBL103C VCX1 YDL128W 

COR1 YBL045C LOT6 YLR011W SAK1 YER129W VMA13 YPR036W 

COX10 YPL172C MAF1 YDR005C SCH9 YHR205W VMA2 YBR127C 

COX11 YPL132W MSN2 YMR037C SDH1 YKL148C VMA21 YGR105W 

COX12 YLR038C MTC4 YBR255W SDH2 YLL041C VMA22 YHR060W 

COX13 YGL191W NDE1 YMR145C SDH4 YDR178W VMA4 YOR332W 

COX15 YER141W NDE2 YDL085W SDH9 YJL045W VMA5 YKL080W 

COX17 YLL009C NHA1 YLR138W SHH3 YMR118C VMA6 YLR447C 

COX5A YNL052W NHX1 YDR456W SHH4 YLR164W VMA7 YGR020C 

COX5B YIL111W OSM1 YJR051W SHO1 YER118C VMA8 YEL051W 

COX6 YHR051W PAI3 YMR174C SIR2 YDL042C VPH1 YOR270C 

COX7 YMR256C PBS2 YJL128C SIR3 YLR442C  YBR238C 

COX8 YLR395C PEP4 YPL154C SIR4 YDR227W  YBR225W 
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Table S3. Significant enriched Gene Ontology (GO) PANTHER overrepresentation analysis results for Saccharomyces 
cerevisiae cells exposed to blue light for 120 minutes (T2 up, T2 down), using FISHER Exact test with a False Discovery Rate 
(FDR) correction to correct for multiple testing. Fold enrichment designates the overrepresentation compared to the 
background. Per GO-tree branch, alternating white/grey areas, most specific child terms are marked with an asterisk. 

T2 Up 

GO biological process Fold Enrichment raw P value FDR 
xenobiotic transport * 11.73 4.95E-05 9.39E-03 

sterol metabolic process * 4.77 2.52E-04 3.93E-02 

steroid metabolic process 4.67 2.89E-04 4.03E-02 

organic substance metabolic process 0.73 2.03E-05 4.30E-03 

metabolic process 0.75 1.24E-05 2.74E-03 

primary metabolic process 0.70 3.26E-06 1.02E-03 

fungal-type cell wall organization * 2.93 2.35E-05 4.80E-03 

cell wall organization 2.73 1.21E-05 2.93E-03 

cell wall organization or biogenesis 2.67 2.33E-06 8.25E-04 

cellular process 0.81 1.11E-06 5.88E-04 

external encapsulating structure organization 2.73 1.21E-05 2.80E-03 

fungal-type cell wall organization or biogenesis 3.22 2.80E-07 2.47E-04 

RNA metabolic process * 0.46 1.51E-04 2.50E-02 

nucleic acid metabolic process 0.52 5.94E-05 1.09E-02 
nucleobase-containing compound metabolic 
process 0.51 9.13E-06 2.55E-03 

cellular nitrogen compound metabolic process 0.46 4.12E-09 2.19E-05 

nitrogen compound metabolic process 0.65 4.05E-07 3.08E-04 

cellular metabolic process 0.67 6.27E-08 1.11E-04 

heterocycle metabolic process 0.51 3.39E-06 9.99E-04 

cellular aromatic compound metabolic process 0.50 2.15E-06 8.76E-04 

macromolecule metabolic process 0.58 7.65E-08 1.02E-04 

protein localization * 0.43 2.09E-04 3.36E-02 

macromolecule localization 0.47 2.74E-04 3.93E-02 

organelle organization * 0.39 4.36E-08 1.16E-04 

intracellular transport * 0.38 2.72E-04 4.01E-02 

cellular localization 0.38 1.16E-05 2.93E-03 

cellular component assembly * 0.37 7.20E-05 1.28E-02 

protein-containing complex subunit organization * 0.25 2.10E-06 9.31E-04 

translation * < 0.01 1.18E-06 5.72E-04 

cellular macromolecule metabolic process 0.58 2.15E-06 8.17E-04 

protein metabolic process 0.55 7.35E-05 1.26E-02 

organonitrogen compound metabolic process 0.65 2.59E-04 3.92E-02 

peptide biosynthetic process < 0.01 7.27E-07 4.82E-04 

peptide metabolic process 0.13 3.40E-05 6.68E-03 

cellular amide metabolic process 0.16 1.01E-05 2.69E-03 

amide biosynthetic process < 0.01 1.44E-07 1.53E-04 

cellular nitrogen compound biosynthetic process 0.35 3.19E-06 1.06E-03 

gene expression 0.40 9.57E-07 5.64E-04 
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T2 Down 

GO biological process complete Fold Enrichment raw P value FDR 

positive regulation of Ras protein signal transduction * 23.51 9.29E-04 4.41E-02 

regulation of Ras protein signal transduction 7.84 7.81E-05 7.68E-03 
regulation of small GTPase mediated signal 
transduction 7.31 1.13E-04 9.72E-03 

regulation of intracellular signal transduction 4.27 5.25E-05 5.93E-03 

regulation of signal transduction 3.02 6.17E-04 3.27E-02 

regulation of cell communication 2.87 9.54E-04 4.40E-02 

regulation of cellular process 1.93 2.20E-12 2.34E-09 

regulation of biological process 1.89 1.09E-12 1.45E-09 

biological regulation 1.77 4.86E-13 1.29E-09 

regulation of signaling 3.02 6.17E-04 3.31E-02 
positive regulation of small GTPase mediated signal 
transduction 23.51 9.29E-04 4.37E-02 

positive regulation of intracellular signal transduction 5.93 3.52E-04 2.20E-02 

positive regulation of signal transduction 5.22 6.92E-04 3.50E-02 

positive regulation of biological process 2.07 4.55E-07 1.34E-04 

positive regulation of cellular process 2.08 6.10E-07 1.70E-04 

positive regulation of signaling 5.22 6.92E-04 3.53E-02 

trehalose biosynthetic process * 17.91 2.47E-04 1.66E-02 

trehalose metabolic process 11.40 9.25E-04 4.47E-02 

cellular process 1.16 2.45E-05 3.25E-03 

disaccharide biosynthetic process 15.67 3.61E-04 2.20E-02 

oligosaccharide biosynthetic process 15.67 3.61E-04 2.23E-02 

mitotic cytokinetic process * 11.40 9.25E-04 4.43E-02 

mitotic cell cycle process 3.99 5.59E-13 9.89E-10 

mitotic cell cycle 4.13 2.15E-14 1.14E-10 

cell cycle 2.63 4.92E-12 4.35E-09 

cell cycle process 2.83 1.80E-11 1.36E-08 

mitotic cytokinesis 5.39 1.61E-05 2.25E-03 

cytoskeleton-dependent cytokinesis 5.45 5.91E-06 1.01E-03 

cytokinesis 5.03 5.26E-06 9.64E-04 

cell division 2.81 5.94E-06 9.85E-04 

actomyosin contractile ring organization * 9.79 3.65E-04 2.20E-02 

cortical actin cytoskeleton organization 7.62 8.77E-06 1.33E-03 

actin cytoskeleton organization 3.81 7.56E-05 7.72E-03 

cytoskeleton organization 3.53 1.21E-07 4.02E-05 

organelle organization 1.85 5.93E-09 2.86E-06 

cellular component organization 1.61 1.14E-08 5.03E-06 

cellular component organization or biogenesis 1.45 3.55E-06 7.54E-04 

actin filament-based process 3.92 2.99E-05 3.87E-03 

cortical cytoskeleton organization 7.62 8.77E-06 1.29E-03 

actomyosin structure organization 9.79 3.65E-04 2.18E-02 

chromosome separation * 9.22 4.60E-04 2.60E-02 

positive regulation of mitotic nuclear division * 8.95 1.39E-04 1.15E-02 

regulation of mitotic nuclear division 3.79 2.83E-04 1.86E-02 

regulation of cell cycle process 3.13 7.55E-06 1.18E-03 

regulation of cell cycle 2.82 3.54E-06 7.84E-04 
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regulation of nuclear division 3.31 2.71E-04 1.80E-02 

regulation of organelle organization 3.02 5.17E-08 1.96E-05 

regulation of cellular component organization 3.06 5.79E-11 3.84E-08 

regulation of mitotic cell cycle 3.65 2.79E-06 7.05E-04 

positive regulation of mitotic cell cycle 5.42 9.24E-05 8.76E-03 

positive regulation of cell cycle 4.20 1.23E-04 1.04E-02 

positive regulation of nuclear division 8.13 6.41E-05 6.68E-03 

positive regulation of organelle organization 3.69 5.49E-05 5.95E-03 

positive regulation of cellular component organization 3.28 5.95E-05 6.32E-03 

positive regulation of cell cycle process 4.29 2.16E-04 1.51E-02 

TOR signaling * 8.55 1.72E-04 1.25E-02 

intracellular signal transduction 3.13 3.51E-05 4.33E-03 

signal transduction 2.84 4.97E-06 9.78E-04 

cellular response to stimulus 2.10 9.60E-10 5.67E-07 

response to stimulus 1.95 4.70E-09 2.50E-06 

signaling 2.84 4.97E-06 9.43E-04 

cell communication 2.75 1.51E-07 4.72E-05 
regulation of transcription involved in G1/S transition of 
mitotic cell cycle * 7.84 7.81E-05 7.83E-03 

G1/S transition of mitotic cell cycle 5.32 1.05E-04 9.64E-03 

mitotic cell cycle phase transition 5.29 3.20E-06 7.73E-04 

cell cycle phase transition 5.29 3.20E-06 7.39E-04 

cell cycle G1/S phase transition 5.32 1.05E-04 9.47E-03 
regulation of cellular macromolecule biosynthetic 
process 1.65 9.49E-04 4.42E-02 

regulation of cellular biosynthetic process 1.65 7.85E-04 3.90E-02 

regulation of biosynthetic process 1.65 8.02E-04 3.94E-02 

regulation of metabolic process 1.59 1.71E-04 1.26E-02 

regulation of cellular metabolic process 1.63 1.09E-04 9.47E-03 

regulation of macromolecule biosynthetic process 1.67 6.79E-04 3.50E-02 

regulation of macromolecule metabolic process 1.60 1.82E-04 1.31E-02 

regulation of primary metabolic process 1.60 4.00E-04 2.31E-02 

regulation of nitrogen compound metabolic process 1.59 4.92E-04 2.70E-02 

protein autophosphorylation * 7.23 3.74E-04 2.18E-02 

protein phosphorylation 2.98 1.64E-04 1.23E-02 

lipid transport * 5.22 2.08E-05 2.84E-03 

lipid localization 4.93 3.39E-05 4.29E-03 

macromolecule localization 1.73 1.09E-04 9.61E-03 

cell budding * 5.04 1.53E-04 1.23E-02 

reproduction of a single-celled organism 2.64 5.91E-04 3.20E-02 

reproduction 2.16 1.63E-04 1.24E-02 

asexual reproduction 5.04 1.53E-04 1.21E-02 

regulation of mitotic sister chromatid segregation * 5.01 3.68E-04 2.17E-02 

regulation of sister chromatid segregation 4.82 4.65E-04 2.57E-02 

regulation of chromosome segregation 4.27 4.61E-04 2.58E-02 

regulation of chromosome organization 3.48 5.42E-05 5.99E-03 

exocytosis * 4.92 4.14E-04 2.36E-02 

DNA packaging * 4.86 1.94E-04 1.37E-02 

DNA conformation change 3.32 1.52E-04 1.24E-02 
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chromosome organization 2.23 2.48E-06 6.58E-04 

establishment of cell polarity * 4.72 4.80E-05 5.66E-03 

establishment or maintenance of cell polarity 4.27 5.97E-06 9.61E-04 
negative regulation of mitotic cell cycle phase 
transition * 4.70 2.44E-04 1.68E-02 

negative regulation of cell cycle phase transition 4.70 2.44E-04 1.66E-02 

negative regulation of cellular process 2.34 4.96E-08 2.03E-05 

negative regulation of biological process 2.22 5.31E-08 1.88E-05 

negative regulation of mitotic cell cycle 3.56 8.32E-04 4.05E-02 

positive regulation of cytoskeleton organization * 4.56 6.51E-04 3.42E-02 

regulation of cytoskeleton organization 4.12 3.64E-05 4.40E-03 

regulation of actin cytoskeleton organization * 4.48 1.58E-04 1.22E-02 

regulation of actin filament-based process 4.48 1.58E-04 1.24E-02 

mitotic cell cycle checkpoint * 3.97 7.45E-04 3.73E-02 

negative regulation of organelle organization * 3.81 5.83E-06 1.03E-03 

negative regulation of cellular component organization 3.76 3.56E-06 7.27E-04 

response to external stimulus * 3.05 3.49E-04 2.20E-02 

regulation of cellular component biogenesis * 2.82 3.02E-04 1.93E-02 

nuclear division * 2.72 6.62E-04 3.45E-02 

regulation of localization * 2.71 1.03E-03 4.72E-02 

chromatin organization * 2.40 8.11E-05 7.83E-03 

regulation of biological quality * 1.91 2.87E-04 1.86E-02 

cellular response to stress * 1.87 1.01E-04 9.39E-03 

response to stress 1.95 9.31E-06 1.34E-03 

cellular localization * 1.75 5.17E-05 5.97E-03 
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Table S4. Seventy-three PREMONition network genes/nodes.  Standard name is abbreviated as “Std.name” and systematic 
name as “Sys.name”. Two node types have been defined, “PDG”: Phenotype-Displaying-Gene and “NPC”: Non- Phenotype-
Connector. 

Std.name Sys.name Annotation Node type 
APC4 YDR118W Subunit of the Anaphase-Promoting Complex/Cyclosome (APC/C) NPC 
ARB1 YER036C ABC transporter ATP-binding protein ARB1 NPC 
ATP3 YBR039W Gamma subunit of the F1 sector of mitochondrial F1F0 ATP synthase NPC 
BMH1 YER177W 14-3-3 protein, major isoform NPC 
CDC31 YOR257W Cell division control protein 31 NPC 
CDC55 YGL190C Regulatory subunit B of protein phosphatase 2A (PP2A) NPC 
CHC1 YGL206C Clathrin heavy chain PDG 
CIK1 YMR198W Spindle pole body-associated protein CIK1 PDG 
CSF1 YLR087C Protein required for fermentation at low temperature PDG 
CYB5 YNL111C Cytochrome b5 PDG 
ECM13 YBL043W Non-essential protein of unknown function PDG 
ENT5 YDR153C Epsin-5 NPC 
ERG11 YHR007C Lanosterol 14-alpha-demethylase NPC 
ERG3 YLR056W Delta(7)-sterol 5(6)-desaturase PDG 
FET3 YMR058W Iron transport multicopper oxidase FET3 PDG 
GAS3 YMR215W Probable 1,3-beta-glucanosyltransferase GAS3 PDG 
GCN5 YGR252W Catalytic subunit of ADA and SAGA histone acetyltransferase complexes NPC 
GEF1 YJR040W Anion/proton exchange transporter GEF1 PDG 
HDA1 YNL021W Histone deacetylase HDA1 NPC 
HPR1 YDR138W Subunit of THO/TREX complexes NPC 
HSF1 YGL073W Trimeric heat shock transcription factor NPC 
IME2 YJL106W Serine/threonine protein kinase involved in activation of meiosis NPC 
IMH1 YLR309C Golgin IMH1 PDG 
INP2 YMR163C Inheritance of peroxisomes protein 2 PDG 
IRE1 YHR079C Serine/threonine-protein kinase/endoribonuclease IRE1 PDG 
KIP3 YGL216W Kinesin-like protein KIP3 NPC 
KSP1 YHR082C Serine/threonine-protein kinase KSP1 PDG 
LST7 YGR057C Protein LST7 PDG 
MAK5 YBR142W Essential nucleolar protein NPC 
MEF1 YLR069C Mitochondrial elongation factor involved in translational elongation PDG 
MFG1 YDL233W Regulator of filamentous growth PDG 
MRC1 YCL061C S-phase checkpoint protein required for DNA replication NPC 
MTC4 YBR255W Maintenance of telomere capping protein 4 PDG 
NCE102 YPR149W Non-classical export protein 2 NPC 
NDT80 YHR124W Meiosis-specific transcription factor PDG 
OCT1 YKL134C Mitochondrial intermediate peptidase PDG 
PEP12 YOR036W Syntaxin PEP12 NPC 
PEP7 YDR323C Adaptor protein involved in vesicle-mediated vacuolar protein sorting PDG 
PHO85 YPL031C Cyclin-dependent kinase NPC 
PMT4 YJR143C Dolichyl-phosphate-mannose--protein mannosyltransferase 4 NPC 
PUT3 YKL015W Proline utilization trans-activator NPC 
QCR7 YDR529C Subunit 7 of ubiquinol cytochrome-c reductase (Complex III) PDG 
RAD16 YBR114W Nucleotide excision repair (NER) protein NPC 
RIM15 YFL033C Serine/threonine-protein kinase RIM15 PDG 
RPS5 YJR123W Protein component of the small (40S) ribosomal subunit NPC 
RVS161 YCR009C Reduced viability upon starvation protein 161 NPC 
SAC3 YDR159W Nuclear mRNA export protein SAC3 PDG 
SCH9 YHR205W Serine/threonine-protein kinase SCH9 NPC 
SCP160 YJL080C Protein SCP160 PDG 
SEA4 YBL104C SEH-associated protein 4 PDG 
SEC13 YLR208W Protein transport protein SEC13 NPC 
SGS1 YMR190C ATP-dependent helicase SGS1 PDG 
SKI2 YLR398C Antiviral helicase SKI2 PDG 
SKN7 YHR206W Transcription factor SKN7 PDG 
SNF1 YDR477W AMP-activated S/T protein kinase PDG 
SNT1 YCR033W Probable DNA-binding protein SNT1 PDG 
SOD1 YJR104C Cytosolic copper-zinc superoxide dismutase PDG 
SOH1 YGL127C Subunit of the RNA polymerase II mediator complex NPC 
SRB8 YCR081W Subunit of the RNA polymerase II mediator complex PDG 
STE2 YFL026W Receptor for alpha-factor pheromone NPC 
UME6 YDR207C Transcriptional regulatory protein UME6 NPC 
URE2 YNL229C Nitrogen catabolite repression transcriptional regulator PDG 
VMA11 YPL234C Vacuolar ATPase V0 domain subunit c' PDG 
VMA3 YEL027W V-type proton ATPase subunit c PDG 
VMA4 YOR332W Subunit E of the V1 domain of the vacuolar H+-ATPase (V-ATPase) PDG 
VPH1 YOR270C Subunit a of vacuolar-ATPase V0 domain PDG 
VPS13 YLL040C Vacuolar protein sorting-associated protein 13 PDG 
YAP1 YML007W Basic leucine zipper (bZIP) transcription factor NPC 
YBR016W YBR016W Uncharacterized protein YBR016W PDG 
YDL241W YDL241W Uncharacterized protein YDL241W PDG 
YHK8 YHR048W Probable drug/proton antiporter YHK8 PDG 
YPL067C YPL067C Uncharacterized protein YPL067C PDG 
YPT6 YLR262C GTP-binding protein YPT6 NPC 
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Table S5. Significant enriched Gene Ontology (GO) PANTHER overrepresentation analysis results from the genes retained in 
the reconstructed PREMONition interaction network, for Saccharomyces cerevisiae cells knockout strains showing an altered 
phenotype relative to the wild-type strains, using FISHER Exact test with a False Discovery Rate (FDR) correction. Per GO-tree 
branch, alternating white/ grey areas, most specific child terms are marked with an asterisk. 

GO biological process complete Fold 
Enrichment 

raw P 
value FDR 

age-dependent response to oxidative stress involved in chronological cell aging * 48.01 8.39E-05 1.20E-02 

age-dependent general metabolic decline involved in chronological cell aging 48.01 8.39E-05 1.17E-02 

age-dependent general metabolic decline 36.01 1.62E-04 1.63E-02 

developmental process 3.35 8.14E-04 4.32E-02 

aging 7.68 1.67E-04 1.64E-02 

chronological cell aging 12.00 4.72E-04 3.02E-02 

cell aging 7.89 1.46E-04 1.55E-02 

age-dependent response to oxidative stress 36.01 1.62E-04 1.66E-02 

response to stress 2.54 6.02E-05 1.03E-02 

response to stimulus 2.10 9.09E-05 1.24E-02 

cellular response to stress 2.45 2.45E-04 2.13E-02 

cellular response to stimulus 2.24 6.72E-05 1.12E-02 
regulation of transcription from RNA polymerase II promoter in response to 
oxidative stress * 32.01 2.15E-04 1.93E-02 

regulation of transcription from RNA polymerase II promoter in response to 
stress 7.50 6.71E-04 3.75E-02 

regulation of DNA-templated transcription in response to stress 7.50 6.71E-04 3.79E-02 

regulation of transcription, DNA-templated 2.85 2.07E-05 6.46E-03 

regulation of cellular macromolecule biosynthetic process 2.59 1.58E-05 6.01E-03 

regulation of cellular biosynthetic process 2.47 3.28E-05 7.58E-03 

regulation of biosynthetic process 2.46 3.40E-05 7.53E-03 

regulation of metabolic process 2.15 4.33E-05 8.21E-03 

regulation of biological process 2.04 1.60E-06 2.83E-03 

biological regulation 2.05 1.02E-08 5.42E-05 

regulation of cellular metabolic process 2.16 1.06E-04 1.34E-02 

regulation of cellular process 2.13 8.84E-07 2.35E-03 

regulation of macromolecule biosynthetic process 2.55 1.96E-05 6.92E-03 

regulation of macromolecule metabolic process 2.20 3.50E-05 7.44E-03 

regulation of gene expression 2.63 4.01E-06 5.32E-03 

regulation of nucleic acid-templated transcription 2.83 2.25E-05 6.30E-03 

regulation of RNA biosynthetic process 2.83 2.25E-05 6.65E-03 

regulation of RNA metabolic process 2.66 5.14E-05 9.10E-03 

regulation of nucleobase-containing compound metabolic process 2.57 4.90E-05 8.98E-03 

regulation of primary metabolic process 2.14 1.80E-04 1.67E-02 

regulation of nitrogen compound metabolic process 2.21 8.00E-05 1.18E-02 

regulation of transcription by RNA polymerase II 2.98 1.19E-04 1.41E-02 

positive regulation of TORC1 signaling * 26.19 3.50E-04 2.58E-02 

regulation of TORC1 signaling 17.46 1.29E-04 1.49E-02 

regulation of TOR signaling 16.00 1.74E-04 1.68E-02 
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regulation of intracellular signal transduction 6.55 3.78E-04 2.71E-02 

regulation of signal transduction 6.40 1.40E-05 5.70E-03 

regulation of cell communication 6.09 2.05E-05 6.79E-03 

regulation of signaling 6.40 1.40E-05 6.18E-03 

regulation of response to stimulus 5.59 4.85E-06 5.15E-03 

positive regulation of TOR signaling 24.00 4.35E-04 2.85E-02 

positive regulation of intracellular signal transduction 10.38 7.80E-04 4.23E-02 

positive regulation of response to stimulus 7.17 8.15E-04 4.29E-02 

positive regulation of biological process 2.68 8.93E-06 6.77E-03 

positive regulation of cellular process 2.75 5.91E-06 5.23E-03 

regulation of DNA-binding transcription factor activity * 26.19 3.50E-04 2.55E-02 

Golgi to endosome transport * 16.70 1.51E-04 1.57E-02 

post-Golgi vesicle-mediated transport 7.11 2.48E-04 2.12E-02 

establishment of localization 1.87 6.62E-04 3.78E-02 

localization 2.05 1.18E-05 6.26E-03 

cellular localization 2.47 1.19E-05 5.75E-03 

vacuolar acidification * 14.22 2.62E-04 2.17E-02 

intracellular pH reduction 14.22 2.62E-04 2.14E-02 

regulation of intracellular pH 12.39 4.22E-04 2.88E-02 

regulation of cellular pH 12.39 4.22E-04 2.91E-02 

regulation of pH 12.00 4.72E-04 3.05E-02 

cation homeostasis 4.80 2.95E-04 2.30E-02 

ion homeostasis 4.39 5.24E-04 3.16E-02 

regulation of biological quality 2.67 2.31E-04 2.04E-02 

inorganic ion homeostasis 5.05 2.11E-04 1.93E-02 

cellular cation homeostasis 5.19 1.77E-04 1.68E-02 

cellular ion homeostasis 4.80 2.95E-04 2.33E-02 

cellular chemical homeostasis 4.22 6.73E-04 3.72E-02 

pH reduction 14.22 2.62E-04 2.11E-02 

positive regulation of autophagy * 12.39 4.22E-04 2.84E-02 

regulation of autophagy 9.41 2.53E-04 2.13E-02 

positive regulation of cellular catabolic process 8.14 4.73E-04 2.99E-02 

positive regulation of catabolic process 8.00 5.09E-04 3.10E-02 

positive regulation of metabolic process 2.76 9.32E-05 1.21E-02 

positive regulation of cellular metabolic process 2.80 7.89E-05 1.20E-02 

regulation of macroautophagy * 10.38 7.80E-04 4.27E-02 

response to starvation * 7.06 8.68E-04 4.52E-02 

response to nutrient levels 5.33 3.96E-04 2.80E-02 

response to extracellular stimulus 4.98 5.88E-04 3.51E-02 

response to external stimulus 6.00 2.27E-05 6.04E-03 

regulation of response to stress * 6.96 9.24E-04 4.76E-02 

proton transmembrane transport  5.88 6.50E-04 3.75E-02 
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intracellular signal transduction * 4.80 1.19E-04 1.44E-02 

signal transduction 3.83 1.40E-04 1.55E-02 

signaling 3.83 1.40E-04 1.52E-02 

cell communication 3.47 4.20E-05 8.25E-03 

positive regulation of transcription by RNA polymerase II * 3.35 4.25E-04 2.82E-02 

positive regulation of transcription, DNA-templated 3.44 9.18E-05 1.22E-02 

positive regulation of gene expression 3.01 3.35E-04 2.58E-02 

positive regulation of macromolecule metabolic process 2.61 4.87E-04 3.04E-02 

positive regulation of nucleic acid-templated transcription 3.62 2.67E-05 6.43E-03 

positive regulation of RNA biosynthetic process 3.62 2.67E-05 6.74E-03 

positive regulation of cellular biosynthetic process 3.50 9.50E-06 6.31E-03 

positive regulation of biosynthetic process 3.50 9.50E-06 5.61E-03 

positive regulation of RNA metabolic process 3.49 3.97E-05 8.11E-03 

positive regulation of nucleobase-containing compound metabolic process 3.31 6.98E-05 1.12E-02 

positive regulation of nitrogen compound metabolic process 2.65 4.10E-04 2.87E-02 

positive regulation of macromolecule biosynthetic process 3.17 1.10E-04 1.36E-02 

negative regulation of cellular metabolic process * 2.74 7.91E-04 4.24E-02 

negative regulation of metabolic process 2.61 4.87E-04 3.01E-02 

negative regulation of biological process 2.35 6.49E-04 3.79E-02 

negative regulation of cellular process 2.44 6.23E-04 3.68E-02 

protein localization * 2.41 7.63E-05 1.19E-02 

macromolecule localization 2.18 3.43E-04 2.56E-02 

cellular component organization * 1.71 1.38E-04 1.56E-02 

cellular component organization or biogenesis 1.61 3.37E-04 2.56E-02 
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Table S6. Number of occurrences per gene within each significantly enriched child-term and its corresponding branches 

 
 
 

 

Child-terms 

 
 
 
 
 
 
 
 
 
 
 
 
      

 

        

  

# parental terms 12 2 11 13 4 2 4 13 22 6 2 5 4 1 1 102 
SOD1 12 0 11 7 4 2 0 2 22 2 0 0 0 0 1 63 
RIM15 12 0 11 0 0 0 4 2 21 6 0 0 4 0 0 60 
SCH9 12 1 11 1 0 2 4 3 22 2 0 0 0 0 0 58 
SKN7 12 1 4 1 0 2 4 6 22 2 0 0 3 0 0 57 
SEC13 11 0 4 0 0 2 0 13 18 2 2 3 0 0 0 55 
HSF1 2 1 7 0 4 2 4 4 13 6 0 3 4 1 0 51 
HDA1 12 0 4 0 2 0 0 9 21 2 0 0 0 0 0 50 
SNF1 12 0 4 0 4 2 0 2 19 2 2 2 0 0 0 49 
SRB8 2 0 4 1 4 2 0 7 19 6 0 0 0 1 1 47 
CDC55 11 0 0 0 2 2 0 2 18 6 2 2 0 1 0 46 
MFG1 12 0 2 0 4 0 1 2 19 2 0 0 3 0 0 45 
SOH1 12 0 1 0 4 0 0 2 19 2 0 0 0 0 0 40 
PUT3 2 1 0 0 4 2 0 9 19 2 0 0 0 0 0 39 
SNT1 12 0 0 0 0 2 0 2 19 4 0 0 0 0 0 39 
GCN5 9 0 4 0 0 2 0 2 19 2 0 0 0 0 0 38 
NDT80 12 0 0 0 0 2 0 2 19 2 0 0 0 0 0 37 
SCP160 0 0 2 0 4 2 3 2 18 0 0 3 1 0 0 35 
BMH1 12 0 0 0 0 0 0 2 19 2 0 0 0 0 0 35 
KSP1 0 0 5 0 4 2 4 0 19 0 0 0 0 0 0 34 
SEA4 0 0 4 0 4 0 4 0 13 1 2 2 0 1 0 31 
URE2 0 0 4 0 0 0 1 13 3 0 2 2 4 0 0 29 
SGS1 0 0 2 1 4 0 0 0 18 0 2 1 0 0 1 29 
VMA3 0 0 7 1 4 2 0 0 9 0 0 0 0 0 0 23 
FET3 0 1 0 13 0 2 0 0 1 0 2 3 0 0 0 22 
SKI2 0 0 4 7 0 0 1 0 1 0 0 3 4 0 0 20 
VPH1 0 0 0 1 4 2 0 0 8 0 2 3 0 0 0 20 
SAC3 0 1 0 13 0 2 0 0 1 0 0 2 0 0 0 19 
VMA4 0 0 4 0 2 2 0 0 5 0 2 3 0 0 0 18 
STE2 0 0 2 0 0 2 4 0 3 0 2 5 0 0 0 18 
LST7 0 0 2 0 2 0 0 0 13 0 0 0 1 0 0 18 
IRE1 0 0 4 0 0 2 4 0 3 0 2 2 0 0 0 17 
YPT6 0 1 0 13 0 0 0 0 1 0 0 2 0 0 0 17 
OCT1 0 1 0 13 0 0 0 0 1 0 0 2 0 0 0 17 
IME2 0 0 2 0 0 2 3 6 3 0 0 0 0 0 0 16 
GEF1 0 0 0 0 0 0 0 13 3 0 0 0 0 0 0 16 
VPS13 0 0 0 7 0 2 0 0 1 0 2 3 0 0 0 15 
RVS161 0 0 3 0 0 0 4 0 6 0 0 0 0 0 0 13 
KIP3 0 0 1 1 0 2 0 0 3 0 2 3 0 0 0 12 
IMH1 0 0 2 0 0 2 0 0 0 0 0 3 4 0 0 11 
CDC31 0 1 0 7 0 0 0 0 1 0 0 2 0 0 0 11 
RAD16 0 0 0 0 0 2 0 0 5 0 2 2 0 0 0 11 
PMT4 0 0 4 0 0 2 0 0 0 0 2 2 0 0 0 10 
RPS5 0 0 0 0 2 2 0 0 3 0 0 3 0 0 0 10 
CHC1 0 1 0 0 0 2 0 4 3 0 0 0 0 0 0 10 
PEP12 0 0 4 0 0 0 0 0 0 0 2 4 0 0 0 10 
APC4 0 0 0 1 0 2 0 0 1 0 2 3 0 0 0 9 
ENT5 0 0 0 0 0 2 0 0 0 0 2 5 0 0 0 9 
PEP7 0 0 0 0 0 2 0 0 0 0 2 4 0 0 0 8 
ARB1 0 0 0 0 0 0 0 0 0 0 2 5 0 0 0 7 
ATP3 0 0 0 0 0 2 0 0 0 0 0 5 0 0 0 7 
ECM13 0 0 0 0 0 1 0 0 0 0 2 3 0 0 0 6 
MAK5 0 0 0 0 0 0 0 2 3 0 0 0 0 0 0 5 
QCR7 0 1 0 0 0 0 0 0 0 0 0 2 0 0 0 3 
GAS3 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 2 
PHO85 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 2 
VMA11 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 2 
NCE102 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 1 
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Introduction 
 

Circadian clocks are molecular programs that impart temporal organization. These pervasive 

biological systems are responsible for distinct and characteristic patterns of daily activities that 

are observed throughout nature. Across the Kingdoms of life, circadian clocks have a broad 

influence upon cells, as evidenced by molecular rhythms in RNA abundance, protein 

abundance, protein modifications, metabolism; upon the organism, as evidenced by a set of 

stereotyped behaviors related to self-sustained rhythms and their synchronization; and upon 

species, as evidenced by circadian rhythms in populations. Although circadian clocks are 

seemingly ubiquitous, they have rarely been described in non-photosynthetic prokaryotes. 

Here, we review those descriptions and speculate on the potential existence and nature of 

circadian systems in this group of organisms. 

 

What is a circadian clock? The single observation that is most often used as proof of a 

circadian clock is a self-sustained, circa 24h oscillation that continues in constant conditions 

(e.g., constant light or dark, constant temperature; Fig. 1A). This is a remarkable feat that 

occurs in mammals including humans, as well as in insects, plants, fungi and several 

photosynthetic bacteria. These so-called free-running rhythms are, however, conditional. A 

mouse that has a free-running rhythm in constant darkness is arrhythmic in constant bright 

light. A gradual increase in light levels from darkness to moderate illumination causes a 

gradually-lengthening period of the mouse free-running rhythm with a concurrent decrease in 

consolidation of activity/inactivity1. Similarly, a variety of rhythmic physiologies and underlying 

molecular processes cease to be rhythmic in Arabidopsis plants under constant darkness. 

Therefore, even model circadian clock systems with a robust and dependable circadian rhythm 

in a certain constant condition can be non-rhythmic in a modestly different environment. In the 

absence of a good understanding how an organism responds to its natural environment, it 

may be difficult to identify the correct set of conditions that would support robust, free-running 

rhythms. 

 

Other rhythmic properties (Fig. 1B and C) that are considered reliable evidence of a circadian 

clock include temperature compensation of the period of the free-running rhythm and 

synchronization of the rhythm to a 24h environmental cycle or to appropriate stimuli (called 

zeitgebers, German for ‘time givers’). Temperature compensation refers to the stability of a 

free-running rhythm over a range of temperatures2,3. For circadian biology, the actual or 

imputed change in period length over 10 °C is calculated (the Q10). For circadian systems, this 

number is close to 1 (higher than 1 in most poikilotherms and lower than 1 in cells or tissues 
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from homeotherms)3–5. For context, chemical reactions can have a Q10 of ca. 5 and cellular 

processes that are not temperature compensated (some enzymatic reactions) have a Q10 of 

2-3. 

 
Figure 1. Characteristics of circadian clocks (see also6). (A) A free-running rhythm in constant conditions can have a period 
that is either slightly longer (left panel) or slightly shorter (right panel) than 24h. Graphing the activity/amount (y-axis) over 
the course of the day (x-axis), such that changes from day to day are visually obvious (seen from top to bottom), facilitates 
an implicit understanding of period and phase of the circadian rhythm. (B). Eclosion of Drosophila occurs once per ca. 24h in 
constant conditions following 2 days of entrainment in a 24h light dark cycle (depicted as yellow and grey). The top of the 
panel shows eclosion at 26 °C, the middle shows 21 °C and the bottom shows 16 °C. The timing of eclosion (and hence its 
period or frequency) remains almost the same over this broad range of physiological temperatures, hence it is temperature 
compensated. Data redrawn from Pittendrigh6. (C) The circadian rhythm synchronises (entrains) to exactly 24h in a zeitgeber 
cycle, shown here as a light dark cycle. The rhythm gradually finds a stable time of day (phase) relative to the zeitgeber. (D) 
The stable phase depends on the relationship between the biological rhythm and the zeitgeber cycle. Most circadian rhythms 
entrain to a later phase in a shorter cycle and earlier phase in a longer one. 

 

Synchronization or entrainment of the circadian rhythm to its cyclic environment (Fig. 1 C) 

leads to the establishment of a specific phase of the biological rhythm relative to the zeitgeber 

(the entraining agent for a biological clock)7. The endogenous oscillation (the circadian rhythm) 

actively probes the environment until it finds the optimal time point in the zeitgeber cycle where 

it no longer advances or delays but is stable, remaining at the same phase, until either the 

biological or environmental oscillator changes. Indeed, it is entrainment that creates the 

concept of ‘clock’ for this temporal program because the oscillator combined with the zeitgeber 

cycle will show a characteristic, unique, entrained phase (chronotype). This property is thought 
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to reflect the biological function of the circadian clock, namely to adaptively match function to 

a certain time of day. 

 

A circadian rhythm alone, in a single condition, is not generally taken as solid proof of the 

existence of a circadian clock. Likewise, synchronization or entrainment of said rhythm to a 

single zeitgeber cycle in the absence of a free-running rhythm is generally not taken as 

evidence of a daily clock. It could simply be a driven response to the zeitgeber8. When do we 

start to believe that an endogenous clock is present in an organism? A circadian rhythm that 

is temperature compensated is compelling evidence because it shows that the temporal 

program in question has a built-in mechanism to protect against temperature effects that 

invariably occur and would otherwise disturb its timing function. Systematic entrainment 

properties such as earlier or later phase angles in longer or shorter zeitgeber cycles (Fig. 1D; 

T cycles) are likewise considered as evidence of a clock because they demonstrate an 

endogenous biological rhythm that is capable of direction – in this case, capable of directing 

the system to a certain phase angle relative to the entraining zeitgeber cycle as a result of 

entrainment by an oscillator with a unique set of characteristics9,10. A driven (non-entrained) 

rhythm would not show a systematic set of phase angles relative to an entraining cycle but 

rather uniform ones. These concepts are exemplified by the circadian system in Neurospora 

crassa. Light drives rapid expression of the clock gene frequency RNA at any time of day 

whereas the FREQUENCY protein is produced at a phase that correlates with mid-dark or 

mid-light phase rather than the time that lights turn on or off11. The outward behavior (spore 

formation) also correlates with the midpoint of the dark or light phase rather than the transitions 

between them12. These proofs are rare outside of the eukaryotic kingdom. 

 

Among the prokaryotes, certain species of cyanobacteria provide clear evidence for a robust 

circadian clock, with Synechococcus elongatus representing the primary model system13. S. 

elongatus has one of the best characterized molecular clocks of all experimental models. 

Invoking the power of a prokaryotic model system, three essential clock proteins have been 

identified (KaiA, KaiB and KaiC). These three proteins direct clock-regulated gene expression 

of almost the entire genome14 (a much greater proportion of circadian transcription than with 

eukaryotic model systems). KaiA, KaiB and KaiC are capable of circadian clock function at a 

purely post-transcriptional level through cycles of phosphorylation and de-phosphorylation as 

demonstrated by remarkable clock-in-a-tube experiments; the three purified Kai proteins 

combined with ATP lead to temperature compensated circadian rhythms that are capable of 

synchronization to 24h temperature cycles15. When these proteins were transformed into E. 

coli, they underwent a circadian oscillation in the phosphorylation of KaiC16. The KaiC protein, 
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in the absence of KaiA and KaiB, is not rhythmically phosphorylated in E. coli, thus the 

rhythmicity is derived from several cyanobacterial clock genes. The S. elongatus circadian 

clock has a temperature compensated free-running rhythm17 and entrains with phase angles 

in T cycles18. Finally, S. elongatus is one of the very few examples that has been used to 

demonstrate that a circadian clock contributes to adaptive selection18,19. Experiments that 

combined otherwise fit clock mutant strains (e.g., with a short or long free-running period) with 

a wild type strain were cultured in constant conditions as well as in T cycles. When the length 

of the T cycle matched the period of one strain better than the other, that strain had superior 

fitness, whether it was a mutant or not. Furthermore, mutagenesis of ‘every’ gene within the 

S. elongatus genome identified a set of genes that contribute to fitness under light/dark 

cycles20. This includes genes associated with managing carbon fluxes over the day-night 

cycle, those involved in responses to light-induced stresses during the transition from dark to 

light, and also the gene encoding the oscillator component KaiA20. Therefore, the clock rapidly 

shapes microbial population structure under light/dark cycles and cyanobacteria have specific 

mechanisms to adapt to the daily fluctuating environment. 

 

Rhythmic processes have also been reported in purple bacteria; like S. elongatus these 

bacteria are capable of photosynthesis. For example, Rhodospirillum rubrum has rhythms with 

a period of 12-15 h in enzymatic activity of the uptake hydrogenase (Hup), which participates 

in redox metabolism during photosynthesis and nitrogen fixation21. Similarly, under aerobic 

conditions, there are oscillations of transcription of the aidB gene in Rhodobacter sphaeroides 

with a period of 20.5 h that, intriguingly, shorten to 10 – 12 h under anaerobic conditions22. 

aidB encodes an acyl-CoA dehydrogenase. The genome of R. sphaeroides harbors 

orthologues of kaiB and kaiC. It lacks a KaiA homolog, the protein which promotes KaiC 

phosphorylation22. In R. sphaeroides, the kaiBC operon includes a PAS-domain protein, which 

is intriguing because PAS-domain proteins are often associated with circadian clocks in a 

variety of species (see below). Although the rhythms in purple bacteria rhythms do not appear 

to meet the criteria for classification as a circadian clock, they demonstrate that other groups 

of bacteria can also possess endogenous temporal programs. We suggest that other 

microbes, even those that are non-photosynthetic, are subject to evolutionary pressure from 

zeitgeber cycles, leading to development of endogenous temporal programs. 

 

It has been argued previously that a circadian rhythm might not be adaptive for organisms that 

have a doubling time shorter than the diel cycle, meaning that there might not be selection for 

circadian programs in a variety of micro-organisms23. This has been referred to as the 

“circadian-infradian rule”23. However, experiments with S. elongatus refute this notion. 
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Cyanobacteria with generation times of between 5 and 10 h have been found to retain 

circadian rhythms in gene expression24. In addition, a memory effect has been identified in 

non-photosynthetic bacteria, which spans over the cell cycle interval (i.e. the physiological 

state of a bacterium is sustained for several cell divisions)25. Therefore, we speculate that 

circadian clocks may exist within other bacterial species, including rapidly dividing non-

photosynthetic bacteria, that are exposed to a rhythmic environment that imposes a selection 

pressure. 

 

Here, we review the published evidence that suggests circadian rhythms can exist in non-

photosynthetic eubacteria whose doubling times can be shorter than the diel cycle, review the 

bioinformatical hints that clocks might exist in such organisms, and provide reasoning for the 

historical and current challenges in identifying and describing a circadian timekeeper in these 

organisms. 

 

Endogenous circadian rhythms in non-photosynthetic prokaryotes  

The circadian-infradian rule is violated by the well-described circadian rhythms in 

Synechococcus but there are also reports of circa 24 h period rhythms in non-photosynthetic 

bacteria that extend as far back as 193026. A 15 m long spiral growth tube filled with liquid 

media and a color indicator was inoculated at one end with Escherichia coli. The culture was 

incubated at 30 °C and the growth front was measured every about every hour over a period 

of 8 days. An “intermittent growth” (Fig. 2A) was noted. Rogers and Greenbank26 did not 

calculate or comment on the periodicity of growth but the data shows long, circadian-like 

rhythms. Thirty years later, Halberg and Conner calculated the periodicity of the ‘growth’ rate 

at 20.6 h27. Comparable studies were performed by Sturtevant28, who monitored the growth of 

E. coli in a linear tube of liquid culture, again using a color indicator to mark the growth front. 

During a 9.5 day experiment in darkness, with no apparent entrainment prior to or during the 

incubation, there was a 23.2 h rhythm in growth at 37 °C. A coincident 16 h rhythm was also 

reported, which might be a harmonic. When this experiment was repeated at 30 °C, rhythmic 

growth still occurred although the period length no longer appeared circadian. E. coli grown at 

30 °C had a 4.8 h ultradian rhythm. Therefore, these rhythms fail the criterion of temperature 

compensation of a free-running circadian rhythm. The idiosyncratic nature of these rhythms 

might also be supported by Bibb29 who found no evidence of periodicity in the growth of E. coli 

under similar conditions. In this case, however, the time resolution of measurements is unclear 

and the description suggests no active temperature control, which was reported as room 

temperature (24 °C - 32 °C).  
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Reports of rhythmic growth of non-photosynthetic prokaryotic bacteria are not limited to E. coli. 

For example, rhythms have been identified in growth of Klebsiella pneumoniae30. Rather than 

a tube configuration, this protocol used a fermenter that replaced the media at a rate of 0.25h-

1 under constant temperature and a 12:12 (fluorescent) light-dark cycle (Fig. 2B). Following 

inoculation with K. pneumoniae, the optical density of the culture was measured with 15 or 30 

m intervals. The pattern of optical density readings was fitted using a cosinor formula yielding 

a period of 24.1 h. No free-running rhythm was reported under constant conditions. Even 

under entrained conditions, the rhythm appeared to dissipate after about 4 days of the 13 day 

experiment. 

 

 
Figure 2. Schematic representations of the various rhythms observed for non-photosynthetic eubacteria. (A) Growth rhythms 
observed in E. coli by growth in a long culture tube filled with liquid media and inoculated at one end. A dye is included to 
measure the growth front as the culture moves down the tube free-running rhythm. The graph summarizes the growth with 
4 h intervals over 24 h, corresponding to hours 40 to 64 of the original experiment by Rogers and Greenbank26. (B) 
Sturtevant30 measured the growth rhythm in K. pneuomoniae in a bioreactor. Samples were taken out every 15 or 30 minutes 
and the optical density was measured. (C) Reporter gene rhythms detected in K. aerogenes31. A gene fusion between a 
motility gene (motA) and the reporter GFP allowed detection of circa 24h rhythms. Similar types of long rhythms of reporter 
genes have been observed in B. subtilis. (D) Morphological rhythms were observed by Soriano et al32 when studying P. putida 
by incorporating dyes (Congo Red or Coomassie Brilliant Blue) that detect changes in the redox state or cell surface of P. 
putida. Growth “rings” were then observed that had circa 24h rhythms. 
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More extended and robust observations of ca. 24 h rhythms have been reported in an enteric 

bacterium. Paulose et al. identified rhythms in the swarming response of Klebsiella aerogenes 

(called Enterobacter aerogenes in the publication) in the presence of melatonin31. K. 

aerogenes growth seems uniquely sensitive to melatonin, in that several other species 

demonstrably lack sensitivity to the hormone and K. aerogenes lacks sensitivity to melatonin-

related molecules such as tryptophan. A fusion of luciferase to a motility gene demonstrated 

that a pure culture of K. aerogenes has a ca. 24 h rhythm in constant conditions (Fig. 2C) and 

that the rhythm is synchronized by the presence of melatonin. At 34 °C, a free-running rhythm 

persisted for four cycles. Furthermore, the authors showed that the rhythm is temperature 

compensated; in the presence of melatonin the periodicity of the rhythm was about 25 h at 

temperatures ranging from 27 °C to 40 °C, with a reported Q10 of 0.96. This report is the 

clearest case of a classically defined circadian rhythm in a non-photosynthetic prokaryote: 

temperature compensated, free-running rhythms. It is noted by the authors that only about 

35% of the cultures showed a rhythmicity from the PmotA::lux reporter, suggesting a 

conditionality of the rhythm. 

 

There is some evidence for daily rhythms under in vitro conditions in bacteria that inhabit the 

soil and can interact with plant roots. For example, Soriano et al.32 showed that Pseudomonas 

putida had rhythmic growth on agar plates containing either Congo Red or Coomassie Blue, 

both of which interact with the extracellular matrix (Fig. 2D). Under entrained conditions of 

16L:8D and 12L:12D, the growth rhythms had a periodicity of about 24 h for both dyes (Congo 

Red, 24.1h, Coomassie Blue, 24.9h). When the cultures were shifted to constant conditions, 

the rhythm persisted for one cycle with a period of 19.2 h or 24 h (Congo red or Coomassie 

blue, respectively). No experiments were included concerning temperature compensation of 

the rhythms. 

 

The dyes that were utilized to show rhythms in P. putida are differentially incorporated 

according to developmental state. Indeed, as they grow and develop, these organisms 

profoundly change their characteristics. Bacteria utilize complex regulatory pathways in these 

processes. Potentially, a circadian system might put a temporal stamp on the switch between 

different bacterial cell types, selecting the times of day that are most favourable and harvesting 

environmental information to make costly switches in cellular biochemistry most efficient. 

 

Possible timekeeping components in non-photosynthetic Eubacteria  

Given these reports of circadian rhythms in non-photosynthetic Eubacteria, is there evidence 

that there are timekeeping components in these organisms? It is tempting to make 



Chapter 6 

 150 

assumptions about function based on gene homology. This is certainly justified in the circadian 

clocks field where the Period gene is broadly involved in circadian timing in metazoans. 

Therefore, we would be remiss to not explore the occurrence of orthologous genes or clock-

associated protein domains in non-photosynthetic bacteria as an indication of potential 

circadian systems. Dvornyk et al.33 and Loza-Correa et al.34 searched for homologues of kai 

genes in other bacteria, finding that kaiA is only present in cyanobacteria. Homologues of kaiC 

are found in three taxa of Bacteria (Proteobacteria, Thermotogae and Chloroflexi). 

Interestingly, some Proteobacteria form close associations with organisms with identified 

circadian rhythms. One such example is the nitrogen-fixing rhizobacterium Sinorhizobium 

medicae, which possesses a kaiC homologue. S. medicae form root nodules on plants in the 

Medicago genus in the legume family35,36. P. putida also forms associations with plants, taking 

up secreted nutrients whilst providing protection against pathogens37. The P. putida genome 

has a kaiC homologue.  

 

PAS domain family members play a prominent role in circadian biology. This family was 

originally described by its founding three members: Period, ARNT, and SIM38–40. More 

generally and with respect to timing, PAS domains are present as motifs within circadian clock-

associated proteins in the eukaryotes. They are thought to be involved in the formation of 

protein-protein interactions between transcription factors that participate in clock function41,42. 

Significantly, the PAS domains appear to be functionally similar to the PYP domain within a 

bacterial blue-light sensing protein42. The FixL (oxygen receptor) and HERG (potassium gate) 

domains also show similarities to the PAS domain. PAS domain containing proteins are 

encoded in various phylogenetic groups of the Eubacteria, predicted to function in two-

component regulatory systems43. When PAS domains are shown to mediate protein-protein 

interaction they are mostly involved in heterodimer formation, such as in CLOCK and CYCLE, 

PER and TIM and AHR and ARNTL proteins regulating circadian mechanisms43. As PAS 

domains add stability and specificity to the dimers, homodimers can be formed between PAS 

domain-containing proteins, as with the PER proteins and also homodimerization and nuclear 

targeting of plant phytochromes are enabled by PAS domains44. 

 

In addition to a molecular mechanism that support daily rhythms, circadian clocks must also 

have appropriate sensory pathways for processing zeitgeber inputs such as light and 

temperature for their entrainment. In free-living non-photosynthetic bacteria, one candidate 

zeitgeber molecule is bacteriophytochrome, a family that senses red and far-red light. These 

exist in a range of bacteria, including non-photosynthetic species such as Pseudomonas 

aeruginosa, Agrobacterium tumefaciens and Deinococcus radiodurans45,46. Many of the 
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Rhizobiaceae, which form plant symbionts, have bacteriophytochromes47 despite their 

occupation of the soil environment. Perhaps they harvest light near the soil surface or, 

alternatively, might capitalize upon the light pipe function of some roots48,49. In either case, the 

potential exists for these bacteria to use light as a zeitgeber. 

 

There is also evidence for functional blue light photoreceptors in non-phototrophic bacteria. 

The description of the light, oxygen, voltage (LOV) domain in Bacillus subtilis was the first 

documentation of this sensory motif outside of plants50. Since then, a repertoire of other blue 

light sensing photoreceptors has been identified in bacterial families, including the photoactive 

yellow protein (PYP) and BLUF (blue light sensing using FAD) domain proteins51–53. Many of 

these blue light sensing bacteria form associations with plant roots in the soil. Examples 

include the beneficial rhizobacterium Burkholderia phytofirmans that possesses genes with a 

PYP domain, and B. subtilis with a LOV domain within the blue light photoreceptor protein 

YtvA54. The pea-nodulating endosymbiont Rhizobium leguminosarum uses LOV domain light 

receptors to regulate exopolysaccharide production and the amount of root nodulation, 

however it is also hypothesised that light sensing could allow rhizobia to sense the time of day 

and position within the environment to optimise root infection55. 

 

We note the confluence of three phenomena: non-photosynthetic Eubacteria (e.g E. coli, P. 

putida, K. pneumonia, and K. aerogenes) with demonstrated rhythms do not yet meet classical 

circadian clock definitions, the prediction of potential clock components such as KaiC and LOV 

domain proteins in these organisms, and the association of these bacteria with hosts that have 

a well-described circadian clock. Perhaps a key to better understanding timekeeping in non-

photosynthetic Eubacteria is a model system that goes beyond a monoculture of the bacteria. 

 

 

Bacillus subtilis – a potential model to investigate circadian programs in non-photosynthetic 

bacteria? 

The existence of circadian clocks in non-photosynthetic bacteria is currently speculative. 

However, the body of findings described above suggest that this might be worth revisiting. In 

considering promising model systems, we found several examples of cyclic changes in gene 

expression, with a periodicity of the order of 24 h, in the Gram-positive bacteria B. subtilis. 

This bacterium lives in the soil, where it interacts with other organisms including other bacteria, 

fungi, single cell predators (e.g. amoebae), worms and plants. In addition to biotic interactions, 

B. subtilis growth and differentiation is influenced greatly by changes in abiotic factors, 

including temperature. Under laboratory conditions, B. subtilis adaptation includes various 
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modes of motility (single cell swimming, multicellular swarming and sliding), natural 

competence for the ability to take up extracellular DNA that promotes genetic variability, 

protease production for degrading food sources, matrix production for biofilm formation that 

facilitates attachment and structure formation and, under adverse conditions, formation of 

highly resistant spores56–59. 

 

These differentiation processes are connected by complex regulatory pathways including 

feedback loops, protein phosphorylation and protein degradation. For instance, Süel et al.60 

used time-lapse fluorescence microscopy to follow the expression of genes determining the 

transient differentiation of B. subtilis into a competent state. This is the state where the 

bacterium can take up exogenous DNA from the environment. The entrance and exit from the 

competent state are controlled by an excitable core module containing positive and negative 

interactions determined by cross-regulated expression of the comK, comG and comS loci. 

ComK is the master regulator of competence state and its proteolytic degradation is inhibited 

by the small ComS protein. When ComK protein approaches a threshold level in the cells, an 

autoregulation boosts the production of ComK, which can activate later stage competence 

genes, including the comG operon. During competence, the activity of the promoters of comK 

and comG genes is highly correlated, while those of comG and comS are expressed anti-

phase to one another. The promoter activity of these three elements show an approximately 

24h oscillation under certain conditions60. While the cross-regulation between these 

components determines their relative change in abundance, one could speculate that a time-

keeping system might underlie the periodicity of their expression. 

 

Another example of ca. 24 h changes occurs during differentiation towards matrix production 

of B. subtilis under constant conditions that normally do not induce biofilm formation. 

Functionally, biofilm makes B. subtilis resilient in adverse conditions and also facilitates 

attachment to the root rhizosphere59. Norman et al.61 monitored the expression of motility 

genes, by coupling the promoter of the hag gene encoding the flagellin subunit of the 

peritrichous flagellum to the red fluorescent mKATE2 reporter. They also monitored 

expression of matrix genes in B. subtilis at a single cell level, by placing the blue fluorescent 

protein-coding gene cfp under the control of the tapA promoter and using a microfluidic 

device61. This setup allowed the observation of a single cell for several days, and the activation 

of anti-phased expression of motility and matrix production pathways. The activation of matrix 

production and coupled chain formation occurred for only 7-8 generations of a cell in the 

absence of biofilm inducing signals. Intriguingly, the activation of matrix gene expression 

pulsed with an approximately 24 h period, suggesting that even under homogeneous 
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conditions the stochastic triggering of biofilm formation follows an internal cycle of this 

bacterium. Detailed analysis of this random initiation of matrix gene expression revealed that 

noisy antagonism within the complex regulatory pathway determine the chance of activation.  

 

Yet another process that appears rhythmic in B. subtilis is spore formation, a well-documented 

clock regulated process in N. crassa3. The formation of highly resistant spores in B. subtilis 

depends on cell physiology (i.e. starvation) and environment56. The initiation of the spore 

development depends on the global regulator Spo0A, the activity of which is influenced by a 

phosphorelay. During sporulation, the forespore encompasses the whole bacterial 

chromosome and is subsequently decorated by a spore coat that enables the packing of 

genetic material62. The timing of this process was dissected, showing coordination of spo0A 

expression with DNA replication63,64. On the one hand, timed expression of feedback from the 

phosphorelay activating kinase (KinA) towards Spo0A phosphorylation ensures the cyclic, but 

continuous increase of Spo0A with each cell cycle63. On the other hand, the genomic 

arrangement of the genes involved in the phosphorelay leads to a transient gene dosage 

imbalance during chromosome replication that contributes to the coordinated pulsatile 

expression of Spo0A phosphorylation64. 

 

Cyclic changes in the Spo0A pathway also occur in a cell cycle-independent manner. Single-

cell tracking of B. subtilis during the early progression to spore formation identified bursts of 

promoter activity of several genes with a 20 h period. These genes encode the receptor 

aspartyl phosphatase A (RapA, a negative effector of the phosphorelay) and the 

phosphotranferase Spo0F. These are key components of the phosphorelay signal 

transduction pathway implicated in cell fate decisions between sporulation and growth of the 

bacterium65,66. While the sum of these observations does not define a circadian oscillator in B. 

subtilis, these observations do show the possibility of daily regulation of gene expression in 

pathways involved in sensing and integrating environmental changes in bacteria. 

 

Our survey of the literature suggests that non-photosynthetic prokaryotes are capable of 

generating rhythmic gene expression with periods that are considerably longer than the typical 

cell division times in most laboratory conditions. The data are also remarkable for what seems 

to be missing; stability of period length, self-sustainment of the free-running rhythm, systematic 

entrainment to T cycles (apparently not investigated) and, with one exception, evidence of 

temperature compensation. Does the evidence suggest that non-photosynthetic bacteria have 

circadian clocks that adhere to historical definitions67? Or are these examples of less 

sophisticated time-keeping mechanisms, described by Johnson as proto-circadian 
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oscillators68? If the former, perhaps laboratory conditions provide the equivalent to B. subtilis 

of constant dim light to a mouse: conditions that are incompatible with self-sustained, robust 

circadian rhythms. In the laboratory, the growth environment is most often reduced to 

simplicity. For example, a monoculture is typically grown in one of several standard, defined 

media in contrast to a noisy natural environment with complex signals derived from growth 

substrates and other microorganisms. Could the circadian properties be better observed under 

different conditions, for example using media in which cell division occurs less frequently, or 

in conditions where nutrients are not exhausted quickly; for example, in fermenters? If the 

latter, why would bacteria – organisms that are constantly bombarded with changing 

environmental conditions stemming from day/night cycles and capable of rapid genetic 

evolution – fail to have a demonstrable, robust circadian system? The analysis of microbiomes 

has been a revolution in microbiology. It is important to consider that microbes are virtually 

never found in isolation in nature, but rather in tremendously complex communities including 

bacteria, fungi and viruses. This may be an important observation, because the description 

and rhythmic activities of microbiomes as a whole could be the key to circadian rhythms in 

non-photosynthetic bacteria. 

 

Microbiomes and daily rhythms  

Intestinal microbiomes are remarkable for their complexity, reaching about 1,000 bacterial 

species in humans. 15 to 20 % of the taxonomic units in the intestinal microbiome shift in 

amount relative to one another each day69–71. This suggests an impact of the host on the gut 

bacterial content. By logical reasoning, this could be mediated either by behavior (ingestion of 

food at a certain time which would act via its food value for the bacteria), by the clock-regulated 

intestinal epithelium or by endogenous core body temperature cycles. Restricted and 

controlled feeding in clock mutant mice supports the former mechanism but the other factors 

are not ruled out. 

 

There are many examples of rhythmic outputs from the gut microbiome impacting the host 

circadian clock. Amplitude of clock gene expression in the intestinal epithelium is altered in 

antibiotic treated mice. RevErbα, Per1 and Per2 transcript abundance increases whilst that of 

Bmal1, Cry1 and RORα decreases72. By changing the microbiome in a number of ways (diet, 

germ-free conditions), it has been demonstrated that the intestinal microbiome controls at least 

part of the rhythmic liver transcriptome73–75. In a remarkable experiment, disruption of the gut 

microbiome led to the retention of some daily rhythms in the gut and liver, abolished other 

rhythms in those tissues and resulted in de novo expression of yet another cohort of rhythmic 
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genes76. At least part of this set of regulated genes shows sexual dimorphism77. Furthermore, 

there are high amplitude changes to the numbers of bacteria associated with the intestinal 

wall according to time of day76. This could be mediated by either by the host (rhythmic 

chemokines) or by the microbial population (rhythmic responses to chemokines). 

 

We therefore propose a model for interaction of local clocks in the intestine that encompasses 

numerous observations (Fig. 3A). The intestinal epithelial cells have rhythmic expression of 

clock genes with an attendant set of clock-controlled outputs that will modify the local 

environment over the course of the 24h day. They also are the source of intestinal melatonin78. 

Although we do not know whether the melatonin that they produce is rhythmic, there are 

rhythms in its direct precursor, serotonin79. Among other factors, melatonin will be utilized by 

at least some of the bacteria, possibly as a zeitgeber. The microbiome, in turn, will secrete 

metabolites reflecting daily rhythms in feeding of the host, inputs from the epithelium - and 

possibly endogenous bacterial timing programs, though this is not an essential feature of the 

model. The metabolites can be used in a number of ways: they might feed back to the intestinal 

epithelium; they could be utilized among the bacterial population, signaling within to the 

community; they clearly can impact peripheral liver clock-regulated genes. An important 

connection to make will be if the presence of a circadian rhythm in the gut (and its microbiome) 

impacts the clock in the brain. The gut – brain axis is clearly established, though how the clock 

might regulate this remains unknown. Clock-controlled outputs from the gut microbiome to the 

brain may form a feedback loop if they influence the timing of feeding behaviour. 

 

If gut microbial communities serve a function within a circadian system, then other well-

characterized microbiome/host arrangements might be expected to share some of the same 

principles. To that end, interactions between the root microbiome and circadian rhythms in 

plants have been reported. Clock regulation has a pervasive influence upon the physiology 

and development of plants, regulating processes ranging from the season of flowering to daily 

cycles of photosynthesis, stomatal opening, energy supply during the night, and fitness80–84. 

Cultivation of Arabidopsis short- or long period clock mutants on soil led to alterations in the 

microbiome composition compared with the composition of the microbiome surrounding wild 

type plant roots85. Conversely, wild type plants had decreased leaf rosette diameter and 

delayed germination when cultivated on soil that was previously used to grow circadian clock 

mutants. One potential explanation is that mutants with an altered free-running period 

associate an altered microbiome and this particular microbial community provides fewer 

benefits to the plant (here, assessed as from ‘conditioned’ soil)85. 
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As with the mouse gut microbiome, the plant microbiome can alter the host circadian rhythms. 

Application of filtered soil samples that were either untreated or manipulated to disrupt the 

microbiome (sterilized or filter-sterilized) to tissue-cultured Arabidopsis seedlings led to 

differential effects upon their free-running period85. In another experimental protocol, the 

circadian period of CCA1:LUC in Arabidopsis is shortened by application of the bacterial 

flagellar peptide flg2286. Although this example relates to plant defense mechanisms, it 

provides a proof of concept that plant surface microbes can alter plant circadian rhythms. 

Thus, as with the mouse intestinal microbiome, the plant/soil microbiome shows bidirectional 

interactions. Although some differences will surely be employed by the plant and animal 

microbial communities, similar features are apparent between the two systems. The 

intersection of circadian clock regulation, microbiome and host may follow a set of common 

principles. 

 

The microbiome as an organism and temporal structuring of mutualism  

One of the most exciting developments in chronobiology research in the last decade is the 

characterization of circadian clocks as complex systems. On the one hand, within a single cell 

there exists a complex, multi-feedback loop network that comprises the clock, stretching 

across all levels from transcription to metabolism. On the other hand, these cells function not 

so much as individuals but together as organs which then must coordinate daily timing 

between each other. The clock is an evolved system that necessarily involves coordination 

between partners on many scales7,87. This concept may help in dissecting circadian clock 

properties in the microbiome.  
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Figure 3. Interactions between circadian clocks and microbiome communities are established. (A). The clock in the host (here 
shown as the intestinal epithelial cells) shapes the gut microbiome community and the microbiome in turn impacts many 
clock regulated outputs. (B). Similar results have started to appear relative to plant microbial communities. It is as yet unclear 
how much endogenous clock-like function the microbes may possess. We propose that the microbial community may utilize 
mutualism with a temporal structure in such a way that is consistent with the observations published thus far. 

 

How is organization of the gut microbiome like a higher-level organism? Mice, for example, 

take synchronizing signals at the behavioral level from the environment (zeitgeber cycles). 

The gut microbiome must take zeitgeber signals from its environment. These signals are 

coming from the host-temperature cycles, behaviorally-regulated feeding, the intestinal 

epithelium, and also from the surrounding microbial neighborhood. As microbes respond to 

timed signals such as periodic food supplies or higher or lower temperatures or endogenous 

hormone levels, they will adjust their physiology (Fig. 3). If zeitgebers are highly predictable, 

the organism will evolve a system to prepare for the regular input, the first step to an 

endogenous temporal structure. 

 

Furthermore, the microbiome shows organized localization of communities of a given microbe 

according over time. At some times of day, certain species are intimate with the gut wall76. At 

other times, they are more internal to the lumen. This suggests that there is a coordination at 

the species level over time. Therefore, the gut-microbiome interactions occur across the three 

dimensions of space as well as the fourth dimension, time. 
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What we have described is essentially a variation of the holobiont concept88,89, namely that 

individual organisms deliver emergent properties when observed within their endogenous 

community. We suggest that daily time, with its pervasive, extensive structure of cues and 

signals, is an essential element for microbe-rich holobionts. A simple mechanism whereby this 

may be implemented is cross-feeding. Cross-feeding is emerging as a major aspect of 

microbial biology that is thought to explain the inability to isolate certain species as individuals 

in vitro90. The organism benefits from coordinating resources with neighbors, as it can 

effectively shut off costly metabolic pathways. The ideal neighborhood would feature a 

collection of complementary producers. Several metabolites that are cross-fed by bacteria are 

circadian clock-regulated in their presence as well as in their regulatory proteins in eukaryotic 

clock systems (e.g. lactate in mice). 

 

Bringing these ideas together, we propose the novel concept of temporal mutualism, defined 

as rhythmically structured metabolic exchanges between microbes for mutual benefit within a 

community. Temporal mutualism may therefore underlie rhythmic emergent behaviour within 

the community and have acted to select for timing systems in non-photosynthetic bacteria. 
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Why do we care? 

The potential for circadian rhythms in the Eubacteria is a big deal. Bacteria play a crucial role 

in medical, agricultural and industrial processes. Knowledge of potential microbial circadian 

rhythms would allow us to capitalise on the rhythms to tune how we interact with bacteria in 

all of these areas.  

 

The presence of a circadian clock in microbes could impact health problems stemming from 

or associated with microbes. One of the crises in medicine at this time is the prevalence of 

antibiotic resistant bacteria (MRSA). This reflects an antibiotic overuse, creating an 

evolutionary pressure on the bacteria to evolve escape mechanisms, as well as a deficit of 

new antibiotics. Application of new antibiotics would simply delay the problem until new escape 

tricks are evolved. The combination of invoking bacterial circadian clocks such that they slow 

down metabolism or replication paired with time-of-day specific administration of antibiotic 

may be a more powerful form of treatment, potentially delaying development of resistance. 

The escape drive would have to focus on multiple targets, including the timing system. 

Concerning the biology of infection itself, the humoral immune system, experimentally 

characterised by how an organism responds to lipopolysaccharide, a component of bacterial 

cell wall, has a high amplitude daily rhythm91. Administration of 20mg/kg to mice at ZT 6 (night-

time for a mouse) leads to death of 50% of the animals within 24h. Almost all mice treated at 

ZT18 (in the middle of the active period) are alive after 3 days. Control of exposure times may 

lead to more or less successful infections. 

 

There is an indication that viral infection and response to infection is time of day specific. Entry 

of viral particles of flaviviruses (RNA viruses including Deng and Zika) into cells as well as the 

replication of their genome is regulated by clock genes92. Infection of mice with Herpesvirus 

(a DNA virus) at the beginning of the light phase leads to a higher viral load relative to infection 

at the end of the light phase93. This outcome is dependent on a functional BMAL1 protein. We 

are not suggesting that virus will have an active clock they may borrow or plug into host 

temporal structures for optimal function.  

 

The strongest case for the impact of a microbial circadian clock on health is emerging from 

the gut microbiome. Although we still do not know if the gut microbiota will possess an 

endogenous circadian clock, the interaction of host clock with microbe, the association of clock 

dysfunction with disease states, and the association of particular microbial populations with 
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disease makes it tempting to speculate on how microbial circadian clocks may be involved in 

maintaining health or transition to disease. If microbes are passive players, simply responding 

to host synchronisation, then attending mainly to supporting the host clock should restore 

healthy microbiome structure. If the microbiome has a clock of its own, then it will follow the 

rules of entrainment. The amplitude of rhythms, for instance, would be expected to decrease 

in phase shifting protocols94, in contrast to a clock-less, driven system. 

 

In business and industry, bacteria are used for qualitative and quantitative production. Invoking 

the circadian clock – working with the rhythmic physiology of the producers – could increase 

production as well as improve quality of the product95. Perhaps the most common application 

is fermentation which traditionally was performed in loosely controlled conditions (in the cellar 

or in a cabinet in a kitchen). Modern factory production strives for tightly controlled conditions 

which may inadvertently be a source of either decreased productivity or alteration in flavours. 

We made sauerkraut, beer and rice wine under strictly controlled temperature conditions as 

well as under appropriate 24h temperature cycles (data not shown). The results were taste 

tested in a single blind experiment. In all cases, the subjects could distinguish the foods from 

the two protocols. Preference was mixed. The deliberate imposition of controlled zeitgeber 

(e.g. temperature) cycles on fermentation processes should adjust the metabolic pathways 

thus leading to the accumulation of distinct metabolites, hence leading to unique flavours95.  

 

Agriculture has been employing microbes to optimize crop production for some time. Root-

colonising bacteria (rhizobacteria) are beneficial for plant growth enhancement and 

agricultural disease suppression96. For example, B. subtilis forms associations with plant roots, 

contributing to the growth and health of crops. The nature of the interaction between plants 

and Bacillus spp. is complex and involves signalling between the plant and bacteria. The 

bacteria are initially attracted towards roots by the detection of root exudates such as L-malic 

acid, in a process involving chemotaxis97. Subsequently, the bacteria form adhesive biofilms 

on the root surface98. Recognition of plant cell wall polysaccharides activates bacterial matrix 

genes, causing the bacterial synthesis of extracellular polymers that form a matrix between 

bacterial cells99. After colonisation, the bacteria can utilize plant root exudates whilst benefiting 

the plant through growth enhancement and disease suppression. Examples of crop growth 

enhancement by B. subtilis include an increase in tomato root length and plant height by 

inoculation with B. subtilis PTS-394, increases in root elongation of chickpea seedlings of 70-

74% after inoculation with B. subtilis strains CM1 and CM3, and increased leaf length, flowers 

per corm and stigma biomass after inoculation of saffron (Crocus sativus) with B. subtilis 
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FZB24100–102. There are also many examples of enhanced crop protection from pathogens by 

inoculation with B. subtilis, such as antifungal activity against peach brown rot (Monilinia 

spp.)103 protection against grey mould (Botrytis cinerea) of apple post-harvest, and against 

damping-off caused by Pythium ultimum in bean seedlings104. In addition to fungal pathogens, 

B. subtilis colonization of Arabidopsis thaliana confers protection against the major agricultural 

bacterial pathogen P. syringae by secretion of the antimicrobial lipopeptide surfactin and the 

induction of systemic resistance105. 

 

Given the considerable agricultural and economic importance of rhizobacteria, understanding 

the mechanisms that underpin plant-bacteria interaction and growth enhancement is important 

for identifying new ways to sustainably enhance agricultural production. It is possible that 

circadian-regulated processes in plants or bacteria might contribute to these interactions. For 

example, plant circadian clocks respond to metabolites, phytohormones and nutrient 

conditions106–108, all of which may be altered by microbial colonization. On the other hand, 

plant circadian regulation of processes such as photosynthesis and carbohydrate 

metabolism82,83 might create a rhythmic host environment for the colonising bacteria. 

Importantly, the presence of circadian rhythms within roots109,110 provides considerable 

potential for circadian programs within the plant to impact attraction and colonisation by 

beneficial bacteria. We also speculate that there might be circadian rhythms in root membrane 

transport processes such as proton pumping that impose a fluctuating environment upon root-

colonising bacteria, although this is as yet uncharacterized. These bidirectional interactions 

between plant and bacterial circadian rhythms may be analogous to host-bacteria interactions 

in the gut microbiome70,71. It is possible to envisage that circadian programs in root-colonising 

bacteria might allow the bacterial colonies to co-ordinate their metabolism with rhythms 

derived from the host plant in root exudate secretion, in order to maximise the benefit of the 

bidirectional interaction. 
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A Perspective 
The glimpses of circadian rhythms in non-photosynthetic Eubacteria are tantalizing. We 

suspect that the time-keeping abilities of such organisms are significant but that the witnessing 

of those abilities might require systems in which these microbes are in more complex 

environments than they are typically cultured. The interaction between the timekeepers in 

these complex environments will be important to understand for basic scientific reasons, as 

well as for medical and agricultural reasons. 
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Introduction 
 

Circadian clocks contribute to the fitness of an organism1,2. The absence of characterized 

circadian rhythms in the first group of cellular organisms to populate the Earth is thus striking 

and unexpected. In order to challenge this, we selected the non-photosynthetic, gram-positive 

bacterium B. subtilis as an experimental model. We chose this organism because of 

circumstantial observations of rhythms approaching 24h, although these were not made under 

the controlled conditions normally used to study circadian clocks. For example, in single cells 

of B. subtilis in a microfluidic device there is pulsed activation of expression of a matrix gene 

approximately every 24h, indicating that under homogeneous conditions the stochastic 

triggering of biofilm formation may follow an internal daily cycle3. There are cyclic (every ~20 

h) changes in the activity of the promoters of rapA and spo0F, which are important for cell fate 

decisions between sporulation and growth of B. subtilis4,5 . These results suggest there might 

be daily changes in the expression of genes involved in sensing environmental changes in B. 

subtilis. Furthermore, B. subtilis is light-sensitive, harbouring blue- and red-light 

photoreceptors6 that could potentially entrain a circadian clock to the 24h day. Together, these 

reports led us to hypothesize that this Eubacterium might entrain to its environment using light 

and/or temperature signals like other circadian systems.  

 

We developed luciferase reporter strains to conduct high-throughput and non-invasive 

measurement of gene promoter activity. This approach is used widely to study circadian 

rhythms in other kingdoms of life7. The B. subtilis genome lacks homologs of the core clock 

proteins (KaiA, KaiB, KaiC) present in cyanobacteria. However, many bacteria including B. 

subtilis harbor genes encoding PAS domains, which are structural motifs present in all defined 

circadian clocks of eukaryotes8. We reasoned that such genes might encode circadian clock-

associated proteins. Of 16 predicted PAS domain-encoding genes in B. subtilis, we first 

selected the promoter of ytvA to create a bioluminescent reporter strain. ytvA encodes a blue 

light photoreceptor9 with a PAS domain accompanied by a PAC domain, which is a common 

pairing in circadian and sensory/signaling proteins10. Blue light photoreception is an integral 

part of circadian systems in all experimental models examined to date11. 

 

Synchronisation to 24h light or temperature cycles and free-running rhythms 

We identified free-running rhythms of ytvA promoter activity in B. subtilis. Cultures were 

exposed to 24h zeitgeber cycles. Zeitgebers are predictable, recurring environmental signals 

that biological rhythms use for entrainment or synchronization. In these culture conditions, 

zeitgeber-sensitive rhythmic processes could be either initiated or synchronized between 
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bacterial cells, and therefore detected. We first determined whether light can act as a zeitgeber 

for B. subtilis. 24h light/dark (LD) cycles (12h L / 12h D) were applied to cultures. PytvA::lux 

gene expression increased during the dark phase and decreased during the light phase (Fig. 

1A; Fig. S1A). The pattern appears to combine two common features observed in the process 

of entrainment by a circadian clock. First, the abrupt reversal of expression at the zeitgeber 

transitions resembles masking12 (Fig. 1A; Fig. S1A). Second, the interaction of two oscillators 

(the circadian clock and the zeitgeber cycle) each with their own momentum and robustness 

is suggested by irregular expression of PytvA::lux luciferase from day to day, with a stable 

pattern appearing only after several days suggesting that the biological oscillator has reached 

a stable relationship with the 24h cycle (Fig. 1A; Fig. S1A). Importantly, a free-running rhythm 

in ytvA promoter activity occurred when the cultures were released to constant darkness (Fig. 

1B, C; Fig. S1A). This occurred only in strains cultured in glucose-containing media (Fig. 1B, 

C; Fig. S2B). The period calculated over a 48h window following release to constant conditions 

was 28.66 ± 1.77 h. Over 5 days, the period increased in length and damped thereafter. In 

glucose-free media, damping occurred rapidly on release to constant darkness, precluding the 

determination of period length in this condition (Fig. S2B).  

 

We validated our findings with an additional luciferase reporter strain that uses a promoter 

from another PAS-domain protein coding gene, kinC. KinC is a histidine kinase involved in the 

regulation of differentiation processes such as biofilm development and sporulation13. 

Sporulation is a clock-regulated output in the fungal species Neurospora crassa14,15 and 

Aspergillus16. Following entrainment in 24h LD cycles (Fig. 1D, Fig. S1B), PkinC::lux expression 

has circadian rhythms (Fig. 1E, F, Fig. S1B). As for the PytvA::lux strain, daily rhythms were 

detected in cultures containing glucose, but not in those deficient in glucose (Fig. S2D). The 

temporal expression pattern (phase and amplitude) of this reporter was similar to that of 

PytvA::lux (Fig. S3). This is not surprising based on published observations: the preponderance 

of gene expression in cyanobacteria at the end of the subjective night relative to other times 

of day17 and furthermore, the congruent expression of these two genes in media containing 

different carbon sources18 could suggest shared regulatory pathways. It is possible that as 

more clock-regulated genes are identified in B. subtilis, more phases of expression will be 

identified. 
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Self-sustained, free-running rhythms in promoter activity of ytvA also occurred following 

entrainment to temperature cycles (12h at 25.5 °C / 12h at 28.5 °C). Daily temperature 

fluctuations are reliable indicators of the time of day in nature, often serving as zeitgebers 

(recurring cues from the environment that are used by biological rhythms for their 

synchronization or entrainment) for a circadian clock. Temperature entrained cultures had 

daily oscillations in ytvA promoter activity (Fig. S4). In contrast to cultures entrained using 

cycles of blue light and darkness, promoter activity was generally higher during the warm 

phase (correspondent to daytime), which is the converse of its behavior during entrainment to 

light (compare Fig. 1 and Fig. S4). Further, persistent temperature-entrained free-running 

rhythms were detected only in media lacking glucose (with a period of 23.94 ± 1.64; Fig. 2A 
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Figure 1. Entrainment by light and a free-running rhythm in B. subtilis. Bioluminescence of PytvA::lux (A) and PkinC::lux (D) 
under 5 days of entrainment with cycles of darkness and blue light (12h D /12h L) and after release to constant darkness 
conditions (DD; B, E) for 5 days. The temperature was kept constant at 25.5 °C. The de-trended data are presented as 
mean ± standard deviation. The shading in (A, D) shows the timing of the LD cycle (yellow, light phase; grey, dark phase) 
relative to the bioluminescence. The horizontal bar in (B, E, lower left) shows the time window of 48h selected for the 
analysis of period length. The calculated period length is plotted in (C, F); individual data points (C, N = 16; F, N = 7) are 
shown along with the median and interquartile range.  See also Suppl. Table 1. 
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and B). In contrast to the LD-entrained cultures, rhythms were suppressed by media 

containing glucose as a carbon source (Fig. 2D). Rhythms were also suppressed in the 

presence of glycerol (Fig. 2C) and in a variety of other media often used to culture B. subtilis 

(Fig. S5). Together with the longer free-running period following light compared to temperature 

entrainment, this sensitivity to nutritional composition suggests that the circadian clock of B. 

subtilis responds to the myriad of environmental conditions under which bacteria subsist. 

Carbon source and availability also impact the free-running rhythm in plants and fungi19,20. 

Further, nutritional composition and environmental conditions such as light and temperature 

determine how populations grow and differentiate13,21. 100% of the cultures exhibiting free-

running, circadian rhythms formed a floating biofilm, whose presence was assessed 

qualitatively by visual observation of a pellicle forming at the air-liquid interface in the well. 
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Figure 2. Free-running rhythms in B. subtilis following entrainment in temperature cycles. Bioluminescence of PytvA::lux in 
constant darkness at 25.5 °C following 5 days of entrainment in temperature cycles (12h at 25.5 °C / 12h at 28.5 °C) is shown. 
A free-running rhythm is observed in NSMP medium lacking glucose (A). The de-trended data are plotted as mean ± standard 
deviation. The calculated period length of PytvA::lux expression shown in (A) is plotted in (B), where individual data points (N 
= 8) are shown along with the median and interquartile range. No free-running rhythm is observed in NSMP medium 
containing glycerol (N = 40) (C) or glucose (N = 15) (D) as a carbon source. See also Suppl. Table 1. 
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A third hallmark of circadian clocks is temperature compensation. The period of the free-

running circadian rhythm typically has a Q10 close to 1, meaning that it remains relatively stable 

across a physiologically relevant 10 °C temperature range. We entrained B. subtilis cultures 

to three different temperature cycles for 5 days, after which the cultures were released into 

constant conditions at the lower temperature of each cycle (Fig. 3A-C). The free-running 

periods measured in constant temperatures spanning a 6 °C range were not significantly 

different (P > 0.05; Fig. 3D). Q10 was calculated as 1.03, a moderate under-compensation. At 

temperatures outside this 6 °C range, free-running rhythms were not detected. Interestingly, 

the amplitude of the oscillation in gene expression was significantly greater at the intermediate 

temperature relative to both lower and higher temperatures (22.5 °C vs. 25.5 °C, p = 0.0013; 

28.5 °C vs. 25.5 °C, p = 0.0311; Fig. 3E). Taken together with the damping of rhythms outside 

of this temperature range, we conclude that there is a narrow, optimal temperature range in 

which the Bacillus cultures can maintain free-running rhythms in our laboratory conditions. 
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Figure 3. Circadian rhythms in B. subtilis are temperature compensated. Bioluminescence of PytvA::lux under constant conditions 
(22.5 °C, N = 25, A; 25.5 °C, N = 7, B; 28.5 °C, N = 9, C) following 5 days of entrainment with various temperature cycles (A: 12h at 
22.5 °C / 12h at 25.5 °C; B: 12h at 25.5 °C / 12h at 28.5 °C; C: 12h at 28.5 °C / 12h at 31.5 °C). The de-trended data are presented as 
mean ± standard deviation. Period (D) and amplitude (E) of the bioluminescent signal of the data from panels A through C are shown 
as single data points, median and interquartile range. Data were analysed using Ordinary one-way ANOVA. NS, not significant (P 
values > 0.05), ** P = 0.0013, * P = 0.0311.  See also Suppl. Table 1. 
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Phase relationship between the circadian rhythm and the temperature cycle 

Our data identifies free-running rhythms and their temperature compensation. Perhaps the 

most important hallmark of circadian rhythms, entrainment, is implied by the synchronisation 

of cultures to 24h zeitgeber cycles as shown in figures 1, S1-S4. We further observed that the 

free-running rhythm started 180° out of phase in cultures that were entrained in antiphase (Fig. 

S6). We sought to test for explicit features of entrainment, namely the establishment of a 

distinct phase of entrainment – meaning when the biological rhythm reliably occurs within each 

day - according to the zeitgeber cycle. As it is the 24h temporal structures of zeitgebers that 

drove evolution of circadian clocks, systematic entrainment should be a built-in feature of the 

system. Adaptive entrainment is essential to accommodate circadian entrainment in a 

constantly changing photoperiodic environment.  

 

To understand entrainment in B. subtilis, we tested the effect of varying the zeitgeber strength 

- the magnitude of the entrainment signal - on the phase of entrainment, since the two are 

related in circadian systems in other kingdoms of life22–25. Most humans, for instance, will 

entrain earlier in a zeitgeber cycle of higher amplitude. In our experiments with B. subtilis, we 

used temperature as a zeitgeber. Physical temperature perceived by living organisms is 

contextual; for example, a 3 °C amplitude temperature cycle is perceived as a different 

amplitude depending on the absolute or ambient temperature. Therefore, our cultures assayed 

for temperature compensation experienced different zeitgeber strengths at each set of 

entrainment temperatures. The phase of the first measured oscillation of bioluminescence 

varied, according to whether the temperature cycled around a lower or higher mean 

temperature (Fig. 3A-C). The phase of this first cycle during free-run was later at lower 

temperatures, and earlier at higher temperatures. This suggests that circadian phase of B. 

subtilis depends upon the zeitgeber strength and is not simply driven by the environmental 

transitions. 

 

We next used “T cycles” (entraining cycles of different length) to distinguish non-circadian, 

environment-driven synchronization (masking) from circadian entrainment. “T” is defined as 

the duration of the entire entraining cycle, e.g. on Earth, T is about 24 h. A general feature of 

circadian rhythms is a relationship between the period of the rhythm and that of the zeitgeber 

cycle.  A conspecific with a longer free-running period generally entrains later in a 24h cycle 

than will an individual with a shorter period. It follows that a given individual will entrain to a 

later phase in a shorter cycle and an earlier one in a longer cycle (so-called T cycles) 23, 26–28. 

In contrast, a “masking” signal synchronises to the same phase irrespective of the structure of 

the zeitgeber cycle (e.g. if it is longer or shorter). Entrainment often contains elements of 
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adaptive phase angles that change according to the zeitgeber as well as evidence of masking. 

We found that B. subtilis entrained systematically later as T cycles became shorter (Fig. 4) 

despite evidence of masking (Fig. S7). The phase angles of the oscillation shifted significantly 

from a peak of PytvA::lux before the cold to warm transition (T = 24h; Fig. 4) to occur at the 

midpoint of the warm phase of the temperature cycle as the T cycle became shorter (T = 20h; 

Fig. 4). This provides evidence for a robust circadian system in B. subtilis that interprets the 

zeitgeber cycle as an oscillator, rather than simply responding to changes in the environment 

as a switch. 
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Figure 4. Phase angle of entrainment in T cycles. PytvA::lux was cultured under symmetrical temperature cycles (alternations 
between 25.5 °C (50% of cycle) and 28.5 °C (50% of cycle)) using different cycle lengths (T) (T20 (a 20h zeitgeber cycle): N = 
17 , T22 (a 22h zeitgeber cycle): N = 16, T24 (a 24h zeitgeber cycle): N = 26). The phase (peak of luciferase expression; 
expressed as External Time (ExT), where midnight is 0) shifted to a later phase with shorter temperature cycles. The blue 
shaded areas indicate the cold phase and the pink shaded areas indicate the warm phase. The graph on the left shows median 
period with the interquartile range. The graph on the right is a violin plot of the same data. Phases observed in the different 
T cycles were compared using ordinary one-way ANOVA. All comparisons were significantly different from each other (**** 
P <0.0001, *** P =0.0005). 
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Discussion 
 

Circadian clocks remain largely unknown in the non-photosynthetic bacteria, despite bacteria 

representing about 15% of the living matter on Earth29. We have identified circadian rhythms 

in a non-photosynthetic bacterium. Our experiments using promoters from two PAS-domain 

containing genes revealed free-running circadian rhythms, systematic entrainment to 

zeitgeber cycles, and temperature compensation of the circadian period. We conclude that 

the free-living bacteria B. subtilis has a circadian clock. Why have circadian clocks remained 

elusive in the bacteria? Data from the purple photosynthetic bacterium Rhodospirillum rubrum 

suggest that rhythmic processes occur (e.g. enzymatic activity30), but these rhythms have not 

yet been shown to function as a circadian clock. The purple bacteria Rhodobacter 

sphaeroides, which possesses KaiB and KaiC orthologs, can also show rhythmic behavior 

depending on environmental conditions. However, neither of these systems have been tested 

systematically for the hallmarks of circadian regulation. Recently, Klebsiella aerogenes has 

been shown to possess temperature-entrainable gene expression that can show circa 24h 

rhythms on release to constant conditions31. In this isolate from the gut microbiome of a 

patient, rhythms generally occur only in the presence of melatonin, suggesting that these 

bacteria might not generate free-running rhythms independently from host cues. 24h light 

cycles modified mediators of pattern formation in Pseudomonas aeruginosa, but no circadian 

rhythms were observed32. 

 

Our experiments indicate that robust or detectable circadian rhythms depend upon 

environmental characteristics such as nutrient supply and ambient temperature. Furthermore, 

in our conditions, only cultures that form biofilms will show circadian rhythms. This is an 

interesting observation because biofilms represent a distinct developmental state relative to 

planktonic cultures. Many microbes will produce biofilms under certain conditions and they 

have been associated with pathology. Effectively, biofilms arise when a microbial community 

shifts programs and produces a sticky matrix, thus creating a mechanism to form a 

differentiated population. This conditionality of the rhythms might be important for adaptive 

functions of the clock in bacteria, and perhaps the life history of B. subtilis. Conditionality of 

circadian regulation is common. For example, constant light conditions suppress the circadian 

clock33 in almost every case other than photosynthetic organisms, whilst in plants many 

rhythms cease or change their period in constant darkness34,35. In Drosophila, a proportion of 

insects are arrhythmic, with this number depending on the strain36. Furthermore, in the model 

fungus N. crassa, rhythms in non-mutant wild type strains are highly dependent on media 

composition37. Together, this indicates that the conditionality of circadian rhythms due to 
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genotype, metabolism and environmental conditions is common across life. The wealth of 

information concerning the environmental regulation of metabolism in the Eubacteria make 

these organisms an excellent system in which to understand the functions of conditional 

rhythmicity. 

 

Whilst the rhythms that we report might be regulated by a transcription-translation feedback 

system, there remain other possibilities. For instance, we cannot exclude the possibility that 

the rhythms are linked to metabolic cycles because this has been shown in a variety of 

organisms (e.g. 20). It has been speculated that the ultradian rhythms in yeast that are tied to 

metabolic state (and also broadly integrated with transcriptional regulation) might be related 

to circadian clocks38. It is also possible that the presence of rhythms only in population 

harboring biofilms could indicate some role for the biofilm matrix in maintaining the robustness 

of the rhythm. It will be informative to investigate whether temperature and light are inputs to 

one master pacemaker, or whether B. subtilis might possess multiple oscillators, as described 

for a variety of unicellular and multicellular organisms39,40. It is also possible that B. subtilis 

might possess either a master oscillator and one or more downstream oscillators that are 

coupled to and entrained by a main pacemaker41.  

 

We suggest that the incorporation of temporal structures into industrial, biomedical and 

agricultural applications for bacteria might provide important translational opportunities. Our 

discovery of circadian rhythms in the Eubacteria should motivate future insights into the 

mechanisms and evolution of circadian rhythms across life. 
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Materials and Methods 
 
Candidate gene selection 

PAS-domain containing genes were identified using the Simple Modular Architecture 

Research Tool (SMART), a database containing annotated proteins and their domain 

architectures. Sixteen Bacillus subtilis genes encoding a PAS-domain were retrieved. From 

initially, 7 genes (ytvA, kinC, ydfH, resE, phoR, yycG, ykoW) promoter-luciferase reporter 

constructs were made. Five of these are histidine kinases, a type of enzyme known be 

involved in the circadian clocks of i.e. Ceanobacteria, YtvA is a blue-light photoreceptor, 

showing similarities with the WCC-complex in N.crassa. After an initial screen, using a variety 

of circadian culturing conditions, ytvA and KinC were selected based on their gene expression 

profiles as response to the different zeitgabers. 

 

Strains and strain construction 

All B. subtilis strains used in this study derived from stock 168 (Jena), a domesticated but 

biofilm-proficient isolate42. The promoter regions of ytvA and kinC genes were amplified using 

oligos ytvA_SacI_FW (5’- AGATCTGAGCTCCTTCATCATCACCTTCCTAAAG-3’) – 

ytvA_SalI_REV (5’- CTCGAGGTCGACTTAGGCCGTCAGCTTGCTATG-3’) and 

kinC_SacI_FW (5’- AGATCTGAGCTCTTTGTTTAATGACTGGAGAAATC-3’) – 

kinC_SalI_REV (5’- CTCGAGGTCGACTGCCGCTTGTGTTTCTCTAC-3’), respectively. PCR 

products were digested with SacI and SalI enzymes (Thermo Scientific) and cloned into the 

corresponding sites of pAH321 harboring the promoter-less luxABCDE genes43. The vectors 

were verified by sequencing the cloned fragment and were subsequently transformed into B. 

subtilis 168 using natural competence44. Integration of the reporter cassettes into amyE locus 

was verified by the lack of amylase activity on 1% (w/v) starch containing Lysogeny Broth (LB) 

plates45 and the presence of luminescence in the transformed strains. 

 
Growth conditions 

B. subtilis that had not been previously exposed to entrainment conditions was inoculated for 

overnight culture in LB medium (10 g l-1 tryptone, 5 g l-1 yeast extract, 5 g l-1 NaCl). Strains 

were subsequently grown as on a variety of media, as described in the Results. Nutrient 

sporulation medium (NSMP) 46 (8 g l-1 Nutrient Broth (Difco), 1 μM FeCl3, 700 μM CaCI2, 50 

μM MnCl2, 1 mM MgCl2, and 100 mM potassium phosphate) was used without carbon source 

or supplemented either with 2.56% (v/v) glycerol or 0.1% (w/v) glucose (Fig. 1, Fig. S1, Fig. 2, 

Fig. S2, Fig. S3, Fig. 3, Fig. 4, Fig. S5). The following media were used in Fig. S4: modified 

MSgg medium (5 mM potassium phosphate, 100 mM MOPS, 2 mM MgCl2, 700 μM CaCl2, 50 
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μM MnCl2, 100 μM FeCl3, 1 μM ZnCl2, 2 μM thiamine HCl, 2.56% (v/v) glycerol, 0.5% (w/v) 

monosodium glutamate and 50 µM L-tryptophan); LB supplemented with 1 mM MnCl2; 2xSG 

medium (16 g l-1 Nutrient Broth (Difco), 2 g l-1 KCl, 0.5 g l-1·7H2O, 1 mM Ca(NO3)2, 0.1 mM 

MnCl2·4H2O, and 1 µM FeSO4)  either with or without 0.1% (w/v) glucose; 10% (v/v) NSMP 

supplemented with 5 g l-1 NaCl; chemically defined medium (CDM35) as described in 

Ponomarova et al., 201747. The NSMP, MSgg and CDM35 media were made fresh from stock 

solutions on the day of the experiment, and the stock solution for iron was freshly prepared 

every two weeks.  

 
For all luminometry experiments, white 96-well plates (Nunclon Delta, Thermo Scientific) were 

used, with each well inoculated with approximately 5 x 105 cells. Plates were sealed with a 

transparent, evaporation-free cover (Optical Adhesive Covers, Applied BiosystemsÒ, Life 

TechnologiesTM). For experiments with temperature entrainment, cultures were exposed to 

temperature cycles for 5 days, after which the cultures were released to conditions 

corresponding to the cooler temperature. We measured bioluminescence (Berthold Centro 

LB960 XS3) for 1 second every 10-minutes. All experiments were carried out in temperature-

controlled incubators (Panasonic MIR-154). For experiments with blue light entrainment, 

cultures were grown in NSMP medium without or with 0.1% (w/v) glucose and were exposed 

to a 12h darkness / 12h blue light cycle for 5 days, followed by release into constant darkness. 

The temperature was kept constant at 25.5 °C during these experiments. Bioluminescence 

was measured for 1 second each hour. The plate was ejected from the machine between 

readings, for exposure to blue light (LEDs with peak emission at 450 nm; Barthelme, Nürnberg, 

Germany) at a photon flux density of 35 µE m–2 s–1.  
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Cell growth under entrained and free-running conditions 

The presence of a biofilm was assessed qualitatively, by eye, as a pellicle forming at the air-

liquid interface in the well. In order to start to understand the state of our rhythmic, biofilm 

forming cultures, we determined cell number from day 4 (one day before the end of the 

entraining cycle) and into day 7 (the second day in constant conditions). Cultures grown in 96-

well plates (as for luminometry experiment, Fig. 2.) were exposed to a temperature cycle (12h 

25.5 °C / 12 h 28.5 °C) for 5 days, after which the cultures were released to constant 

temperature of 25.5 °C. Cells were harvested every 12h, starting 30h before release to 

constant conditions until 42 hours after release. Samples were sonicated mildly (Diagenode 

Bioruptor, USA) at low power (130 watt) for 12 seconds, for 2 cycles, with a 5 second pause 

between cycles according to a protocol modified from Dragoš et al.48. Sonicated cells were 

examined by light microscopy (Leica, Germany) to confirm disruption of biofilm and cell 

viability. The sonicated cells were plated on LB agar and grown overnight at 37 °C. The 

number of colony-forming units was counted on the following day. Figure S8 shows that the 

cell growth was stable before release to constant conditions, whereupon it increased 

approximately 3-fold. In the 42h of constant conditions, the cell number gradually decreased 

about 50%. 
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Data analysis  
 
Graphing 

Bioluminescence traces were baseline detrended using the open-access web tool BioDare2 

(https://biodare2.ed.ac.uk)49 and values were normalised between 0% and 100%. 

GraphPad Prism 8.1 (GraphPad Software, La Jolla, CA) was used to plot all graphs. 

 

Calculation of free-running period using non-linear modeling 

For the analysis of the free-running period using continuous luminometry measurements, the 

period was calculated by analysis in the R programming language50. To describe and 

parameterize the data, a non-linear model was constructed which performs a decay trend 

correction and fits a cosine-based function to the signal by using a Nonlinear Least Squares 

(nls) method51,52. The model assumes an exponentially decaying baseline signal as well as an 

exponentially decaying oscillating (cosine) signal:  

"($) = '! ⋅ )"#!⋅% + '& ⋅ )"#"⋅% ⋅ cos .
20 ⋅ ($ − 2)

3
4 

with $ = time (in h) from the start of the experiment. Here, '! is the amplitude (maximum) of 

the baseline signal and 5! the decay rate of the baseline signal (in h-1). The shape of the 

baseline is consistent with e.g. a first order decay of the B. subtilis population during the 

experiment, or a depletion of an essential nutrient. Furthermore, '& is the amplitude of the 

oscillation, 5& is the decay rate (in h-1) of the oscillation, 6 the period of the oscillation (in h) 

and 2 the phase of the signal (in h) at the start of the experiment. The advantage of such a 

physical-biological model is that all model parameters have a correspondent biological 

reference. Under most experimental conditions, the decay rates are positive and the period is 

about 24 h. Some data was detrended (baseline detrending) using BioDare253 prior to this 

calculation of free-running period. 

 

The nonlinear least squares (nls) method in R requires sufficiently well-chosen starting values 

of all six model parameters '!, 5!, '&, 5&, 6 and 2. For most experiments, the oscillatory part 

of the signal is much weaker than the baseline signal, hence '! ≫ '&. Therefore, the amplitude 

'! was set at the maximum value of the raw signal 8($), so that '9! = max	(8). Assuming that 

'& ≪ '!, the raw signal is approximately an exponentially decaying signal, 8($) ≈ '! ⋅

exp(−5! ⋅ $). Hence, ln(8/'9!) ≈ −5! ⋅ $, therefore the decay rate 5! can be estimated as the 

negative of the slope of ln(8/'9!) for $ (via linear regression without an intercept using the R 

function lm 52). In order to have a crude estimate of the remaining parameters '&, 5&, 6 and 2, 

we calculated a baseline-corrected signal 8'())($) = 8($) − '9! ⋅ exp(−5E! ⋅ $) that shows 
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damped oscillations around zero. The oscillation amplitude was estimated as the maximum of 

the absolute value of 8'()) within the first 24 hours, therefore '9& = max(|8'())|, $ < 24). The 

phase-shift 2 was estimated as the time at which the maximum value of 8'()) within the first 

24 hours occurs, therefore 2E = max
%
(8'()), $ < 24) 	. The oscillation period T was estimated 

initially as the difference in time between the maximum value of 8 within the first 24 hours and 

the maximum value of 8 within the second 24 hours such that 6E = D(max
%
(8, $ < 24) ,max

%
(8,

$ > 24) . Finally, since ln(|8'())/'9&|) = −5& ⋅ $ + | cos(20($ − 2)/6) | ≈ −5& ⋅ $, the decay rate 

of the oscillating signal 5E& was roughly estimated as the negative of the slope of ln(|8'())/'9&|) 

versus $ (linear regression without intercept using the R function lm). Applying the nls function 

on the full nonlinear model using the set of starting values resulted in a set of least squares 

estimates of the parameters  '!, 5!, '&, 5&, 6 and 2, as well as standard errors and p-values 

for each parameter. 

 

As a measure of “goodness of fit”, Akaike's An Information Criterion (AIC)54 was used, by 

subtracting the baseline AIC from the final model AIC. Bonferroni multiple testing correction 

was applied on calculated p-values. 

 

Phase angle determination of the T-cycle series 

Once stable entrainment was observed, three entraining cycles were used for analysis of 

entrained phase. Each individual signal was trend corrected by subtraction of a second order 

polynomial fit of the raw data (Fig. S9A, B). As the masking peak is the most dominant feature 

in the signal, a fitted curve would mainly be a reflection of the zeitgeber. Therefore, in order to 

find the circadian component in the overall signal we applied a fitting procedure, a combination 

of a sine (sin(20 ⋅ %*+)) and cosine (cos(20 ⋅ %*+)) using the least square error method (Python 

numpy.linalg.lstsq) excluding data from the warm phase that shows extreme masking (Fig. 

S9C) from the fitting process (Fig. S9D). The resulting sine curve is a thus a representation of 

the underlying circadian component (Fig. S9E). 
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Figure S1. Raw bioluminescence traces. Unprocessed bioluminescence traces of PytvA::lux  (N = 16) (A) and PkinC::lux 
(N = 7) (B) over 5 days of 24h blue light entrainment cycles (12h D / 12h L; represented as grey and yellow, respectively) 
and in constant darkness in NSMP medium containing glucose. The traces correspond to data shown in Fig. 1. The units 
simply correspond to the signal as measured by the luminometer (see Methods). 
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Figure S2. Blue light-mediated entrainment of free-running circadian rhythms by B. subtilis depends upon nutrient conditions. 
Bioluminescence traces of PytvA::lux in 5 days of 24h blue light entrainment cycles (12h L /12h D; A) and the following 5 days 
in constant darkness (B) (N = 9). C, D: Bioluminescence traces of PkinC::lux under equivalent entrainment and release 
conditions (N = 8). Bacteria were grown in NSMP medium lacking glucose at a constant temperature of 25.5 °C. The de-
trended data are shown as mean ± standard deviation. See also Suppl. Table 1. 



Chapter 7 
 

 196 

 

Figure S4. Entrainment of B. subtilis in temperature cycles. Bioluminescence of PytvA::lux during 5 days of entrainment to 
temperature cycles (12h at 25.5 °C / 12h at 28.5 °C) in NSMP medium. The de-trended data are presented as mean ± standard 
deviation (N = 20). The blue shaded areas indicate the cold phase and the pink shaded areas indicate the warm phase.   
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Figure S3. Temporal expression via ytvA and kinC promoters is similar. Bioluminescence traces of PytvA::lux  (N = 16) and 
PkinC::lux (N = 7) during 5 days of 24h blue light entrainment cycles (12h D / 12h L; represented as grey and yellow, 
respectively) (A) and following release to constant conditions (B) in NSMP medium containing glucose. The traces correspond 
to data shown in Fig. 1. The de-trended data are presented as a mean value of rhythmic wells. 
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Figure S6. Free-running rhythms in B. subtilis following entrainment to antiphase temperature cycles. Bioluminescence of 
PytvA::lux under constant conditions (22.5 °C, N = 25, Blue line; 25.5 °C, N = 12, Red line) following 5 days of entrainment 
with antiphased temperature cycles (Blue line: 12h at 22.5 °C / 12h at 25.5 °C; Red line: 12h at 25.5 °C / 12h at 22.5 °C) is 
shown. The de-trended data are plotted as the mean. See also Suppl. Table 1. 
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Figure S5. Bioluminescence recording of PytvA::lux in different media. Bioluminescence of PytvA::lux under constant conditions at 
25.5 °C following 5 days of entrainment in temperature cycles (12h at 25.5 °C / 12h at 28.5 °C). Cultures were grown in 2xSG - glucose 
(N = 6) (A), 2x SG + glucose (N = 10) (B), LB + Mn (N = 12) (C), 10% NSMP (N = 16) (D), CDM35 (N = 10) (E), or MSgg + 2.56% glycerol 
(N = 29) (F). The de-trended data are shown as mean ± standard deviation. See also Suppl. Table 1. 
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Figure S7. Bioluminescence traces of PytvA::lux in T cycles.  PytvA::lux was cultured in temperature cycles (25.5 °C / 28.5 
°C) of different cycle lengths (T). The de-trended bioluminescence data are presented as mean ± standard deviation (T24: 
N = 26, T22: N = 16, T20: N = 17). The blue shaded areas indicate the cold phase and the pink shaded areas indicate the 
warm phase. 

Figure S8. Cell growth in cultures with biofilm during temperature entrainment and in free run. Cultures were exposed to temperature 
cycles (12 h 25.5 °C / 12 h 28.5 °C) for 5 days, after which the cultures were released to constant temperature of 25.5 °C. The graph 
shows the cell numbers (quantified in cells per milliliter) at the end of the entrainment period and for two days after release into constant 
conditions. Data represent averages of results from 3 biological replicates ± standard deviation (SD). The blue shaded areas indicate the 
cold phase and the pink shaded areas indicate the warm phase. 
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Figure S9. De-masking T cycle data. PytvA::lux was cultured under symmetrical temperature cycles using different cycle lengths (T). The 
blue shaded areas indicate the cold phase (25.5 °C) and the pink shaded areas indicate the warm phase (28.5 °C). Signals (Black solid 
line) were detrended (black solid line) using a 2nd order polynomial (blue solid line) (A). The resulting trend-corrected signal was rescaled 
between 0 and 1 (pink dotted line) (B).  In order to avoid the pronounced effect of masking at ZT transition on phase estimation, only 
the data collected during the subjective cold phase were used for sine wave fitting (C). The best fitting sinewave (green solid line) was 
estimated using least squares regression (D) and imposed on the signal (E). 
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Table S1. Summary of entrainment conditions and sample sizes. Number of samples (N Rhythmic = numbers of samples 
exhibiting circadian rhythmicity under free-running conditions, Total N = total number of samples per condition; 1 sample = 
1 well of a 96-well plate), and period length. 

Reporter 
strain 

Entrainment condition* Free-
running 
condition 

N 
Rhythmic 

Total 
N  

Mean 
period* ± SD 

Period* median with 
interquartile range 

Reference 
to figure in 
main text 

Pytva::lux Dark:light 12:12 h in NSMP w 
glucose 

25.5°C, 
DD 

16 16 28.66 ± 1.77   28.66 (27.37 – 30.25) Fig. 1B, 1C, 
S1A, S3B 

PkinC::lux Dark:light 12:12 h in NSMP w 
glucose 

25.5°C, 
DD 

7 8 30.85  ± 
0.83  

 31.07 (29.75 – 31.38) Fig. 1E, 1F, 
S1B, S3B 

Pytva::lux Dark:light  12:12 h in NSMP w/o 
glucose 

25.5°C, 
DD 

- 9 -   - Fig. S2B 

PkinC::lux Dark:light 12:12 h in NSMP w/o 
glucose 

25.5°C, 
DD 

- 8 - - Fig. S2D 

Pytva::lux 25.5°C:28:5°C 12:12 h in NSMP 
w/o glucose 

25.5°C, 
DD 

8 8 23.94 ± 1.64 23.79 (22.82 - 25.72) Fig. 2A, 2B 

Pytva::lux 25.5°C:28:5°C 12:12 h in NSMP w 
glycerol 

25.5°C, 
DD 

- 42 - - Fig. 2C 

Pytva::lux 25.5°C:28:5°C 12:12 h in NSMP w 
glucose 

25.5°C, 
DD 

- 16 - - Fig. 2D 

Pytva::lux 25.5°C:28:5°C 12:12 h in 2 x SG 
w/o glucose 

25.5°C, 
DD 

- 12 - - Fig. S5A 

Pytva::lux 25.5°C:28:5°C 12:12 h in 2 x SG w 
glucose 

25.5°C, 
DD 

- 12 - - Fig. S5B 

Pytva::lux 25.5°C:28:5°C 12:12 h in LB + Mn 25.5°C, 
DD 

- 12 - - Fig. S5C 

Pytva::lux 25.5°C:28:5°C 12:12 h in 10% 
(w/v) NSMP w/o glucose 

25.5°C, 
DD 

- 16 - - Fig. S5D 

Pytva::lux 25.5°C:28:5°C 12:12 h in CDM35 25.5°C, 
DD 

- 16 - - Fig. S5E 

Pytva::lux 25.5°C:28:5°C 12:12 h in MSgg w 
2.56% (v/v) glycerol 

25.5°C, 
DD 

- 32 - - Fig. S5F 

Pytva::lux 22.5°C:25:5°C 12:12 h in NSMP 
w/o glucose 

22.5°C, 
DD 

25 32 27.28 ± 5.41 28.92 (24.32 - 31.17)  Fig. 3A, 
3D, 3E 

Pytva::lux 25.5°C:28:5°C 12:12 h in NSMP 
w/o glucose 

25.5°C, 
DD 

7 8 26.62 ± 1.44 26.40 (26.13 - 27.53)  Fig. 3B, 
3D, 3E 

Pytva::lux 28.5°C:31:5°C 12:12 h in NSMP 
w/o glucose 

28.5°C, 
DD 

9 18 26.87 ± 2.48 27.36 (24.06 - 29.13)  Fig. 3C, 
3D, 3E 

Pytva::lux 22.5°C:25:5°C 12:12 h in NSMP 
w/o glucose 

22.5°C, 
DD 

25 32 27.28 ± 5.41 28.92 (24.32 - 31.17)  Fig. S6 

Pytva::lux 22.5°C:25:5°C 12:12 h in NSMP 
w/o glucose 

25.5°C, 
DD 

12 16 31.99 ± 3.55 32.32 (31.57 - 33.23)  Fig. S6 

 
§ All cultures were entrained under a darkness-blue light (LD) or temperature (°C) cycle for 5 days and then 
  released for 5 days under constant darkness and temperature conditions.  
* Period was calculated over a period of 48 h as described in Material and Methods. 
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Epilogue 
 

We believe that all organisms, even single celled, free living microbes have circadian clocks 

– due to expected evolution, selection via fitness advantages. During this thesis I development 

novel approaches to identify molecular circadian mechanisms for S. cerevisiae and B. subtilis. 

We used yeast in chemostats in conjunction with dedicated clock protocols, bacillus and 

reporter genes with similar protocols and bioinformatic in-silico approaches to drive hypothesis 

driven research. This type of multi-level analysis is needed to capture the diversity of 

mechanisms controlled by the circadian clock. In this thesis I discuss this entire package. 

 

Microbes are subjected to environmental signals which serve as zeitgebers for characteriased 

clock systems. Light and temperature are in this group. Exposing microbes to cycling 

conditions i.e. light/dark or warm/cold, with a period of 24 hours entrains its circadian clock. 

After a period of entrainment, synchronized populations of microbes are released to a constant 

condition allowing discovery of a freerunning circadian rhythm, during which the molecular 

mechanism of the circadian clock maintains the microbes its rhythm. 

 

Circadian mechanism impacted and predicted genes show a cycling gene expression profile 

with a 24-hour period under constant conditions. Performing a whole genome gene-

expression patterns analysis from microbes sampled during a freerun, should reveal 

components which are either part of or under control of the (transcriptional) circadian 

mechanism. However, the clock impacts numerous processes and functions of a cell and 

therefore many genes show this characteristic oscillating pattern in their expression. Reducing 

these candidate genes to the most essential components / functions and processes is one of 

the major difficulties faced in this thesis.  

  

An easy method for candidate reduction is lowering the significance threshold (p-value). 

However, true positives can be missed. On the other hand, higher p-values may cause false 

positive inclusion. I’ve tried to find a solution to this problem by developing the PREMONition 

method, a strategy to construct a fully connected protein-protein-interaction network, based 

on a small set of highly significant candidate genes. Missing connections are reconstructed 

based on published data and computational data curated in the STRING protein interaction 

database. The reconstructed network only contains the most probable interacting proteins and 

can be analysed for function using gene ontology enrichment analysis. Providing insights into 

the most essential processes and functions of the clock mechanism. 
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Circadian PREMONition networks reveal conserved processes and functions, across a variety 

of organisms regulated by the circadian clock. PREMONition networks can be constructed for 

any organism of which genetic or protein (or other molecular) interactions are curated. 

Comparing significantly enriched properties from reconstructed molecular-interaction 

networks, based on genes that exhibit daily oscillation at the transcript level, allowed prediction 

of the most propable processes impaired by the circadian clock. 

 

Combining information collected from different experiments and analysis performed 

throughout this thesis, with respect to S. cerevisiae, results in a hypothetical model. Using the 

tools developed and experimental insights gained during my research project, a set of 

recurring genes is identified. Here, I present a hypothetical model, based on gene function, 

involved processes and pathways as a reference for future research to circadian mechanisms 

in S. cerevisiae.  
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Chapter summaries 
 

In chapter 2, we showed that the mRNA expression of ammonium permease MEP2 and the 

amino acid permease GAP1 is phase advanced relative to the pH oscillation in 1 L fermontor 

cultures. We hypothesise the pH oscillations as follows: The periodic transport of ammonium 

and amino acids into the cytoplasm would increase cytoplasmic pH. The plasma membrane 

H+-ATPase, Pma1p, maintains intracellular pH by controlling extracellular proton flux leading 

to secretion of excess protons and creating the observed oscillations. The observed 

oscillations reveal a circadian timing mechanism in yeast and discovered circadian clock 

regulated rhythms in the gene expression levels of enzymes involved in key metabolic 

pathways. 

 

In chapter 3, the PREMONition method was developed. This tool reconstructs fully connected 

Protein-Protein-Interactions (PPI) networks based on an input set of candidate genes 

(essentially all rhythmic genes in a given condition). To validate this new method, known, 

rhythmically expressed genes were used to reconstruct PPI-networks for H. sapiens, D. 

melanogaster and N. crassa. Next, a PREMONition network for S. cerevisiae was constructed, 

based on a micro-array dataset collected from a temperature entrained 1 L fermentor culture 

(chapter 2). Comparing these networks using gene ontologies and orthologs, I identified 13 

genes showing cross-organism relationships. The 13 genes can be cathegorized in 3 

processes. First, nitrogen compound transport (CDC5, ACT1, RPD3, RPN11, HRR25, HOG1, 

EFB1, CDC19 and TKL1) a process known process regulated by the circadian clock in 

cyanobacterium Synechococcus. Second, vacuole organization (YPT7, ACT1 and HRR25) of 

which HRR25 encodes a Casein kinase I, a key player in the mammalian circadian clock. And 

third, proteins showing kinase activity (CDC5, HRR25, HOG1, CDC19) known to be of 

importance in molecular circadian clock mechanisms. 

 

In chapter 4, using the PREMONition method, I constructed circadian Protein-Protein-

Interaction networks from all organisms annotated in the Circadian Gene DataBase (CGDB) 

database. These networks were analysed for common biological properties according to 

enrichment for GO-terms (biological process, molecular function and cellular component), 

KEGG pathways and SMART protein domains. Two different approaches were taken to 

identify genes involved in molecular clock mechanism of S. cerevisiae. First, after determining 

the most common biological properties within the network all yeast genes annotated in the 

STRING database were mapped on these properties. Resulting in 294 genes, of which 22 

show a circadian pattern on the transcript level. The second approach - mapping highly 
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significant rhythmically expressed genes - delivered 9 genes. Among the set of 29 unique 

genes identified in these two approaches are the serine/threonine protein-kinases SAK1, 

KCC4, PSK1, FUS3 and IME2 the transcription factors ACA1, YAP7, ARR1. More importantly, 

as the analysis of the M. musculus PPI-network showed, some biological processes that are 

highly conserved in circadian PPI-networks. These processes include nitrogen compound 

metabolic process, oxidation-reduction process, glycolysis/ gluconeogenesis and fatty acid 

metabolism. These processes are known to be involved in the circadian mechanisms in 

different organisms including cyanobacteria, fungus and mammals1–10. 

 

In chapter 5, I applied the PREMONition method to a non-circadian network problem, namely 

regulation of gene expression in yeast be light. I characterised the physical and underlying 

molecular processes involved in the growth response of yeast to light. First, DNA microarrays 

were used to identify genes that are either up- or down- regulated (differentially expressed), 

when exposed to blue light. In addition, post-transcriptional genes from previous studies were 

included in the light sensitivity growth assay. Yielding 28 light-regulated genes derived from 

the DNA microarrays and 14 post-transcription genes show a light-induced growth phenotype. 

Construction a PREMONition PPI network using the 42 candidate genes, resulted in a network 

consisting of 73 nodes (31 NPC) connected by 58 edges. Functional network analysis 

revealed a set of biological enriched process including, ATP hydrolysis coupled 

transmembrane transport and ion homeostasis, age-dependent response to oxidative stress 

involved in chronological cell aging, positive regulation of TORC1 signaling and vacuolar 

acidification. The genes involved show a high degree of relatedness to genes in other 

organism being part of the circadian clock mechanism. 

 

In chapter 6, a literature study towards circadian clocks in non-photosynthetic bacteria was 

undertaken. Giving the conservative nature of circadian mechanisms and the effects 

environmental changes have of the microbes it’s likely a timekeeping mechanism also evolved 

in non-photosynthetic bacteria. The presence of a circadian mechanisms in these bacteria, 

playing a crucial role in medical, agricultural and industrial processes, could be of a great 

importance and enables a deeper understanding of circadian clocks and temporal programs, 

and provide valuable insights. Here, we suggest, based on experimental and bioinformatical 

evidence, that  circadian rhythms can exist in non-photosynthetic Eubacteria.  
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In chapter 7, the non-photosynthetic Eubacteria Bacillus subtilis has been subject to a series 

of circadian protocols, exposing the cultures to light and temperature cycles with a period of 

24h. The collected data shows the ability of B. subtilis to synchronise with a 24h light or 

temperature cycles and that biofilm populations can support a free-running period close to 24h 

upon release to constant dark and temperature conditions. This behavior has been observed 

for genes KinC and YtvA. YtvA encodes a blue light photoreceptor with a PAS domain 

accompanied by a PAC domain, which is a common pairing in circadian and sensory/signaling 

proteins. KinC is a histidine kinase involved in the regulation of differentiation processes, 

including biofilm development and sporulation. Sporulation is a clock-regulated output in the 

fungal species Neurospora crassa and Aspergillus. 
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Towards an integrated model 
 

Environment sensing pathways 

As with many models it starts with input parameters. Here the input parameters are the ever-

changing cycling environmental conditions. These conditions vary e.g. in temperature, light, 

nutrition, humidity, salt- and nitrogen concentration. In yeast, these signals are conveyed by 

the MAPK-signaling pathways (Fig. 1). High temperature sensing is mediated via the Heat 

Shock Response (HSR) pathway a highly conserved anticipating mechanism aiming to 

prevent damage, rather than to promote recovery from existing damage11. Other harmful 

environmental stress factors are mediated by the Cell Wall Integrity (CWI) and Environmental 

Stress Response (ESR) pathways12. Following this logic, I expect an underlaying circadian 

mechanism as functional element in the anticipation of environmental change (an input 

pathway or a zeitgeber input pathway). 

 

 

Figure 1. Schematic overview of the MAPK-signaling pathway in S. cerevisiae. Five modules mating, filamentation, 
hyperosmosis, cell wall integrity, sporulation pathways, are regulated independently and react to different environmental 
changes. The classical proteins are represented by green ellipses and the non-classical by blue ellipses. Figure redraw from 
Wikipedia under the Creative Commons Attribution-Share Alike 3.0 Unported license. 

 
HSR can be activated in different temperature ranges. Commonly used temperatures are from 

mild (37°C), severe (42°C), to sublethal stress (46°C)13. During our yeast 1L thermostat 

entrainment experiments a physiological temperature range of 21/28 °C were applied. I expect 

that the HSP-pathway is not activated via a heat shock, however it could still be clock-

regulated as has been observed in other eukaryotic organisms. Clock regulation may already 
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have been identified in yeast but as ‘cellular memory’14, known in yeast as the hyperosmotic 

stress response15. After a first exposure, yeast react faster to a second exposure. The High 

Osmolarity Glycerol (HOG) pathway allows yeast to physiologically adapt to hyperosmotic 

stress within 15–30 minutes16. Activation of Hog1p leads to the induction of nuclear adaptive 

responses. Nuclear responses include control of gene expression and the modulation of cell-

cycle progression. Cytoplasmic responses include glycerol transport, metabolic enzymes, the 

control of ionic fluxes and protein translation17. The protein kinase HOG1 interacts with the 

promoter region of MSN2/4 regulating its activity18. The activity of Msn2/4p is also impacted 

by the Target of Rapamysin (TOR) pathway (nutrition), Protein Kinase A (intracellular 

acidification), Snf1p (glucose sensor) and by activators including genes encoding for protein 

kinases (MCK1, RIM15, YAK1 and HOG1) and phosphatases (PSR1, PSR2, and GLC7)19. 

 

Msn2/4p is a key regulator in of General STress Response Element (STRE) (Fig. 2). One of 

the genes regulated by Msn2/4p is PRX1, mitochondrial peroxiredoxin with thioredoxin 

peroxidase activity, a highly conserved element involved in circadian rhythms20. Prx1 is 

required for cellular homeostasis and Reactive Oxygen Species (ROS) neutralization and is 

induced during respiratory growth and oxidative stress. ROS species are mainly formed in 

mitochondria during cellular respiration21, but also when exposed to visible light22. Oxidative 

stress is signaled via the HOG-pathway via phosphorylation of Sko1 by Hog123. 
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Figure 2. Transcription factor Msn2/4p is key regulator of cellular responses in S. cerevisiae. Msn2/4p is a key regulator of 
the general STress Response Element (STRE) and Heat shock Response (HSE). Dashed lines represent assumed interactions 
of the Yak1 kinase and red lines regulatory interactions of protein kinase A. Figure borrowed with permission from Verghese 
et al.11 (A). Venn-diagram from “transcription factors specific for a particular type of stress or common transcription factors 
mediating the response to a heat, oxidative, and osmotic stresses and the presence of organic acids”. Figure redrawn from 
Agata Święciło12. 

 

The main metabolic regulator in the activation of several of these pathways is glucose. High 

glucose concentration activates the HOG-pathway, induces cellular acidification activating the 

RAt Sarcoma (RAS) pathway and Snf1 becomes activated under low glucose. Glucose is 

normally fermented even in the presence of oxygen later the produced ethanol can be 

respirated. This switch from fermentation to respiration requires massive reprogramming of 

gene expression and is regulated by the transcriptional activator/ repressor Ethanol Regulated 

Transcription factor 1 (ERT1)24. Ert1 is one of the four per-ARNT-sim (PAS) domain containing 

proteins in S. cerevisiae. The other proteins are: Rds2, Psk1, Psk2. PAS-domains, is a 

sensory module that can be found in all kingdoms of life25 and are commonly found in proteins 

at the heart of circadian clocks in different organisms. Interestingly Snf1 controls the 

expression of RDS226 which is part of the zinc cluster proteins Cat8, Sip4, and Rds2 and Adr1, 

required to mediate cellular gene expression reprogramming required for the metabolic 

fermentation to respiration switch, mediated by Ert1. Sbf1 also phosphorylates Psk1 and 

phosphorylates/ activates Pbp1 inhibiting torc127. These parallels between glucose 

metabolism-involved genes, showing relationships between the circadian clock mechanisms 

in other organisms, are not surprising. It has been shown that glucose metabolism is under 
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circadian control in humans, rats and mice28–30 and can function as a circadian entrainment 

cue31. In lower organisms, carbon source and availability also impact the free running rhythm 

in plants and fungi32. 

 
 
PREMONition network summaries 

In this thesis I used temperature entrainment and a light sensitivity assays to identify candidate 

clock-involved genes in S. cerevisiae. This yielded 27 and 42 genes respectively. Starting with 

a PREMONition network constructed from candidates derived from temperature entrainment 

and a release to constant conditions (chapter 2), I observed that the sensory MAPK-pathway 

is significantly enriched in this set with the genes MKK1 (Low osmolarity), FUS3 (alpha-factor 

pheromone) and IME2 (downstream of alpha-factor pheromone). Ime2 is a Serine/threonine 

protein kinase as are Psk1 (PAS domain containing), Kcc4 and Sak1. Although the topology 

of a PREMONition network is not related to functional categories, clusters of functionalities 

can be identified. These include glycolysis, alanine, methionine, threonine, amino- and sugar 

metabolism. In addition, 3 transcription factors Arr1, Yap1 and Yap7, mainly involved in 

oxidative stress responses, were identified in this experiment. 

 

Inspecting the PREMONition network constructed using the light responsive genes (chapter 
3) shows one “highly” connected hub around SNF1, apparently a key node. Snf1 is involved 

in the switch from metabolic fermentation to respiration. Snf1 is also 1 of the 10 tyrosine 

kinases contained within the network, which are involved in functions such as TOR signalling 

cascades (Ksp1, Sch9), cell wall remodelling (PKC1), cell proliferation (Pho85, Rim15), MAPK 

signalling cascades (Hog1), meiosis (Ime2), homeostatic adaptation (Ire2) and nutrient-

responsive protein (Hal5). A second noticeable feature is the VMA’s cluster, involved in 

vacuolar acidification. 

 

Constructing PREMONition networks from genes identified using two circadian clock-related 

protocols results in a network containing 101 nodes connected by 110 edges and 39 

connectors (Fig. 3). Enrichment analysis shows, again, the MAPK and TOR pathways being 

significantly enriched. In addition, processes known to be circadian regulated in other 

organisms? such as cytochrome P45033, the mitochondrial translational elongation34 and 

sporulation35,36. The case of cytochrome P450 is interesting, since the cytochromes of the 

electron transport chain are photo-oxidized by light, and light also affects mitochondrial 

morphology. If mitochondrial disfunction is induced by light, yeasts can switch from respiration 

to fermentation utilizing enormous amounts of glucose, resulting in ROS formation37 explaining 
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oxidative stress, cell wall integrity responses and vacuolar acidification38. These processes 

are mainly based on candidate genes from the light-regulation conditions, whereas those from 

the temperature-entrained, free running candidate genes are mainly involved in biosynthesis 

of metabolites. 

 

 

 
Figure 3. PREMONition network based on genes identified using temperature entrainment (chapter 2) (red spheres) and 
broad-spectrum light exposure (chapter 3) (yellow spheres). Blue spheres are genes, inserted by the algorithm to construct 
a fully connected network (A). Some areas of the network are functionally enriched (gray ellipses) (B) 

 
Integrated model proposition 

The interplay between different environmental factors, metabolic pathways, genetic regulation 

and cellular processes is not trivial. Extracellular nutrient combinations activate different 

metabolic pathways and cellular processes, intertwined with a high degree of genetic 

regulation. Here I propose a general molecular regulatory model in which some candidate 

genes and proteins, with a focus on PAS domain containing proteins, for a circadian clock 

mechanism in yeast are integrated (Fig. 4). Yeast has several environmental sensing 

mechanisms e.g. the aforementioned MAPK and TOR pathways. The PAS domain containing 

proteins are also involved in nutrient and glucose sensing. Glucose concentrations regulate 

for example Ert1 activity, a protein enabling the switch from fermentation to respiration and 

vice versa24. Interestingly, whilst Psk2 affects glycogen storage, it shows decreased activity 
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under respiratory conditions, suggesting the regulation and activation of this PAS kinase under 

respiratory conditions is primarily mediated via Psk139or by the AMPK ortholog in yeast 

SNF127. Snf1 is a central regulator of cellular energy homeostasis, which, in response to a fall 

in intracellular ATP levels, activates energy-producing pathways and inhibits energy-

consuming processes40. Since respiration generates much more ATP, in comparison to 

fermentation, its importance is key under starvation conditions, during which the electron 

transport chain becomes essential. However, the cytochromes are heavily impacted by 

light22,41. 

 

 

Figure 4. Proposed regulatory model, showing the interconnection of input pathways, environmental signals and internal 
organization, based on primarily the PAS-domain containing proteins in S. cerevisiae. Green arrows indicate some type of 
activation, stimulation or induction. Red arrows indicate deactivation, inhibition or repression. Yellow spheres represent the 
PAS-domain containing proteins, blue ellipses are the different environmental signaling pathways and red-spheres are the 
other key regulating proteins. See text for detailed description. 

 

In chapter 5, I identified SNF1, SOD1 and several VMA’s and CSF1. The latter enables 

fermentation at low temperatures, suggesting that during our light exposure experiments yeast 

cells switch to fermentation. VMA’s are subunits of the vacuolar ATP proton-translocating 

ATPases (V-ATPases) and are essential for compartment acidification. Fermentation causes 
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membrane H+-ATPase, pumping protons out of the cell. Eelderink-Chen et al43 showed pH 

rhythms in 1 L fermentor cultures exposed to a temperature cycle. Sampling from these same 

cultures and analyzing intracellular metabolite concentrations using Nuclear Magnetic 

Resonance, rhythms in glucose concentration levels were detected (unpublished data). This 

suggests rhythms in glucose uptake and metabolism. One could assume that low glucose 

metabolism occurs during respiration. This process activates Msn2/4, which is also activated 

by a variety of extracellular conditions, such as nitrogen or carbon starvation, osmotic stress 

(HOG-pathway), DNA-damaging agents, ethanol, and heat stress44, Msn2/4 regulates 

expression of glycolytic enzymes45 and when inhibited by snf1p, PKA and Tor1p (high glucose) 

regulates the expression of PRX146. Prx1 is a mitochondrial peroxiredoxin and is a conserved 

marker of a circadian clock47. Finally, the HOG-pathway can be activated by limitation of 

environmental nitrogen48 which in its turn also regulates Msn2/4 activity (Fig. 3). Nitrogen 

metabolism is also known to be under circadian regulation in Cyanobacteria4–6. 
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Conclusions 
 

Throughout this thesis I tried to identify molecular components of a circadian mechanism in B. 

subtilis and S. cerevisiae. In order to do so, I’ve applied structured zeitgebers, i.e. light and 

temperature cycles, on yeast cultures. These two different stimuli seem to activate and 

regulate different aspects of cellular processes. In yeasts, temperature seems to regulate 

mainly metabolic processes and in terms of living environment this has some logic. Light 

seems to work more indirectly via photo-oxidation of mitochondrial cytochromes. Yeast has 

no known photoreceptors as Bacillus does, harbouring blue- and red-light photoreceptors. In 

chapter 4, we showed free-running rhythms in the gene-expression profiles of ytvA and kinC, 

obeying the circadian clock characteristics such as self-sustained rhythms and their 

temperature compensation. I’ve identified several potential candidate genes for being involved 

in a circadian clock mechanism in which energy metabolism seems to be an important theme. 

Other processes showing relevance in the molecular circadian clock mechanism in yeast are 

nitrogen compound metabolic process, oxidation-reduction process and fatty acid metabolism. 

All could serve as a starting point for further research to the circadian clock in yeast.  
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Future research perspectives 
 

Many questions remained to be answered, but unicellular organisms including prokaryotes do 

contain circadian clock mechanisms, as we showed in B. subtilis, and it’s evident that S. 

cerevisiae is also under the control of a molecular circadian clock mechanism. 

Basically 3 types of experiments can be performed to gain more insights into this clock 

mechanism. i, micro-fluidics, trapping the mother cells and eluting their daughters ensuring 

entrainment of cell for a longer period. ii, luminometry, more promoter-luciferase constructs 

from candidate genes can be constructed, allowing real-time analysis of gene expression over 

a longer period of time. iii, more quantitative knockout-strains, can easily be achieved by 

spreading a higher dilution of yeast cells across a bigger surface area. This ensures growth of 

colonies originating from a single cell. Simple colony forming units can be determined as well 

as colony size. Two measures for simple characterization of light effects in yeast. All 3 types 

of experiments can be used to expose the cells to circadian protocols (24h cycles with 2 

alternating period of 12h of stimulation, followed by a longer period of a constant condition). A 

variety of stimulations i.e. temperature, light and food can be used as zeitgabers to entrain the 

cells. All these types of experiments can be subjected to standard analytics such as RNA-

sequencing (single cell). However, more complex analytics can be performed, like methylation 

profiling (epigenetics) or LC-MSMS to identify phosphorylation status of proteins. A more 

bioinformatics-heavy approach could be identification of Non-coding RNAs and their targets. 

These are known to ensure a cellular fast response to environmental changes. 
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For millions of years, the rotation of the Earth has created the day and night cycle of this 

planet. As a result, the Earth's environmental conditions such as light, temperature, and 

humidity change in a predictable way over the course of the day over a 24-hour period. In 

order for life to flourish, many organisms developed mechanisms to exploit these rhythmically 

changing conditions. These mechanisms are known as circadian clocks, biological programs 

that provide a time structure for organisms to anticipate predictable changes in the 

environment. Such a mechanism, which regulates aspects of molecular biology, physiology 

and social interactions, can have many advantages. For this reason, circadian clocks (from 

the Latin "circa diem", about a day) are found in a large number of organisms from all phyla. 

 

We believe that almost all organisms have developed a circadian clock mechanism. In this 

thesis I describe the analysis techniques we developed and the newly discovered molecular 

clock mechanisms in Saccharomyces cerevisiae and Bacillus subtilis. We used yeast in 

chemostats in combination with special circadian growth protocols, as well as bacillus cultures 

containing cloned reporter constructs under the influence of similar protocols. All this in 

conjunction with bioinformatic in-silico approaches. 

 

The first indications and evidence for a circadian clock in S. cerevisiae have been found using 

fermentor cultures, subjected to temperature cycling over a 24 hour period, to create a 

rhythmic environment whose pH and dissolved oxygen (dO2) were monitored. Gene 

expression analysis of yeast cells from the cultures showed that the mRNA expression of 

ammonium permease MEP2 and the amino acid permease GAP1 are phase shifted from the 

pH oscillation in 1 L of fermontor cultures. Our explanation for this is that the periodic transport 

of ammonium and amino acids to the cytoplasm increases the pH of the cytoplasm. To 

compensate for this effect, the membrane bound H+-ATPase, Pma1p pumps the excess 

intracellular protons out of the cell. This leads to the observed pH oscillations that reveal 

circadian timing mechanism in yeast. 

 

Large-scale gene expression analyzes lead to many candidate genes. These can be reduced 

in number by lowering the significance level (p-value). However, this can result in a functionally 

and relational incomplete set of genes. To solve this problem we have developed the 

PREMONition, PREdicting MOlecular Networks method. This tool is able to reconstruct a fully 

linked Protein-Protein-Interactions (PPI) network based on an input set of candidate genes. 

To validate this new method, genes known to have circadian rhythms in their gene expression 
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pattern were used to reconstruct PPI networks. This was done for H. sapiens, D. melanogaster 

and N. crassa. In addition, a PPI for S. cerevisiae has been constructed on the basis of a 

microarray dataset collected from a fermentor culture under the influence of a temperature 

cycling with a period of 24 hours. By comparing the obtained networks, 13 genes in yeast have 

been identified, showing overlapping functionalities with the human, fly and fungal genes. 

These 13 genes can be categorized into 3 processes. The first, the transport of nitrogen 

compounds (CDC5, ACT1, RPD3, RPN11, HRR25, HOG1, EFB1, CDC19 and TKL1), a 

process known to be regulated by the circadian clock in cyanobacterium Synechococcus. The 

second, vacuole organization (YPT7, ACT1 and HRR25) of which HRR25 encodes a casein 

kinase I, a major player in the mammalian circadian clock. And the third, proteins that exhibit 

kinase activity (CDC5, HRR25, HOG1, CDC19) that are known to be important in molecular 

circadian clock mechanisms. 

 

Due to these promising results, we have applied PREMONition to all organisms annotated in 

the Circadian Gene DataBase (CGDB) database. These networks were then analyzed for 

common biological properties such as GO terms (biological process, molecular function and 

cellular component), KEGG pathways and SMART protein domains. We then applied two 

different strategies to identify circadian clock genes in yeast. The first, it is mapping all yeast 

genes annotated in the STRING database with similar traits. This resulted in 294 genes, 22 of 

which show a circadian pattern at the transcription level. The second approach, is to first 

construct a PPI network based on genes whose gene expression pattern shows a 24 hour 

rhythm. We then compare the networked yeast genes with the set of biological properties. A 

set of 9 genes was obtained through this approach. In the total set of 29 unique genes, the 

serine / threonine protein kinases SAK1, KCC4, PSK1, FUS3 and IME2, the transcription 

factors ACA1, YAP7, ARR1 have been identified. 

 

More importantly, some biological processes are highly conserved in circadian PPI networks. 

These processes include nitrogen metabolic processes, the oxidation-reduction process, 

glycolysis / gluconeogenesis and fatty acid metabolism. These processes are known to be 

involved in the circadian mechanisms in various organisms, including cyanobacteria, fungi and 

mammals. 

 

A general understanding has now been obtained of the genes that show a circadian gene 

expression pattern under a 24 hour temperature cycle. The next step is to study which genes 

change their expression pattern under the influence of light. To characterize the physical and 

underlying molecular processes involved in the growth response of yeast under the influence 
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of light. It is hypothesized that a day-night cycle (i.e. light-dark) is also a crucial factor in 

mediating the circadian rhythm in yeast. Therefore, we examined the growth of yeast under 

light and dark conditions and the effect of specific gene knockouts on its growth. A selection 

of potentially interesting genes has been compiled from two different sources. The first, DNA 

microarrays of cells exposed to blue light. From this, the genes were selected that are up- or 

down-regulated (differential gene expression) under the influence of blue light. And the 

second, post-transcriptional genes from previous studies. This photosensitivity growth assay 

yielded 28 light-regulated genes from the DNA microarrays and 14 post-transcription genes. 

Functional network analysis revealed a series of biologically enriched processes, including 

ATP hydrolysis coupled transmembrane transport and ion homeostasis, age-dependent 

response to oxidative stress involved in chronological cell aging, positive regulation of TORC1 

signaling and vacuolar acidification. The genes involved show a high degree of relationship to 

genes in other organisms that are part of the circadian clock mechanism. 

 

The above provides evidence for the existence of a circadian clock in S. cerevisiae. And so 

we now ask ourselves: "Are there any more Eubacteria in which a circadian clock has not 

been described before?" Given the conservative nature of circadian mechanisms and the 

effects of environmental changes of the microbes, it is plausible that a time recording 

mechanism has also evolved in non-photosynthetic bacteria. The presence of circadian 

mechanisms in these bacteria, which play a crucial role in agricultural and industrial 

processes, can be of great importance. Disturbances in the clock mechanism have been 

associated with clinical pictures. Our literature review, based on experimental and 

bioinformatic evidence, suggests that non-photosynthetic prokaryotes can generate rhythmic 

gene expression and we propose Bacillus subtilis as a potential model to investigate circadian 

mechanisms in non-photosynthetic bacteria. In addition, based on experimental and 

bioinformatic evidence, we suggest that circadian rhythms may occur in non-photosynthetic 

Eubacteria. 

 

To follow up our own proposal, Bacillus subtilis as a potential model to investigate circadian 

mechanisms in non-photosynthetic bacteria. We subjected Bacillus subtilis cultures to a series 

of circadian protocols, in which the cultures were exposed to light and temperature cycling 

over a 24 hour period. To gain insight into how this organism reacts to these systematic 

changes, we selected two genes, the protein of which contains a PAS domain (YtvA and kinC), 

and constructed bioluminescent reporter strains from them. The YtvA promoter encodes a 

blue light photoreceptor with a PAS domain accompanied by a PAC domain. KinC is a histidine 

kinase involved in the regulation of differentiation processes, including biofilm development 
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and sporulation. We found that bacterial biofilm populations have a free-running rhythm of 

ytvA and KinC activity of almost 24 hours after release under constant dark and temperature 

conditions in B. subtilis. The free-running oscillations are temperature-compensated and have 

phase-specific characteristics of entrainment. These are the main features of a circadian clock 

mechanism, making it very likely that such a system exists in B. subtilis. 

 

Finally, I present a hypothetical model for an integrated circadian clock mechanism in 

unicellular microbes with an emphasis on S. cerevisiae. This mechanism involves several 

metabolic pathways and the main regulator is the stress sensitive transcriptional activator 

Msn2p. Msn2p is regulated by Snf1p (Sucrose NonFermenting), Tor1p (Target Of Rapamycin 

(TOR) pathway) and Hog1p (High Osmolarity Glycerol (HOG) response) and Msn2p itself 

regulates the Peroxiredoxin Prx1. Peroxiredoxins are highly conserved and exhibit circadian 

oscillations in their oxidation state in human, murine and marine algae cells. This mechanism 

also allows feedback of glucose concentrations via the TOR pathway and via protein kinase 

A. The latter is associated with the Neurospora crassa clock. In addition to protein kinase A, 

serine / threonine protein kinases also play an important role and are highly conserved and 

critical components in known clock mechanisms. 

 

In this thesis I tried to identify molecular components of a circadian mechanism in B. subtilis 

and S. cerevisiae. To do this, I applied structured zeitgebers, i.e. light and temperature cycles, 

to yeast cultures. These two different stimuli appear to activate and regulate different aspects 

of cellular processes. In yeasts the temperature seems to regulate mainly metabolic processes 

and in terms of living environment this seems logical. Light appears to act more indirectly via 

photo-oxidation of mitochondrial cytochromes. Yeast has no known photoreceptors like 

Bacillus, which contains blue and red light photoreceptors. We showed free-running rhythms 

in ytvA and kinC gene expression profiles, adhering to circadian clock features such as self-

sustaining rhythms and temperature compensation. 

 

I have identified several potential candidate genes to be involved in a circadian clock 

mechanism in which energy metabolism appears to be a major theme. Other processes 

relevant in the molecular circadian clock mechanism in yeast are: metabolic process of 

nitrogen compounds, oxidation-reduction process and fatty acid metabolism. All could serve 

as a starting point for further research on the circadian clock in yeast. 
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Miljoenen jarenlang heeft de rotatie van de aarde de dag- en nachtcyclus van deze planeet 

gecreëerd. Als gevolg hiervan veranderen de omgevingscondities op aarde zoals licht, 

temperatuur en vochtigheid op een voorspelbare manier, met het verloop van de dag 

gedurende een periode van 24 uur. Om het leven tot bloei te laten komen, ontwikkelden veel 

organismen mechanismen om deze ritmisch veranderende omstandigheden te exploiteren. 

Deze mechanismen staan bekend als circadiaanse klokken, biologische programma's die een 

tijds-structuur bieden aan organismen waardoor ze in staat zijn te anticiperen op voorspelbare 

veranderingen in het milieu. Een dergelijk mechanisme, dat aspecten van moleculaire 

biologie, fysiologie en sociale interacties reguleert, kan veel voordelen hebben. Om deze 

reden worden circadiaanse klokken (van het Latijnse "circa diem", ongeveer een dag) 

aangetroffen in een groot aantal organismen uit alle phyla.  

 

Wij zijn van mening dat bijna alle organismen een circadiaans klokmechanisme hebben 

ontwikkeld. In dit proefschrift beschrijf ik de door ons ontwikkelde analysetechnieken en de 

hiermee nieuw ontdekte moleculaire klok mechanismen in Saccharomyces cerevisiae en 

Bacillus subtilis. We gebruikten gist in chemostaten in combinatie met speciale circadiaanse 

groeiprotocollen, daarnaast bacillus cultures met daarin gekloneerde reporter constructen 

onder invloed van vergelijkbare protocollen. Dit alles in samenspel met bioinformatische in-

silico-benaderingen.  

 

De eerste aanwijzingen en bewijzen voor een circadiaanse klok in S. cerevisiae zijn gevonden 

doormiddel van fermentor cultures, onderworpen aan temperatuurcycli met een periode van 

24 uur, om een ritmische omgeving te creëren waarvan de pH en opgeloste zuurstof (dO2) 

werden gemonitord. Genexpressie analyse van gistcellen uit de cultures, toonden aan dat de 

mRNA-expressie van ammoniumpermease MEP2 en de aminozuurpermease GAP1 in fase 

zijn verschoven ten opzichte van de pH-oscillatie in 1 L fermontorkweken. Onze verklaring 

hiervoor is, dat het periodieke transport van ammonium en aminozuren naar het cytoplasma 

de pH van het cytoplasma verhogen. Om dit effect dit compenseren pompt de membraam 

gebonden H+-ATPase, Pma1p de overtollige intracellulaire protonen weer de cel uit. Dit leidt 

tot de geobserveerde pH oscillaties die circadiaans timingmechanisme in gist onthullen. 

 

Grootschalige genexpressie analyses leiden tot veel kandidaat genen. Deze kunnen in aantal 

worden gereduceerd door het significantieniveau (p-waarde) te verlagen. Echter hierdoor kan 

er een functioneel en relationeel onvolledige set van genen ontstaan. Om dit probleem op te 
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lossen hebben we de PREMONition2, PREdicting MOlecular Networks methode ontwikkeld. 

Deze tool is in staat om, op basis van een inputset van kandidaatgenen een volledig 

verbonden Protein-Protein-Interactions (PPI) -netwerk te reconstrueren. Om deze nieuwe 

methode te valideren werden genen, waarvan bekend is dat hun expressie patroon een 

circadiaanse ritmiek vertoond, gebruikt om PPI-netwerken te reconstrueren. Dit voor H. 

sapiens, D. melanogaster en N. crassa. Daarnaast is er een PPI voor S. cerevisiae 

geconstrueerd op basis van een microarray dataset verzameld uit een fermentorkweek onder 

invloed van een temperatuurcycli met een periode van 24 uur. Door de verkregen netwerken 

met elkaar te vergelijken, zijn er 13 genen in gist geïdentificeerd, die overlappende 

functionaliteiten ten opzichte van de menselijke, vlieg en schimmel genen laten zien. Deze 13 

genen kunnen in 3 processen worden gecategoriseerd. De eerste, het transport van 

stikstofverbindingen (CDC5, ACT1, RPD3, RPN11, HRR25, HOG1, EFB1, CDC19 en TKL1), 

een proces waarvan bekend is dat het proces wordt gereguleerd door de circadiane klok in 

cyanobacterium Synechococcus. De tweede, vacuole-organisatie (YPT7, ACT1 en HRR25) 

waarvan HRR25 codeert voor een Caseïnekinase I, een belangrijke speler in de circadiane 

klok van zoogdieren. En de derde, eiwitten die kinase-activiteit vertonen (CDC5, HRR25, 

HOG1, CDC19) waarvan bekend is dat ze van belang zijn in moleculaire circadiane 

klokmechanismen. 

 

Door deze veel belovende resultaten, hebben we PREMONition toegepast op alle organismen 

geannoteerd in de Circadian Gene DataBase (CGDB) database. Deze netwerken zijn 

vervolgens geanalyseerd op gemeenschappelijke biologische eigenschappen zoals GO-

termen (biologisch proces, moleculaire functie en cellulaire component), KEGG-routes en 

SMART-eiwitdomeinen. Vervolgens hebben we twee verschillende strategieën toegepast om 

circadiaanse klok genen te identificeren in gist. De eerste, het is kaart brengen van alle 

gistgenen geannoteerd in de STRING-database met vergelijkbare eigenschappen. Dit 

resulteerde in 294 genen, waarvan er 22 een circadiaans patroon vertonen op 

transcriptieniveau. De tweede benadering, is het eerst construeren van een PPI netwerk op 

basis van genen waarvan het gen expressiepatroon een 24 uur ritme vertoont. Vervolgens 

vergelijken we de genetwerkte gistgenen met de verzameling biologische eigenschappen. Via 

deze aanpak is een set van 9 genen verkregen. In de totale set van 29 unieke genen, zijn o.a. 

de serine/ threonine-eiwitkinases SAK1, KCC4, PSK1, FUS3 en IME2, de transcriptiefactoren 

ACA1, YAP7, ARR1 geïdentificeerd. 
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Wat nog belangrijker is dat sommige biologische processen sterk geconserveerd zijn in 

circadiane PPI-netwerken. Deze processen omvatten  stikstof metabolische processen, het 

oxidatie-reductieproces, glycolyse / gluconeogenese en vetzuurmetabolisme. Het is bekend 

dat deze processen betrokken zijn bij de circadiane mechanismen in verschillende 

organismen, waaronder cyanobacteriën, schimmels en zoogdieren. 

 

Er is nu beeld verkregen van de genen die onder een 24 uurs temperatuur cyclus ook een 

circadiaans genexpressie patroon vertonen. De volgende stap is het bestuderen welke genen 

hun expressie patroon veranderen onder de invloed van licht. Om zo de fysische en 

onderliggende moleculaire processen te karakteriseeren die betrokken zijn bij de groeirespons 

van gist onder de invloed van licht. De hypothese is dat een dag-nachtcyclus (d.w.z. licht-

donker) ook een cruciale factor is bij het bewerkstellen van het circadiane ritme in gist. Daarom 

onderzochten we de groei van gist onder lichte en donkere omstandigheden en het effect van 

specifieke gen-knock-outs op de groei ervan. Een selectie van potentieel interessante genen 

is samengesteld uit twee verschillende bronnen. De eerste, DNA-microarrays van cellen die 

zijn blootgesteld aan blauw licht. Hieruit zijn de genen geselecteerd die up- of down-

gereguleerd worden (differentiële genexpressie) onder invloed van blauwlicht. En de tweede, 

post-transcriptionele genen uit eerdere studies. Dit lichtgevoeligheidsgroei-assay leverde 28 

lichtgereguleerde genen afkomstig van de DNA-microarrays en 14 post-transcriptiegenen op. 

Functionele netwerkanalyse onthulde een reeks biologisch verrijkte processen, waaronder 

ATP-hydrolyse gekoppeld transmembraantransport en ionhomeostase, leeftijdsafhankelijke 

respons op oxidatieve stress wat betrokken is bij chronologische celveroudering, positieve 

regulering van TORC1-signalering en vacuolaire verzuring. De betrokken genen vertonen een 

hoge mate van verwantschap met genen in andere organismen die deel uitmaken van het 

circadiane klokmechanisme. 

 

Het bovenstaande geeft bewijs voor het bestaan van een circadiaanse klok in S. cerevisiae. 

En daarom vragen wij ons nu af: “Zijn er nog meer Eubacteria waarin nog niet eerder een 

circadiaanse klok is beschreven?”. Gezien de conservatieve aard van circadiane 

mechanismen en de effecten van veranderingen in het milieu van de microben, is het 

aannemelijk dat een tijdregistratiemechanisme ook is geëvolueerd in niet-fotosynthetische 

bacteriën. De aanwezigheid van circadiane mechanismen in deze bacteriën, die een cruciale 

rol spelen in landbouw- en industriële processen, kan van groot belang zijn. Verstoringen in 

het klokmechanisme zijn in verband gebracht met ziektebeelden. Ons literatuuronderzoek, 

gebaseerd op experimenteel en bioinformatisch bewijs suggereert dat niet-fotosynthetische 

prokaryoten ritmische genexpressie kunnen genereren en we stellen Bacillus subtilis voor als 
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een potentieel model om circadiane mechanismen in niet-fotosynthetische bacteriën te 

onderzoeken. Daarnaast suggereren we, gebaseerd op experimenteel en bioinformatisch 

bewijs, dat circadiane ritmes kunnen voorkomen in niet-fotosynthetische Eubacteria. 

 

Om ons eigen voorstel, Bacillus subtilis als potentieel model om circadiane mechanismen in 

niet-fotosynthetische bacteriën te onderzoeken, op te volgen. Hebben we Bacillus subtilis-

culturen onderworpen aan een reeks circadiaanse protocollen, waarbij de culturen zijn 

blootgesteld aan licht- en temperatuurcycli met een periode van 24 uur. Om inzicht te krijgen 

hoe dit organisme reageert om deze systematische veranderingen hebben we twee genen, 

waarvan het eiwit een PAS domein bevat (YtvA en kinC) geselecteerd en daaruit 

bioluminescente reporterstammen geconstrueerd. De promotor YtvA codeert voor een 

blauwlichtfotoreceptor met een PAS-domein vergezeld van een PAC-domein. KinC is een 

histidinekinase dat betrokken is bij de regulering van differentiatieprocessen, waaronder 

biofilmontwikkeling en sporulatie. We ontdekten dat bacteriële biofilmpopulaties een vrijlopend 

ritme van ytvA- en KinC-activiteit hebben van bijna 24 uur na vrijlating onder constante 

donkere en temperatuuromstandigheden in B. subtilis. De vrijlopende oscillaties zijn 

temperatuurgecompenseerd en hebben fasespecifieke karakteristieke meesleuringen. Dit zijn 

de belangrijkste kenmerken van een circadiaans klokmechanisme, waardoor het zeer 

waarschijnlijk is dat een dergelijk systeem bestaat in B. subtilis. 

 

Tenslotte presenteer ik een hypothetisch model voor een geïntegreerd circadiaans 

klokmechanisme in eencellige microben met de nadruk op S. cerevisiae voor. Dit mechanisme 

omvat verschillende metaboleroutes en de belangrijkste regulator is de stressgevoelige 

transcriptionele activator Msn2p. Msn2p wordt gereguleerd door Snf1p (Sucrose 

NonFermenting), Tor1p (Target Of Rapamycin (TOR) -route) en Hog1p (High Osmolarity 

Glycerol (HOG) -respons) en Msn2p zelf reguleert de Peroxiredoxine Prx1. Peroxiredoxines 

zijn sterk geconserveerd en vertonen circadiane oscillaties in hun oxidatietoestand in cellen 

van mensen, muizen en zeealgen. Dit mechanisme maakt ook feedback van 

glucoseconcentraties mogelijk via de TOR-route en via proteïnekinase A. Dit laatste is 

geassocieerd met de Neurospora crassa klok. Naast proteïne kinase A spelen ook serine / 

threonine proteïne-kinasen een belangrijke rol en zijn sterk geconserveerde en kritische 

componenten in bekende klokmechanismen. 

 

In dit proefschrift heb ik geprobeerd moleculaire componenten van een circadiaans 

mechanisme in B. subtilis en S. cerevisiae te identificeren. Om dit te kunnen doen, heb ik 

gestructureerde zeitgebers, d.w.z. licht- en temperatuurcycli, toegepast op gistculturen. Deze 
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twee verschillende stimuli lijken verschillende aspecten van cellulaire processen te activeren 

en te reguleren. In gisten lijkt de temperatuur voornamelijk metabolische processen te 

reguleren en in termen van leefomgeving lijkt dit logisch. Licht lijkt meer indirect te werken via 

foto-oxidatie van mitochondriale cytochromen. Gist heeft geen bekende fotoreceptoren zoals 

Bacillus, die blauw- en roodlicht-fotoreceptoren bevat. We hebben vrijlopende ritmes laten 

zien in de genexpressieprofielen van ytvA en kinC, daarbij gehoorzamende ze aan de 

circadiaanse klokkenmerken zoals zelf ondersteunende ritmes en temperatuurcompensatie. 

 

Ik heb verschillende potentiële kandidaat-genen geïdentificeerd om betrokken te zijn bij een 

circadiaans klokmechanisme waarin energiemetabolisme een belangrijk thema lijkt te zijn. 

Andere processen die relevant zijn in het moleculaire circadiaanse klokmechanisme in gist 

zijn: metabolisch proces van stikstofverbindingen, oxidatie-reductieproces en vetzuur-

metabolisme. Allen zou als uitgangspunt kunnen dienen voor verder onderzoek naar de 

circadiaanse klok in gist. 
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Introduction 
 

Colin Pittendrigh characterized circadian clocks according to a list of 16 “generalizations”1. We 

commonly use a distilled version of this list, describing them as having a ca. 24 h period in 

constant conditions, showing temperature compensation of that period and possessing a 

mechanism by which the free-running circadian rhythm is entrained to exactly 24 h by 

zeitgebers. A survey of the chronobiology literature quickly indicates that most experimental 

protocols in our research field rely on constant conditions, or at least an attempt to achieve 

them. The main reason to do this is that it simplifies experiments substantially. Scientific 

experimentation is all about standardizing and controlling conditions, usually keeping them 

unchanging. By adding entraining conditions (zeitgeber cycles) into the mix, we potentially 

introduce noise into our phenotype that stems from the physical stimulus (Systematic name 

masking), not from the biological clock. A near universal response to zeitgebers is masking2,3, 

which is sometimes difficult to discern from unmasked entrainment. Activity in mice is an 

example of negative masking because it is suppressed by light3. frq RNA expression in 

Neurospora shows positive masking because it is induced with light exposure at any time of 

day4, whereas the timing of FRQ protein expression and of clock-regulated conidiation 

(asexual spore formation) is an integration of photoperiod, cycle length (T), and free- running 

period5. FRQ accumulation depends on the structure of the zeitgeber (i.e. photoperiod and/or 

scotoperiod6. 

 

Despite many reasons to use free-running period as a clock output, we note that the clock 

exists in nature —and thus it evolved— in the entrained state. One might therefore expect that 

entrainment of circadian systems is a more robust property of circadian clocks. We also 

propose that a fuller understanding of the principles of entrainment —from cells to societies— 

will give important insights into other clock properties. We start by reviewing some entrainment 

protocols and what they can reveal about the circadian clock. We then describe two examples 

of how we used entrainment to show clock properties in the absence of a robust, free- running 

rhythm. Finally, we discuss additional implications of entrainment and constant condition 

protocols that are not actually constant.  
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1.1 Entrainment protocols 

What are some of the entrainment methods that can be used to characterize circadian clocks? 

They all use the trick of changing zeitgeber structure to show a highly systematic set of 

responses. A very early conceptual breakthrough in circadian biology was the observation that 

the biological clock behaved like a physical oscillator in that it synchronizes or entrains 

differently if characteristics of the entraining oscillator change7. This is clearly an evolved 

response to, for example, seasons and other predictable features of the light/dark (LD) cycle. 

 

Just as entraining cycles vary from day to day, free-running, circadian clocks in different 

individuals have different inherent properties (e.g. amplitude or period). This creates 

differences in entrainment between individuals in a given zeitgeber cycle, yielding a 

distribution of chronotypes8,9. Chronotype or phase of entrainment is systematic and depends 

on many aspects of the zeitgeber, as described below. 

 

 

1.1.1 Photoperiod — Longer or shorter days, shorter or longer nights  

One of the most basic and natural ways to characterize entrainment is to mimic the changing 

of the seasons by simply changing the photoperiod within a 24 h cycle. The relevance of this 

protocol lies in the profound, seasonal reproduction observed in some animals, in plants, and 

also in some fungi10–12. A masked response would follow the zeitgeber transition (either lights-

on or lights-off), whereas a clock-regulated one will often change phase relationships, 

sometimes entraining relative to midnight or midday, regardless of photo- and scotoperiod. An 

example of these phenomena is found in Neurospora, where frequency (frq) mRNA 

transcription is induced every time the lights are turned on (masking), whereas FRQ protein is 

produced rapidly following lights-on in a short photoperiod (after a long night) or after as much 

as 8 h after lights-on in a long photoperiod entraining cycle (after a short night6). When spore 

formation in Neurospora was investigated, the entrained phase was highly systematic and 

could follow either a LD transition or midnight/midday, depending on for instance endogenous 

versus exogenous period lengths5. When mice are given light pulses of different length and 

are then analyzed for their phase response curves (suggesting entrainment characteristics), 

the midpoint of the light “pulse” —not the onset and not the offset—corresponds best to the 

resulting phase shift13. Interestingly, a large-scale study of the timing of human sleep behavior 

shows that people sleep at different times in summer and winter, indicating that we also show 

alternative entrainment as photoperiod/ scotoperiod changes14. 
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1.1.2 Zeitgeber strength 

It is clear that photoperiod and scotoperiod are both important for entrainment. One of the 

most dramatic experiments to show this compared activity in Drosophila held in LD cycles 

compared to those entrained in the more realistic light/moonlight cycles15. Flies exposed to 

light at night showed more overall activity with the two peaks of activity shifting earlier and 

later (they are generally biphasic, almost crepuscular) and the siesta becoming longer. The 

presence of light at night thus leads to different timing of and amount of activity/behavior. The 

implications for modern life, where we choose between sleeping with open curtains (with 

exposure to artificial lights) and closed curtains (shielding us from moonlight), are numerous. 

Interestingly, exposure to light at night has been suggested to be associated with various 

pathologies based on studies of shift workers16,17. Obviously, this form of light at night may be 

entirely different than what we are exposed to on a night with a full moon, presumably a 

condition that we have experienced over evolutionary time. Light at night may alter entrained 

phase by changing zeitgeber strength. The numerical difference between no light and a 

number of nanoeinsteins of light as occurs with a full moon is minimal but if this is expressed 

as a ratio or relative amount, the difference can be substantial. Part of the mechanism by 

which light at night may change entrainment could be by interfering with adaptation 

characteristics of the light input system. Exposure to light at night should change the 

responsivity of the system to light during the photoperiod. A quantitative demonstration of this 

principle can be seen in the type II phase response curves of Aschoff18. In these experiments, 

zeitgeber pulses were delivered in the first 24 h of constant conditions, expressly because the 

magnitude of the phase shift was much less in a light-adapted circadian system than if it was 

held in constant conditions for longer.  

 

Zeitgeber strength can also be investigated experimentally by changing characteristics of the 

photoperiod —both amount and duration of light— on a dark background. The relevance to 

human behavior is evident, as exposure to high amplitude zeitgeber cycles (more daylight 

hours spent outside) results in an earlier chronotype19. 

 

1.1.3 Dawn and dusk transitions 

The sudden nature of the lights/on and lights/off of a typical laboratory LD cycle ignores the 

potential complexity of signals in sunrise and sunset. In addition to a gradual change in the 

amount of total light, which would lead to different adaptation characteristics, the spectral 

quality of light changes drastically throughout dusk and dawn20. Experiments comparing dusk 
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and dawn transitions (quantitatively not qualitatively defined) in the lab relative to square-wave 

lighting conditions suggest that the former condition amounts to a stronger zeitgeber21,22. 

 

1.1.4 T cycles and phase angles 

An important protocol in the circadian repertoire has been T cycles. “T” represents the 

exogenous cycle length. A given individual entrains later in a shorter cycle and earlier in a 

longer one23–25. This observation has led to a number of important extensions. First, a 

noncircadian, driven rhythm —one that is simply masking or responding directly to the 

zeitgeber transitions— will show no such phase angles and will synchronize to the same time 

relative to the zeitgeber, independent of cycle length. Second, the protocol can be turned 

around to understand what happens with entrainment of individuals with different free-running 

periods. In theory, individuals with shorter free-running periods should entrain earlier and 

those with longer ones should entrain later. This is generally correct24,26 although there are 

other possibilities besides period (e.g. amplitude) that could explain an alternative entrained 

phase27. Finally, we also suggest that entrainment behavior in T cycles reveals the inherent 

clock property of robustness. A weak system would show drivenness, whereas only a robust 

one would change phase angles in concert with small changes in endogenous period. 

Eventually, lack of entrainment results as the range of entrainment is exceeded23.  
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2. METHODS 

 

What follows are two examples of using entrainment to deduce a circadian clock in organisms 

where a free-running rhythm has been difficult to discern. In both cases, protocols showing 

circadian entrainment were first optimized. Experiments to show free-running rhythms 

followed. 

 

2.1 Saccharomyces cerevisiae 
A haploid yeast strain was grown in 1 L chemostat cultures in YPD28. This is in contrast to 

most laboratory experiments where diploid Saccharomyces cerevisiae strains are grown 

continuously in Satroutdinov medium. In these other protocols, pH is strictly controlled29–33 and 

dissolved oxygen (dO2) in the media is the measured “output.” Under these conditions, 

ultradian rhythms were observed. Rather, we primarily used extracellular pH to monitor the 

state of the yeast cultures, as Gonyaulax cultures showed a circadian oscillation in pH34. We 

determined optimal conditions in an iterative procedure. Chemostat cultures were subjected 

to two different temperature cycle conditions (18/25 ºC and 21/28 ºC) and to a variety of 

dilution rates. The changing phase angle between the pH rhythm and zeitgeber cycles was 

taken as an indication of a yeast circadian clock. 

 

2.1.1 Identification of the optimal dilution rate 

The temperature cycles consisted of an 11 h cold phase (18 ºC or 21 ºC) followed by a 60-

min temperature transition to an 11 h warm phase (25 ºC or 28 ºC), which was followed by a 

60 min temperature transition to the cold phase. The entire zeitgeber cycle was thus 24 h. 

This zeitgeber structure was implemented to avoid a “square wave” temperature cycle. Dilution 

rates describe the rate at which fresh media is pumped into the culture, while simultaneously 

an equivalent volume of conditioned or depleted media with cells is pumped out of the culture. 

Dilution rates of between 0.025 and 0.125 h 1 were tested (dilution rates refer to liters of media 

per hour.) In the cycles at the lower temperature, a great variety of waveforms were observed 

(Fig. 1). At 0.078 h 1, for instance, two peaks in the pH oscillation occurred. At higher dilution 

rates, the pH oscillation shifted earlier although the peak in hydrogen ion concentration still 

occurred in the warm phase. 
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Experiments at higher temperatures showed larger changes in phase angles (Fig. 2). Starting 

with the dilution rate of 0.054 h-1, the phase of the pH oscillation became earlier with each 

increase in dilution rate. At the two highest dilution rates, the peak of the ion concentration 

switched to the cool phase. The experiments were additionally analyzed for robustness by 

comparing amplitude of the H+ oscillation (Tables 1 and 2). The dilution rates that showed the 

most robust pH rhythm as defined by the r-value and the amplitude were 0.058 and 0.1 h-1 in 

the 18/25 ºC cycles and 0.1 h-1 in the 21/28 ºC cycle.  

Figure 1. Yeast chemostat cultures in temperature cycles (18–25 ºC). Oscillations in H+ concentrations at different dilution 
rates. Gray and white areas indicate cool and warm phase (18 or 25 ºC). The cycle was structured with 11 h at the cool 
temperature, a 60 min transition to the warm temperature, 11 h at the warm temperature and then a 60 min transition 
to the cool temperature. Here, the pH is converted to proton concentration. The H+ oscillations were calculated without 
smoothing and trend correction. The dilution rate represents L/h (e.g. 0.078 h-1 means 0.078 L/h were circulated through 
the 1 L culture each hour). The data are double plotted. 
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Figure 2. Yeast chemostat cultures in temperature cycles (21–28 ºC). Oscillations in H+ concentrations at different dilution 
rates in cycles at high temperature. See Fig. 1 for description of graphs except that here the temperatures used for the 
zeitgeber cycle are 21 and 28 ºC. The data are double plotted. 
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Table 1. H+ oscillations in a 12/12 h temperature cycle (18–25 ºC) with various dilution rates 

Dilution rate (h-1) Amplitude (H+ ions, M X 10-6) r 

0.025 9.71 0.95 

0.050 18.16 0.92 

0.058 31.15 0.99 

0.078 5.02 0.78 

0.078 34.63 1.00 

0.125 9.08 0.97 

 
 
 

Table 2. H+ oscillations in a 12/12 h temperature cycle (21–28 ºC) with various dilution rates 

Dilution rate (h-1) Amplitude (H+ ions, M X 10-6) r 

0.025 7.23 0.89 

0.029 18.08 0.99 

0.037 114.26 0.99 

0.054 26.24 0.99 

0.080 26.13 0.99 

0.100 27.32 0.99 

0.125 26.40 0.99 

 

 

2.1.2 T cycles 

We investigated whether yeast synchronizes to symmetrical T cycles with systematically 

changing phase angles. In temperature cycles of 18/25 ºC with a dilution rate of 0.058 h-1, 

fermenter cultures were subjected to T cycles with a period of 26, 24, 16, and 14 h (Fig. 3). 

The oscillation in ion concentration shifted later as the T cycles transitioned from long to short. 

The peak of the H+ oscillation moves from the beginning of the warm phase in the 26 h cycle 

to the warm to cold transition in cycles of 14 h. 
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Figure 4. T cycles. Yeast chemostat cultures were held in temperature cycles of 21–28 ºC with a dilution rate of 0.1 h-1. Gray 
and white areas indicate cold and warm phase. The cycle lengths are indicated on the left and the concentrations of H+ in 
each cycle are indicated on the right. The phase of the proton concentration oscillations varied with cycle length: the shorter 
cycle (T = 23 h) leads to a delayed phase. The data are double plotted. 

Figure 3. T cycles. Yeast chemostat cultures were held in temperature cycles of 18–25 ºC with a dilution rate of 
0.058 h-1. Gray and white areas indicate cold and warm phase. The cycle lengths are indicated on the left and the 
concentrations of H+ in each cycle are indicated on the right. The units on the x-axis represent each cycle, 
independent of its actual length, divided into 24 h of equal length. The phase of the H+ oscillations changes 
systematically with cycle length. The waveform of the proton concentrations obviously changes in different cycle 
lengths. The data are double plotted. 
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We compared a 24 h cycling yeast culture with one in a 23 h cycle at the higher temperature 

conditions (21/28 ºC, dilution rate of 0.1 h-1; Fig. 4). In this case, the phase of the oscillation 

shifted by much more than the 1-h change in T. The peak of H+ ions occurred in either the cold 

or the warm phase in the longer or shorter cycles, respectively. The troughs also switched 

position. In summary, in both conditions (18/25 ºC with a dilution rate of 0.058 h-1 and 21/28 

ºC with a dilution rate of 0.1 h-1), the phase of the pH rhythm changed with shortening of the 

T cycle by 1 h. Such an observation is assumed to indicate that there is an underlying oscillator 

—in yeast— that has a period that resonates with the entraining cycle. This oscillator must 

also possess sufficient robustness to deliver these very different phase angles in different T 

cycles. A very weak oscillator would give very small ones. In addition, for the entraining cycle 

to be “read” by the yeast, we assume that yeast possesses a zeitgeber sensory system, in 

this case, obviously for temperature. 

 

2.1.3 Zeitgeber strength and entrainment of yeast 

Zeitgeber strength was altered in two ways: (1) as referred to above, simply shifting the 

temperature cycle to lower mean level (18/25 ºC vs. 21/28 ºC) and (2) changing amplitude of 

temperature cycles (16/27, 18/25, 19/23, and 20/22 ºC; Fig. 5). The 20/22 ºC cycle failed to 

yield a rhythmic pH oscillation, suggesting that this zeitgeber condition is too weak to entrain 

a yeast circadian clock (data not shown). In the entraining temperature cycles with increasing 

amplitude, the phase of the pH rhythm becomes later. At lower temperatures, the phase of the 

H+ oscillation also moves later than the phase in higher temperatures. This suggests that, at 

least within the conditions tested, lower temperature (18/25 ºC) is perceived as a stronger 

zeitgeber than the higher temperature condition (21/28 ºC). That is, entrainment at the lower 

temperature is more like the higher amplitude temperature cycles. 

 

2.1.4 Constant conditions: Free-running rhythm? 

We interpreted the systematic entrainment response of the H+ oscillations in the chemostat 

cultures as evidence of an underlying circadian clock. We further hypothesized that by 

entraining the yeast in the chemostat in temperature cycles, we might be synchronizing the 

system —within cells, organizing their metabolism and gene expression relative to the 

zeitgeber cycle, and between cells, bringing them to the same phase throughout the culture. 

In this case, one might expect to see free-running rhythms on release to constant conditions. 

The cultures were entrained for at least 1 week in 24 h temperature cycles until characteristic 

phase angles had been established. Once again, the pH was monitored. When cultures were 

released to the lower constant temperature (18 ºC), the pH rhythm damped after a single peak 

in H+ (Fig. 6A). When the cultures were released to constant high temperature (25 ºC), they 
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showed one ca. 24 h oscillation before damping (Fig. 6B). This may mean that yeast has no 

machinery that supports a free-running rhythm, that the potential of the system to free-run 

under these conditions is limited, or that individual cells remain rhythmic but a free-running 

rhythm in the bulk culture rapidly damps. The latter condition would lead to an apparent 

arrhythmicity in constant conditions, as has been clearly documented in tissue culture cells35. 

 

 

 

 
  

Figure 5. Phase relationships change with zeitgeber strength. Gray panels indicate cool phase; white panels indicate warm 
phase. (A) The phase of the H+ oscillation in temperature cycles with the same amplitude but different absolute values. In 
lower temperature cycles (18–25 ºC; lower panel), the peak of the H+ oscillation shifted to the later position than the peak 
in warmer cycles (21–28 ºC; upper panel). (B) The phase of the H+ oscillation in temperature cycles with different 
amplitudes. The peak of the H+ oscillation shifted to a later phase in the high-amplitude cycles. The data are double plotted. 
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2.2. Caenorhabditis elegans 
Although many groups have published studies suggestive of a circadian clock in this nematode 
36–41, quantitative protocols —which would be necessary to fully exploit this model system with 

genetic methods— are still lacking. As an approach to the study of circadian rhythms in C. 

elegans, we measured the daily regulation of olfaction. The circadian clock regulates sensory 

input pathways at many levels. Olfaction is under circadian control in insects and mammals 
42,43. The nematode C. elegans shows attractive and repulsive responses to a wide range of 

chemicals, and these are typically robust and lend themselves to quantitative assessment 44. 

The olfactory response to a repellant (1-octanol) was measured in temperature cycles (12/12 

h, 13/16 ºC) at hourly intervals on the sixth day of entrainment. At this time, the nematodes 

are young adults and have a completely developed nervous system. Under these conditions, 

there is a more pronounced response to 1-octanol during the warm phase of the cycle (Fig. 

7A). The temperature transition from cold to warm coincided with increased olfactory 

responses. The stronger response in warm conditions might be a direct reaction to the 

temperature increase, be it due to a higher volatility of the chemical, a higher locomotor activity 

of the nematodes or other to factors that are not directly related to the olfactory sensitivity of 

the animal. 

 

 

Figure 6. Entrained yeast cultures released to constant temperature. Chemostat cultures were entrained in 24 h 
temperature cycles of 18–25 ºC with dilution rate of 0.1 h-1. Gray and white areas indicate cold and warm phase. (A) A 
culture released to constant low temperature (18 ºC). (B) A culture as released to constant high temperature (25 ºC). 
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We thus changed the structure of the zeitgeber cycle to 16/8 h (still at 13/16 ºC). A higher 

response at high temperature was again observed; however, importantly, the increase in the 

olfactory response starts during the cold period rather than with the transition to warm (Fig. 

7B). This response pattern is typical for the quality called “anticipation” that is often referred to 

in circadian biology. Using the entrainment protocols to synchronize the system, we looked for 

Figure 7. Olfaction in C. elegans in response to 1-octanol. Gray and white panels represent cold and warm phases of a 
temperature cycle (13/16 ºC), respectively. The response to 1-octanol is measured as percentage deviation from the average 
chemotaxis index of the experiment. The timing of harvest (x-axis) is expressed as time from the end of the warm to cold 
transition at the beginning of the 6th cycle. A sinusoidal curve was fitted to the data (P<0.001) using Circwave. (A) Response 
to 1-octanol over 24 h in a 12/12 temperature cycle. (B) Response to 1-octanol over 24 h in a 16/8 cool/warm temperature 
cycle. (C) Response to 1-octanol over 24 h in constant conditions (14.5 ºC). 
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sustained rhythms upon release to a free run. The measurement of the response during the 

first day in constant conditions after five cycles of entrainment (16/8 h at 13/16 ºC) reveals a 

free-running rhythm with an earlier peak, suggesting a short free-running period and also the 

contribution of temperature-induced masking to the entrained phenotype (Fig. 7C). 

 

 

Chapter 3 

In this chapter, we discuss how and why entrainment can be used as a quantitative measure 

for circadian behavior, even in the absence of other overt clock properties. The clock evolved 

under highly predictable zeitgeber conditions and —as a phenotype— it may be more robust 

than free-running rhythms. The circadian system is tuned to accommodate and interpret 

changing seasons and environmental conditions using an active entrainment mechanism. 

Entrainment is furthermore the property that leads to chronotypes14 or the differences in the 

timing of human behavior, and also jetlag conditions. Without entrainment, adjustment to shift 

work would be trivial and presumably less dangerous for health! 

 

Competition experiments clearly demonstrate the power of zeitgeber conditions to drive 

selection for traits that concern temporal organization45. It is thus reasonable to hypothesize 

that all organisms continually exposed to 24-h zeitgebers will possess a system — a biological 

clock — for coping with daily exogenous structures. A battery of entrainment protocols exist 

that are useful for demonstrating systematic circadian entrainment — different states or 

phases for different conditions. Our key assumption in applying entrainment protocols to 

discover circadian clocks is the expectation that the entrained phase changes with each 

alteration in zeitgeber structure or amount. In the absence of the systematic changes, we 

would assume that we are not using conditions that support circadian entrainment. 

Conversely, when we do see phase angles, we hypothesize that we are synchronizing a 

circadian clock.  

 

Here, we describe applying entrainment protocols to valuable genetic model systems (C. 

elegans and S. cerevisiae) that are not yet in the circadian toolkit. Anecdotally, over the years 

many attempts have been made to show free-running, circadian rhythms in these organisms, 

only yielding limited success. In the case of the nematodes, subtle rhythms were apparent 
36,37,39–41 but these were generally not robust and robustness of phenotype is a requirement for 

full exploitation of genetics methods. A rhythm in growth rate was observed in yeast when it 

was cultured at very low temperatures (12 ºC) in bulk cultures in an LD cycle46. The rhythm 

persisted when constant conditions were initiated. Unfortunately, these experiments were 
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never repeated. Over the years, we have experimented with many methods for culturing S. 

cerevisiae that would allow visualization of circadian or clock-regulated properties. Just to list 

a few of these, we tried to see morphological differences in yeast cultures that were induced 

to grow as pseudohyphae by stressing nutritional state47. Changing nutrition had revealed a 

new set of clock-regulated behaviors in Gonyaulax
48. We monitored pH of bulk cultures of 

unicellular yeast in entraining cycles and in constant conditions, most successfully growing 

Neurospora instead of our yeast. We tried a molecular approach, reasoning (in the 1990s) that 

the heat and cold shock system would be involved in normal circadian entrainment with 

temperature but failed to see systematic regulation of these genes in our cultures (all 

unpublished data). Without having any good clock gene candidates in yeast, the development 

of good protocols also lacked a genetic approach. 

 

When two publications showed ultradian rhythms in yeast (with periods of 40 min and 4–5 

h)31,33,49 we hypothesized that these might be related to circadian oscillations. Using the same 

culturing conditions as Murray et al., we were able to show ultradian rhythms in budding yeast. 

The conditions used by Tu et al.
33. require air pressure levels that are incompatible with our 

equipment. Interestingly, by increasing pressure within equipment specifications, we 

successfully extended the 40 min cycle of Murray et al
31. into the hours range. Additional 

adjustment of the culturing conditions failed to extend the ultradian rhythms to circadian ones. 

Hence, we turned to ca. 24 h entrainment protocols. 

 

In these protocols, yeast showed circadian entrainment but failed to show robust, self-

sustained circadian rhythms. Why is this? Formally speaking, even systems that show 

systematic entrainment need not have a self-sustained free-running rhythm. Anticipation of a 

zeitgeber could be programmed based on the previous zeitgeber exposure. There are other 

explanations that may be more likely. For instance, the growth conditions for most model 

organisms in the lab are drastically different than those in nature. We rarely consider the 

ecology of the organism when designing our artificial growth media in the lab. Rather, 

considerations include short generation time and cost control. It is worth noting that in well-

studied circadian model systems, the free-running rhythm is dependent on the particular set 

of constant conditions. In constant darkness (DD) the period is different than in dim LL, and in 

bright LL almost all nonphotosynthetic organisms become arrhythmic50,51. Changing nutritional 

conditions can lead to changes in the period, despite metabolic compensation52. Similarly, 

changes in temperature lead to changes in period despite temperature compensation53–55. 
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It may be time to reconsider how or why we use a free-running rhythm. If there is no single 

free-running rhythm (as elaborated above), then what is the value therein? For modeling 

purposes, why is the period in DD used rather than in dim LL? After all, in the entrained state, 

there is some darkness and some light. Therefore, which is relevant? Furthermore, many 

protocols that claim constant conditions cannot deliver this. Consider the case of mice. We 

know much about the genetics of free-running rhythms due to the robustness of the behavioral 

clock phenotype in this tiny workhorse of a model organism. The catalog of free-running 

rhythms includes that of body temperature. Thus, even in animals in DD, all tissues will receive 

ca. 24 h temperature cycles. Thus the liver, heart, lung, etc., are harvested at “circadian” 

timepoints from these animals will be experiencing a physiologically relevant entraining 

temperature cycle, not constant conditions in any sense. Further- more, the internal zeitgeber 

strength will be altered on the days when the system is released from an LD cycle to DD, 

leading to new internal phase relationships. It may be that most of these experiments are 

harvested at a time when phases are volatile — in transition — and much less stable than if 

they had been maintained in a standardized LD cycle. We predict that this state would lead to 

a loss of information through underrepresentation of rhythmic genes as they shift their 

entrained state from one set of zeitgeber cycles and amplitudes to another. Genes that might 

be robustly rhythmic may be judged nonrhythmic simply due to lack of statistical power in a 

system that has more noise due to a less stable, transition state.  

 

Given the importance of entrainment of the circadian system for the health and wellbeing of 

living organisms, it is important to look critically at our experimental paradigms and understand 

what they are delivering to us. We suggest that standardized entrainment protocols should 

replace free-running conditions, a practice that will deliver at once more relevant information 

in protocols that actually are what they are supposed to be. 
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