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Introduction

Introduction

Proton therapy is a form of radiation therapy that uses high energy proton 
beams for irradiation of cancerous cells. Proton therapy is associated with 
superior dosimetric treatment plan characteristics compared to photon 
therapy, due to the physical properties of proton beams [1]. However, 
these physical properties, specifically, the Bragg peak, are also associated 
with increased uncertainty — particularly range uncertainty — affecting 
the accuracy of any treatment plan delivery [2]. Proton range uncertainty 
is widely considered to be one of the main issue preventing the usage of 
proton therapy from reaching its full potential [3].

Proton therapy has been established as the preferred treatment modality 
for pediatric indications, base of skull treatments, ocular melanomas, and 
for the irradiation of the craniospinal axis. Lately, growing evidence has 
emerged supporting the use of proton therapy for tumors in the liver. In 
addition, numerous institutions have recently explored the applicability of 
proton therapy for other indications, such as, head and neck, lung, breast, 
neurological, gastrointestinal, and upper and lower abdomen [4-23].

Over the last decade, actively scanned proton beams, also referred 
to as pencil beam scanning, have become the most commonly used 
treatment modality of proton therapy, replacing passively scattered proton 
beams. Active scanning of a narrow proton beam across the target volume 
introduces an additional dimension to the uncertainty. It specifically 
affects indications which are subject to intra-fractional motion, such as, 
thoracic indications. In addition to range uncertainty, which is considered 
particularly critical for lung-like tissue due to the microstructures present 
in the lung, delivered dose distributions for thoracic indications are 
also affected by the so-called interplay effect. Due to these concerns the 
proton therapy treatment of targets affected by breathing motion has 
been adopted very slowly [24].

Although various sources of uncertainty, such as range uncertainty 
and organ motion, have been identified and investigated relatively thor-
oughly, potentially the greatest contributor to the dose uncertainties is 
intrinsically linked to patient’s anatomical variations. These variations 
compromise the model of the patient itself, as it is defined during the 
patient’s simulation. Furthermore, anatomical variations are highly 
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patient specific and therefore difficult to predict and account for in the 
treatment planning process, while maintaining reasonable safety margins. 
Robust optimization helps to some extent in coping with uncertainties. 
Nevertheless, a balance between acceptable dose to healthy tissues and 
the extent of the scenarios accounted for must be found to avoid cre-
ating overly robust treatment plans, which account for a large number 
of scenarios that will never occur in practice. A promising solution for 
coping with anatomical variations is adaptive therapy, which would 
allow the “renewal” of a patient’s model as anatomical variations occur 
[25]. Nevertheless, while the concept has been discussed extensively, the 
adoption of adaptive radiotherapy in the mainstream clinical practice has 
been fairly slow. The approach is time consuming, adequate and efficient 
data handling environments have been lacking and compatible quality 
control procedures are still to be developed.

In order to support the introduction of adaptive proton therapy, compre-
hensive quality control procedures must be put in place. These procedures 
should cover various steps in the workflow, from a patient’s virtual model 
to patient-specific quality assurance and follow up throughout the delivery 
of the treatment course itself.

Chapters I, II and IV of this thesis focus on investigating proton range 
uncertainty. Chapter I “Validation of the proton range accuracy and 
optimization of CT calibration curves utilizing range probing” proposes 
and validates a method to verify the CT calibration curve in near-clinical 
conditions during the commissioning phase. This method introduces the 
use of a range probing technique for the purpose of CT calibration curve 
validation and optimization, if found to be necessary. Chapter II “First 
report on an in vivo proton radiography quality control procedure for 
scanned proton beam therapy in head and neck cancer patients” demon-
strates the incorporation of range-probing into an in-patient clinical 
quality control procedure. Chapter II reports on the first experience of 
an online in vivo range probing quality control measurements performed 
for head and neck cancer patients. For the first time, this allows the 
assessment of treatment beam range prediction accuracy on patient- and 
fraction-specific basis. 

For indications affected by respiration, motion adds an additional 
level of complexity for accurate assessment of delivered treatment dose. 
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Chapter III “Log file-based dose reconstruction and accumulation for 
4D adaptive pencil beam scanned proton therapy in a clinical treatment 
planning system: Implementation and proof-of-concept” introduces the 
use of treatment delivery log files into a dose reconstruction workflow. 
The method is suitable for use in commercial treatment planning systems 
and allows considering treatment fraction-specific spot delivery sequence 
timing, as well as breathing signal.

Chapter IV “Assessment of range uncertainty in lung-like tissue using 
porcine lung phantom and proton radiography” brings the range probing 
range evaluation technique to 4D space by exploring range accuracy 
in lung-like tissue. Furthermore, in Chapter IV, the log file-based dose 
reconstruction technique is combined with the range probing method to 
allow for range accuracy evaluations for an air-ventilated (in other words, 

“breathing”) lung tissue phantom to validate the magnitude of the range 
uncertainty margin to be employed in clinical thorax treatment planning. 
Chapter V “Evaluation of interplay and organ motion effect by means of 
4D dose reconstruction and accumulation” validates the clinical IMPT 
treatment of 4D indications. In Chapter V, the 4D dose reconstruction 
method based on use of treatment delivery log files is applied in a clinical 
setting. For a set of 10 IMPT patients treated for thoracic indications, the 
4D dose reconstruction is applied on fraction-specific basis, therefore al-
lowing observation and monitoring the interplay and organ motion effects 
on the delivered dose distribution throughout the treatment course more 
accurately. Additionally, this approach offers a dose reconstruction and 
accumulation workflow, which can be used to monitor patient treatment 
progress and guide plan adaptation decisions.

A significant hurdle, especially online, towards the introduction of 
adaptive proton therapy is linked to the Patient Specific Quality Assurance 
(PSQA). Measurement-based PSQA procedures require in-beam time 
to acquire QA measurements. This has an influence on the timing of 
offline treatment plan adaptations, while makes online treatment plan 
adaptations non-feasible. Chapters VI and VII are focusing on a paradigm 
shift in PSQA processes by proposing alternative methods. Chapter VI 

“Platform for automatic patient quality assurance via Monte Carlo simu-
lations in proton therapy” demonstrates development and deployment of 
automated PSQA platform, which relies on the use of treatment delivery 
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log files and independent dose recalculation for the quality assurance of 
treatment plans. While Chapter VII “Feasibility of patient specific quality 
assurance for proton therapy based on independent dose calculation and 
predicted outcomes” brings the revised PSQA procedure a step further 
and proposes a way to interpret PSQA results in more clinically relevant 
manner by using predicted outcomes.

In summary, the performed studies look into the range uncertainty 
problem and propose a method to monitor range accuracy on fraction- 
and patient-specific basis, which is applied into clinical practice. In ad-
dition, a method for more realistic fraction-specific dose reconstruction 
and course-wise dose accumulation compatible with 4D indications is 
proposed and applied in clinical practice. Finally, a patient specific quality 
assurance procedure compatible with offline and online adaptive proton 
therapy workflows is proposed and implemented in clinical practice. 
In such a way, a set of comprehensive quality control and assurance 
procedures were developed and implemented, making a further step 
towards enabling adaptive proton therapy in clinical practice.
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Chapter I:  Validation of the proton range 
accuracy and optimization of CT calibration 
curves utilizing range probing

Published as: 
Meijers A, Free J, Wagenaar D, Deffet S, Knopf AC, Langendijk JA, Both S. 
Validation of the proton range accuracy and optimization of CT calibration curves 
utilizing range probing. Phys Med Biol. 2020 Feb 4;65(3):03NT02. 
doi: 10.1088/1361-6560/ab66e1. PMID: 31896099. 

Abstract

Purpose: Proton therapy is affected by range uncertainty, which is partly 
caused by an ambiguous conversion from x-ray attenuation to proton 
stopping power. CT calibration curves, or Hounsfield look-up tables 
(HLUTs), are institution-specific and may be a source of systematic errors 
in treatment planning. A range probing method to verify, optimize and 
validate HLUTs for proton treatment is proposed.
Methods and Materials: An initial HLUT was determined according to 
the stoichiometric approach. For HLUT validation, three types of animal 
tissue phantoms were prepared: a pig’s head, “thorax” and femur. CT scans 
of the phantoms were taken and a structure, simulating a water slab, was 
added on the scan distal to the phantoms to mimic the detector used for 
integral depth-dose measurements. The CT scans were imported into the 
TPS to calculate individual pencil beams directed through the phantoms. 
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The phantoms were positioned at the therapy system isocenter using x-ray 
imaging. Shoot-through pencil beams were delivered, and depth-dose 
profiles were measured using a multi-layer ionization chamber. Measured 
depth-dose curves were compared to the calculated curves and the range 
error per spot was determined. Based on the water equivalent path length 
(WEPL) of individual spot, a range error margin was defined. Ratios 
between measured error and theoretical margin were calculated per spot. 
The HLUT optimization was performed by identifying systematic shifts 
of the mean range error per phantom and minimizing the ratios between 
range errors and uncertainty margins.
Results: After optimization, the ratios of the actual range error and the 
uncertainty margin over the complete data set did not exceed 0.75 (1.5SD), 
indicating that the actual errors are covered by the theoretical uncertainty 
recipe.
Conclusions: The feasibility of using range probing to assess range errors 
was demonstrated. The theoretical uncertainty margins in the institution- 
specific setting potentially may be reduced by ~25%.

Introduction

Over the last decades, proton therapy is becoming a more widely available 
treatment modality. However, range uncertainty is commonly regarded 
as a significant concern. Major contributors to the range uncertainty are 
linked to the CT calibration, or conversion from CT number to SPR (direct 
or via mass density), and handling of lateral and longitudinal heteroge-
neities by the dose calculation engine of the treatment planning system. 
By quantifying various contributors, range uncertainty recipes have been 
proposed and these typically consist of a relative component (relative to 
the range of the beam) and an absolute component, which is largely in-
fluenced by proton beam delivery equipment [1]. The institution- specific 
range uncertainty margin will depend on the utilized treatment modalities, 
the performance of the equipment and the choice of dose calculation 
engine (differentiating between analytical and Monte Carlo engines).

CT numbers are imperfect input for dose calculations due to images 
being affected by the noise and lack of an unambiguous assignment of 
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tissue properties based on CT numbers. [2]. As CT calibration is one 
of the contributors to range uncertainty, typically an effort is invested 
in this task during the implementation phase of new proton treatment 
delivery equipment. There are two methodologies frequently used for CT 
calibration: the tissue-substitute method and the stoichiometric method 
[3]. The tissue-substitute method relies on establishing a calibration 
curve based on scans of known density materials, which are meant to 
substitute specific human-like tissues and correlating those densities to 
measured CT number. The stoichiometric method also requires scans 
of tissue-equivalent materials. However, the measured data is used to 
characterize the CT via three fitting parameters. The obtained parameters 
are used to pre-calculate expected CT numbers for human-like tissues, 
considering their elemental composition.

A critical look at the stoichiometric method has recently been taken by 
Goma et al. [4]. It was pointed out that, in order to accurately perform fitting 
of the measured data and thereby characterize the CT acquisition properly, 
the fitting procedure itself must be mathematically constrained. However, 
the approach to set constraints is not well defined. Furthermore, it was 
shown that the outcome of the calibration may be affected by the selection 
of phantom for the initial scan. Goma et al. applied the stoichiometric 
method for two commercially available CT calibration phantoms of CIRS 
(Norfolk, VA, USA) and Gammex (Middleton, WI, USA). It was observed 
that in case of the CIRS phantom, the tissue-substitute method and the stoi-
chiometric method resulted in two different HLUTs, especially in bone-like 
tissue section. While in case of the Gammex phantom, the tissue-substitute 
method and stoichiometric method resulted in nearly the same calibration 
curve, situated between the two calibration curves determined for the CIRS 
phantom. Due to the absence of a ground truth, it remains unclear, which 
of the obtained curves would be the most appropriate for actual clinical use.

The purpose of the current study was to propose and apply a method-
ology that would allow to verify, optimize and validate a HLUT and its 
performance using range estimations from the treatment planning system 
(TPS) and range probing (proton radiography) measurements.

Furthermore, the intent is to confirm that the range uncertainty recipe 
derived from literature is applicable in an institution-specific setting for 
the use of robust optimization during the treatment planning.
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Material and methods

The following methodology was developed and applied to create, verify, 
optimize and validate a site-specific HLUT prior to implementation in 
the clinic:

1. Creation of an initial HLUT based on the stoichiometric method 
and its implementation in the TPS

2. Validation of the HLUT
a. Acquisition of CT scans of animal tissue samples
b. Execution of range probing calculations in TPS
c. Performance of range probing measurements for the tissue samples
3. Optimization of the HLUT
a. Comparison of range probing measurements with TPS calculations 

and definition of residual range errors
b. Minimization of range errors and implementation of the optimized 

HLUT into the TPS
4. Validation of the optimized HLUT
a. Re-calculation of range probing data in TPS
b. Re-evaluation of the residual range errors (including independent 

sample)
c. Release of the HLUT for clinical use

Initial HLUT
For proton dose calculation during the treatment planning phase, im-
aging data (most commonly, patient CT) are generally converted to 
relative proton stopping power ratio (SPR) maps. However, depending 
on the treatment planning system and dose calculation engine, the user 
input for calculation of SPR maps may differ. For example, the conver-
sion of CT number may be defined either directly to proton stopping 
power or to physical density. RayStation 7 (RaySearch Laboratories, 
Sweden) requires defined CT numbers versus predetermined physical 
densities as an input for its CT calibration. Afterwards, during the dose 
calculation itself, the TPS is using built-in material look-up tables [5] 
to convert mass density to SPR. According to RayStation Reference 
manual, built-in material look-up tables have been based on ICRU49, 
ICRU44 and ICRP23 report.
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To create an initial HLUT, the stoichiometric approach was partially 
used [3]. Since user-provided input only specifies a CT number to mass 
density curve, but mass density to SPR conversion is performed by TPS, 
the stoichiometric method was applied only to calculate the CT number 
to mass density curve. Furthermore, to confirm accurate SPR values calcu-
lated by the TPS, the conversion methodology [5] was replicated outside 
of the TPS and theoretical SPR values were calculated and compared to 
the values provided by the TPS. No significant variations (< 0.2%) were 
observed.

For the initial CT number measurements, the tissue substitute phantom 
by CIRS model 062M was used. The phantom consists of inner and outer 
cylinders, which can be filled with a set of inserts, made of materials that 
are substitutes for human-like tissues in terms of density, designed to 
establish the HLUT. 

For every clinically used scan protocol (and reconstruction kernel) the 
CIRS phantom was scanned in two configurations: (1) only the middle 
cylinder (representing a small object) and (2) the full phantom, con-
sisting of both cylinders (representing a large object). It was observed 
that variations between the HU versus mass density curves for large and 
small objects were most pronounced in calcium rich regions. Overall, 
the variations due to the choice of reconstruction kernel and size of the 
scan object were considered acceptable to create an averaged-out curve 
per scan energy. This also allowed to minimize the number of clinically 
used curves, simplifying the treatment planning process.

Scans of the tissue phantoms were performed using Somatom Definition 
AS scanner (Siemens Healthineers, Erlangen, Germany) with following 
scan settings: 120 kV, reconstruction slice thickness of 2 mm, I40f or 
I40s reconstruction kernels (according with the applicable clinical scan 
protocols), with enabled iMAR artefact correction setting. Reconstruction 
kernels include iterative reconstruction algorithm Safire (used strength: 3) 
and have intrinsic beam hardening correction for water only.

Although, the stoichiometric method was used to establish the initial 
HLUT, an additional HLUT (Fig. 2) based on tissue-substitute method 
was calculated for comparison purpose.

The HLUT was split in three sections: (a) organ-like tissue, (b) fat-like 
tissue and (c) bone-like tissue. These 3 sections were linearly fitted; i.e., 
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the HLUT consists of 3 fitted lines and 2 transition areas [6]. A list of used 
CIRS phantom inserts and their assignment to corresponding section of 
the HLUT is provided in Table 1.

Validation data set
The measurements were performed using three fresh vacuum-sealed 
animal tissue phantoms: (a) a pig’s head, (b) a “thorax”, which consisted 
of ribs, liver, muscle (with cartilage), fat and (c) a femoral bone with soft 
tissue. CT scans and measurements were performed over a period of two 
days. Samples were stored in fridge between the activities.

The used tissue phantoms had approximately following diameters at 
their thickest slices: head phantom 19 cm, thorax phantom 26 cm, femoral 
bone 16 cm. These dimensions are comparable with anthropomorphic 
phantoms and representative for cases, such as, intracranial, head and 
neck or pediatric indications. Larger dimensions of the phantoms would 
make range probing (or proton radiography) unfeasible, due to limitations 
imposed by the maximum available energy of the proton beam in the 
clinical facility (230 MeV, depth of 32 cm). Additionally, some of the scans 
for femoral bone were performed by placing the phantom on the solid 
water plates, in order to introduce additional scattering material in the 

Table 1. Summary of utilized CIRS inserts for definition of initial HLUT.

Insert label

Relative 
electron 
density HLUT section

Small 
configuration, 

HU

Large 
configuration, 

HU
Lung (inhale) 0.19 organ-like −789 −780

Lung (exhale) 0.489 organ-like −511 −505

Adipose 0.949 fat-like −68 −66

Breast (50% gland / 
50% adipose)

0.976 fat-like −32 −31

Muscle 1.043 organ-like 40 38

Liver 1.052 organ-like 52 51

Trabecular bone 1.117 bone-like 230 204

Dense bone 1.456 bone-like 914 845
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field of view. Average water equivalent thickness (WET) values per phan-
tom along the range probe path were as follows: Head phantom 143.2 mm 
(SD 50.8 mm), Thorax phantom 43.0 mm (SD 20.5 mm), Femoral bone 
113.9 mm (SD 40.9 mm).

All phantom samples were scanned with a CT scanner using clinical 
scanning pre-sets (120 kV) established already during the definition of 
the initial HLUT. Afterwards scans were imported into the TPS for (a) 
the placement of the isocenters for the range probing measurements and 
(b) for the calculation of the individual pencil beams for comparison with 
the subsequently measured data.

Range probing measurements [7, 8] were performed following the 
methodology as described by Farace et al. [9]. The approach is based on 
mapping the samples of interest with individual proton pencil beams of 
an energy high enough to pass through the sampled area and measur-
ing the exit residual range of individual pencil beams. Measurements 
were performed with the Giraffe multi-layer ionization chamber (IBA 
dosimetry, Germany). Due to the size of detector (electrode diameter of 
12 cm), a maximum area of 4.5 by 4.5 cm2 can be covered in a single mea-
surement frame. Therefore, the tissue samples were covered by multiple 
measurement frames, where each frame contained of 81 individual pencil 
beams (spot spacing 0.5 cm). Measurements were performed in a movie 
measurement mode with a sampling time of 10 ms. The delivery system 
(Proteus Plus, IBA, Belgium) was intentionally slowed down to ensure 
enough delay between the two consecutive spots within the same frame 
(i.e., field). All spots were delivered with 210 MeV energy.

As stated by Farace et al. [9], nominal range accuracy for this measure-
ment technique is ± 0.5 mm. Due to the detector size and selection of the 
frame size (4.5 × 4.5 cm2), there is no need for high positioning accuracy 
of the MLIC perpendicular to the beam axis. As verified experimen-
tally, displacements in the order of 5 mm, will not have relevant impact 
on the shape of the measured integral depth dose curve. Furthermore, 
positioning accuracy of the MLIC along the beam axis also won’t have 
significant impact on the measurement accuracy, as the distance from the 
isocenter mainly affect the amount of air between the detector and the 
tissue sample. Appropriate positioning accuracy of the MLIC under such 
circumstances can be achieved by employing on-board laser positioning 
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systems, which typically are an integral part of proton treatment rooms.  
Accuracy of the experiment will depend on the alignment of the phantom 
to the isocenter of the proton treatment room. In our case, according to 
the commissioning date for rigid anthropomorphic phantoms positioning 
accuracy of less than 0.5 mm can be achieved. Tissue phantoms, if handled 
properly and over a short time frame, can be considered nearly rigid. 

The tissue material was positioned at the isocenter by using the on-board 
x-ray imaging system: either CBCT or kV-kV imaging. The samples were 
repositioned between the frames by applying predefined offsets by the 
robotic patient positioning system. The patient position system has a 
positioning accuracy < 0.5 mm.

To simulate the range probing measurements in the TPS in each an-
imal tissue CT scan, a slab of homogeneous water-equivalent material 
(40 × 40 × 50 cm3) was added representing the multi-layer ionization 
chamber (MLIC) measurement device, which is calibrated to output 
measurements in water-equivalent depth. The used MLIC had an elec-
trode diameter of 12 cm. Every single pencil beam (FWHM 8.2 mm) was 
calculated individually using a Monte Carlo dose calculation algorithm 
(version 4.1) with an uncertainty of 0.5% and on a 1 mm isotropic dose 
grid. Afterwards, dose distributions were integrated on the plane along 
the beam axis to create integral depth dose curves to compare with the 
measured integral depth dose distributions. Experimental setup is shown 
in Figure 1.

Raw measurement data and exported data from TPS were processed and 
analyzed by a dedicated in-house Matlab tool [10, 11]. The measurements 
and TPS calculations were transformed into proton radiograms and re-
constructed radiograms respectively. Per pencil beam, a shift (shift) along 
the beam axis to reach the best alignment between measured (MLICi) 
and calculated (TPSi) depth dose curve was calculated by solving least 
square cost function (1). This shift was defined as a residual range error.
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Based on literature [1] in case of Monte Carlo calculations, the range 
uncertainty is estimated as 2.4% of beam range + 1.0 mm. For every 
measured pencil beam, a range error margin was calculated as 2.4% 
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of water-equivalent path length (WEPL) + 1.0 mm. The WEPL of the 
individual pencil beam was used instead of the beam range because the 
definition of range in water is provided as an input to the TPS for beam 
modelling. Therefore, it is more appropriate to exclude the contribution 
of range error in water (or residual range itself as measured by the MLIC) 
from the uncertainty margin calculation. It was considered that the en-
ergy reproducibility of the proton delivery system for the measurements 
is within the absolute (+ 1.0 mm) component of the range uncertainty 
margin.

Eventually the range errors, defined as the discrepancy between mea-
surement and calculation, were compared to corresponding range error 
margins, and for each pencil beam the ratio between error and margin 
was calculated. A schematic representation of the approach is shown in 
Figure 2.

If the ratio was larger than 1, the range error exceeds the uncertainty 
margin. If it is lower, the range error is within the uncertainty margin. In 
total, over all three samples, approximately 1600 individual pencil beams 
were measured and evaluated.

Figure 1. Experimental setup.
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Optimization of the HLUT
By reviewing range error and uncertainty margin ratio histograms per tis-
sue sample it was possible to identify inaccurate CT curve sections. Since 
the HLUT consisted of three fitted line segments (organ-like, fat-like and 
bone-like tissues), each specific segment of the HLUT could be corrected 
by adjusting the slope and intercept to achieve an optimal agreement 
between measurements and calculations. Iterations were performed by 
determining approximate overshoots or undershoots for a specific HLUT 
region based on the measurement set and afterwards adjusting the cor-
responding line segment to compensate previously identified overshoots 
or undershoots.

Afterwards, the optimized HLUT was introduced in the TPS and the 
entire data set was recalculated using the new HLUT. The analysis as 
described previously was repeated to validate the modifications. Figure 3 
shows histograms of ratios between range error and uncertainty margin 
per phantom type. 

It can be observed that the distribution is skewed for the thorax phan-
tom case, which is likely linked to the composition of tissues (some more 
predominant than other) in the phantom. Furthermore, an independent 
measurement set, specifically focusing on the tissue-type (bone-like tissues 
in our case) in the adjusted area of the HLUT, was included in the analysis. 

Figure 2. Schematic representation of the performed measurement and analysis. Range 
uncertainty margin is calculated per every pencil beam as 2.4% of water-equivalent 
thickness (WET) of the tissue in the beam path plus 1 mm. Multi-layer ionization 
chamber (MLIC) was used to acquire integral depth dose distally from the tissue 
sample. MLIC was simulated as a water slab for the purpose of calculations in the 
treatment planning system.
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Using the initial HLUT, created with the stoichiometric method, residual 
range error maps and histograms were determined for all 3 tissue samples 
separately.

In case of (a) the pig’s head, a mean range error of −0.54 mm with a 
standard deviation (SD) of 1.5 mm was observed; for (b) the “thorax” 
phantom, the mean range error was −0.17 mm (SD of 1.0 mm) and for 
(c) the femoral bone, the mean range error was −2.37 mm (SD 2.0 mm). 
Based on these observations, it was concluded that bone-like tissues 
in TPS are seen denser than they are. Therefore, the slope of bone-like 
tissue section of the HLUT was adjusted to compensate for this effect. 
The optimized HLUT is shown in Figure 4. The intercept and slope of 
the segment representing bone-like tissues was adjusted from 1.009 and 
0.0007 to 1.029 and 0.0006 respectively.

The optimized HLUT lies in between the initial stoichiometric HLUT 
and HLUT as calculated by the tissue substitute method. Range error maps 
were recalculated using the optimized HLUT. After recalculation in case of 
(a) the pig’s head, the mean range error changed to 0.33 mm (SD 1.4 mm); 
for (b) the thorax phantom, the mean range error dropped to 0.03 mm 
(SD 0.9 mm) and for (c) the femoral bone, the average range error reduced 
to −0.43 mm (SD 1.9 mm). Mean range errors as observed prior to and 
after HLUT optimization are provided in Table 2. The results presented 
in this section and Table 2 are based on the initial set of tissue phantoms.

The map of the ratios between range errors and uncertainty margin 
(defined as 2.4% of WEPL + 1.0 mm), as calculated using the optimized 

Figure 3. Histograms of ratios between range error and uncertainty margin before 
and after optimization of HLUT per phantom type.
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HLUT for head sample, is shown in Figure 5. Two areas highlighted in 
Figure 5 (Area A and B) have not been covered in the analysis. 

In case of Area A, few of the spots acquired in this area could not have 
been clearly separated timewise while post-processing the measurements. 
Therefore, to avoid ambiguous sampling, all spots in Area A were ex-
cluded from the analysis. Area B was not included in the analysis and 
measurements in this area were not performed, because most of the spots 
in this area would have travelled only through the air. Range error and 
uncertainty margin ratios for a combined data set (all tissue phantoms, 
including additional femoral-bone phantom, and all measurement points) 
are shown in a histogram in Figure 6.

Figure 4. Comparison of obtained HLUTs.

Table 2. Summary of range errors before and after adjustment of HLUT.

Before HLUT adjustment After HLUT adjustment 

Head phantom −0.54 (SD 1.5) mm 0.33 (SD 1.4) mm
Thorax phantom −0.17 (SD 1.0) mm 0.03 (SD 0.9) mm
Femoral bone −2.37 (SD 2.0) mm −0.43 (SD 1.9) mm
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Figure 5. Range error and uncertainty margin ratio map. Red squares indicate spots 
for which range errors exceeded the uncertainty margin.

Figure 6. Histogram of ratios between range error and uncertainty margin for a com-
bined data set after adaptation of the HLUT. For 1.5σ of the cases the ratio between the 
range error and the uncertainty margin is less than 0.75, when assuming an uncertainty 
margin of 2.4% + 1 mm. The dashed line indicates the upper border of the confidence 
interval accounting for the uncertainty of the measurement and evaluation.
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Geometrical localization of range errors
Although the range error distribution seems to be normally distributed, 
if considering isolated areas of the sample, the magnitude of range errors 
between these areas varies. For example, increased range errors are well 
correlated with intersections between materials of clearly different density, 
such as, high- and low-density bone intersections (see Figure 7).

This observation is also consistent with the literature [9, 12]. As pointed 
out by Farace et al., increased range errors based on range probing mea-
surements in a head phantom were observed along the skull contour.

This indicates that systematic density scaling, which is broadly used in 
robust treatment plan optimization, is not the ideal approach to address 
the range uncertainty problem. Preferably, range uncertainty in the plan-
ning process should be applied considering knowledge about the materials 
in the beam path. Such information as mass density and mass density 
variation laterally to the beam path should be considered to more realis-
tically account for range uncertainty in the robust optimization process.

In the absence of such algorithms in the TPS, an indication specific 
range uncertainty recipe may be implemented. For example, it may not 
be necessary to apply the same magnitude of CT number scaling in robust 
optimization of an intracranial tumour, when the beam path is intersect-
ing the skull perpendicularly and does not intersect cavities, as compared 
to a base of skull case, where beam may intersect ear canal or to some 
extent travel parallel to the brain — bone intersection. Therefore, also 
the beam angle selection may be used to minimize the range uncertainty, 
which needs to be accounted for by robust optimization.

Figure 8 shows the range error and uncertainty margin ratio map, for 
a case where the uncertainty margin of 2.4% + 1.0 mm has been reduced 
by half. 

Spots that are intersecting such areas as brain, soft tissue in the snout or 
are perpendicular to flat and large bony areas would still have range errors 
within the uncertainty margin. However, beams, which are traveling close 
to bone — soft tissue intersections or through cavities, have range errors 
outside the reduced uncertainty margin.
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General
Based on the range error and uncertainty margin ratio histogram, it can 
be observed that 1.5 SD of the spots has a ratio less than 0.75, which 

Figure 7. Range error and uncertainty margin ratio map for femoral bone. Red squares 
indicate spots with range error above uncertainty margin. Four failing spots on the 
Frame 00 are intersecting a titanium screw, which was attached to the bone.

Figure 8. Range error and uncertainty margin ratio map for a case, where uncertainty 
margin has been reduced by half (1.2% + 0.5 mm).
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indicates that the range uncertainty margin, set as 2.4% + 1.0 mm in our 
institution-specific setting, is an overestimation of the actual range errors 
encountered for the studied tissue phantom set, if the optimized HLUT 
is used. In case of applying initial, non-optimized HLUT, 1.5 SD of the 
spots has a range error to uncertainty margin ratio of less than 0.9. The 
obtain results are representative for the sample dimensions as presented 
above. Beam hardening effect may introduce additional uncertainty for 
patients of significantly larger dimensions. Therefore, ultimately range 
probing checks should be performed for actual patients.

Following this study based on animal tissue, it is worthwhile to consider 
the application of the methodology using patient-specific data. This would 
bring more insight in SPR values for human tissue and assess further gains 
in potentially employing site-specific or patient-specific HLUTs [13, 14, 15, 
16]. Using the range probing in patients would require relatively low doses. 
Without further adjustments of the technique, the dose at the plateau 
would be less than 1 cGy per frame. Additionally, range probing could be 
integrated in the workflow to provide information on anatomical variations 
and assist in the decision-making process for triggering plan adaptation. 

Eventually, range probing could enrich CBCT data and improve the 
quality and reliability of virtual CTs, created based on the CBCT anatomy. 
Currently, one of the challenges in creating virtual CTs based on CBCT 
data sets is the ability to validate the accuracy of CT number retrieval, 
which commonly is done based on image deformation fields [17, 18] or 
in combination with other methodologies, such as machine learning 
[19]. Similarly, to the use of range probing in the scope of this work for 
validation of range calculation accuracy based on CT data set, it could 
be used for the validation of virtual CT data sets.

Currently, there is a substantial interest in the field for the application of 
dual energy CT imaging for proton treatment planning, to provide more 
accurate SPR data [20, 21, 22]. It is estimated that the use of dual energy CT 
would allow to reduce range uncertainties to about 2% [23]. By using the 
proposed range probing methodology for optimization and validation of 
the HLUTs, it was demonstrated that range uncertainty could be reduced 
to almost 2% as well. This reduction may be further enhanced when site 
specific or patient specific HLUTs are used.  However, combining the range 
probing approach with the use of dual energy CT imaging could potentially 
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allow to reduce the uncertainty even further. Nevertheless, in order to 
support comparison between range uncertainty estimation for usage of 
dual energy CT and results of this study, it would be necessary to also 
perform the range probing-based evaluation for dual energy CT images.

A limitation of the HLUT optimization is, that within the optimization 
process contribution of absolute component in range uncertainty, which 
is affecting the experimental data set, is also “minimized”. However, in 
practice adjustment of HLUT cannot reduce the contributions to absolute 
component of the range uncertainty. By overfitting HLUT to obtain perfect 
agreement between measurement and simulation, one might incorrectly 
introduce a compensation for range errors caused by contributors to the 
absolute component in the HLUT. The inclusion of independent samples 
and data sets in the evaluation to some extent provides a possibility to 
assess the impact of the above-mentioned issue.

The methodology is not intended, nor suitable for identifying tissue- 
specific ground-truth stopping power ratios. It is rather an end-to-end 
verification, which looks at tissue compositions in an integral manner. 
Therefore, the methodology should not be used for extensive optimi-
zations of the HLUT, if the problematic area is not obvious (such as in 
the current case bone-like tissues). By overfitting the HLUT, solutions 
might be found that give excellent agreement between measurements and 
simulations, however, due to integral characteristic of the range probe, 
still incorrect stopping powers might be assigned to individual tissues. 
To overcome this limitation, more projections could be acquired, which 
resample an approach towards proton CT.

Possible deformations of the tissue samples that may happen between 
CT simulation and treatment delivery can impact the comparison be-
tween measurements and simulations. This is a limitation of the proposed 
methodology. It is difficult to numerically asses the possible impact of 
phantom deformations, as it can vary significantly depending on type 
of deformation, extent and localization. For our experiments, possible 
deformations were investigated by extensively reviewing CBCT image 
overlaid with the CT image and no significant difference were identified.

Currently one of the drawbacks of the experimental measurement 
technique is the lack of integration between measurement device and 
beam delivery system. More reliable sampling during measurement, for 
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example using a trigger mode, would be desirable. This would allow to 
avoid or limit artefacts in the measurement set and a need to exclude 
data, as shown in Figure 5 area A.

While the range probing based method for assessment of range accuracy 
in the treatment delivery process was demonstrated in a single energy CT 
based setting, in principle the technique can also be applied to perform 
range accuracy evaluations in departments, which use dual energy CT 
for patient simulation [24].

In conclusion, it has been demonstrated that range probing is an ef-
ficient method for institution-specific validation and optimization of 
HLUTs prior to their use in the clinic, opening possibilities for reducing 
literature-based range uncertainty margins. Further range probing studies 
should evaluate the potential range uncertainty reduction for site- or 
patient-specific HLUT alone and/or in conjunction with DECT.
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Abstract

Purpose: The capability of proton therapy to provide highly conformal 
dose distributions is impaired by range uncertainties. The aim of this work 
is to apply range probing (RP), a form of a proton radiography-based 
quality control (QC) procedure for range accuracy assessment in head 
and neck cancer (HNC) patients in a clinical setting.
Methods and Materials: This study included seven HNC patients. RP ac-
quisition was performed using a multi-layer ionization chamber (MLIC). 
Per patient, two RP frames were acquired within the first two weeks 
of treatment, on days when a repeated CT scan was obtained. Per RP 
frame, integral depth dose (IDD) curves of 81 spots around the treatment 
isocentre were acquired. Range errors are determined as a discrepancy 
between calculated IDDs in the treatment planning system and measured 
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residual ranges by the MLIC. Range errors are presented relative to the 
water equivalent path length of individual proton spots. In addition to 
reporting results for complete measurement frames, an analysis, excluding 
range error contributions due to anatomical changes, is presented.
Results: Discrepancies between measured and calculated ranges are 
smaller when performing RP calculations on the day-specific patient 
anatomy rather than the planning CT. The patient-specific range evalu-
ation shows an agreement between calculated and measured ranges for 
spots in anatomically consistent areas within 3% (1.5 standard deviation).
Conclusions: The results of a RP-based QC procedure implemented in 
the clinical practice for HNC patients have been demonstrated. The 
agreement of measured and simulated proton ranges confirms the 3% 
uncertainty margin for robust optimization. Anatomical variations show 
a predominant effect on range accuracy, motivating efforts towards the 
implementation of adaptive radiotherapy.

Introduction

Since the early investigations of proton therapy, the physical character-
istics of protons have been regarded as promising for the reduction of 
integral dose to healthy tissues. Proton therapy can therefore, offer more 
conformal treatments than conventional photon therapy [1], [2]. Never-
theless, since the early adoption of proton therapy in clinical practice, its 
application has been hampered due to numerous sources of uncertainty, 
which can potentially severely degrade planned treatment dose distribu-
tions [3], [4], [5], [6].

In practice, a discrepancy between the actual range of a proton beam in 
the patient and the planned one may occur. In literature, this phenomenon 
is commonly referred to as range uncertainty. Computed tomography 
(CT) calibration, conversion of CT numbers to proton stopping power 
ratios (SPR), handling of lateral and longitudinal heterogeneities in 
the beam path, etc. [3] are referred to as major contributors to range 
uncertainty. 

However, in clinical practice there are more factors that may impact 
proton range accuracy. Overall, these are (i) machine related, such as, 
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reproducibility and stability of the equipment, (ii) physics related, such 
as, transformation of CT numbers to mass density to SPR, (iii) patient 
related, such as, anatomical and physiological variations, and (iv) bi-
ology related, linked to the end-of-range effect and relative biological 
effectiveness (RBE) uncertainty [5]. Nonetheless, only (i) and (ii) are 
addressed by range uncertainty margin recipes proposed to account for 
range uncertainty [3].

Technologically driven developments, such as, the clinical introduction 
of dual energy computed tomography (DECT) [7] or proton CT [8]
[9], aim at eliminating or reducing the effect of some of the physics 
contributors to range uncertainty. The use of DECT promises to reduce 
the range uncertainty to about 2% [10], as opposed to 3–3.5%, which are 
often applied in proton clinics, when single energy computed tomography 
(SECT) is used [3],[11].

Proposed range uncertainty recipes are based on values found in liter-
ature (individually quantifying the extent of different possible sources of 
errors) and theoretical estimates [3]. Furthermore, attempts have been 
made to develop experimental techniques, which would allow to gain 
insight in range accuracy predictions in a near-clinical (for example, com-
missioning phase) or clinical setting. Techniques as proton radiography 
[12],[13],[14],[15],[16], prompt gamma imaging [17] or positron emission 
tomography [18] have been investigated and applied for this purpose.

In our clinic we used proton radiography, more specifically range prob-
ing (RP) [13], to investigate range accuracy predictions of the treatment 
planning system (TPS) in near-clinical conditions (during the com-
missioning phase). A set of experiments was conducted to validate and 
optimize the CT calibration curve on animal tissue samples (bone and soft 
tissue) [19]. Furthermore, range uncertainties in lung-like tissues were 
assessed using a porcine lung phantom [20]. As shown in these studies, 
RP allowed to support the choice of an applied range uncertainty recipe 
for robust plan optimization in clinical practice. 

The RP acquisition method has been introduced into clinical practice 
and made available for patient-specific range accuracy checks as a part of 
an in vivo quality control (QC) procedure. This is the first report on the 
results of Pencil Beam Scanning RP QC after the clinical implementation 
for head and neck cancer (HNC) patients.
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Materials and methods

The RP [13] technique, which has been adopted in our clinical prac-
tice is based on the use of a multi-layer ionization chamber (MLIC) to 
measure residual integral depth dose curves (IDDs) distally from an 
object-of-interest or patient. While there are several groups investigating 
MLIC-based range probing measurements [13], the method applied in 
this work has been proposed and investigated by Farace et al. [21] and 
makes use of the commercially available MLIC Giraffe (IBA Dosimetry, 
Schwarzenbruck, DE) detector. A MLIC Giraffe has 180 parallel plane 
ionization chambers. The electrode diameter of each chamber is 12 cm. 
The electrodes have 2 mm spacing and the detector provides submillimeter 
range measurement accuracy for pristine peaks according to the manu-
facturer’s documentation. This allows to measure high energy (relatively 
small size) spots with a deflection of up to ± 2 cm from the isocentre. The 
MLIC Giraffe is used in “movie” acquisition mode with a sampling time of 
10 ms. The impact of measurement conditions (such as, field size, fluence, 
detector positioning, etc.) on the measurement accuracy has been assessed 
in previous study [21]. For the RP procedure measurement conditions 
are set such that the accuracy of the detector compared to a baseline as 
provided by the manufacturer is not deteriorated.

The introduction of the QC procedure in the operational protocol as part 
of routine clinical practice has been approved by the board of department. 
On patient specific basis the procedure is prescribed by the decision of 
attending MD. All devices, used to perform the procedure, are medical 
devices and are used as per intent of the device.

The implementation of an in vivo RP procedure for use in clinical rou-
tine imposed several implications on the clinical workflow, as described 
in the subsections below.

RP in treatment planning
A dedicated treatment field with a gantry angle of 90 degrees is incorpo-
rated in the clinical TPS treatment plan. Currently the choice of gantry 
angle is limited to the lateral orientation (90 or 270 degrees) due to 
constrains linked to MLIC Giraffe positioning. Positioning the gantry 
at 90 degrees allows easier access to the patient with the measurement 
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equipment in our site-specific conditions. The field consists of 81 spots, 
covering a 4 × 4 cm2 area around the treatment isocentre. The lowest 
allowed monitor units (MU) are assigned per spot in order to maintain 
the delivered dose during the Quality Control (QC) procedure as low as 
possible. A RP field (81 spots) delivers approximately 1 cGyRBE of dose 
per QC procedure. All spots are assigned an energy of 210 MeV, which 
results in the full width at half maximum in air at the isocentre of 8.2 mm 
at our facility. In our clinical practice, the treatment isocentre for HNC 
patients is in the proximity of C3 or C4 vertebrae. Since RP spots are 
centred around the isocentre, this allows to intersect a broad mixture 
of tissues (bones, various muscles, fat tissue, nodes and, in some cases, 
tumour) during the QC procedure. As an example, Figure 1 shows the 
setup of the RP field for one of the patients. In addition, Krah et al. found 
that the proton radiography accuracy does not vary with its location 
relative to the treatment volume [22], although, in the context of adaptive 
therapy, it might be beneficial to perform RP check through the regions 
traversed by treatment beams.

Figure 1. Visualization of a range probing (RP) field for an example patient geometry 
(Patient 2). (A) The dose distribution of the RP field is shown from a transversal view 
of the patient, where the RP field is directed from the patient’s left to the right (as from 
a gantry angle of 90 degrees). The MLIC is represented by a blue box contour at the 
right side of the patient, and the range of penetration of each RP spot is indicated by 
orange rectangle. The distance between the patient and the MLIC is not shown at a 
scale. The integral dose of the whole RP beam as introduced in the planning system is 
shown in the image, while measurement analysis is performed on spot-by-spot basis. 
(B) Sagittal plane of the patient, in which the orange circles represent the RP spots.
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RP in treatment scheduling
After transferring the treatment plan to the Oncology Information System 
(OIS), the RP field is scheduled in the treatment calendar only on selected 
days. In the current implementation, the RP QC procedure is performed 
twice during the treatment course, or more if deemed necessary due to 
observed previous results or changes as shown by imaging data. 

To ensure the availability of an up-to-date CT image of the patient 
and to support the interpretation of the RP data, the RP procedure is 
performed on the day of a repeat CT acquisition. The repeat CTs are 
acquired within 20 minutes before or after the treatment fraction, with 
the patient immobilized as in the treatment position.

RP setup and acquisition
On the day of the scheduled RP QC procedure, prior to the patient enter-
ing the treatment room (TR), a gain calibration of the MLIC is performed. 
The calibration procedure requires delivery of a high energy proton spot 
in-air. Therefore, the patient should not be present in the room during 
the calibration. The chamber gain is determined by normalizing the cal-
ibration measurement per chamber to the reference IDD measurement 
of the same energy spot acquired in a water tank with a large diameter 
parallel plane chamber. For the given application, no energy or beam 
intensity dependent calibration is performed. The procedure requires 
approximately 5 minutes. After the calibration is performed, the patient 
may enter the TR. The patient is positioned at the TR isocentre using 
cone-beam computed tomography (CBCT). Afterwards, the gantry is 
moved to the 90 degrees position and the MLIC is positioned next to the 
patient on the gantry rolling floor opposite to the nozzle, using a dedicated 
trolley. The MLIC is aligned to the isocentre along the beam axis using 
in-room lasers. The distance between isocentre and entrance window of 
the MLIC is measured and recorded, as it is required for RP simulations 
in the TPS. Positioning of the MLIC does not require high precision 
due to the RP field size versus size of the MLIC electrode. Positioning 
errors along the beam axis will only have minimal impact due to the low 
density of air. When the alignment of the device is complete, the RP field 
delivery and acquisition can be performed. Delivery of the RP field does 
not require any non-standard modifications to the beam delivery system. 
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After the measurement, the trolley with the MLIC is removed from the 
gantry rolling floor and is left in the TR until the treatment fraction is 
complete. The setup of the equipment in the treatment room during RP 
acquisition is demonstrated in Figure 2. 

After removal of the trolley from proximity of the patient, the planned 
treatment fields are delivered as usual. The RP QC procedure extends 
the treatment fraction time by about 5 minutes, of which approximately 
15 seconds are the time of RP delivery.

RP simulations in the TPS
In the TPS, a dedicated structure with an override to a material, which 
has the physical density and elemental composition of water, is added 
distally to the patient in the beam path to simulate the MLIC. Each spot 
of the RP field is calculated individually using the clinical TPS Monte 
Carlo engine on an isotropic 1 mm dose grid with an accuracy of 0.5%. 

Figure 2. Equipment setup in the treatment room for proton range probing acquisition. 
The gantry angle is set to 90 degrees and the MLIC is positioned on the trolley on the 
right side of the patient.
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The obtained dose distributions per spot are integrated along the beam 
axis. Automation of calculations and data extraction was realized using 
the scripting capabilities of the TPS.

Rigid registration between planning and repeat CTs is required to per-
form RP simulations. In accordance to the standard operational protocol, 
during the planning phase, a verification mask is defined on the planning 
CT. It is a rectangular structure encompassing the target volume, which is 
used as a region-of-interest (ROI) to perform automatic image registration 
during patient alignment in the treatment room. The same ROI was also 
used to register planning and repeat CTs.

RP data analysis
IDD curves simulated in the TPS are compared to the IDDs as measured 
with the MLIC. For each spot, the range error was obtained as the 
optimal offset between measured and simulated IDDs along the depth 
axis, as obtained by means of the least squares method [19] (also see 
Figure  3). Negative / positive range errors correspond to a simulated 
IDD with a shorter / longer range with respect to the range as obtained 
from the measured IDD. Eventually, range errors are presented relative 
to the water equivalent path length (WEPL) of the proton spot passing 
through the patient. The WEPL for all spots is determined based on 
the measurements (as a difference between the depth of maximum 
dose for RP IDD and the maximum depth of a measurement in air for 
the same energy).

The analysis and comparison of the measured and calculated data sets 
(exemplary curves shown in Figure 3) was performed using Matlab 
tools, which have been developed based on the toolbox provided by the 
openREGGUI open-source project [23]. 

As evaluated by Farace et al., this RP implementation allows to deter-
mine range errors with an accuracy of 0.5 mm [21].

Within the scope of this study, the range accuracy was assessed not only 
on the basis of the repeat CTs, but also based on the planning CT. This was 
done to gain insight in how machine- and physics-related sources of range 
uncertainty (as introduced above) in general compare to patient-related 
sources of range errors, namely anatomical variations.
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Anatomical inconsistency checks
In addition to reporting results for complete measurement frames (in-
cluding all 81 spots per measurement, resulting in 1134 analysed spots 
in total), all RP measurements have been reviewed by focusing on the 
agreement between repeat CT and CBCT of the same fraction, in order 
to identify spots affected by anatomical variations. The most common 
areas of inconsistency were identified and corresponded to (1) proximity 
of trapezius muscle and shoulders, (2) swallowing muscles, (3) base of 
tongue. An additional analysis was performed, where spots intersecting 
areas of common anatomical variations were excluded in all RP frames. 
To clarify, spots were excluded based on anatomical location instead of 
observed range errors. Spots, which were excluded for a specific patient, 
were excluded consistently in all RP frames for that patient. In total 
48.5% of spots were excluded for the reduced data set analysis, resulting 
in 584 remaining spots.

Figure 3. Exemplary IDD curves as measured by MLIC and calculated by TPS for one 
of the pencil beams. (Left) plot shows raw MLIC and TPS data sets prior the calcula-
tion of an optimal offset, while (right) plot shows both data sets aligned (in this case 
2.3 mm offset was calculated using the least squares method). The calculated offset in 
the context of this work is considered the range error for the given spot.
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Results of the clinical utilization of the RP QC procedure in the first seven 
consecutive HNC patients are presented.

As an example, relative range error maps for Patient 3 are shown in 
Figure 4. 

Relative range errors have been determined based on the planning 
CT and two repeat CTs (fractions 6 and 11 for this patient). Relative 
range errors for all 81 spots per RP frame are shown as an overlay on 
the sagittal plane of the planning CT scan at the treatment isocentre. 
For fraction 6, the comparison between the measured and simulated 
RP based on the repeat CT of that fraction shows a mean range error of 
0.1% (1.5 SD 1.8%, which means 1.5 standard deviation is 1.8%), while 
the comparison with the simulated RP based on the planning CT shows 
a higher mean range error of −1.8% (1.5 SD 2.0%). Correspondingly for 
fraction 11, a mean range error of 0.7% (1.5 SD 2.4%) is seen for the 
comparison of measured and simulated RP based on the repeat CT and 
a mean error of −3.1% (1.5 SD 1.8%) when basing the simulation of the 
RP on the planning CT.

Mean WEPL for RP spots considering all spots (1134) combined was 
145 mm, with values varying from 66 to 278 mm. 

Mean relative range errors and 1.5 SD per RP frame (81 spots or less 
for the reduced data set) are listed in Table 1 for the QC procedures 
performed for all seven patients. Additionally, fraction numbers, during 
which QC procedures were performed, are added. During the same 
fractions also repeat CTs used for simulations were acquired. Table 1 
shows that the mean range error obtained by comparison of the measured 
RP to the RP simulated based on the day-specific repeat CT is typically 
smaller than if the comparison is done to the RP simulated based on the 
planning CT. Mean absolute relative range errors for both data sets are 
provided in Supplementary Material 1.

As mentioned, a reduced measurement data set was created in order to 
exclude proton spots intersecting areas where anatomical inconsistencies 
are often observed. In this way, the influence of anatomical variations on 
the analysis is greatly reduced. Results of the analysis in the reduced data 
set can also be seen in Table 1.
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Again, considering Patient 3 as an example, for the reduced data set the 
mean range error for RP acquired during fraction 6 is 0.2% (1.5 SD 1.4%), 
when considering simulations based on the day-specific repeat CT. The 
mean range error is again noticeably larger (-1.9% (1.5 SD 1.9%)) when 
performing the analysis versus RP simulations based on the planning CT. 

Figure 4. Grids of relative range errors overlaid with the sagittal planes for an exem-
plary patient (Patient 3). Relative range errors are shown for a comparison between 
measured IDDs and individually simulated IDDs on the planning CT (left) and the 
two repeat CTs (right). For the example patient, proton radiograms were acquired 
during fractions 6 and 11. For each frame, each cell in the grid corresponds to a RP 
proton spot. Squares shown in red color were excluded for Patient 3 due to anatomical 
inconsistencies to obtain the reduced data set. Additionally, mean relative range errors 
for each frame are shown. 
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A RP QC procedure has been applied in vivo for the first time and results 
for the first 7 HNC patients have been presented.

It can be noticed based on Table 1, that the analysis performed on the 
reduced RP data set (in areas of stable anatomy) shows range errors within 
the ± 3% range uncertainty margin, which is applied in our clinical practice 
for the robust plan optimization. This holds if anatomical variations be-
tween the measurement and simulation in the TPS are minimal, meaning 
that simulations are performed on the same-day repeat CT. If simulations 
are performed on a planning CT image (reduced data set), which is al-
ready 3–4 weeks old at the time of RP acquisition, agreement between 
simulated and measured residual IDDs deteriorates. This can be explained 
(also confirmed by comparing images visually) by weight changes of the 

Table 1. Overview of relative range errors as determined through proton range prob-
ing-based quality control checks. Results are shown for the analysis performed on the 
complete (“compl.”) and reduced data sets (“red.”).

Pat #

Mean relative range error (1.5 SD) [%]

QC session 1 QC session 2

Fx #

pCT rCT

Fx #

pCT rCT

compl. red. compl. red. compl. red. compl. red.

1 3 0.7 
(4.6)

2.0 
(1.3)

0.5 
(3.1)

0.8 
(1.3) 8 3.1 

(4.2)
2.7 

(2.7)
0.2 

(2.6)
−0.2 
(1.4)

2 6 2.8 
(4.4)

2.1 
(2.0)

1.8 
(3.9)

0.2 
(1.6) 11 0.5 

(3.9)
1.6 

(2.5)
1.8 

(2.6)
1.1 

(1.2)

3 6 −1.8 
(2.0)

−1.9 
(1.9)

0.1 
(1.8)

0.2 
(1.4) 11 −3.1 

(1.8)
−3.0 
(1.5)

0.7 
(2.4)

0.7 
(1.9)

4 2 4.5 
(7.4)

3.5 
(2.5)

2.2 
(6.0)

0.1 
(0.7) 9 −2.6 

(8.9)
−2.5 
(3.3)

1.9 
(6.3)

−0.1 
(2.4)

5 2 1.2 
(2.3)

0.5 
(1.9)

2.3 
(2.2)

1.3 
(0.9) 7 1.2 

(3.2)
0.4 

(2.8)
−0.6 
(1.7)

−0.7 
(1.0)

6 3 3.9 
(2.4)

4.1 
(1.7)

0.2 
(2.2)

0.6 
(1.3) 8 2.5 

(7.7)
3.2 

(2.9)
−0.1 
(8.0)

−0.1 
(1.3)

7 9 0.9 
(4.9)

−0.1 
(2.0)

4.4 
(5.5)

1.1 
(1.4) 14 −9.0 

(8.7)
−4.3 
(1.7)

−0.8 
(7.4)

−1.2 
(1.3)
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patients. For HNC patients undergoing concurrent chemotherapy we 
often observe skin contour increase / decrease caused by weight changes 
and/or swelling. For example, for Patient 3 and 6 in Table 1 simulations 
on the pCT systematically show under- or over-range compared to simu-
lations on the rCT. This is caused by post-chemo treatment swelling of the 
Patient 3 and weight loss for Patient 6. Such a trend was not observed for 
Patients 5 and 7. Although standard deviations were smaller for the rCT 
based data set compared to the pCT based data set, mean relative range 
errors were slightly smaller (~ 1%) for the pCT based data set. For these 
patients no obvious swelling or weight changes were observed, which is 
an effect that results in pronounced mean error fluctuations. 

For the complete data sets (both, pCT and rCT), where all spots of each 
RP frame have been included in the analysis, similar tendencies as for the 
reduced data set can be observed: typically rCT based data sets show better 
agreement between measured and simulated residual IDDs than pCT 
based data set. This is mostly caused by anatomical variations between 
CT image acquisition and patient’s anatomy at the time of the RP mea-
surement, an effect that range uncertainty is not intended to account for. 

Farace et al. [25] have indicated that range errors, as determined by RP, 
are sensitive to spatial misalignment errors between the simulated and 
measurement data sets. RP acquisitions, as per proposed methodology, 
are acquired after alignment of the patient to the treatment isocentre. 
Although the patient’s position is representative of the treatment position, 
residual setup errors may affect the RP measurements. As demonstrated 
by Farace et al., residual setup errors would cause increased range errors 
along areas of high heterogeneity index Hi values. Effects of residual 
misalignment and density interface have also been investigated by Hammi 
et al. [14],[24]. Such patterns were not observed in our data set along, 
for example, the spine (see Figure 4), however to some extent could have 
been a contributing factor towards mean relative range error variation 
between 1st and 2nd QC based on the reduced data set of Patient 7.

Overall RP QC results are affected by multiple sources of uncertainty: 
(1) overall accuracy of range error determination according to the RP 
QC method (~ 0.5 mm) [19], [20], [21], [25], which includes spot posi-
tion accuracy, (2) energy fluctuations of the treatment delivery machine 
(~ 0.1 mm short-term to ~ 0.5 mm long-term), (3) residual setup errors 
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and intrafraction motion, including, for instance, muscle relaxation, in the 
treatment room (~ 1 mm), (4) anatomical inconsistencies of the patient 
between the treatment room and CT imaging room, (5) rigid registration 
of the planning and repeat CTs. Sources (4) and (5) may be highly patient 
and day specific. For the current data set we estimate the uncertainty 
of the relative range error in the order of 1% (relative to the observed 
WEPL values in the obtained data sets). This is also indirectly supported 
by assessing the reproducibility of data between both QC sessions for 
the same patient, when reduced data set based on rCT (least affected by 
anatomical inconsistencies) is considered. Additionally, in this work the 
WEPL of a spot has been defined as the difference between the depth of 
the range probe peak and the depth of the peak for an in-air measurement. 
In case of a degraded peak shape due to heterogeneities (for example a 
double peak as shown in Figure 3), this approach might not result in 
self-evident definition of the WEPL. For the purpose of this study, any bias 
in WEPL definition introduced by the use of maximum dose approach 
due to double peaks (as shown in Figure 3) was considered negligible, 
since in practice such double peaks were rare. In fact, only about 3% of 
the measured spots per frame showed double peak pattern. In addition, in 
some cases dose maximum was coinciding with the more proximal peak, 
while in other cases, with the more distal peak. Furthermore, in some 
cases of highly degraded IDDs, the use of the least square method may 
result in good alignment at the distal fall-off region, while the alignment 
(or rather shape of the curves) at the peak region is suboptimal. While 
the used openreggui tools allow to visually review the alignment of the 
curves on spot-by-spot basis and no anomalies where observed in this 
data set, for the purpose of further automation, the introduction of a more 
robust metrics is desirable. Similarly, chamber gain fluctuations (noise) 
may influence the fitting process. In practice, noise on the proximal 
side of the peak has limited impact on the fitting since gradients on the 
proximal side are much lower than on the distal side of the peak. Addi-
tional metrics for quantifying range probing measurements have been 
investigated and proposed in literature, such as the weighted mean range 
and range dilution [24]. Future improvements of the RP QC procedure 
could be warranted by investigating applicability of additional metrics 
and introducing them into result reports. 
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It is important to note that large range errors in specific areas experienc-
ing anatomical changes (as observed experimentally) do not necessarily 
translate into dosimetrically unacceptable plans. In fact, for none of the 
seven presented patients dosimetric evaluation of the treatment plan 
based on the standard weekly repeat CT triggered a plan adaptation. 
Multiple factors determine if robust target and organ-at-risk (OAR) dose 
is maintained during the treatment course. The number of treatment fields, 
their orientation, spot size, weight and placement, the dose modulation 
within a field and the robustness margins play a role in preserving an 
appropriate dose distribution.

The method applied in this work focuses on the evaluation of range 
errors in a clinical context by comparing measured residual ranges to 
simulated ones in the TPS. This method is not suitable to establish ground 
truth SPR per tissue type. In case major deviations between measured 
and simulated IDDs are observed, further investigation to establish the 
root cause would be necessary.

Furthermore, the method looks at a mixture of tissues in an integral 
manner. Theoretically it is possible to observe good range agreement, 
while this could be a result of balancing over- and under-estimation 
of SPRs for various tissue types in the beam path. Nevertheless, this 
is unlikely to systematically occur in practice since the geometry and 
anatomy of HNC patients is diverse. For anatomically less complex cases, 
for instance, intracranial indications, such compensation effects have 
been reported in literature [26]. 

The purpose of the applied RP QC procedure is to provide data on the 
range calculation accuracy in the TPS on patient specific bases. RP spots 
intersect a broad mixture of tissues and therefore provide data on range 
calculation accuracy also relevant for the tissue types in the beam path 
of treatment fields. However, RP fields do not exactly overlap with the 
treatment fields. This could be considered as a limitation of the method. 

The results presented in this paper allow to bring the range uncertainty, 
as defined in literature [3], and actual range errors, which regularly occur 
in clinical practice and towards which anatomical variations contribute 
most, into perspective. Anatomical variations in the beam path may have 
a more severe degrading effect on the range accuracy than other sources 
of uncertainty that are accounted for by range uncertainty recipes, as 
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also reported in literature [27]. To account for anatomical variations, 
the ability to perform plan adaptations at a higher frequency (or online) 
would be required. 

The described in vivo RP QC procedure is currently applied to assess 
range calculation accuracy on a patient-specific basis. It provides an 
insight on range prediction accuracy in a workflow based on single energy 
computed tomography (SECT) imaging, but it could also be applied as 
a QC tool for workflows based on DECT imaging. 

In our current practice, repeat CTs are systematically performed on 
weekly basis. It is not intended that RP QC procedure could replace a need 
for repeat CTs in future, as the information obtained is complimentary.

Furthermore, in the future, such a procedure could have a major role 
in the validation of synthetic CTs intended for proton dose calculations. 
CBCTs suffer from the large uncertainty of the Hounsfield Units (HU), 
which makes them unsuitable for proton dose calculation. Promising 
results have been shown on performance of neural networks (NN) in 
generating synthetic CTs based on daily CBCTs [28], rendering synthetic 
images suitable for dose calculation. Nevertheless, to some extent NN may 
be considered as a “black box”. Therefore, extensive QC procedures should 
be introduced to validate the output of NNs. In this context, in vivo RP 
QC may provide means to validate HU accuracy in synthetic CT images 
and may confirm their usability for dose calculation on a patient- and/
or a fraction-specific basis. For such use case, more frequent (potentially, 
daily) RP QC acquisitions might be necessary. In such case 1 cGy RP 
dose might not be considered acceptable by some clinicians. Although 
not ideal, 1 cGy dose level is comparable to an imaging dose required 
by earlier generation MV portal imagers. To reduce RP dose further, 
modifications to the clinical proton delivery system would be required, 
as this dose level is currently determined by minimum monitor unit per 
spot limit. Nevertheless, to determine if 1 cGy dose is clinically acceptable 
for a QC procedure, it should be weighed against the possible dosimetric 
gains from using synthetic CTs in adaptive workflows. 
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Conclusions

A proton range probing-based quality control procedure has been de-
ployed in clinical practice for HNC patients. It allows to evaluate range 
calculation accuracy on a patient-specific basis. Initial results show that 
anatomical inconsistencies that occur during the HNC treatment course 
often have a predominant effect on range errors. However, there is an 
agreement between calculated and measured ranges for spots in anatomi-
cally stable areas within 3%, which is the currently used range uncertainty 
margin for robust Monte Carlo based optimization in our clinic. 
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Supplementary material 1

Table 1. Overview of relative range errors as determined through proton range prob-
ing-based quality control checks. Results are shown for the analysis performed on the 
complete (“compl.”) and reduced data sets (“red.”).

Pat #

Mean absolute relative range error (1.5SD) [%]
QC session 1 QC session 2

Fx #
pCT rCT Fx # pCT rCT

compl. red. compl. red. compl. red. compl. red.
1 3 2.6 2.0 1.6 1.0 8 3.2 2.8 1.4 0.8
2 6 2.9 2.1 2.2 0.8 11 2.2 2.0 1.9 1.1
3 6 1.9 1.9 0.9 0.7 11 3.1 3.0 1.4 1.2
4 2 4.9 3.5 2.6 0.4 9 4.7 3.1 2.8 1.1
5 2 1.5 1.0 2.3 1.3 7 1.8 1.3 1.1 0.8
6 3 3.9 4.1 1.2 0.9 8 4.3 3.4 3.5 0.6
7 9 2.4 1.0 4.7 1.1 14 9.1 4.3 3.6 1.3
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and accumulation for 4D adaptive pencil 
beam scanned proton therapy in a clinical 
treatment planning system: Implementation and 
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Published as:
Meijers A, Jakobi A, Stützer K, Guterres Marmitt G, Both S, Langendijk JA, 
Richter C, Knopf A. Log file-based dose reconstruction and accumulation 
for 4D adaptive pencil beam scanned proton therapy in a clinical treatment 
planning system: Implementation and proof-of-concept. Med Phys. 2019 
Mar;46(3):1140-1149. doi: 10.1002/mp.13371. PMID: 30609061.

Abstract

Background and Purpose: Motion induced uncertainties hamper the clin-
ical implementation of pencil beam scanning proton therapy (PBS-PT). 
Prospective pre-treatment evaluations only provide multi-scenario 
predictions without giving a clear conclusion for the actual treatment. 
Therefore, in this proof-of-concept study we present a methodology for 
a fraction-wise retrospective 4D dose reconstruction and accumulation 
aiming at the evaluation of treatment quality during and after treatment.
Material and Methods: We implemented an easy-to-use, script-based 
4D dose assessment of PBS-PT for patients with moving tumours in a 
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commercially available treatment planning system. This 4D dose accu-
mulation uses treatment delivery log files and breathing pattern records 
of each fraction as well as weekly repeated 4D-CT scans acquired during 
the treatment course. The approach was validated experimentally and was 
executed for an exemplary data set of a lung cancer patient.
Results: The script-based 4D dose reconstruction and accumulation was 
implemented successfully, requiring minimal user input and a reasonable 
processing time (around 10 minutes for a fraction dose assessment).  An 
experimental validation using a dynamic CIRS thorax phantom con-
firmed the precision of the 4D dose reconstruction methodology. In a 
proof-of-concept study, the accumulation of 33 reconstructed fraction 
doses showed a linear increase of D98 values. Projected treatment course 
D98 values revealed a CTV under dosage after fraction 25. This loss of 
target coverage was confirmed in a DVH comparison of the nominal, the 
projected (after 16 fractions) and the accumulated (after 33 fractions) 
dose distribution.
Conclusions: The presented method allows for the assessment of the 
conformity between planned and delivered dose as the treatment course 
progresses. The implemented approach considers the influence of chang-
ing patient anatomy and variations in the breathing pattern. This facili-
tates treatment quality evaluation and supports decisions regarding plan 
adaptation. In a next step, this approach will be applied to a larger patient 
cohort to investigate its capability as 4D quality control and decision 
support tool for treatment adaptation.

Introduction

Treatment of moving tumours in the lung with pencil beam scanning 
(PBS) proton therapy has been identified as being challenging early 
on [1]. This has mainly two causes: First, large density changes in the 
treated area. A tumour movement out of the planned treatment position 
largely impacts the range of the proton beam. Second, motion of the 
tumour takes place at the same time scale as the motion of the pencil 
beam during treatment, causing the so-called interplay effect by beam 
and motion interference. This effect can lead to highly inhomogeneous 
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dose distributions and was, up to now, substantially explored in phantom 
measurements and treatment planning studies [2–6]. These studies iden-
tified a multitude of influencing factors, e.g. patient-specific parameters 
like motion amplitude and tumour position at treatment start as well 
as machine-specific parameters like pencil beam spot size and the time 
required for spot repositioning. Most evaluations agree that the impact of 
the interplay effect is highly individual for a specific set of patient char-
acteristics and machine parameters as well as their specific combinations 
per treatment fraction. Thus, it is hard to predict the dosimetric conse-
quences of the tumour motion in advance in a pre-treatment evaluation. 
Such prospective pre-treatment evaluations consist of multiple scenarios, 
based on nominal patient and treatment machine characteristics. These 
analyses are clinically relevant as they aim on assessing before treatment 
whether the worst possible dose distributions would still be acceptable 
for treatment. Nevertheless, by taking such an approach, the treatment 
plan may be optimized to be robust against scenarios that might never 
occur during the actual treatment. Therefore, the actual dose degradation 
per fraction, which remains unknown in the multi-scenario approach, 
is also of great importance in the clinical assessment of the treatment 
quality and has been identified by the community as an “essential [need] 
for a comprehensive and safe clinical implementation of scanned par-
ticle treatment for moving targets” [7]. Subsequently accumulated dose 
distributions during the course of treatment can be used to support 
decisions on the treatment adequacy and the need of treatment adapta-
tion. Furthermore, a realistic accumulated dose distribution for the full 
treatment course is a better basis for correlations with side effects and 
recurrences. The actual fraction dose distribution of PBS treatments can 
be evaluated retrospectively by using the required information from the 
treatment machine, i.e. at which time point precisely which spot was 
applied at which geometric position, and from the patient, i.e. in which 
position the patient anatomy was at the time of a particular spot delivery. 
Richter et al. [8] presented such an approach for liver treatment with 
carbon ions using an in-house developed software.

An experimental validation of an in-house deforming grid 4D dose cal-
culation implementation for PBS proton therapy was recently presented 
by Krieger et al. [9]. A single-field plan was delivered to a homogeneous 
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PMMA phantom and measured by a high-resolution scintillating-CCD 
system. Various motion scenarios were simulated using a 4D Quasar 
phantom and logged by an optical tracking system in real-time. It was 
shown that the deforming grid 4D dose calculation was able to predict 
the complex patterns of 4D dose distributions with high dosimetric 
and geometric accuracy. In a paper by Klimpki et al. [10] the utility of 
this in-house deforming grid 4D dose calculation for the evaluation 
of different pencil beam scanning techniques in terms of effectiveness 
and efficiency of rescanning moving targets was demonstrated. A 4D 
dose calculation routine for PBS proton therapy using machine log 
files and motion pattern was also recently implemented in RayStation 
by Pfeiler et al. [11]. In a simple phantom setup it was shown that this 
implementation could be used to evaluate interplay effects. Our work 
demonstrates  on a complex clinical case not only the possibility to 
employ current 4D dose calculation methodologies in clinical practice 
but also adds a novel subsequent dose accumulation, to facilitate decision 
making in  adaptive radiotherapy.

In this paper, we describe a proof-of-concept study investigating the fea-
sibility of fraction-wise retrospective dose reconstruction and subsequent 
dose accumulation in a commercial treatment planning system using its 
scripting functionality. For most realistic dose assessment, input data 
comprised the treatment delivery machine log files of 33 fractions and 
the patient’s breathing patterns, which were acquired during treatment, as 
well as weekly acquired 4D-CT datasets taken throughout the treatment 
course. The precision of the 4D dose reconstruction methodology is 
experimentally validated using a dynamic CIRS thorax phantom.

Materials and Methods

Patient data
The study was performed with imaging and respiratory motion data from a 
patient with a non-small cell lung cancer stadium IIIB (T1aN3M0) treated 
within an on-going prospective clinical trial (PRONTOX, ClinicalTrials.
gov Identifier NCT02731001 [12]) at OncoRay (Dresden, Germany), who 
had given informed consent to the scientific use of his data. Clinical target 
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volume (CTV) was defined with an 8 mm margin based on the internal 
gross tumour volume (iGTV) delineated on time-resolved computed 
tomography (4D-CT) images and the lymphnode GTV. Contoured organs 
at risk (OAR) comprised lungs, spinal cord, heart, brachial plexuses and 
oesophagus.

Imaging data
4D-CT imaging was performed with an in-room Siemens Somatom Defi-
nition AS (Siemens Healthineers, Germany) coupled to a pressure belt 
system (ANZAI, Japan) for motion surrogate retrieval. One pre-treatment 
4D-CT and five weekly control 4D-CT datasets taken in treatment po-
sition at fractions 7, 13, 19, 25, and 31 were acquired, each comprising 
eight breathing phases and an average CT. The initial tumor motion (3D 
vector of the centroid position of the tumor) in the planning 4D-CT was 
of 0.7mm, varying between 0.5mm, 0.8mm, 0.3mm, 0.4mm and 1mm 
in the repeated 4D-CTs of week 1, 2, 3, 4 and 5.

Motion output files were acquired during 22 out of 33 fractions delivered 
in free breathing, using the same ANZAI belt as during 4D-CT acquisition 
(Figure 1). For the remaining 11 out of 33 fractions motion monitoring 
was not possible due to practical reasons in the clinical workflow (e.g. 
delay in treatment schedule resulting in the decision to skip optional 
respiratory signal measurement).

Image registration
Six degrees-of-freedom rigid registrations were performed between the 
planning 4D-CT and the sequential control 4D-CTs. The registrations 
focused on bony structures, especially the vertebral bodies close to 
the target, similar to the actual treatment setup. For voxel mapping, 
deformation vector fields were generated between the planning and 
control 4D-CTs using the built-in hybrid  deformable image registration 
algorithm ANACONDA of the treatment planning system RayStation 6 
(RaySearch, Sweden). ANACONDA combines image information, such 
as intensities, with anatomical information provided by contoured im-
age sets and its performance was recently assessed in comparison to 
various other deformable image registration methods [13]. In our data 
set the lungs were used as controlling region of interest. The quality of 
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the deformation vector fields was assessed by mapping and manually 
reviewing the structures from the reference image to the other CT image 
datasets as well as checking the vector fields visually for consistency and 
plausibility.

Treatment planning
PBS proton treatment planning was done with RayStation 6 using the CTV 
as target and the IGTV density assigned to muscle tissue. The PBS plan was 
designed with two beams (0°, 145°) and optimised aiming for robustness 
against 5 mm setup and 3.0% range uncertainty. Optimisation focused 
on adequate target coverage: V95>98% of prescribed dose of 66 Gy(RBE) 
and minimisation of OAR dose. The Monte Carlo dose calculation engine 
was used to calculate the final dose. Dose evaluations were based on 
perturbed dose and were acceptable with nominal plan values for CTV 
V95=97.4%, spinal cord D1=29.5 Gy(RBE), heart Dmean=2.7 Gy(RBE), 
lungs Dmean=8.2 Gy(RBE) and oesophagus Dmean=17.6 Gy(RBE). 

Simulation of PBS treatment — 4D calculation
Thirty-three machine log files of the PBS treatment were obtained from 
dry run deliveries at the clinical proton treatment facility at UMCG 
(Groningen, Netherlands) equipped with the IBA Proteus®PLUS system 
(IBA, Belgium). 

Post-processing of the output files of the ANZAI motion monitoring 
system and the IBA machine delivery log files were performed with in-
house scripts (Python), which can be executed directly in RayStation via 
the scripting module. Analysed log file data included spot energy, spot 
position on IEC x and y axis at iso-centre plane, delivered monitor units 
per spot and absolute time point of spot delivery. 

For each fraction, the dose of each delivered spot was mapped to a 
4D-CT phase by combining the log file and a selected part of an ANZAI 
output file. Figure 1 shows which part of the ANZAI output file was used 
for specific fraction. For this proof-of-concept, this selection was arbitrary 
just assuring that the selected part of an ANZAI output file covered the 
beam delivery duration. Spot delivery times were compared to the ANZAI 
output file, determining the breathing phase of the patient at spot delivery 
and assigning the spots to the corresponding 4D-CT phases. For each 
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fraction, the most recent 4D-CT image dataset was used, as illustrated 
in Figure 2. With the available data, a set of eight sub-plans in DICOM 
format corresponding to the eight 4D-CT phases was created for each 
fraction. Each sub-plan contained only the spots that corresponded to 
the associated phase of the breathing cycle.

Those sub-plans were re-imported in RayStation and recalculated on the 
corresponding 4D-CTs. The dose distributions of the different respiration 
phases were warped using deformable image registration, and summed 
on the reference CT. This procedure resulted in one dose distribution per 
fraction taking into account weekly anatomical changes, daily varying 
organ motion, setup changes and the interplay effect. The accumulated 
treatment course dose was calculated at the end of the treatment by 
summing all fraction doses. Furthermore, projected full treatment course 
doses Dn after x of n fractions following formula [1] were calculated after 
each treatment fraction by summing the available fractions and scaling 
them to match the total course dose. 
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The entire proposed clinical workflow is sketched in Figure 3. 
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Experimental validation 

To experimentally validate the 4D dose reconstruction approach described in the previous 

section, a dynamic CIRS thorax phantom (CIRS, Virginia, USA) mimicking an average human 

thorax in shape, proportion and composition was utilized. A rod, made out of lung equivalent 

material, contained a spherical high-density target structure of about 9 mm in diameter and was 
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The entire proposed clinical workflow is sketched in Figure 3.

Experimental validation
To experimentally validate the 4D dose reconstruction approach de-
scribed in the previous section, a dynamic CIRS thorax phantom (CIRS, 
Virginia, USA) mimicking an average human thorax in shape, propor-
tion and composition was utilized. A rod, made out of lung equivalent 
material, contained a spherical high-density target structure of about 
9 mm in diameter and was inserted into the lung equivalent lobe of 
the phantom. The rod was connected to a motion actuator and a cyclic 
motion trajectory was predefined. Over one simulated breathing cycle, 
the motion range of the spherical high-density structure was 2 cm in 
sup-inf, 1 cm in ant-post directions and no motion laterally. An ANZAI 
belt was connected to the phantom surrogate motion platform to obtain 
ANZAI motion monitoring output data. A 4D CT of the phantom was 
acquired and reconstructed into 10 phases. During the 4D CT acquisition 
breathing cycle of 4 sec was used.
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A monoenergetic squared anterior — posterior directed PBS proton field 
of 115 MeV and 5 cm × 5 cm size was delivered. The energy of the beam 
was chosen in order to ensure that the protons would pass through the 
phantom when not passing through the high density target structure and 
vice versa. The size and position of the field was chosen to cover the entire 
area of the projected movement of the spherical target structure. The 
phantom was aligned to the treatment isocentre by using on-board x-ray 
imaging system. A dosimetric measurement was performed by placing a 
Gafchromic EBT3 film (Ashland Inc., Covington, USA) posteriorly below 
the phantom. Two measurements were performed: First, the target was 

Figure 3. Implemented workflow for fraction-wise retrospective 4D dose recon-
struction for moving targets supporting the medical decision in respect to treatment 
adaptations.
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moved with a simulated breathing cycle of 4 s. Secondly, a breathing cycle 
of 8 s was applied. During the beam delivery the “breathing motion” of 
the phantom was registered with the ANZAI system. The beam-on time 
was 2.8 s, therefore only a few pencil beams traversed the spherical high- 
density structure, resulting in a low dose shadow on the Gafchromic EBT3 
film. The position of this shadow in respect to the field edges depends 
on the timing of the beam delivery (scanning) in respect to the timing 
of the motion of the spherical high-density structure, in other words, on 
the interplay. The experimental setup is shown in Figure 4.

To validate the proposed 4D dose reconstruction approach, the dose 
profiles of the measured films were compared to the 4D reconstructed 
dose, using the 4D CT, the machine log file and the ANZAI output signal 
as described in the previous section.

Figure 4. Transversal slice of the dynamic CIRS thorax phantom. An anterior — 
posterior monoenergetic beam is used to cover the area enclosing the motion range 
of the spherical target structure. The film is placed posteriorly below the phantom, 
perpendicular to the beam axis.
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Results

The timeline of the PBS delivery was correlated with a different part of the 
motion monitoring data for each fraction (Figure 1). The correlation for 
one exemplary fraction is shown in Figure 5. Thirty-three fraction doses 
were recalculated using different parts of the ANZAI output files, the six 
different 4D-CT datasets and machine log file of 33 dry run irradiations. 
The dose distributions of the log-based sub-plans and the resulting frac-
tion dose is shown for an exemplary fraction in Figure 6. 

Fraction doses were subsequently accumulated. Figure 7 shows the 
linear increase of D98 values over the entire treatment course. Following 
formula [1] projected full treatment course doses were calculated after 
the delivery of each fraction. After an initial projected increase of D98 
values, a drop after fraction 6 was recognized (Figure 7). At fraction 25 
the projected D98 values drop below the D98 tolerance level, indicating 
an under-dosage of the CTV.

A comparison of the nominal dose distribution, the projected full 
treatment course dose after 16 fractions and the 33 accumulated recon-
structed fraction doses reveals a CTV under dosages of the projected 
and accumulated dose distribution compared to the nominal treatment 
dose (Figure 8). Almost no changes in spinal cord dose, mean heart and 
lung doses were observed.

Figure 5. PBS plan delivery timeline based on delivery machine log file (green dots) 
overlaid on patient’s breathing pattern (red dots). On the right, a zoom in can be seen. 



67

Results

Required time for processing of the machine log file and the ANZAI 
output file was 30 seconds for one fraction. We estimate that these cal-
culations require between 20 and 120 seconds for any arbitrary patient, 
depending on the number of treatment fields and spots. Sub-plan import 

Figure 6. 4D dose of one fraction (A) calculated with the presented method based on 
sub-plan doses for eight 4D-CT phases (B). CTV is shown in black.

Figure 7. Accumulated (blue) and projected (green) D98 dose after each fraction.
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Figure 8. Comparison of nominal dose, the projected dose after delivering 16 fractions 
and the accumulated dose at the end of treatment course. The CTV is displayed in 
yellow. On the lower right, DVH plots for the nominal (red), the projected (green) 
and the accumulated (blue) dose distributions for the CTV can be seen.

Figure 9. Comparison between dose planes as experimentally acquired on Gafchromic 
film and as retrieved from 4D reconstructed dose distribution by using treatment 
delivery log files and motion information monitored with an ANZAI system. Profile 
analysis shows agreement between position of the target structure as according to the 
measurement and as according to the 4D dose reconstruction within 1 mm.
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and dose accumulation for one fraction takes around 4–8 minutes, de-
pending on the number of sub-plans (or in other words the number 
of 4D-CT phases). In addition, a manual data preparation is required, 
namely placing the current input files (log files, ANZAI output) in a 
dedicated folder and specifying relevant computation settings in a setup 
file. Calculation of projected course dose or total course dose based on 
fraction doses need additionally less than five minutes for manual input 
in RayStation.

Experimental validation
Figure 9 shows a comparison of the Gafcromic EBT3 film measurement 
and the 4D reconstructed dose. The position of the low dose shadow in 
respect to the field edges agrees with a millimetric accuracy, demonstrat-
ing the accuracy of the proposed 4D dose reconstruction methodology 
using machine log files and ANZAI output data.

Discussion

In this proof-of-concept study, we showed the feasibility of fraction-wise 
retrospective assessment of the actually delivered dose distribution within 
a commercial treatment planning system. Our approach incorporates 
treatment machine log files and recorded breathing patterns for each 
fraction as well as multiple 4D-CT datasets acquired throughout the 
treatment course. The 4D dose reconstruction per fraction is performed 
completely in RayStation 6 via its scripting module. With such an easy-to-
use method, the accumulated delivered dose at any time point during the 
treatment course or a projected full treatment course dose can be quickly 
assessed by summing up the doses to the current treatment fraction and 
for the projection, scaling it with the number of total fractions. The accu-
mulated delivered dose or the projected treatment course dose is relevant 
for monitoring the quality of the treatment delivery while progressing 
through the treatment and can support decisions regarding the necessity 
of treatment plan adaptation. The feature of considering actual instead of 
nominal quantities for tumour motion, beam delivery and the subsequent 
consideration of the actual interplay cannot be overrated, even if still 
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estimations apply. These are essential contributions to the high-quality 
implementation of PBS proton therapy of moving targets.

Experimental validation
The precision of the 4D dose reconstruction methodology was experimen-
tally validated using a dynamic CIRS thorax phantom. Two shoot-through 
irradiations of the phantom, operating in a slow and in a fast mode, result-
ing in different interplay between the motion and the delivery timeline, 
were performed. In order to create a sharp low dose shadow, the delivery 
time was minimized. Given the high sensitivity of the interplay effect on 
the motion and delivery timeline, the millimetric accuracy of the mea-
sured and reconstructed low dose shadow in both experiments validates 
the 4D dose reconstruction methodology. However, more experiments 
should be performed using realistic delivery times and iso-centric dose 
measurements to confirm the accuracy for clinical settings. Achieving 
this in a anthropomorphic 4D phantom remains however challenging.

4D dose reconstruction quality
The frequency of the input 4D-CT acquisition has an impact on the dose 
reconstruction quality. More scans which are acquired as close as possible 
to the actual treatment will increase the quality of the reconstructed dose. 
This frequency as well as its off-line nature is a limitation in the precision of 
dose reconstructions. The main assumption is that the breathing motion 
pattern and anatomical situation of the patient is the same during image 
acquisition and treatment, which is not always valid. Using weekly 4D-CT 
datasets, as in our proof-of-concept study, is a reasonable compromise 
between the clinically manageable frequency of 4D-CT acquisitions, the 
additional imaging dose to the patient and the highest dose reconstruction 
quality. As the differences in motion pattern and anatomical changes for 
our exemplary patient case were rather small between the consecutive 
4D-CTs, the chosen frequency was sufficient. For other patients another 
frequency might be appropriate which could be assessed by comparing 
several consecutive 4D-CT datasets or 4D-CBCTs. The implementation 
of the script-based dose reconstruction is, however, independent of the 
number of images, and can be used “as is” including as many images as 
available. It is also possible to include synthetic daily CT data which could 
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be created based on daily 4D cone-beam CT or magnet-resonance (MR) 
information [14–16]. These developments aim on the almost or indeed 
online assessment of motion and anatomical changes. Although this 
approach would reduce the uncertainty in potentially outdated anatomy 
and motion data, there is still a lot of translational work to be done like 
implementing reliable dose calculations for PT based on cone-beam CT 
and MR, before this could be actually used in a clinical setting.

Additional uncertainty arises from the precision of the applied deform-
able image registration in RayStation. The vector fields were assessed 
qualitatively with tools in RayStation and rated as sufficiently precise 
for the given purpose. It is highly important to evaluate the vector field 
quality for each deformable image registration to assess the uncertainties 
introduced in the dose calculation as highlighted in Ribeiro et al. [13]. 
Quantitative evaluation, however, is largely time consuming and com-
plicated (e.g. based on manually choosing landmarks in both registered 
datasets) [17] and currently not featured in RayStation.

Current technical issues
A practical limitation in the presented retrospective 4D dose reconstruc-
tion is the limited capability of RayStation to work with a large number 
of dose distributions. This might be avoided, if only fraction doses are 
used inside RayStation without storing the sub-plan doses, decreasing the 
number of handled dose cubes by a factor of 9. An adaption by RaySearch 
to enable the handling of larger amounts of data is desirable. 

A difficult step in the general implementation of the retrospective dose 
assessment is the synchronisation between the time stamps of the treat-
ment machine log files and the breathing curve output of the ANZAI 
system. Richter et al. described the remaining synchronisation accuracy 
in their system to be about 250 ms, despite their efforts [8]. This remaining 
uncertainty had a large influence on the estimated dose distributions, with 
up to 25% variation in parameters like V95 and V107 of the target. This 
underlines the importance of a precise synchronisation process. They 
concluded that the synchronisation accuracy needs to be better than 25 ms 
to achieve acceptable 4D dose reconstruction. However, this problem 
largely depends on the individual software setup and IT infrastructure 
and needs to be addressed individually in each implementation.
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In our approach, we used treatment machine log files from an IBA pro-
ton machine and the breathing pattern output from the ANZAI system. 
However, in principle, the scripts can be adapted to the output of any 
respiratory motion management system and any log file output. Fur-
thermore, different CT systems use different reconstruction algorithms 
(in general, phase-based versus amplitude-based reconstruction). The 
breathing pattern analysis and 4D-CT assignment would need to be 
adapted to another input system if required. Although, the scripts were 
implemented for RayStation 6, the adaptation of these scripts to fit the 
new requirements of RayStation 7 or later should be feasible without 
major changes.

In summary, the retrospective 4D dose reconstruction and accumula-
tion, now implemented in Groningen and Dresden, allows for an approx-
imation of the actually delivered dose and is an extremely powerful tool 
in supporting the quality assessment of PBS proton therapy for moving 
tumours. With a time duration of 10 minutes per fraction assessment, the 
approach is clinically feasible, contrasting a time consuming prospective 
4D evaluations considering a comprehensive parameter space of different 
organ motions, various interplay scenarios, different anatomical varia-
tions and multiple setup scenarios. 

In future, the retrospective 4D dose reconstruction and accumulation 
is foreseen to be used for assurance of the treatment delivery quality and 
to support decisions on plan adaptation. To enable this, (site–specific) 
treatment quality indicators and action levels must be defined to trigger 
plan adaptation if required. One possible adaptation strategy could be the 
introduction of an additional motion mitigation technique (for example, 
breath-hold) at a given time point of fractioned treatment, for example 
when an increasing target motion amplitude would compromise the 
treatment quality. Alternatively, one could re-optimize the treatment plan 
using the 4D reconstructed dose as background dose and eventually use 
the existing control CTs for robust optimization (anatomical robustness). 
Any adapted treatment course should then be further monitored, assuring 
that further deviations shown in the subsequently reconstructed and 
accumulated 4D treatment are within acceptable margins.

The described proof-of-concept mainly focuses on 4D treatments, 
however the methodology can be generalized and applied to indications 
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across the body. To reconstruct and accumulate dose for treatment sites 
not affected or minimally affected by the organ motion, the amount 
of required input data would simply be smaller and the number of 
calculations would be decreased.

Conclusion

The development of a 4D-dose-accumulation treatment-assessment tool, 
now ready for clinical application, allows for assessing the quality of 
the delivered dose throughout the treatment course, taking appropri-
ate actions, e.g. plan adaptations, in case of significant deviations. We 
implemented and experimentally validated this tool in a commercially 
available treatment planning system using its scripting functionality for 
an easy-to-use procedure feasible in a clinical setting. This is an essential 
step towards safe clinical implementation of PBS proton treatments for 
moving targets. In the next step, the general clinical relevance of the ap-
proach will be evaluated on a broader patient population and compared 
to prospective dose evaluations.
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Abstract

Purpose: Thoracic tumours are increasingly considered indications for 
pencil beam scanned proton therapy (PBS-PT) treatments. Conservative 
robustness settings have been suggested due to potential range straggling 
effects caused by the lung micro-structure. Using proton radiography (PR) 
and a 4D porcine lung phantom, we experimentally assess range errors 
to be considered in robust treatment planning for thoracic indications.
Methods and Materials: A human-chest-size 4D phantom hosting inflat-
able porcine lungs and a corresponding 4DCT were used. Five PR frames 
were planned to intersect the phantom at various positions. Integral 
depth-dose curves (IDDs) per proton spot were measured using a multi-
layer ionisation chamber (MLIC). Each PR frame consisted of 81 spots 
with an assigned energy of 210 MeV (FWHM 8.2 mm). Each frame was 
delivered 5 times while simultaneously acquiring the breathing signal of 
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the 4D phantom, using an ANZAI load cell. The synchronised ANZAI 
and delivery log file information was used to retrospectively sort spots 
to their corresponding breathing phase. Based on this information, IDDs 
were simulated by the treatment planning system (TPS) Monte Carlo 
dose engine on a dose grid of 1 mm. In addition to the time-resolved TPS 
calculations on the 4DCT phases, IDD were calculated on the average CT. 
Measured IDDs were compared with simulated ones, calculating range 
error for each individual spot.
Results: In total 2025 proton spots were individually measured and an-
alysed. Range error of a specific spot is reported relative to its water 
equivalent path length (WEPL). The mean relative range error was 1.2% 
(1.5 SD 2.3%) for the comparison with the time-resolved TPS calculations 
and 1.0% (1.5 SD 2.2%) when comparing to TPS calculations on the 
average CT.
Conclusions: Determined mean relative range errors justify the use of 
3% range uncertainty for robust treatment planning in clinical setting for 
thoracic indications.

Introduction

Proton therapy is increasingly employed for the treatment of thoracic 
indications, such as non-small cell lung cancer (NSCLC) (Macdonald 
et al 2009). In thoracic patients, proton therapy may reduce radiation- 
induced complications, such as radiation pneumonitis, which is linked 
to the lung dose (Appelt et al 2014, Palma et al 2013), dysphagia, which 
correlates with dose to the oesophagus (Wijsman et al 2015, Zhu et al 
2010, Belderbos et al 2005, Gomez et al 2012, El Naqa et al 2006) or a 
reduced life expectancy (2-year mortality), which is correlated with the 
dose to the heart (Wang et al 2017). 

The adoption of proton therapy for the treatment of thoracic tumours, 
especially when applied with Pencil Beam Scanning (PBS), has been 
hampered by numerous sources of uncertainty, which can potentially 
have severe dose distribution degrading effects. Sources of uncertainty 
are linked to organ motion, interplay effects (Bert and Rietzel 2007, Pa-
ganetti 2012) and range uncertainty, among others. Regarding the range 
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uncertainty, literature suggests that uncertainty as high as 5% might be 
applicable for lung tissue.

In addition, it has been speculated that due to the micro-structure of 
the lung, which cannot be properly detected with computed tomography 
(CT) scans, proton beams may be affected by an increased range straggling 
effect, which would enlarge range uncertainty further (Uries et al 1986, 
Titt et al 2015, España and Paganetti 2011, Baumann et al 2019, Perles 
et al 2011, Sell et al 2012).

Most of the recent work is based on Monte Carlo simulations, as exper-
imental range measurements in lung-like tissue are not straightforward 
to perform. Practically, it is rather challenging to maintain lung tissue 
air-ventilated in ex vivo conditions. Therefore, when assessing range 
accuracy in lung-like tissue or performing CT calibration for proton 
dose calculations, simplified tissue substitutes are often used. These are 
materials similar to lung tissue in terms of physical density, however, 
they do not resemble the elemental composition or structure of actual 
lung tissue. As a result, lung-like tissue is associated with increased 
range uncertainty (Paganetti 2012). Nonetheless, artiChest (PROdesign, 
 Heiligkreuzsteinach, Germany) (Biederer and Heller 2003, Etzold 2020) 
is a phantom, which allows to ventilate porcine lungs within a plastic 
shell while mimicking breathing motion.

Furthermore, proton radiography (PR) is a proton imaging technique 
introduced and investigated by numerous groups (Parodi 2019). It relies 
on detecting high energy protons passing through a sample-of-interest, 
positioned in the beam path. The detected signal can give insight into the 
water equivalent thickness (WET) of the materials in the beam path. This 
can be useful, for instance, for patient positioning or to provide an input for 
assessment of range uncertainty in the proton treatment planning process. 

In our clinic we have adopted a PR technique (also referred to as range 
probing) as described by Farace et al. (Farace et al 2016). It relies on mea-
suring individual integral depth-dose curves (IDDs) per shoot-through 
proton pencil beams distally from the sample-of-interest, using a multi-
layer ionisation chamber (MLIC). The technique has been demonstrated 
to be useful for validation and optimisation of CT calibration curves by 
Meijers et al. (Meijers et al 2020). In this previous study range errors were 
assessed in bone- and soft tissue-like phantoms. In particular, one of the 
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phantoms was designed as a “thorax” phantom, consisting of ribs, liver, 
fat and muscle attached to a low-density styrofoam block, which allowed 
to assess range uncertainties in tissue types found in thorax, except lung 
tissue itself. In the previous study 1.5 SD of range errors was found to be 
within theoretical range uncertainty margin of 2.4% + 1 mm.

The objective of this study was to experimentally assess range errors 
in an air ventilated porcine lung using PR and, in combination with the 
previous study, which investigated bone- and soft tissue-like phantoms 
(Meijers et al 2020), to justify the choice of range uncertainty for robust 
thorax treatment planning to be used in a clinical setting. In this context, 
range errors were determined as discrepancy between treatment plan-
ning system (TPS) predicted ranges versus measured ranges through the 
porcine lung tissue phantom.

Material and methods

Preparation
A 4D phantom artiCHEST, which consists of two water-filled plastic 
shells in the shape and dimensions of a human thorax and which can 
host ex vivo porcine lungs, was used (see Figure 1). Ex vivo porcine lungs, 
including parts of the trachea, were inspected for their intactness and were 
prepared for the experiment within 24 h after extraction. The 4D phantom 
was configured to mimic a 4 s long breathing cycle. This was accomplished 
by a 2-way air pumping system. A first pump ensures vacuum in the chest 
cavity while the bronchia is open to atmospheric pressure, letting the 
porcine lungs inflate. A second pump drives an air-operated diaphragm, 
which can produce cyclical motion, following a user-defined breathing 
curve. A phase-binned 4DCT scan (Somatom Definition AS, Siemens 
Healthineers, Erlangen, Germany) was performed and reconstructed 
into scans of 10 breathing phases and an average scan, all imported into 
TPS (RayStation 8B, RaySearch Laboratories, Stockholm, Sweden). The 
breathing signal of the 4D phantom was collected by using an ANZAI 
load cell (Anzai, Tokyo, Japan). The clinical CT calibration curve in the 
TPS was used to correlate mass densities to the CT numbers of the 4DCT 
scan. The CT calibration curve was defined following the stoichiometric 
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method (Schneider et al 1996) with minor deviations and validation as 
described by Meijers et al. (Meijers et al 2020). Proton stopping power 
ratios (SPR) are calculated by the TPS based on the provided mass density 
to CT number curve and internal material look-up table.

Five PR fields (i.e., frames) in anterior-posterior (AP) direction were 
planned to intersect the 4D phantom at various positions. The centres of 
the frames (F2–F6), as well as the setup of the 4D phantom are shown in 
Figure 1. Areas, which were covered by PR frames, were subject to a motion 
of up to 9 mm. The highest extent of the motion was observed in frame 2.

The AP beam direction selection was driven by two aspects: (1) currently 
the acquisition is technically feasible only along cardinal axis and (2) the 
AP direction allowed to design some of the frames (F5 and F6) in a way 
that only lung tissues are intersected, without soft tissue being in the beam 
path, this way allowing to focus on range errors in lung tissues.

Each PR field consisted of 81 spots separated by 5 mm and covering 
an area of 4 × 4 cm2. All spots were assigned an energy of 210 MeV and 
1 MU/spot. On the used system full width at half maximum (FWHM) in 
air at the isocentre for spots with 210 MeV energy is 8.2 mm, according to 
the spot size measurements performed during the commissioning phase.

Focusing on porcine tissue sample anatomy, proton spots in frames 5 
and 6 were intersecting lung tissue only, while frames 2, 3 and 4 were 

Figure 1. (A) Coronal view of the 4D phantom (average CT) showing the centres of 
the five proton radiography frames. (B) Setup of the 4D phantom at the CT scanner.
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located in mediastinum area, therefore proton spots were intersecting 
soft tissue, vessels and tracheas in addition to lung tissue.

Measurements
In the proton treatment room (Proteus Plus, IBA, Louvain-la-Neuve, 
Belgium) the 4D phantom was positioned on the treatment table sup-
ported by 6D robotic positioning system and aligned to the treatment 
room isocentre by using the on-board cone-beam computed tomography 
(CBCT) system. Positioning accuracy of the robotic arm is < 0.5 mm, as 
demonstrated by recurrent quality assurance (QA) procedures.

The MLIC (Giraffe, IBA Dosimetry, Schwarzenbruck, Germany) was 
positioned distally from the 4D phantom below the treatment table 63 cm 
from the isocenter on a slab of solid water, as shown in Figure 2. The 
MLIC was aligned to the isocentre along the beam axis.

Each of the five PR frames was delivered 5 times in order to ensure 
that various phases of the breathing cycle were sampled by each proton 
spot. Delivery time of a single frame is approximately 12.5 seconds. The 
phantom was repositioned between the frames by applying an offset with 
the robotic arm. The breathing signal of the 4D phantom was acquired 
using ANZAI load cell during the acquisition of the PR frames. Cell was 

Figure 2. (A) Setup of the 4D phantom and measurement equipment in the treatment 
room. (B) Transversal view of the 4D phantom.
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connected via an adaptor to the hose, which was operating the diaphragm. 
Before the experiment the ANZAI system and proton therapy system 
(PTS) were synchronised to the same time server to ensure consistent 
absolute time reference for both systems. After delivery of the PR frames, 
treatment delivery log files of the PTS were collected. 

Since measurements were performed for fields in AP direction, pro-
ton beams were passing through the treatment table (Qfix Standard 
insert, Qfix, PA, USA). During the clinical commissioning of the patient 
positioning devices the WET of the table insert was determined to be 
5 mm. This value was taken into account during data analysis, by shifting 
measured IDDs accordingly.

During measurements, the proton spots were passing through various 
materials in the 4D phantom in the following order (see Figure 2. B): 
plastic shell, water, plastic shell, porcine lung, plastic shell, water and 
plastic shell. The plastic shell of the 4D phantom is made of thermoplas-
tic copolyester (physical density according to the material data sheet is 
1.27 g/cm3). The WET of the shell was experimentally verified and agreed 
to the theoretical calculation within 0.5 mm, which is the uncertainty of 
the Giraffe-based WET measurements (Farace et al 2016). The data set 
for the experimental verification consisted of PR acquisition for frame 2 
for an empty phantom (without porcine lung).

The inner surface of the plastic shell (the one in contact with lung tissue) 
was covered with a thin layer of ultrasound gel, to reduce friction and avoid 
tearing of the lung tissue. In terms of CT numbers, the gel corresponded 
to water-like material. No additional corrective actions were taken.

Analysis
PR frames were acquired during simulated breathing of the 4D phantom. 
A priori, it was not known which spots will be delivered during what 
specific breathing phase. Therefore, treatment delivery log files (referred 
to as logs) and ANZAI breathing patterns, acquired during beam delivery, 
were used to sort out spots to their corresponding breathing phase. For 
this purpose, the method as described by Meijers et al. and in-house 
built scripts were used (Meijers et al 2019). In addition to other data, logs 
contain information regarding position, monitor units (MU), energy and 
delivery timeline for every delivered spot. From the ANZAI breathing 
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patterns, it is possible to determine in what phase the 4D phantom was 
at a specific moment in time. By combining these two datasets, a set of 
10 DICOM sub-plans was created, where each sub-plan contained only 
the spots corresponding to a specific breathing phase. These sub-plans 
per measured frame (5 frames × 5 repetitions per frame) were imported 
in the TPS and each individual spot was calculated on the correspond-
ing phase of the 4DCT image set. The end point of a spot delivery was 
considered as a time stamp for this spot. Assignment to the phase was 
done based on this time stamp. Approximate delivery time of a spot was 
5 ms. Depending on the timing, it is possible that some of the spots were 
partially delivered in one phase and ended in the next one. However, this 
effect was considered negligible and no additional corrective actions were 
taken. In order to simulate the MLIC, a water slab was added distally 
to the 4D phantom. The TPS Monte Carlo dose calculation engine of 
RayStation with an accuracy of 0.5% on a dose grid of 1 mm was used to 
calculate TPS-predicted IDDs. For the purpose of dose calculations, the 
plastic shell of the phantom was contoured and overridden with a density 
of 1.27 g/cm3. TPS-calculated dose distributions were integrated along 
the beam axis to create an IDD per spot.
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Figure 3. Example IDDs as calculated and measured through lung tissue for one of the 
example spots. IDDs are shown in the initial position prior to shift optimization. For 
the shown spot 0.7 mm shift (range error) was calculated using the least square method.
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A set of Matlab scripts based on openREGGUI open source code (Deffet 
et al 2017, openreggui.org 2020) was used to compare measured IDDs 
with the simulated ones and calculate the range error for every individual 
spot. The range error is obtained by the least squares method and corre-
sponds to the optimal shift between two IDDs. Figure 3 shows measured 
(MLIC) and calculated (TPS) IDDs for one of the example spots passing 
through lung tissue (frame 5).

In addition to TPS calculations on the corresponding phase of the 4DCT, 
calculations were also performed on the average CT, since it is common 
practice to perform clinical treatment planning on average CTs.

Results

In total 2025 proton spots were individually measured and analysed. The 
mean water equivalent path length (WEPL) through the 4D phantom was 
143.7 mm (1 SD 32.5 mm), as determined based on MLIC measurements. 
All 10 phases of the 4DCT were well represented in the measurement data 
set. On average 203 spots (1 SD 18 spots) were associated to an individual 
phase. The lowest number of spots (171) was associated with 70% phase 
and the highest number of spots (240) was associated with 0% phase.

Although range uncertainty recipes, as suggested in literature (Paganetti 
2012), typically consist of relative and absolute components, in practice 
most of the commercial TPSs allow to specify only the relative component 
for the purposes of robust optimisation or robustness evaluation. There-
fore, further on the range error of each specific spot is evaluated relative 
to the WEPL of this spot through the 4D phantom, which is determined 
based on MLIC measurement.

Figure 4 shows a histogram of relative range errors for all 2025 measured 
spots. For this data set the TPS dose calculation per spot was performed 
on the corresponding phase (0 — 90%) of the 4DCT. The mean relative 
range error is 1.2% (1.5 SD 2.3%).

Figure 5 shows the histogram of relative range errors for the complete 
measurement data set, however, in this case, the TPS dose calculation 
for all spots was performed on the average CT. The mean relative range 
error here is 1.0% (1.5 SD 2.2%).
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Figure 4. Histogram of range errors relative to the WEPL of the corresponding spot. 
Dose calculations in the TPS per spot are performed on the corresponding 4DCT 
phase. Positive shift indicates that measured range (MLIC) exceeds calculated range 
(TPS). The green area indicates ± 3% range uncertainty.

Figure 5. Histogram of range errors relative to the WEPL of the corresponding spot. 
Dose calculations in the TPS per spot are performed on the average 4DCT. Positive 
shift indicates that measured range (MLIC) exceeds calculated range (TPS). The green 
area indicates ± 3% range uncertainty.
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Since frames 5 and 6 were intersecting lung tissue only (see Figure 1), 
relative range error histograms for these frames are separately shown in 
Figure 6.

Mean relative range error for comparison to calculations on 4DCT 
phases is 1.0% (1.5 SD 1.1%), while for comparison to calculations per-
formed on average CT it is 0.8% (1.5 SD 1.2%).

Discussion

Comparison of the TPS-predicted and experimentally measured ranges 
for shoot-through proton spots directed through a porcine lung in the 4D 
phantom showed good agreement, especially for spots travelling through 
lung tissue only (frames 5 and 6).

The introduction of soft / lung tissue intersections in the beam path 
creates high WET gradients that are in addition moving with the breath-
ing cycles. Therefore, larger relative range errors are observed in frames 
located in mediastinum region (especially frames 3 and 4). The sensitivity 

Figure 6. Histograms of range errors relative to the WEPL of the corresponding spot 
for frames 5 and 6 only. (Left) shows the comparison to TPS calculated doses on cor-
responding 4DCT phases, while (right) shows comparison to calculations performed 
on the average CT. The green area indicates ± 3% range uncertainty.
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of the range accuracy towards high WET gradients in presence of setup 
uncertainty is an observation that has been reported in literature already 
several times (Farace et al 2016, Meijers et al 2020, Knopf et al 2008). As 
an example, Figure 7 shows the transversal view of the phantom in the 
area of frame 3.  One can observe rapid changes of tissue material in the 
lateral direction along the beam path of a spot (indicated by an orange 
line) that results in high WET gradients. Such WET gradients are cor-
relating with increased range errors (area A in Figure 7). Increase in range 
errors may be caused by local setup errors, resulting from positioning 
misalignments and breathing motion. This type of errors has random 
component, therefore, in case of fractionated treatments, effects on the 
edges may smear out, however further investigations should confirm this.

For technical and practical reasons, the 4D phantom was continuously 
kept under motion (simulating breathing) throughout the experiment: from 
the assembly of the phantom, during CT scan, till the end of measurement 
session, which is a time period of about 4 to 5 hours. During this time spatial 
configuration of the porcine tissue at some areas locally may have changed, 
resulting in an increased setup error of some tissue versus the proton beam. In 
addition, it is not possible neither to guarantee, nor to verify that spatial con-
figuration of tissue is exactly reproducible from one breathing cycle to another.

Figure 7. (Left) A transversal view of the phantom in the area of frame 3. (Right) 
Overlay of the WET map of the phantom along the proton path (coronal view PR) and 
relative range errors, as measured for proton spots included in the frame 3. Every square 
represents a proton spot. For instance, the WET gradient over the area A is 30.5 mm.
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It can be observed that the evaluation performed on the average CT scan re-
sults in slightly smaller mean range error and SD, compared to the evaluation 
performed on the phases of 4DCT scan. Although the difference is relatively 
small, one possible explanation for this observation might be the blurrier 
edges of individual structures in the average CT image. This might make the 
comparison less sensitive to small local setup inconsistencies, which may 
be caused by spatial configuration variations as discussed in the previous 
paragraph. However, further investigations are necessary to confirm this.

The current study is primarily focussing on range error assessment. 
However, the data set potentially could be used for future investigations, 
in order to evaluate effect of range mixing in more details. Potentially the 
goodness of fit may be used as a measure for such assessments. 

A small, but systematic shift of relative range errors (about 1%) was 
observed, meaning that the TPS systematically overestimates the density 
of some materials in the beam path. This observation is potentially caused 
by an ambiguity in the contour definition of the shell of the phantom. The 
density of the thermoplastic shell was underestimated on the CT images 
(1.12 instead of 1.27 g/cm3), therefore contouring and override of the shell 
was necessary. However, the shell has a curved shape, it does not have an 
uniform thickness and the exact edges of the surfaces on the CT images 
are ambiguous as illustrated in Figure 8. For this reason, the definition 

Figure 8. (Left) Magnification of the phantom in a transversal view and shell contour 
(red), for which density override was assigned. DICOM image has pixel spacing of 
1.07 mm. (Right) Histograms of relative range errors for frame 2 measurements, 
comparing two methods for shell density correction.
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of the shell is prone to uncertainty. As mentioned before, in order to 
obtain WET information of the shell, the PR of frame 2 was acquired for 
an empty phantom (without porcine lung). This measurement was used 
to directly correct for the shell density discrepancy of the PR of frame 2 
acquired for the assembled phantom (with porcine lung), instead of using 
override structure. For this direct correction, the mean relative range 
error for frame 2 (5 repeated measurements) shifts towards zero (mean 
relative range error 0.3% instead of 1.1%), as demonstrated in Figure 8. 
This suggests that ambiguity in the override approach to at least some 
extent may have contributed to the observed systematic shift.

The PR method used in this study is not suitable to establish ground 
truth proton stopping power ratios (SPR) per tissue type. Individual 
proton spots are intersecting various mixtures of materials and tissues 
in lateral and longitudinal directions. Therefore, every acquired IDD 
is intrinsically integral by nature. In order to extract SPR information 
per tissue / material type, acquisitions of multiple projections would be 
necessary (Meyer et al 2017, Krah et al 2015), which would be a step 
towards proton CT (Dedes et al 2018). 

The main purpose of the proposed method of investigation is to assess 
the range calculation accuracy of the TPS in a near-clinical setting using 
an end-to-end approach. In case of major observed deviations between 
TPS-calculated and measured ranges, further investigations to identify 
root cause would be necessary.

From the perspective of assessing individual tissue types corresponding 
to individual segments of CT calibration curve, it is advantageous that 
PR acquisitions have been performed separately for lung-like tissue and 
soft / bone-like tissue (Meijers et al 2020). However, from the point of 
view of end-to-end testing, the absence of bone-like tissue in the current 
experimental setup may be considered as a limitation. The ability to 
perform PR measurements in vivo would provide additional confirmation 
for the made observations.

In conclusion, the range accuracy assessment in an ex vivo lung tissue 
using 4D phantom showed good agreement between calculated ranges in 
the TPS and the proton radiography measurements. Mean relative range 
error for a complete data set was 1.2% (1.5 SD 2.3%), when TPS dose 
calculations were performed on the corresponding phases of the 4DCT, 
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Abstract

Purpose: Pencil beam scanned proton therapy (PBS-PT) treatment quality 
might be compromised by interplay and motion effects. Via fraction-wise 
reconstruction of 4D dose distributions and dose accumulation, we assess 
the clinical relevance of motion related target dose degradation in thoracic 
cancer patients.
Methods and Materials: For the ten thoracic patients (Hodgkin lymphoma 
and non-small cell lung cancer) treated at our proton therapy facility, daily 
breathing pattern records, treatment delivery log-files and weekly repeated 
4DCTs were collected. Patients exhibited point-max target motion of up 
to 20 mm. They received robustly optimized treatment plans, delivered 
with five-times rescanning in fractionated regimen. Treatment delivery re-
cords were used to reconstruct 4D dose distributions and the accumulated 
treatment course dose per patient. Fraction-wise target dose degradations 
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were analyzed and the accumulated treatment course dose, representing an 
estimation of the delivered dose, was compared with the prescribed dose.    
Results: No clinically relevant loss of target dose homogeneity was found 
in the fraction-wise reconstructed 4D dose distributions. Overall, in 97% 
of all reconstructed fraction doses, D98 remained within 5% from the 
prescription dose. The V95 of accumulated treatment course doses was 
higher than 99.7% for all ten patients. 
Conclusions: 4D dose reconstruction and accumulation enables the clin-
ical estimation of actual exhibited interplay and motion effects. In the 
patients considered here, the loss of homogeneity caused by interplay and 
organ motion did not show systematic pattern and smeared out through-
out the course of fractionated PBS-PT treatment. Dose degradation due 
to anatomical changes showed to be more severe and triggered treatment 
adaptations for five patients.

Introduction

Pencil beam scanned proton therapy (PBS PT) treatments of intrathoracic 
targets are associated with significant uncertainty. Treatment quality may 
be compromised by setup errors, range uncertainties, respiratory motion 
baseline shifts, anatomical changes, delivery inaccuracies and motion of 
various sources (e.g. respiration, cardiac motion, swallowing, etc.).  More 
specifically, the relative motion between a thoracic target volume and the 
scanning proton beam can cause deviation of the delivered dose from 
the planned dose and is referred to as the interplay effect. The interplay 
effect has been of concern since the clinical introduction of PBS PT [1] 
and has hampered its wide range clinical deployment for the treatment 
of thoracic indications [2].

To generate PBS PT plans that are robust against possible uncertainties, 
robust optimization techniques have been introduced and are increas-
ingly used in clinical routine, especially when treating moving targets. 
Outcomes of the robust optimization must be evaluated to check that 
robustness objectives are met. Robustness evaluation is commonly per-
formed through simulations of multiple error scenarios [3]. The outcome 
of robustness evaluation depends on the sampling of uncertainties. The 
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more realistic and comprehensive a robustness evaluation is, the more 
time consuming and computationally expensive it gets, eventually making 
it unfeasible for deployment in clinical routine on regular basis.

Especially the assessment of the clinical impact of the interplay effect is 
difficult due to the large parameter space affecting it and has been subject 
of many in-silico simulation studies [4], [5], [6], [7], [8]. Three sets of 
parameters determine the interplay effect: (i) delivery characteristics in 
the sense of the delivery timeline, the start of delivery with respect to the 
organ motion (starting phase), the scanning path, the spot size, the num-
ber of applied rescans, the type of rescanning (e.g. layered or volumetric 
rescanning) and the use of, e.g., gating, (ii) plan characteristics such as 
the field directions, the number of fields and layer spacing and (iii) patient 
characteristics such as the patient and fraction specific motion pattern 
in terms of amplitude, frequency and variability and the target volume 
size and location. Due to this large amount of variables, the impact of 
the interplay effect for a specific patient so far has only been assessed in 
a probabilistic manner by simulating several possible delivery scenarios 
with varying input parameters (e.g. the starting phase, the number of 
rescans, etc.). In this way, possible deviations of the delivered dose from the 
planned dose can be estimated. However, it remains unknown what is the 
probability of one scenario over another and there is lack of insight on what 
dose actually is delivered to the patient. Consequently, when correlating 
outputs to the planned treatment dose, this correlation is impeded by the 
unknown deviation of the actual delivered dose from the planned dose.

Accounting for dose delivery uncertainties by robust optimization, con-
sidering many of possible treatment scenarios, comes at the cost of integral 
dose and dose to healthy tissues. However, for every individual patient 
only one scenario occurs. By creating overly robust plans, the normal 
tissue may be unnecessarily overdosed to compensate for situations that 
may never happen in practice.

Contrasting the concept of “overly conservative” robust optimization is 
the concept of adaptive treatment delivery [9]. Here, much more conformal 
treatment plans can be delivered on the basis that deviations from the 
nominal scenario are accounted for by a plan adaptation. Adaptation can 
either be triggered based on continuous accumulation and evaluation 
of the delivered dose distribution or executed on a daily basis or even 
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real-time in the future. However, that requires high degree and reliability 
of automation. A triggered adaptation relies on an assessment of the actual 
delivered fraction dose, which in general is challenging to obtain, especially 
for thoracic indications due to motion affecting the treatment delivery.

We have developed a methodology aimed at gaining more insight on 
fraction‐wise delivered dose distributions. This methodology is based on 
retrospective reconstruction of four-dimensional (4D) dose distributions 
and accumulation providing means to continuously assess treatment 
course quality [10]. 4D dose reconstruction for carbon ion has previously 
been reported on by Richter et al. [11]. In the current study commercially 
available solutions have been used to implement the dose reconstruction 
workflow, different indications and much longer fractionation schemes 
with multiple repeat CTs have been investigated. Furthermore, investi-
gated treatment plans have been prepared using robust optimization and 
evaluation planning techniques.

Here we present initial results of the application of 4D dose reconstruc-
tion and accumulation (4DREAL) of 10 consecutive patients with thoracic 
indications (Hodgkin lymphoma (post-chemotherapy) and non-small cell 
lung cancer (NSCLC)) treated with PBS PT at our facility. The focus of this 
study is to primarily evaluate fraction-wise and consecutive accumulated 
target volume doses (high dose area). The objective is to assess the impact 
of the interplay and organ motion on the target dose homogeneity and 
to investigate the consequences of fraction-wise loss of homogeneity on 
the total accumulated course dose.

Material and methods

In our facility the treatment of targets, which are affected by respiratory 
motion, is performed following a procedure based on four principles: (1) 
motion assessment, (2) robust planning, (3) robustness evaluation and 
(4) retrospective 4D dose reconstruction.

(1) Motion assessment
Planning 4DCT (phase-based reconstruction) is used to assess the mag-
nitude of the motion. Phase-based reconstructions are more suitable for 
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dose calculations due to equidistant spacing in time, however, may suffer 
from anatomy-induced artifacts, which could be less pronounced in 
amplitude-based reconstructions [12]. End-of-inhale and -exhale phases 
are defined by a medical doctor (MD) in consultation with a medical 
physicist (MP). Afterwards, the MD defines the target volumes on the 
selected phases, which are later used for the definition of the CTV and 
ITV as per ICRU62. ITV was obtained as a union of the CTVs of the 
end-of-inhale and exhale phases. Deformable image registration (DIR) 
is performed between the selected phases using Anatomy Constrained 
Deformation Algorithm (ANACONDA). Deformation vector fields are 
evaluated by a MP to quantify the extent of motion within target volume. 
Motion is assessed in terms of average motion of the target volume and 
maximum motion of any voxel (point-max). Depending on the extent of 
the motion the approach to treatment planning and delivery is fine-tuned. 
For example, decisions are made regarding the field selection and design, 
enlargement of the spot size [13], exact rescanning strategy [4], [6], etc.

(2) Robust planning
Currently all patients in our clinic receive 3D robust optimized treat-
ments plans. Specifically, for NSCLC patients this decision was based on 
a preclinical study, in which 3D and 4D robust optimization techniques 
were compared in terms of achievable plan robustness [14]. This pre-clin-
ical study was conducted utilizing 4D robustness evaluation method 
(4DREM) introduced by Ribeiro et al. [3]. 3D robust optimization is 
performed on a single image set (average CT of the planning 4DCT) 
and accounts for setup and range uncertainty. Optimization for lung 
cancer patients is performed assuming 6 mm setup uncertainty, while 
optimization for Hodgkin lymphoma is performed assuming 5 mm 
setup uncertainty. This is due to immobilization differences and setup 
reproducibility. Hodgkin lymphoma patients are typically immobilized 
with a 5-point thermoplastic mask as opposed to NSCLC patients, who 
are immobilized on a wing board. Estimated range uncertainty for all 
above mentioned indications is 3%, based on the experimental evaluation 
as shown by Meijers et al. [15], where the evaluation of range accuracy 
has been performed for average CT-based calculations, as well as for 
phase-based calculations. For our patient cohort, all plans incorporated 



100

V

Material and methods

5-times rescanning (in-layer scaled rescanning). For all lymphoma pa-
tients spot size was intentionally enlarged by retracting the range shifter, 
while for NSCLC patients no intentional spot size enlargement was done. 
The decision regarding the enlargement of spot size for NSCLC was 
also based on the pre-clinical study mentioned above, which showed 
that robust plans can be achieved without enlargement of the spot size, 
however, during the plan optimization ITV, defined on the average 
CT, for NSCLC cases was overridden with a muscle tissue density. All 
lymphoma patients were treated with anterior, anterior-oblique beam 
arrangement (minimum of 2 fields) and all NSCLC cases were planned 
with 3-field arrangement. For NSCLC patients anterior, lateral and / or 
posterior beam directions were used depending on the exact location 
of the target volume.

Proton spot size in our facility is 3 to 6.5 mm (sigma) as a function of 
proton energy, which varies from 230 to 70 MeV respectively. Spot spacing 
as a function of the spot full width at the half maximum (FWHM) in 
water with a ratio of 0.8 to 1 was used during plan optimization. Energy 
layers were spaced as a function of peak width with a ratio of 0.8 to 1. 
Peak width in our facility is 8.7 to 1.7 mm as a function of energy (230 to 
70 MeV respectively). Layer switching time is approximately 0.7 to 0.9 s 
depending on the energy step.

(3) Robustness evaluation
Robustness evaluation was performed to assess the outcome of robust 
optimization. Robustness evaluation was performed in 3D, simulating 
a set of scenarios with pre-defined setup and range errors. Twenty-eight 
scenarios are calculated, simulating range errors of ± 3% in combina-
tion with setup errors of ± 6 or ± 5 mm, depending on the indication as 
mentioned above. Robustness of the plan was assessed on the basis of 
voxel-wise minimum and voxel-wise maximum dose distributions. In 
our facility plans are considered robust if V95 of the target volume on 
voxel-wise minimum distribution exceeds 98% [16].

(4) Retrospective 4D dose reconstruction
4D dose reconstruction is performed following the method described by 
Meijers et al. [10]. This method makes use of treatment delivery log files, 
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patient’s breathing signals and most recent available 4DCT information 
throughout the treatment course.

Fraction-wise breathing patterns of each patient are acquired using 
the Anzai belt system (Anzai Medical, Tokyo, Japan). After the delivery 
of each fraction, treatment delivery log files are collected. Among other 
data, log files contain information for every delivered spot regarding its 
position, dose in terms of monitor units (MU), energy and timing. Based 
on the timing information of the breathing signal, delivered spots, as re-
trieved from the log files, are sorted into corresponding breathing phases. 
Afterwards, the spots are written into a set of DICOM sub-plans, where 
each sub-plan contains only the spots associated with a specific breathing 
phase. These sub-plans are imported into the treatment planning system 
(TPS), and each sub-plan is calculated on the corresponding phase of the 
4DCT. In this step, the most recent available 4DCT is used. In our current 
clinical practice, patients that are subject to respiratory motion receive 
weekly repeated 4DCTs. An exception are Hodgkin lymphoma patients, 
for whom 4DCT in the last week of the treatment may be skipped, if no 
observations with clinical consequences were made based on daily CBCTs 
and previous 4DCTs.

Deformation vector fields between a fraction-wise reference phase 
and all other phases of the 4DCT data set are defined. In the majority of 
cases, the reference phase is the end-of-exhale phase. Deformation vector 
fields are used to warp dose contributions of all sub-plans per fraction to 
the fraction-wise reference phase, where they are summed. Afterwards, 
deformation vector fields between a course-wise reference phase and 
fraction-wise reference phase are defined and the fraction-wise summed 
dose is warped to the course-wise reference phase. On the course-wise 
reference phase, individual fraction doses are accumulated. The same 
course-wise reference phase (and target volume) is used throughout 
the treatment course (also in case plan adaptations have been made). 
Course-wise reference phase, for example, could be the end-of-exhale 
phase of the planning CT. Schematically the workflow is shown in Figure 1.

Reconstructed fraction doses and accumulated course doses are cal-
culated for the 10 consecutive patients affected by motion and treated at 
our proton facility. Table 1 summarizes some of the planning and target 
characteristics of these cases.
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Figure 1. Schematic representation of the 4D dose reconstruction and accumulation 
workflow for n fractions.

Table 1. Characteristics of the treatment course preparation specifics for the 10 patients. 
The point-max motion corresponds to the maximum motion observed for any voxel 
in the target volume based on the planning 4DCT.

Pat. # Indication Prescription

ITV 
volume, 

cm3

Mean 
motion, 

mm

Point-max 
motion, 

mm

ITV 
V95vox-min, 

%
01 Lymphoma 15 × 2.0 GyRBE 166 0.9 < 5 98.13
02 NSCLC 25 × 2.4 GyRBE 44 2.2 < 6 99.42
03 NSCLC 25 × 2.4 GyRBE 243 0.9 < 6 99.77
04 NSCLC 25 × 2.4 GyRBE 131 0.7 < 5 99.82
05 NSCLC 25 × 2.4 GyRBE 357 0.7 < 7 99.06
06 NSCLC 25 × 2.4 GyRBE 217 1.1 < 5 99.74
07 NSCLC 25 × 2.4 GyRBE 298 1.2 < 9 98.41
08 NSCLC 25 × 2.4 GyRBE 202 1.4 < 8 98.41
09 NSCLC 25 × 2.4 GyRBE 336 0.6 < 6 99.49
10 Lymphoma 15 × 2.0 GyRBE 339 2.1 < 20 99.67

ITV V95vox-min is V95 based on the voxel-wise minimum dose distribution, derived 
in the process of robustness evaluation. This parameter is a measure of the robustness 
for the initial treatment plan.
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Due to the difference in indications, various fractionation schemes and 
patient-related events, the available data per patient and some treatment 
characteristics varied among patients. The number of acquired repeat 
CTs, the number of treatment plan adaptations, the number of fractions, 
for which breathing signal was acquired and the smallest and the largest 
observed point-max motions between the end-of-inhale and -exhale 
phases and mean motions as observed on repeat CTs are listed in Table 2.

For some of the fractions, the acquisition of the breathing signal was 
skipped either due to logistical issues or patient-related issues. For pa-
tient 2 one of the fractions was delivered on a linac due to pending eval-
uation of the repeat CT, where large anatomical variations were observed. 
For patient 5 the last two fractions were delivered on a linac in a satellite 
site due to hospitalization of the patient unrelated to the radiotherapy 
treatment itself.

All plan adaptations were necessary due to anatomical changes. Changes 
in the volume of postoperative fluid caused adaptations for patients 2 
and 3. For patient 6 adaptation was triggered by a tumor shrinkage, which 

Table 2. Available data and treatment characteristics for the 10 considered patients. 
Mean and point-max motions are shown as the range between the smallest and the 
largest motion values, as observed on any one specific repeat CT.

Pat. # Repeat CTs
Plan 

adaptations

Breathing sig-
nals, [available 

/ total]

Mean motion 
(min-max), 

mm

Point-max mo-
tion (min-max), 

mm
01 2 0 15 / 15 (1.1−1.2) < (6−6)
02 5 2 24 / 25 (1.8−2.2) < (7−9)
03 5 1 23 / 25 (1.0−2.1) < (7−10)
04 5 0 22 / 25 (0.8−1.0) < (5−7)
05 5 0 22 / 25 (0.7−1.1) < (7−8)
06 5 1 25 / 25 (1.8−2.1) < (7−11)
07 5 1 25 / 25 (0.5−0.9) < (7−12)
08 5 0 25 / 25 (0.9−1.5) < (7−8)
09 5 1 25 / 25 (0.7−1.2) < (5−7)
10 3 0 15 / 15 (1.1−1.5) < (11−14)
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resulted in an unacceptable dose to OARs. Weight gain required a plan 
adaption for patient 7. While disappearance of pleural effusion caused 
plan adaptation for patient 9. 

For all follow up 4DCTs the motion evaluation was performed according 
to the previously described methodology. For example, for patient 6, due 
to tumor shrinkage, during the course maximum amplitude of the motion 
increased significantly, reaching 11 mm as opposed to 5 mm observed in 
the initial planning CT.

Table 3 shows the summary of observations made on the basis of 
fraction-wise and accumulated treatment course dose distributions. 
Mean D98 and D2 (with SD) for the CTV are listed per patient for all 

Table 3. CTV dose statistics based on reconstructed fraction doses and accumulated 
course dose. Mean D98 and D2 doses and V95 are mean over all the fractions. In the 
brackets the lowest and the highest values, as observed for any one of the fractions, 
are provided. A single course-wise CTV, as defined on the reference image set, has 
been used for the DVH analysis per patient.

Pat. #

Prescrip-
tion, 

GyRBE

Mean D98 
(min-max), 

GyRBE

Mean D2 
(min-max), 

GyRBE

Mean V95 
(min-max), 

%

Acc. 
D98, 

GyRBE
Acc. D2, 
GyRBE

Acc. 
V95, %

01 30 29.7 
(29.5−29.8)

31.1 
(30.8−31.5)

100 
(100−100)

29.9 30.9 100.0

02 60 59.1 
(58.3−59.9)

62.2 
(61.4−63.3)

100 
(100−100)

60.0 61.4 100.0

03 60 57.9 
(56.4−58.8)

61.9 
(61.4−62.8)

99.1 
(96.5−100)

58.4 61.1 99.8

04 60 59.5 
(58.9−59.8)

61.6 
(61.2−61.9)

100 
(100−100)

59.8 61.4 100.0

05 60 59.4 
(59.0−59.8)

62.3 
(61.6−63.4)

100 
(99.9−100)

59.7 62.0 100.0

06 60 58.9 
(57.3−59.9)

62.1 
(61.3−62.6)

99.9 
(99.1−100)

59.8 61.4 100.0

07 60 58.8 
(56.4−59.8)

62.3 
(61.2−63.1)

99.4 
(97.5−100)

59.5 61.9 99.7

08 60 59.2 
(58.4−59.7)

61.9 
(61.5−62.4)

100 
(100−100)

59.7 61.4 100.0

09 60 58.9 
(58.0−59.6)

62.0 
(61.5−62.6)

99.9 
(99.6−100)

59.4 61.6 100.0

10 30 29.6 
(29.4−29.7)

30.6 
(30.4−31.2)

100 
(100−100)

29.7 30.4 100.0
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reconstructed fractions of the treatment course. In addition, D98, D2 and 
V95 of the accumulated treatment course dose distribution are shown.

As an example, Figure 2 shows all reconstructed 4D fractions and ac-
cumulated course dose for patients 1 and 2. Additionally supplementary 
material 1 shows all reconstructed and accumulated doses for all patients.

Out of total 221 reconstructed fractions combined for all 10 patients 
presented in this study dose to the target volume (D98) remained within 
5% from the prescription dose, with only 6 fractions being an exception. 
In no case, accumulated treatment course dose distributions showed 
major variations from the prescription dose.

Organ at risk (OAR) doses are summarized in supplementary material 2 
for illustrative purposes. However, due to the limitations of accumulated 
doses, as discussed further, and the set scope of the work, OAR doses will 
not be discussed in detail.

Figure 2. DVHs of CTV for reconstructed fraction-wise 4D dose distributions and 
accumulated course dose. DVHs are corresponding to cases 1 and 2. Fraction doses 
are shown in color, while accumulated course dose is shown in black. Fraction doses 
that have been calculated on the same 4DCT also share the same color. Assigned colors 
are red, yellow, green, light blue and blue, corresponding from an earlier 4DCT to a 
more recent in this order.
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It can be observed that interplay effects and organ motion introduce loss 
of dose homogeneity in the target volume on fraction basis. Furthermore, 
this scales with the degree of target motion. One may notice that the 
loss of homogeneity for Hodgkin lymphoma is smaller than the loss 
of homogeneity for NSCLC. For the included NSCLC patients, whole 
target volumes in the lung were mobile, while for lymphoma patients 
large parts of the treatment volume are relatively immobile, as parts are 
located cranially with respect to the lung. Therefore, the organ motion 
on average is affecting this area to a lesser extent.

In the current data set it was not observed that loss of homogeneity 
induced by motion effects follow a systematic pattern. Systematic pat-
terns generally were caused by anatomical variations, such as, changes 
in postoperative fluids, patient’s weight changes or tumor shrinkage. In 
all cases, although loss of homogeneity was present on fractional basis, 
homogeneity was recovered when performing dose accumulation. Local 
hot and cold spots did not occur in the same location in different fractions.

Although fractionation likely smears out interplay and organ motion 
effects over the course of radiotherapy, these effects should be considered 
differently when moving towards hypo-fractionation. In such case, loss of 
homogeneity very likely may have clinical implications. Nevertheless, it 
should be noted that for the initial 10 patient data set the observed average 
target volume motion is relatively low. That is due to the introduced 
guideline to initially limit the point-max motion below 10 mm during 
the patient selection (although this was not strictly followed anymore for 
the patient 10). This illustrates how the 4DREAL methodology can be 
applied in clinical practice to gradually expand patient inclusion criteria, 
while ensuring close daily monitoring of the treatment course.

Limitations
We would like to point out several important assumptions that are made, 
when performing 4D dose reconstruction and accumulation as described 
in this study. 

(1) Planning and repeat 4DCTs are assumed to be good representations 
of patient’s anatomy. By reviewing daily CBCTs and comparing them to 
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repeat CTs, one can judge whether the repeat CT is representing the daily 
anatomy, however this is a subjective evaluation. In case of non-minor 
inconsistencies, it is difficult to estimate the actual impact of these obser-
vations on the calculated dose distributions. In the future, this limitation 
might be overcome by introducing post-processed synthetic 4DCTs based 
on daily CBCTs suitable for proton dose calculations. There are multiple 
examples for developments towards introduction of 4DCBCTs [17] and 
synthetic CTs [18], which do have improved CT number accuracy that 
might make synthetic 4DCTs suitable for proton dose calculation. The 
initial investigations on the use of artificial intelligence for reduction of 
motion-induced artifacts in the 4DCT also show promising results [19]. 
This may further improve 4DCT quality.

(2) It is assumed that 4DCT, which captures the average patient motion 
derived from multiple breathing cycles, is representative of the patient’s 
4D anatomy. Patients exhibiting irregular breathing may be identified 
calculating the ratio of extreme inhalation amplitude and regular tidal 
inhalation amplitude. [20] However, breathing cycles are not constant 
over time. Therefore, potentially a better accuracy of dose reconstruc-
tion could be achieved by introducing, so called, “5DCTs”. 5DCT can 
be obtained by combining 4DCTs of variable motion characteristics, 
each representing an individual breathing cycle. Developments [21] 
are ongoing, which aim at modeling variations of subsequent breath-
ing cycles. These models can be used to animate 4DCT and generate 
5DCTs, incorporating breathing cycle variability. However, validation 
and, therefore, quantification of accuracy, remains a major challenge 
for these approaches and eventually these images would provide only an 
estimation about the motion. Consequently, the added value of 5DCT 
in dose reconstruction and the impact of its uncertainty remains a topic 
for further investigations.

(3) Our dose reconstruction method heavily depends on dose warping. 
The accuracy and physical meaning of the warped doses is a topic for fur-
ther investigations. For example, the effect of voxel volume deformation 
on the meaning of dose must be further clarified. Also, the radiobiological 
effect on addition of fractionated and varying doses per voxel should be 
further investigated. For variations of up to ± 10% in high dose area the 
additional radiobiological effect has been estimated to be minimal [22]. 
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However, variations per voxel in low dose areas might be much larger 
and their radiobiological consequences for dose addition is a subject for 
further clarifications. Due to this, within the scope of current evaluation, 
we did not investigate low dose areas or dose to OARs, but primarily 
focused on high dose areas and uniformity of the dose within target 
volume. To some extent geometric accuracy of the dose warping in the 
phantom study was investigated during the development of the method-
ology [10], by being able to reconstruct with a sub-millimeter accuracy 
the shadow caused by a moving ball bearing in the beam path. However, 
it has been shown that the accuracy of dose warping reduces when the 
magnitude of the deformation increases [23]. Also, further investigation 
on dosimetric consequences caused by the use of different DIR algorithm 
are required [24].

Currently the smoothness of deformation vector fields is assessed by 
visual inspection of the deformation grids and accuracy is assessed by 
manual review of the mapped contours. In case of major anatomical 
changes, which cannot be attributed to the deformations, deformable 
image registration would fail. For none of the cases presented here this 
was the case. However, such scenario is highly probable in clinical routine, 
in which case corrective actions would be necessary. Otherwise, the 
meaning of warped doses would become even more questionable. To 
some extent such situations might be corrected by manual adjustment of 
control contours and use of them as control ROIs during DIR.

(4) Currently our implementation of 4D dose reconstruction method 
does not allow to account for residual patient setup errors or residual 
beam delivery discrepancies. However, we use 4D dose reconstruction 
primarily as a tool for gaining insights into interplay and organ motion 
effects. 

In addition to 4D dose reconstruction we perform robustness evaluation 
on repeat CTs to assess robustness against residual setup errors and range 
uncertainties. Combined effects of interplay effect, organ motion, setup 
errors, range uncertainty and changing anatomy indeed might cause 
some additional dose perturbations. However, since we do not observe 
systematic patterns linked to interplay from fraction to fraction, it is 
likely that these additional perturbations would not have severe effects 
on treatment course dose due to fractionation.
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Due to these assumptions and in an absence of further evaluations, we 
do not recommend considering reconstructed and accumulated dose 
distributions as “clinical” doses. Therefore, at this stage we would not use 
accumulated dose distributions, for example, as a background (in other 
words, “already delivered”) dose to be used in plan optimization in case 
of plan adaptations. However, it would be an attractive use case for the ac-
cumulated doses if some of the limitations would be addressed or proven 
not relevant. This way accumulated hot or cold spots or unintended dose 
to OARs could be directly mitigated during the plan adaptation process.

The proposed 4D dose calculation workflow can also be employed 
prospectively by using simulated breathing patterns and log files from 
the dry-runs. In such way for cases, when motion amplitude exceeds 
predefined acceptable levels, a set of simulated fractions can be generated 
to assess if fraction-wise hot / cold spots have systematic behavior. If this 
is not the case, accumulated DVH would converge towards steeper curve. 

Furthermore, a promising future application of accumulated dose dis-
tributions could be its correlation with treatment outcomes. This could 
clarify the clinical relevance of fraction dose variations and could help 
to reduce uncertainties in the dose parameters enclosed in TCP and 
NTCP models.

Eventually, the use of daily treatment related information (delivery 
log files, imaging data, breathing signals, etc.,) could be automatically 
retrieved and processed in a dose accumulation workflow. By introducing 
warning and action levels for accumulated doses or even using accumu-
lated dose to track TCP and / or NTCP values, it would be possible to 
implement a whole new layer of quality control longitudinally throughout 
the treatment course. By using adaptive loops in this process, it would 
be possible to ensure and gain more confidence that initial clinical goals 
are met at the end of the treatment course.

In conclusion, the developed methodology for fraction-wise 4D dose 
reconstruction was applied to 10 consecutive thoracic patients, subject 
to respiratory motion. Contrary to findings in prospective simulation 
studies, we did not observe any clinically relevant loss of target dose 
homogeneity due to interplay and motion effects. Fraction-wise loss of 
target dose homogeneity due to interplay and organ motion showed no 
systematic pattern and smeared out with fractionation. Dose degradation 



110

V

References 

caused by anatomical changes showed to be more severe and caused 
treatment adaptations in five out of ten patients. Although, warped dose 
distributions should be interpreted with caution, this study provides more 
realistic incremental insight into the effect of breathing related organ 
motion on PBS-PT dose delivery.
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Supplementary material 2 summarizes organ at risk (OAR) doses for the 
10 patients. The doses are provided for illustrative purposes.

Table 1. Overview of mean heart doses (MHD) for the 10 patients. Nominal MHD is 
provided for the initial plan (plan adaptations are not reflected).

Pat. # Indication Prescription

Fraction-wise mean 
MHD (min-max), 

GyRBE
Accumulated 
MHD, GyRBE

Nominal 
MHD, GyRBE

01 Lymphoma 15 × 2.0 GyRBE 2.3 (2.1-2.6) 2.3 2.5
02 NSCLC 25 × 2.4 GyRBE 3.0 (2.6-3.3) 3.0 3.1
03 NSCLC 25 × 2.4 GyRBE 11.6 (9.4-12.9) 11.6 10.4
04 NSCLC 25 × 2.4 GyRBE 6.7 (6.5-7.1) 6.7 6.8
05 NSCLC 25 × 2.4 GyRBE 7.6 (7.2-8.5) 7.6 7.6
06 NSCLC 25 × 2.4 GyRBE 2.0 (1.5-3.3) 2.0 1.4
07 NSCLC 25 × 2.4 GyRBE 1.4 (0.8-2.0) 1.4 0.9
08 NSCLC 25 × 2.4 GyRBE 0.4 (0.3-0.6) 0.4 0.4
09 NSCLC 25 × 2.4 GyRBE 5.1 (4.4-5.9) 5.1 4.4
10 Lymphoma 15 × 2.0 GyRBE 3.6 (3.4-4.0) 3.6 4.0

Table 2. Overview of mean lung doses (MLD) for the 10 patients. Nominal MLD is 
provided for the initial plan (plan adaptations are not reflected).

Pat. # Indication Prescription

Fraction-wise mean 
MLD (min-max), 

GyRBE
Accumulated 
MLD, GyRBE

Nominal 
MLD, GyRBE

01 Lymphoma 15 × 2.0 GyRBE 4.0 (4.0-4.1) 4.0 4.1
02 NSCLC 25 × 2.4 GyRBE 6.4 (6.0-6.9) 6.4 6.2
03 NSCLC 25 × 2.4 GyRBE 9.6 (8.9-9.9) 9.6 9.5
04 NSCLC 25 × 2.4 GyRBE 10.6 (10.4-10.8) 10.6 10.8
05 NSCLC 25 × 2.4 GyRBE 12.8 (12.3-13.9) 12.8 12.3
06 NSCLC 25 × 2.4 GyRBE 9.8 (8.9-11.7) 9.8 10.8
07 NSCLC 25 × 2.4 GyRBE 12.0 (10.7-12.9) 12.0 11.3
08 NSCLC 25 × 2.4 GyRBE 9.9 (9.5-10.6) 9.9 9.9
09 NSCLC 25 × 2.4 GyRBE 10.2 (9.9-10.5) 10.2 9.9
10 Lymphoma 15 × 2.0 GyRBE 7.1 (6.8-7.2) 7.1 6.8
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Table 3. Overview of lung V5GyRBE (V5) for the 10 patients. Nominal V5 is provided 
for the initial plan (plan adaptations are not reflected).

Pat. # Indication Prescription
Fraction-wise mean 

V5 (min-max), %
Accumulated 

V5, %
Nominal 

V5, %
01 Lymphoma 15 × 2.0 GyRBE 20.8 (20.5-21.6) 20.9 20.9
02 NSCLC 25 × 2.4 GyRBE 22.2 (21.4-23.1) 22.7 21.7
03 NSCLC 25 × 2.4 GyRBE 33.1 (30.7-34.3) 33.2 31.6
04 NSCLC 25 × 2.4 GyRBE 43.3 (42.4-44.0) 43.3 42.5
05 NSCLC 25 × 2.4 GyRBE 33.8 (31.9-37.3) 33.8 32.0
06 NSCLC 25 × 2.4 GyRBE 33.0 (30.2-38.9) 34.6 35.7
07 NSCLC 25 × 2.4 GyRBE 28.5 (26.4-30.0) 28.7 28.6
08 NSCLC 25 × 2.4 GyRBE 24.4 (23.4-26.0) 24.7 24.5
09 NSCLC 25 × 2.4 GyRBE 22.3 (21.8-22.9) 22.4 21.5
10 Lymphoma 15 × 2.0 GyRBE 37.1 (35.6-38.6) 37.1 35.5

Table 4. Overview of mean esophageal doses (MED) for the 10 patients. Nominal 
MED is provided for the initial plan (plan adaptations are not reflected).

Pat. # Indication Prescription

Fraction-wise mean 
MED (min-max), 

GyRBE
Accumulated 
MED, GyRBE

Nominal 
MED, GyRBE

01 Lymphoma 15 × 2.0 GyRBE 13.9 (13.6-14.5) 13.9 14.3
02 NSCLC 25 × 2.4 GyRBE 15.0 (13.6-17.4) 15.0 16.8
03 NSCLC 25 × 2.4 GyRBE 40.9 (38.3-42.1) 40.9 38.6
04 NSCLC 25 × 2.4 GyRBE 36.9 (36.6-37.4) 36.9 36.6
05 NSCLC 25 × 2.4 GyRBE 15.0 (14.0-16.2) 15.0 14.5
06 NSCLC 25 × 2.4 GyRBE 9.6 (9.1-10.6) 9.6 8.1
07 NSCLC 25 × 2.4 GyRBE 23.8 (18.2-26.7) 23.8 22.1
08 NSCLC 25 × 2.4 GyRBE 0.3 (0.2-0.5) 0.3 0.3
09 NSCLC 25 × 2.4 GyRBE 19.2 (16.0-21.0) 19.2 16.4
10 Lymphoma 15 × 2.0 GyRBE 15.4 (15.3-15.5) 15.4 15.2
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Abstract

For radiation therapy, it is crucial to ensure that the delivered dose matches 
the planned dose. Errors in the dose calculations done in the treatment 
planning system (TPS), treatment delivery errors, other software bugs 
or data corruption during transfer might lead to significant differences 
between predicted and delivered doses. As such, patient specific quality 
assurance (QA) of dose distributions, through experimental validation 
of individual fields, is necessary. These measurement based approaches, 
however, are performed with 2D detectors, with limited resolution and in a 
water phantom. Moreover, they are work intensive and often impose a bot-
tleneck to treatment efficiency. In this work, we investigated the potential 
to replace measurement-based approach with a simulation-based patient 
specific QA using a Monte Carlo (MC) code as independent dose calcu-
lation engine in combination with treatment log files. Our developed QA 
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platform is composed of a web interface, servers and computation scripts, 
and is capable to autonomously launch simulations, identify and report 
dosimetric inconsistencies. To validate the beam model of independent 
MC engine, in-water simulations of mono-energetic layers and 30 SOBP-
type dose distributions were performed. Average Gamma passing ratio 99 
± 0.5% for criteria 2%/2 mm was observed. To demonstrate feasibility of the 
proposed approach, 10 clinical cases such as head and neck, intracranial 
indications and craniospinal axis, were retrospectively evaluated via the 
QA platform. The results obtained via QA platform were compared to 
QA results obtained by measurement-based approach. This comparison 
demonstrated consistency between the methods, while the proposed ap-
proach significantly reduced in-room time required for QA procedures.

Introduction

The number of proton therapy centers is further growing, permitting 
the delivery of highly conformal dose distributions through the use of 
pencil beam scanning (PBS) [1, 2]. For a PBS treatment plan, the weight 
of several thousand of pencil beams is iteratively optimized to achieve a 
conformal high dose region while sparing organs at risk [3, 4]. Multi-field 
optimization resulting in intensity modulated proton therapy (IMPT) 
plans is seen as state-of-the-art. The achievement of homogeneous target 
dose distribution with minimum and optimally balanced normal tissue 
doses for IMPT plans generally leads to highly complex in-homogeneous, 
per-field target dose distributions [4]. Sub-optimal treatment plans were 
shown to help account for the uncertainties during these optimizations [5].

Treatment planning systems (TPS) that calculate such plans are complex 
software systems [6], which makes comprehensive testing, commissioning 
and quality assurance inevitable. In addition to the optimized fluence map, 
the delivery of a PBS treatment plan requires at least two more transfor-
mations. In the first step, it needs to be converted into machine readable 
files and in a second step, these files have to be correctly interpreted and 
delivered by the treatment machine. Both of these transformations are 
potential sources of errors which may be difficult to detect, especially 
given the complexity of the treatment plans.
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As such, patient specific quality assurance (PSQA) of absolute dose 
distributions, through experimental validation of individual fields, is cur-
rently necessary and commonly done. Multiple experimental approaches 
for patient specific QA have been reported [7, 8, 9, 10]. Excepting few 
3D measurement approaches [11], these measurement are performed 
with 2D detectors, with limited resolution and in a solid water phantom. 
Moreover, they are work intensive and often impose a bottleneck for the 
throughput of a treatment room, or limit the ability to adapt a treatment 
plan in a timely manner.

In order to decrease the PSQA measurement beam-time, work has been 
done for the use of delivery system control files (hereafter referred to 
as treatment log files) instead [12, 13, 14]. Meier et al. [15] have shown 
the use of log files for independent dose calculation systems, with the 
intention of detecting problems or differences in TPS dose computations. 
In order to achieve a greater independence, the Monte Carlo dose engine 
used for QA dose calculation should be based on independent algorithms 
with completely separated code bases.

After each delivery, files containing details of the machine parameters 
are generated by the Proton Therapy System (PTS). Treatment log files 
can either be obtained prior to the start of a treatment course by per-
forming a dry-run irradiation or will be generated inherently during 
each delivery of a fraction. In order to apply this method successfully, 
log files must contain information on the delivered spot position, dose 
and energy recorded. This information may then be used to create a plan 
and reconstruct the dose that was actually delivered, which then could 
be compared to the prescribed planning dose.

The aim of this work is to describe the implementation of a platform for 
the execution of PSQA workflows, and present an extended validation of 
its many components. Such a platform should require minimal human in-
tervention, relying on automated simulations when data is available. Also, it 
should be flexible enough in order to fit future applications, such as adaptive 
planning and 4D dose accumulation. Initially, two workflows were designed 
and implemented: TPS-plan-based QA, which uses an independent Monte 
Carlo engine for checking of the TPS dose calculation; and Log-based QA, 
which reconstructs the dose based on the machine logs. Dose calculation 
by QA platform is performed on patient’s geometry using the planning CT.
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In order to integrate incoming data processing, computation, visualization 
and report, a software platform following a server-client architecture was 
developed. The main building blocks of the application are part of the 
OpenPATh initiative [16] created to support open-source software appli-
cations for research in proton-therapy. Open-source enables researchers 
to reuse and build upon existent code to avoid rewriting from scratch. In 
addition, a multi-party contribution to the development and usage of said 
applications improves the robustness and the trustworthiness of research 
software for proton-therapy [17]. The open-source modules used in this 
research include OpenREGGUI, Orthanc, MCsquare, and CAPTAIN 
and are presented in the following subsections.

1. OpenREGGUI
OpenREGGUI [18] is an image processing software featuring various 
registration methods, filtering methods, segmentation tools and other 
radiotherapy dedicated functions such as dose volume histogram compu-
tation and others. It is a powerful application interface that helps clinicians 
to monitor patient information, and to compare planned treatments with 
actual measurements when running clinical studies in research projects.

The use of OpenREGGUI requires MATLAB [19]. It offers a graph-
ical interface to visualize DICOM images and to operate many image 
processing functions. It allows defining complex workflows that can 
be triggered directly from the MATLAB command line as well. The 
toolkit also provides many desired functionalities: a) a wrapper function 
that formats DICOM files to the input files required by MCsquare; b) 
Interpolation of dose maps to guarantee matching grid sizes between 
TPS and MCsquare dose simulations; c) Evaluation of clinical goals after 
dose computation (DVH computation). In this work, such workflows 
were used as data processing libraries.

2. Orthanc
The project known as Orthanc [20] was used as a standalone DICOM 
server. What makes Orthanc a compelling choice is the fact that it pro-
vides a comprehensive Application Programming Interface (API), making 
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it possible to access it from any computer language. Orthanc receives a 
request for data download each time a task requires it, and uploads the 
resulting data when such process finishes.

3. MCsquare
Monte Carlo dose recalculations were performed using MCsquare [21]. It 
is an open-source fast multipurpose Monte Carlo algorithm, optimized for 
exploiting massively parallel central processing unit (CPU) architectures. 
Simulations were performed with 12 calculation threads, in an Intel Xeon 
server with 48 processing units. The 64 GB of RAM available are shared 
when multiple simulations are launched simultaneously, each allocating 
approximately 10 GB.

MCsquare was configured to run all simulations with a MC statistics 
of 1×108 particles, which is equivalent to a standard deviation between 
1 and 2% calculated inside the 50% higher dose region for all clinical 
plans tested. Its inputs are the DICOM files for the plan and the CT 
coming from the TPS. The method described by Schneider et al. [22] was 
used to convert from HU to human tissues, which includes elemental 
composition, weights and densities. The elastic and inelastic nuclear 
interactions are sampled from cross sections in the ICRU 63 report. In 
order to be able to compare it with the TPS dose, the dose-to-medium 
exported MCsquare is later converted into dose-to-water by applying 
the appropriate Stopping Power Ratio to each voxel in the dose map [23].

MCsquare uses different algorithms, code base and physical tables from 
RayStation MC. However, they were shown to have similar accuracy in 
simulation and experimental validations [24].

4. CAPTAIN
The CAPTAIN project [18] was built with a series of industry standard 
web technologies and is a Free and Open Source Software (FOSS) released 
under the Apache 2 license. In short, CAPTAIN is an automated workflow 
manager. Its main feature is the autonomous launching of computation 
workflows without human intervention. CAPTAIN is developed based 
on Node.js [25] technology.

Fig. 1 shows a scheme of the platform, which can be separated into 
three layers:



126

VI

Materials and methods

1. The user interface composed of a web-site with access to workflow 
configuration and results.

2. The servers, composed of three isolated processes: CAPTAIN main 
server including the Workflow Manager, a dedicated DICOM server 
and a database server.

3. The computation layer, where a series of OpenREGGUI and Py-
thon scripts are called in order to complete the assigned tasks. 
These scripts are also responsible for launching the Monte Carlo 
simulations.

These layers are further discussed on the subsections below.

4.1. Interface
The user interface with CAPTAIN server is done through its website. It 
was written in Typescript and HTML5. It follows a centralized model 
where the client task is only interfacing with the servers.

The home page has an index of all patients, and from each patient entry 
one may configure workflow setups and preview results. Each workflow 
has its dedicated configuration page, where the default parameter values 
may be changed and/or new data may be uploaded. During a treatment, 

Figure 1. Scheme of the platform architecture, its core units (in grey) and external 
components (in white).
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as new data become available, different configurations might be set for 
the workflows.

The result page of a workflow displays a list of all calculation tasks, 
their execution status, and links leading to reports. The report page 
has detailed information on a workflow run, such as configuration 
parameters and result values of the calculations. DICOM objects may 
also be downloaded from the report page, both from configuration 
and results fields.

4.2 Servers
The CAPTAIN main server is responsible for the data exchange occur-
ring between clients, data storage servers and the computation scripts, 
introduced below. It was generated with the Angular Full-Stack Generator 
[26], is managed by Gulp.js [27] and written in javascript.

The server offers four Application Programming Interfaces (APIs) to 
connect to it and act on the database (DB). These four APIs are:

• User API: entry point from the user interface to configure the user 
access to the system.

• Dicom-server API: exchange of data between the CAPTAIN server 
and the DICOM server Orthanc.

• patient API: entry point from the user interface that is used to 
access patient data, to configure the workflows parameters.

• patientResults API: manages the access from the user-interface to 
the workflow results.

Apart from the dedicated DICOM server, described at Sub-Section 2, a 
second database server is responsible for holding state information of the 
platform. MongoDB [28] is a FOSS cross-platform document-oriented 
database that runs on NoSQL and uses JSON-like documents. This DB 
contains three collections: users, patients and results. These collections 
hold documents with information on user authorization and permissions, 
patient meta-data, and workflow result values or DICOM meta-data, 
respectively.

It is imperative that both data servers are kept synchronized to each 
other. To that end, a system of triggers and parser were implemented. 
Upon the arrival of new data at the DICOM Server, a signal is sent to CAP-
TAIN server requesting parsing of the received patient data. Meta- data is 
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extracted from the DICOM objects, and then saved as a Patient document 
in the DB. These documents are lightweight structure data, holding only 
descriptions and links pointing to relevant instances inside the DICOM 
Server.

4.3 Computation
In this work, workflow denotes a complete computation chain, starting 
at a set of initial parameters and finalizing at a set of result values. The 
computation between these two states is divided in small chunks, here 
called tasks, which perform more specific calculations. Therefore, a work-
flow is the recipe of what tasks to execute, in which order and with what 
parameters. It is defined by the following objects:

• Check function, which verifies if all necessary parameters are 
available, and queries the DB for previously calculated results.

• List of Tasks to be performed, each completing a specific compu-
tation step on the available data.

• Task input recipe, encoding which parameters to use in each of 
the corresponding tasks.

• Task output recipe, encoding which results to save from each of 
the corresponding tasks.

A single task may be used by multiple workflows, which lower complex-
ity and increases consistency between different workflows. Examples of 
implemented tasks include: the conversion of treatment log files into a RT 
plan, independent dose recalculation and evaluation of Gamma analysis 
between two dose maps. Each task is composed of the following steps:

• Preparation, which creates temporary folders for computation, 
queries the DICOM server for data and the DB for other input 
parameters.

• Launching, responsible for the start of the computational step, 
which may include multiple script launches and/or external calls.

• Exporting, which saves the output data to the DB and/or DICOM 
objects to the DICOM server.

In order to function autonomously, the Workflow Manager receives a 
notification when new patient data is received by the DICOM Sever. The 
Manager then triggers the start of all available workflows, starting with 
the Check for available data. Many of the required input parameter are 
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automatically set, such as the plan, structure set and dose received from 
TPS. Others may be adjusted, such as gamma analysis distance and dose 
tolerances.

5. Workflows for QA
For an envisioned automatic plan QA, two workflows were created: (A) 
a TPS-plan-based patient QA and (B) a Log-based patient QA workflow. 
A scheme of these workflows is showed in Fig. 2.

In (A) TPS-based plan QA, a secondary Monte Carlo dose calculation 
is executed with the same plan input as the TPS but with a completely 
independent implementation (using a different programming language, 
different algorithms, different physical models, and with the code being 

Figure 2. Schemes of the TPS- and Log-based Plan QA workflows. Each task has its 
input parameters showed on the left, and output on the right. The outputs of one task 
may be linked to the input of another inside a workflow chain, such as the MCsquare 
recomputed dose map (MC2-Dose, in red) and the log reconstructed plan (Log-Plan, 
in blue).
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written by a different developer). Hence, this allows for a redundant check 
of the treatment planning dose calculation.

In (B) Log-based plan QA, a secondary Monte Carlo dose calculation is 
made, taking the field information from a different source than the TPS. 
A new plan is created from treatment log files, which become available 
after each beam delivery. This can be used as a consistency check between 
the expected TPS calculated dose and the PTS effective delivery dose.

In clinical routine, these workflows are foreseen to be executed consec-
utively. Planning is performed with RayStation’s Monte Carlo algorithm, 
which generates the original (TPS) dose map. After plan approval in 
TPS, data is exported to a dedicated DICOM server that triggers the QA 
workflow (A). An independent dose recalculation automatically takes 
place and Gamma analysis results — comparing original and recalculated 
dose maps — become available at the website.

After review, a dry-run is performed by delivering the plan in air in 
order to generate treatment log files. The upload of the logs triggers the 
Log-based plan QA workflow (B). A Log-based plan is reconstructed 
from the retrieved treatment log files, and results become automatically 
available for review.

5.1 Log to plan conversion
The structure and content of treatment log files are vendor specific or 
even equipment model specific, however generally treatment log files 
will contain chronological list of events, which were registered by therapy 
control system during the delivery of specific treatment prescription, 
and a list of readouts that were acquired by sensors, which are integral 
part of the delivery control system. Sensor readouts may contain such 
information as potentiometer positions, hall probe readouts, set points 
on power supplies, charge on strips or wires of ionization chambers, etc. 
Although the readouts from the sensors may not directly be meaningful 
in any way to what type of prescription has been delivered to the patient, 
this information may be used to recontact what prescriptions have been 
delivered into clinically meaningful way. After all, therapy control system 
as an input uses clinical prescription (treatment plans), to define state 
of various components of the system to achieve delivery of a specific 
prescription. By reversing this process clinical prescription itself can be 
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reconstructed based on the state of the machine, which is indicated by 
the output of various built-in sensors. Currently, the availability of such 
log files are subjected to specific agreements with the manufacturer of 
the delivery system.

Log file interpretation script retrieves from the treatment log files a set of 
spots that has been delivered during the specific session and assigns their 
position in X and Y directions at the isocenter plane by using readouts 
from the strips of the in-nozzle ionization chamber, energy based on the 
position of degrader wheel and MU based on readout from the integral 
pads of the in-nozzle ionization chambers. Additionally, a set of correc-
tions, such as, virtual source-axis-distance (VSAD) and IC-to-isocentre 
distance correction, temperature and pressure correction, etc, needs to 
be applied.

After the content of the delivered prescription is reconstructed, it is 
written into a DICOM ion plan object and log-based plan is created. 
Compatibility to DICOM standard significantly eases usability of the data 
for other purposes; not only being limited to the use for independent dose 
re-calculation within the scope of patient QA platform, but also enables 
use cases like import and re-calculation in TPS, etc.

The quality of the reconstructed plan is dependent on the accuracy of log 
files recorded parameters, therefore constant validation of its performance 
is required. The procedure adopted for log files validation in this work is 
discussed in Sub-Section 6.1.

5.2. Structures overrides
Clinical plans often have overridden structures created in the TPS. Their 
main uses are: (a) cover patient support devices, (b) create regions with 
uniform water phantoms and (c) define boundaries for dose calculations 
within external contour. In order to perform accurate calculations, these 
exceptions are handled by python scripting. It automatically identifies 
override tags in the structure set DICOM header, such as the presence 
of a Material ID in the structure description or an Interpreted Type of 
‘External’. For (a) and (b) the density of the linked material is converted 
to Hounsfield Units (HU) by consulting the CT calibration curve, then 
overwriting the structure space inside the CT with its interpolated value. 
For (c), the volume outside the external structure is overwritten with air. 
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Therefore, a new CT image with all overrides applied to it is created and 
then used as input for the MC simulations.

5.3. Clinical goals evaluation
In clinical practice treatment plans are commonly assessed on basis of 
clinical goals. Clinical goals are defined as a set of dosimetric criteria 
that should be met to achieve intended clinical outcome while risks of 
developing complications are maintained reasonably low. Clinical goals 
usually are either defined by user in TPS and checked automatically 
or are manually checked by the user during the plan review based on 
dose-volume histogram (DVH).

In case of RayStation (RaySearch, Sweden) TPS, clinical goal templates 
can be defined in TPS and in our clinical practice they are commonly 
used during plan review process. A dedicated script was developed that 
can be executed in TPS on patient specific basis to extract a list of defined 
patient-specific clinical goals. Afterwards the list is written in a specific 
format to a JSON file and may be imported into the patient QA platform 
via dedicated interface. By using the imported file, a set of clinical goals 
is populated in the QA platform.

This makes it possible to assess independently re-calculated dose dis-
tribution against clinical goals in a similar way as it is done during plan 
review in TPS. One of the main reasons to use clinical goals in combina-
tion with more commonly employed Gamma analysis for assessment of 
QA dose distribution is because often it is not exactly straight forward to 
interpret Gamma analysis results in a clinically meaningful way. In other 
words, failing pixels or voxels in Gamma analysis cannot be easily inter-
preted in the sense of their clinical relevance. In some cases, localization 
of failing Gamma analysis points may be highly important clinically. The 
expectation is that evaluation of the QA dose distribution against clinical 
goals will help to identify these situations, even if Gamma passing ratio, 
especially globally, would not seem alarming.

5.4. Gamma analysis
In this study, dose distributions are compared using a 3D version of the 
global Gamma analysis [29, 30]. The calculations are performed by an 
external Python script, which is based on the npgamma library [31]. 
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Both reference (TPS) and evaluated (MCsquare) dose maps are Monte 
Carlo simulations, which may skew passing rate evaluations due to the 
statistical uncertainties [32]. For this reason, MC statistical error is kept 
less than 2% in all calculations presented here.

6. Validation and testing
Due to complexity of the platform an extensive testing plan was put in 
place to ensure expected functionality. Testing and validation effort may 
be mainly split in four sections:

6.1. Log recording of plan delivery
Treatment log files from QA tests were collected at the IBA proton ther-
apy system in the Groningen Proton Therapy Center and then used 
to reconstruct the delivered plans, here called log-based plans. These 
are plans from standard daily Morning QA. The plan is composed of 
1580 spots, from which the recorded spot positions and MU were used 
to retrospectively evaluate agreement between log content (output) and 
delivery prescription (input). Following the deliveries through half a 
year period provided information on the accuracy and consistency of the 
delivery system. Split between the two delivery rooms, 60 log files sets 
were analyzed in this manner.

Additionally, independent external measurements from standard 
monthly QA procedure with a Lynx detector were used to assess the 
errors during delivery. The plans consisted of 5 spots per field, delivered 
with energies between 70 and 225 MeV and measured in gantry angles 
between 50 and 315°. Log files from these deliveries were collected and 
analyzed. The relative position of the spots in reference to a central spot 
was then calculated for measurement and log files recordings.

6.2. Low level component testing
As introduced earlier, workflows make use of multiple lower level com-
putational modules in order to generate results. Performance of such 
modules was tested by performing calculations under controlled condi-
tions, where data input is well defined and expected output is known or 
can be easily predicted. Testing of this type was applied to such modules, 
and the procedure varied per component:
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• 3D Gamma analysis module was tested by introducing errors of 
known magnitude in the synthetic dose object. For the testing 
purpose geometrical and dose errors were introduced.

• The log to plan converter was tested in two steps: (a) by reconstruc-
ting spot energy, position and MU and comparing it directly to 
the planned ones and (b) by importing log-based DICOM plans 
back into the TPS, using TPS dose engine to recalculate the dose 
and comparing it to the original planned dose.

• REGGUI’s implementation of clinical goals evaluation was vali-
dated against the planning TPS evaluation. A set of 5 plans were 
calculated with both methods, and the clinical goals evaluations 
were grouped into 4 categories: target volume coverage in CTV; 
Mean dose in ROIs; maximum and minimum dose in ROIs above 
100 cGy cutoff; maximum and minimum dose in ROIs below 
100 cGy cutoff.

6.3. Beam model validation
Accuracy of the independent Monte Carlo engine and quality of the beam 
model are crucial to the proposed QA workflow; therefore, particular 
attention was paid to validation of this component. Validation of the 
beam model was performed in several tests, where the complexity of 
the testing method gradually increases. Initially in-water calculations 
were performed for several mono-energetic layers. The energy of these 
layers was varied between 70 and 225 MeV. The main objective of these 
calculations was to determine range calculation accuracy in-water. Fur-
ther a set of 30 SOBP-type fields, which was a sub-set of validation 
data that was earlier used for the purpose of TPS commissioning, was 
calculated in water. Range of SOBP fields was varied between 32 g/cm2 
and 4.1 g/cm2 and modulation — between 2 and 4 cm. SOBP calculations 
performed by independent MC engine were compared to calculations 
performed by clinically used TPS, which has been already commissioned, 
by using 3D Gamma analysis with criteria of 2%/2 mm. The Gamma 
analysis was performed in absolute dose procedure which is sensitive 
to dose ratio discrepancies, and calculated range discrepancies were 
analyzed. Eventually, an experiment using animal tissues was set up 
to evaluate accuracy of MC calculations taking into account lateral 
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and longitudinal heterogeneities. A vacuumed pig’s head, positioned 
on top of solid water slabs, was scanned on a CT. Multiple treatment 
fields (SOBP and mono-energy layers) in anterior-posterior direction 
were prepared and a dose plane at the depth of 3.1 mm (WET) in solid 
water below the animal tissues was selected for comparison with the 
measurements. In the proton treatment room head was aligned using 
CBCT and measurements at the selected depth were performed with an 
ionization chamber array MatriXX PT (IBA dosimetry, Germany). Proton 
beam measurements were performed on a pigs head phantom using one 
SOBP and three mono-energetic beams with energies between 175 and 
225 MeV, and an array of ionization chambers was used for measuring 
2D dose distributions at different depths of 3 and 7 mm. Calculations 
were performed by TPS and MCsquare dose engines with MC statistic 
tuned for 0.5% uncertainty, adjusting the number of particles per plan 
accordingly. Measured dose planes were compared to calculations by 
using 2D Gamma analysis with the criteria of 3%/3 mm.

6.4. Functional workflow testing
To test the functionality of the QA platform in clinical setting 10 patient 
cases were evaluated by proposed QA method retrospectively. These 
clinical cases included such indications as head and neck, intracranial 
indications and cranio-spinal axis. Via functional testing full data flow 
was considered: beginning with data transfer from TPS to QA platform 
and ending with creation of the reports. As part of this testing phase 
timing of the workflows was performed.

The gamma analysis comparison for TPS- and Log-QA workflows are 
performed with an acceptance criteria of higher than 95% Passing Ratio 
(2 mm/2%) calculated in the 3D volume of the dose map. The criteria 
values were tuned for increasing the error sensitivity of the workflows. For 
validation purposes, its results are then compared to the standard mea-
surement-based QA — which is currently performed with an acceptance 
criteria of higher than 95% Passing Ratio (3 mm/3%) in 2D dose maps 
measured and calculated at 3 different depths per field.
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The results are laid out in increasing complexity. We start from the vali-
dation of the log file recording consistency, followed by the validation of 
the MCsquare beam model and the application of our proposed PSQA 
workflows to a set of clinical plans. Then, some of the clinical plans are 
used for validation of the log to plan reconstruction algorithm and the 
OpenREGGUI implementation for clinical goals evaluation.

1. Log file consistency
Log-files consistency was validated, as per Sub-Section 2.6.1. When com-
paring the reconstructed spot position and MU to 60 morning QA plans 
prescriptions over half a year period, the observed average spot position 
error and standard deviation in X was −0.0339 ± 0.380 mm, and in Y was 
0.268 ± 0.470 mm. The maximum accumulated MU error over one entire 
delivery was 1.75 MU, which corresponds to 0.4% of the prescribed dose 
(418 MU). A detailed list of the error analysis performed is presented in 
Table 1.

When analyzing the log reconstructed spot position to measurements 
from monthly QA plans, relative position errors were calculated. Con-
sidering deliveries in Room 1, the average and standard deviation in X 
was 0.0373 ± 0.221 mm and in Y was 0.0940 ± 0.217 mm; with a max-
imum position error of 0.514 mm. In Room 2 the results were similar, 

Table 1. Comparison between log files recordings and plan prescriptions over 60 de-
liveries split between two delivery rooms. Statistics for average and standard deviation 
of position and dose errors are given together with the maximum (max.) observed 
value in the data set.

Error 
description

Room 1 
(30 deliveries)

Room 2 
(30 deliveries)

Spot position shift in x (mm) −0.0891 ± 0.476 
max. 1.15

0.0213 ± 0.250 
max. 1.15

Spot position shift in y (mm) −0.0961 ± 0.347 
max. 1.01

−0.439 ± 0.568 
max. 1.12

Accumulated MU error (MU) 0.772 ± 0.316 
max. 1.38

1.16 ± 0.259 
max. 1.75
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the average and standard deviation in X was 0.0727 ± 0.155 mm and in 
Y was 0.0494 ± 0.235 mm; with a maximum position error of 0.386 mm.

2. Beam model validation
As discussed in Sub-Section 2.6.3, the beam model was validated via 
MC-based calculations of treatment fields performed with MCsquare. 
The comparison of 30 SOBPs containing ranges between 4.1 and 32 g/cm2 
and modulation between 20 and 40 mm showed a 99% ± 0.5% Gamma 
passing ratio. For the full energy spectrum from 70 to 225 MeV range 
discrepancy in water was <1 mm.

The dose calculation accuracy of the MC dose engine was also evaluated 
using heterogeneous real animal tissues [33]. Comparisons between 2D 
dose distributions from measurement and simulations with Gamma 
criterion of 3%/3 mm are provided in Table 2. Gamma pass ratios are 
approximately 95% or greater for all cases. Deviations are found at high 
density gradient regions (soft tissue/bones and air/tissue interfaces) and 
high dose gradients regions, which could be explained by the different 
material tables used to convert the CT image to chemical compositions 
in the two engines. MCsquare simulations performed with greater MC 
statistics (1 × 109 particles) showed no measurable improvement, indi-
cating lower statistical noise compared to other sources of uncertainties.

Table 2. Accuracy comparison for TPS and MCsquare dose calculations in hetero-
geneous animal tissue showing Gamma percentage pass ratios for different beam 
energies and depths. TPS dose maps and MCsquare dose maps are evaluated with 
2D Gamma analysis (3%/3 mm).

Beam energy, 
solid-water depth

TPS dose 
(γ pass ratio %)

MCsquare dose 
(γ pass ratio %)

SOBP 98.2 94.9
225 MeV, 3 mm spacing 98.3 98.7
225 MeV, 7 mm spacing 97.9 98.9
200 MeV, 3 mm spacing 99.0 96.9
200 MeV, 7 mm spacing 98.0 94.6
175 MeV, 3 mm spacing 98.5 98.9
175 MeV, 7 mm spacing 99.2 98.3
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3. Workflow testing
The feasibility of the TPS-based and Log-based QA workflows was tested 
against standard measurement-based QA, as referred in SubSection 2.6.4. 
A comparison between measurement-based, TPS-based and Log-based 
QA for 10 clinical cases, including craniospinal axis, intracranial and head 
and neck cases, is summarized in Table 3. An example of calculated dose 
distributions for a breast cancer case is shown in Fig. 3.

Table 3. Gamma pass ratios for measurement-based plan QA, and the proposed 
TPS- and Log-based plan QA.

Patient Measurement based 
(γ pass ratio %)

TPS-plan recalculation 
(γ pass ratio %)

Log-plan recalculation 
(γ pass ratio %)

1 100 97.43 97.71
2 99.81 98.75 96.94
3 100 98.60 91.56
4 100 98.43 98.59
5 98.31 95.37 93.30
6 98.55 96.05 95.54
7 99.44 99.05 97.98
8 99.12 99.14 98.99
9 99.52 99.30 99.14

10 99.31 96.02 94.97

Figure 3. Dose maps for the TPS calculated plan (left), the log-based recalculation 
(right) and the dose difference (center). For visualization purpose, recalculated dose 
maps have been imported in TPS. The dose maps are compared with Gamma analysis 
(2 mm, 2%).
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Independent MC calculations for these cases require 15–20 min cal-
culation time per treatment plan. Patient specific QA according to the 
proposed TPS-based and Log-based methodology requires about 10 min 
of in-treatment-room time per patient for log file acquisition. That 
compares to 40 min in-treatment-room time per patient for measure-
ment-based QA.

4. Component testing with clinical plans
Some of the aforementioned clinical plans were used for the validation 
of CAPTAIN’s low-level components, as described in Sub-Section 2.6.2. 
Based on calculated DVH, no statistical meaningful differences between 
the two plans are found — example showcased in Fig. 4.

Figure 4. TPS calculated dose maps: planning dose (left), log-based recalculation 
(right) and the dose difference (center). Isodose curves showed in color. The dose 
maps are compared with Gamma analysis (2 mm, 2%).
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The overall trend observed in the workflow validation is that TPS-based 
plan QA showed lower Gamma pass ratios than measurement-based 
QA. This is expected, since the former compares the whole 3D dose 
distribution volume with CT compositions and the later relies on 2D 
Gamma analysis at different depths of solid-water phantoms. In turn, 
the Log-based plan QA shows a Gamma analysis pass ratio marginally 
lower than the aforementioned cases. Since both TPS- and Log-based 
plan QAs use the same dose computation procedure, the difference 
can be attributed to discrepancies in delivered spot position or dose, 
which were recorded on the treatment log files and used during plan 
reconstruction.

The automated PSQA is managed and executed from inside the CAP-
TAIN server, a multipurpose and flexible platform. In order to provide 
specific functionalities, it integrates with other open source projects, 
such as OpenREGGUI and MCsquare. The use of these modules was 
crucial to speed up development and guarantee performance, however it 
also demands comprehensive testing of its components. First, MCsquare 
beam model profile was validated by comparing simulations for a wide 
array of SOBPs in solid water phantoms, and in inhomogeneous animal 
tissue phantoms. Over a wide range of energies and modulations, good 
agreement was found between MCsquare and TPS dose distributions. 
Secondly, OpenREGGUI evaluation of clinical goals was validated 
against the TPS evaluation method for a set of clinical plans. The 
results indicate that in ROIs subjected to doses higher than 100 cGy, 
the average difference between the two implementations was lower than 
1%. Noticeably, the discrepancies are larger for small doses and small 
volumes; since different algorithms for DVH computation are used in 
TPS and OpenREGGUI, processes such as interpolation and voxelization 
play a greater role in these cases. The evaluation of clinical goals is 
dependent on the approach taken for calculation of DVHs. As there 
are different approaches possible, it may introduce bias in clinical goal 
evaluation. Consistency of the two methods is necessary for a complete 
re-evaluation of the reconstructed plan from treatment log files, where 
TPS evaluation of clinical goals are directly compared to OpenREGGUI’s.
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PSQA procedures based on independent dose calculations, such as 
ours, have already been introduced for PBS ion therapy in some facilities 
[12, 34, 35]. The main advantages are the reduced time required for the 
measurements and the high resolution 3D dose distributions provided 
in the patient geometry, which improves the verification procedure of 
both the planned and delivered dose. Recently, at PSI [15], a toolkit for 
independent dose calculations was developed, which allows for dose 
reconstructions at several points in the treatment workflow. Still, the 
implementation of such workflows in clinical environments is restricted to 
few examples. Our implementation of Log-based PSQA brings a reactive 
and automated platform for ease of use in clinical workflows. Since all 
presented here is open source, an interested reader should also be able 
to implement similar automated worflows in other clinics.

Due to its architecture, the CAPTAIN platform is capable to be extended 
for other purposes that would also benefit from its modularity. Workflows 
are simple computation recipes, and existing solutions are easily refitted 
into workflows’ tasks. Based on fraction wise patient information this 
platform could accomplish automated daily dose reconstruction and 
accumulation. With an automated comparison of the accumulated dose 
against the expected dose, a request for adaptation could be automatically 
triggered in case of deviations. A concept for fraction-wise retrospective 
4D dose reconstruction and accumulation was recently published [36]. 
Within a corresponding automated workflow in our introduced platform, 
supplied treatment log files, motion records and acquired repeated 4D 
CTs/CBCTs would trigger a dose reevaluation and would trigger an 
adaptation if significant treatment quality deviations are observed, such 
as dose discrepancy due to anatomical changes. We have plans to extend 
the platform to include such functionality in the future. In this case, the 
time required for the plan dry-run delivery and log files collection may 
become a hindrance for a fast online treatment tracking. Since adaptive 
workflow are generally complex and labor intensive, automatizing work-
flows as much as possible as proposed here will be essential for a clinical 
implementation of adaptive proton therapy.

The benefit from this kind of analysis mainly depends on the accuracy of 
the log-file values, therefore a preliminary assessment of the uncertainty 
in the recorded parameters of the scanning pencil beams is recommended. 
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For example, Li et al. [37] have compared the planned and recorded 
values with dedicated measurements, to ensure that the monitor and the 
recording system work properly, and that the log-files are accurate enough 
to be used for evaluating the uncertainties in the delivered dose, caused 
by variations in the beam characteristics. Henceforth, similar routine 
machine QAs and further validation of CAPTAIN’s components will 
be necessary for the clinical realization of the workflows here proposed.

Conclusions

A new PSQA workflow was developed using an automated web platform. 
Low level components were validated, such as the log to plan converter 
and clinical goals evaluation. MCsquare beam model was validated in 
solid water and animal tissue phantoms, displaying dose distributions 
comparable to others simulated by the Monte Carlo algorithm available 
in the TPS. The proposed patient specific automated QA shows consis-
tency between the measurement- and Log-based QA for a wide range 
of clinical plans. This supports potential replacement of measurements 
with MC-based treatment plan QA in future. The use of this platform in 
clinical routine has the potential of significantly reducing the required 
in-treatment-room time for PSQA. Furthermore, the implemented plat-
form has the potential to also automatize other clinical procedures as for 
example fraction wise dose reconstruction and accumulation, which may 
provide input for decision support regarding plan adaptation.
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Abstract

Purpose: Patient specific quality assurance (PSQA) is required to verify 
the treatment delivery and the dose calculation by the treatment planning 
system (TPS). The objective of this work is to demonstrate the feasibility 
to substitute resource consuming measurement based PSQA (PSQAM) by 
independent dose recalculations (PSQAIDC), and that PSQAIDC results may 
be interpreted in a clinically relevant manner using normal tissue compli-
cation probability (NTCP) and tumor control probability (TCP) models.
Methods and Materials: A platform for the automatic execution of the 
two following PSQAIDC workflows was implemented: (i) using the TPS 
generated plan and (ii) using treatment delivery log files (log-plan). 
30 head and neck cancer (HNC) patients were retrospectively investigated. 
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PSQAM results were compared with those from the two PSQAIDC work-
flows. TCP / NTCP variations between PSQAIDC and the initial TPS dose 
distributions were investigated. Additionally, for two example patients 
that showed low passing PSQAM results, eight error scenarios were 
simulated and verified via measurements and log-plan based calculations. 
For all error scenarios ΔTCP / NTCP values between the nominal and 
the log-plan dose were assessed.
Results: Results of PSQAM and PSQAIDC from both implemented work-
flows agree within 2.7% in terms of gamma pass ratios. The verification 
of simulated error scenarios shows comparable trends between PSQAM 
and PSQAIDC. Based on the 30 investigated HNC patients, PSQAIDC 
observed dose deviations translate into a minor variation in NTCP values. 
As expected, TCP is critically related to observed dose deviations.
Conclusions: We demonstrated a feasibility to substitute PSQAM with 
PSQAIDC. In addition, we showed that PSQAIDC results can be interpreted 
in clinically more relevant manner, for instance using TCP / NTCP.

Introduction

The preparation of radiotherapy treatments and their delivery is affected 
by several sources of uncertainty. Furthermore, radiotherapy treatments 
require the acquisition, exchange, storage and processing of large amount 
of digitized data, which can become corrupted. To ensure that treatments 
are delivered within clinically acceptable tolerances, patient specific qual-
ity assurance (PSQA) has always been an essential component of the 
treatment delivery process.

Historically, first for 2D, and later 3D conformal radiotherapy, PSQA 
was based on independent dose recalculation and in-vivo dose output 
measurements. Corresponding recommendations were for example given 
in IAEA TRS430 [1], which provided guidelines for the implementation 
of quality assurance (QA) programs in radiotherapy departments. Within 
the scope of this study we are focusing on PSQA aspects, such as, monitor 
unit (MU), in a broader sense, dose calculation and delivery check, data 
transfer and integrity check, but omit such topics as planning process 
and plan check.
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However, with the introduction of intensity modulated radiotherapy 
(IMRT) and later volumetric modulated arc therapy (VMAT), indepen-
dent MU recalculations, often performed manually, became non-feasible 
due to the complexity of the calculations. Therefore, upon adoption of 
IMRT in the clinic, dose calculations mostly were done by treatment 
planning systems (TPS). Furthermore, beam modulation required the 
transfer of large amount of data to the delivery equipment, which de-
mands complex and precise functional performance. In order to gain 
confidence and to verify the performance of new and relatively non-trans-
parent automated treatment delivery modalities such as IMRT, in-beam 
measurement-based PSQA procedures became an integral part of QA 
programs in radiotherapy departments [2], replacing independent MU 
recalculation and in-vivo dosimetry. Since then PSQAM procedures have 
evolved and been addressed by various task groups, for example, AAPM 
Task Group No. 218. [3]

Since the introduction of particle therapy in clinical practice, PSQA 
has been mainly based on an approach requiring in-beam measurements 
(PSQAM). In-beam measurements were a necessity for passively scattered 
or uniformly scanned proton treatment fields in order to perform field 
calibration on a routine basis, as TPS was usually providing only relative 
dose. However, in the recent years with a wide-spread adoption of pencil 
beam scanning, the usefulness and value of continuous PSQAM proce-
dures have been questioned [4].

Focusing on particle therapy, numerous groups have proposed, to inves-
tigate and implement PSQA procedures that are based on independent 
dose recalculation (PSQAIDC), additionally proposing a use of treatment 
delivery log files and/or use treatment machine steering files [5], [6] 
in this process. This topic is of particular interest for particle therapy 
centers because of the high cost of treatment beam time, in which case 
maximizing clinical throughput allows treatments to be more accessible 
to the public. In addition, these novel methods facilitate the deployment 
of daily adaptive proton therapy (PT).

At our institution, we co-developed and implemented an open source 
workflow automation platform CAPTAIN [7], on basis of which we 
deployed a PSQAIDC procedure that relies on independent Monte Carlo 
(MC) calculations [8] and enables input of treatment delivery log files.
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Within the current PSQAIDC process, the evaluation of independently 
recalculated dose distributions is performed using 3D gamma analysis [9], 
[10] and the assessment of clinical goals, which are defined and calculated 
based on dose volume histograms (DVHs).

The currently deployed PSQAIDC workflow consists of two stages: (i) an 
independent dose recalculation based on the treatment plan as received 
from the TPS (TPS-plan) and (ii) an independent dose recalculation 
based on the treatment plan as reconstructed from treatment delivery 
log files (log-plan), which are obtained from the proton delivery system 
(PTS) after a dry-run. Although dry-run requires some beam time, in 
our practice so far time required is significantly lower than for a complete 
PSQAM procedure (5-7 minutes vs 30-35 minutes). The calculations are 
performed in the patient geometry. The independence in the PSQAIDC 
approach is achieved through an entirely independent implementation of 
secondary dose calculation engine from the primary TPS dose calculation 
engine. In addition, TPS and IDC uses different material lookup tables 
for determining elemental composition related to CT numbers. 

In the Netherlands, in accordance with a national consensus, for most 
indications patient selection for PT is made following a model-based ap-
proach [11], [12]. The underlying principle of the model-based approach 
is to select a treatment (protons or photons) on patient-specific basis that 
would allow to minimize risk of therapy induced complications. This 
is done by calculating normal tissue complication probability (NTCP) 
according to approved models for photon and proton treatment plans 
with identical target coverage and determining the difference in NTCP 
(ΔNTCP) between these two plans. If ΔNTCP is above a certain nationally 
agreed threshold, the patient is referred for PT. In the framework of a 
Model Based Clinic (MBC), a secondary application of PSQAIDC could 
be an additional confirmation of the decision-making process underlying 
patient selection, where NTCP values may be recalculated based on QA 
dose distributions.

The purpose of this study is to further explore PSQA procedures based 
on automation and independent dose recalculation (PSQAIDC) within 
the unique environment of the MBC. Specifically, we investigate feasibility 
to link PSQAIDC with clinically relevant measures adopted in the MBC, 
while also providing means to enclose model-based patient selection 
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process within the overall PSQA procedure. In addition, the sensitivity 
of various indicators towards delivery errors is evaluated.

Methods and Materials

A group of 30 consecutive head and neck cancer (HNC) patients was 
retrospectively evaluated in this study. For these patients NTCP values 
were calculated based on the dose distributions as calculated in the TPS 
(RayStation 8B, RaySearch, Sweden) by its clinical dose calculation al-
gorithm (Monte Carlo v.4.4). In addition, both dose distributions (TPS-
plan and log-plan) calculated by an independent MC dose calculation 
engine (MCsquare) were used to recalculate NTCP values. MCsquare is 
an open-source Monte Carlo proton dose calculation engine [13], [14], 
which utilizes multi-threaded processing to ensure fast calculation times. 
Furthermore, PSQAM results were retrieved and compared to PSQAIDC 
results in terms of gamma pass ratios. The PSQAM procedure for the pre-
sented cases has been performed at 3 measurement depth (1 cm and two 
additional in high dose region varying per field). The presented gamma 
pass ratio per patient was calculated as a ratio between the number of all 
passing measurement points versus the total number of measurement 
points (all fields, all depths combined).

Additionally, two patients with relatively low gamma pass ratios as 
shown in the currently employed nominal PSQAIDC workflow were 
selected. To establish a consistency baseline for log file-based calculations, 
treatment delivery log files for 5 clinical fractions were collected and QA 
doses were calculated using the log-plan based workflow. Afterwards, for 
these two patients, multiple error scenarios (ES) of the nominal plan were 
created. A python script to alter spot positions and MU in DICOM ion 
plans was created. It was used to introduce offsets to the prescribed spot 
positions and MU for the selected treatment plans. To introduce errors 
for each spot, offsets were randomly sampled from normal distributions. 
Maximum allowed offsets (2 sigma) were predefined per ES and are 
listed in Table 1. In this context, the absolute error is a fixed offset 
applied to the whole layer and the relative error is an offset applied to 
an individual spot.
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Error scenarios 1 to 6 are designed such that introduced offsets are 
within tolerances set in the treatment control system, which monitors the 
proton beam delivery online, therefore, such offsets could in principle 
appear also in the delivery log files. In contrast, scenarios 7 and 8 are 
rather theoretical. If such offsets would occur during beam delivery, the 
delivery would be interrupted by the treatment control system.

For the selected two additional cases (error scenario cases) the nom-
inal plans and all error scenario plans were delivered by the PTS, while 
performing PSQAM procedure with a 2D ionization chamber array 
MatriXX PT (IBA Dosimetry, Schwarzenbruck, Germany). The array 
was positioned at 1 cm depth, in order to capture all energy layers within 
the field. Furthermore, a measurement at only one depth per field for 
the error scenarios was done to limit beam time usage. Each treatment 
plan consisted of 4 treatment fields. Measured dose distributions were 
analyzed using global 2D gamma analysis with 2 mm / 2% criteria and 
a cutoff value of 10%. 

Furthermore, log files were collected for these deliveries. Using the 
deployed PSQAIDC workflow, independent MC dose calculations were 
performed using the log files from the nominal plan and the error sce-
narios. Based on these nominal and error scenario doses, the following 
quality control parameters were calculated: gamma pass ratios (criteria 
2 mm / 2%) and the variations in TCP and NTCP values.

Table 1. Summary of maximum introduced errors per spot (2 sigma) per error scenario.

Absolute position error, mm Relative position error, mm MU error, %

ES1 0.5 0.5 0

ES2 1.0 1.0 0

ES3 1.0 2.0 0

ES4 0 0 1

ES5 0 0 2.5

ES6 1 2 2.5

ES7 2 2 3

ES8 2 4 5
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NTCP values were calculated for grade 2 xerostomia [15], [16] and 
dysphagia [17], [18], [19] and for grade 3 tube feeding dependence [20]. 
In addition to the risk factors, the probability of xerostomia in the used 
model is correlated with the mean dose to the contralateral parotid gland. 
The probability of dysphagia is correlated with mean dose to the oral 
cavity and to the superior pharyngeal constrictor muscle (PCM), while 
the probability of tube feeding dependence is correlated with the mean 
dose to the superior PCM, inferior PCM, contralateral parotid gland and 
cricopharyngeal muscle.

TCP values were calculated based on the model proposed by Lühr 
et al. [21]. Model parameters (tumor control dose D50 and slope γ50) 
were not calibrated to reflect tumor control probability in our clinical 
practice. Values for these parameters were chosen identical to estimations 
made by Lühr et al. In the proposed model TCP corelates with the DVH 
of the primary gross tumor volume (GTV), primary clinical tumor 
volume (CTV) and elective CTV. TCP values were calculated purely for 
illustrative purposes.

Results

The results for the measurement based and the two independent dose 
recalculations based PSQA procedures for the first ten HN patients are 
shown in Figure 1. The results include 2D gamma pass ratios (2 mm / 2%) 
for PSQAM and 3D gamma pass ratios (2 mm / 2%) for independent dose 
recalculation based on the TPS-plan and the log-plan. Most of the plans 
consisted of 4 treatment fields, with 2 exceptions (pat. 1 and 2), where 
treatment plans had 5 fields. 

Table 2 summarizes the results for variations in NTCP and TCP as cal-
culated based on initial TPS dose distributions compared to recalculated 
dose distributions based on either the TPS-plan or the log-plan. Appendix 
I summarizes the ΔNTCP data for all 30 patients.

Overall, for the entire 30 patients cohort, average ΔNTCP of 0.2% (SD 
0.2%) was observed for dysphagia, when comparing nominal dose dis-
tribution to TPS-plan based QA dose distribution, and 0.1% (SD 0.2%), 
when comparing to log-plan based QA dose distribution. Average ΔNTCP 
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Figure 1. Overview of gamma pass ratios (2 mm / 2%) for 10 head and neck proton 
therapy patients. Results are shown for the PSQAM and PSQAIDC procedures.

Table 2. Overview of NTCP and TCP variations between nominal and QA dose 
distributions for 10 head and neck patients. Variations in NTCP are shown for grade 
2 dysphagia and xerostomia and grade 3 tube feeding dependence at 6 months post 
radiotherapy.

Pat.

TPS-plan dose log-plan dose
ΔNTCP, %

ΔTCP, %

ΔNTCP, %

ΔTCP, %Dysph. Xerost.
Tube 

feeding Dysph. Xerost.
Tube 

feeding
1 0.1 0.0 0.0 2.2 −0.1 0.1 0.0 3.1
2 −0.2 0.0 −0.3 1.1 −0.3 0.0 −0.3 2.1
3 0.2 −0,4 0,0 2.0 0,2 −0,4 0,0 2.1
4 −0.1 0.1 −0.1 1.6 −0.1 0.0 −0.1 1.9
5 0.5 −0.3 −0.2 1.7 0.0 −0.5 −0.4 3.0
6 0.1 −0.3 −0.2 1.4 −0.2 −0.2 −0.3 2.9
7 0.2 −0.4 0.0 1.5 0.1 −0.1 0.0 2.6
8 0.1 −0.5 −0.1 2.5 0.2 −0.3 −0.1 3.3
9 0.2 −0.1 0.0 2.1 0.1 −0.1 0.0 2.3

10 0.1 −0.3 −0.2 2.1 −0.3 −0.5 −0.4 3.5
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of −0.1% (SD 0.3%) was observed for xerostomia, when evaluating TPS-
plan QA dose distribution, and −0.1% (SD 0.3%), in case of log-plan QA 
dose distribution. While for tube feeding dependence average ΔNTCP 
of 0.0% (SD 0.1%) was observed for evaluation of TPS-plan QA dose 
distribution and −0.1% (SD 0.2%) for log-plan QA dose distribution. 

The consistency check for the log file-based calculations, as performed 
using log files from 5 clinical fractions for the 2 error scenario cases, 
showed SD of 0.1% for gamma pass ratios. In addition, results from the 
error scenarios test are shown in Figure 2. 

Results include 2D gamma pass ratios for the measurements performed 
at 1 cm depth with MatriXX ionization chamber array and 3D gamma 
pass ratios for dose recalculated based on treatment delivery log files as 
collected from deliveries of treatment plans with introduced offsets to 
spot positions and prescribed MU.

In Table 3 the effect of introduced errors is reflected in the changes of 
NTCP and TCP values for the error scenario cases. The shown difference 
in TCP / NTCP is determined by comparing TCP / NTCP values as 
calculated for nominal dose distributions and TCP / NTCP values as 
calculated for dose distributions, which were obtained by recalculating 
log-file based treatment delivery plans.

Figure 2. Trends of gamma pass ratios for 2 error scenario cases, for whom a set of 
8 error scenarios was generated and evaluated according to PSQAM and PSQAIDC 
procedures. ES0 corresponds to the nominal plan, where no offsets to the prescribed 
spot positions or MU have been introduced.
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Discussion

Consistency can be observed between gamma pass ratios (2 mm / 2%) 
for PSQAM and PSQAIDC as shown by trends in Figure 1 and 2. Consis-
tent decisions regarding plan quality would be made according to either 
PSQAM or PSQAIDC (Figure 1) and lower gamma pass ratios would be 
observed with either method in case of delivery errors (Figure 2). In most 
cases, gamma analysis performed for measurements done at 3 depths 
per field scores higher gamma pass ratios than for independent dose 
recalculation based PSQA approach. It is not unexpected that gamma 
pass ratios between PSQAM and PSQAIDC will not match, because the 
two PSQA methods have some major fundamental differences, such as the 
testing medium. PSQAM is based on water-like medium, while PSQAIDC 
is based on patient geometry depicted in the planning CT. Furthermore, in 
PSQAM steep gradient regions, especially in longitudinal direction, such 
as distal dose falloff, are often avoided. Gradient regions would usually 
score lower gamma pass ratios, if included. Furthermore, the number of 
evaluation points in case of PSQAIDC is much larger, as in case of PSQAM, 
only a limited number of dose planes in sampled.

Table 3. Overview of TCP and NTCP variations between nominal and QA dose distri-
butions for error scenarios, which were generated for treatment plans of the two HNC 
patients (error scenario cases). Scenario ES0 represents PSQAIDC of the unaltered plan.  

Patient A Patient B
ΔNTCP, %

ΔTCP, %

ΔNTCP, %

ΔTCP, %Dysph. Xerost.
Tube 

feeding Dysph. Xerost.
Tube 

feeding
ES0 0.1 −0.5 −0.2 2.5 0.2 0.3 0 2.6
ES1 0.3 −0.1 −0.1 2.6 0.2 0.3 0 1.4
ES2 −0.2 −1 −0.4 1.7 0 −0.4 −0.1 1.8
ES3 −0.1 −0.3 −0.3 2.3 −1 0 −0.1 −0.3
ES4 0.1 −0.4 −0.2 2.2 0.3 0.4 0 0.6
ES5 0.2 −0.4 −0.2 2.3 0.2 0.2 0 1.4
ES6 0.4 −0.2 −0.1 2.1 0.3 0.6 0 0.8
ES7 0.4 0.1 −0.1 3.7 0 0 0 1.4
ES8 −0.2 −1 −0.5 4.0 −0.9 0.4 −0.1 2.5
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When comparing the two recalculation-based PSQA results, the log-
plan typically scores slightly lower gamma pass ratios than the TPS-plan. 
This can be explained by the fact that the log-based plan also includes 
delivery discrepancies in spot position and delivered MU per spot 
compared to the nominal plan (TPS-plan). In this sense Patient 6 is an 
outlier. There were no unusual specifics noticed in the plan design. This 
behavior might be explained by statistical noise in the MC calculations in 
combination with already relatively high gamma pass ratios for this case.

For all 30 clinical cases plans scored high gamma pass ratios according 
to applied PSQA procedures. Therefore, also no major variations were 
observed in the NTCP values as calculated for the three selected com-
plication models. Average observed ΔNTCP values were close to zero 
(0.2% for dysphagia) and the standard deviation remained small (0.3% 
for xerostomia). By reviewing ΔNTCP values in the process of PSQA 
supplementary to the gamma analysis, one can make better judgement 
on the clinical relevance of the observed variations. 

Furthermore, by investigating ΔNTCP values between nominal and 
QA dose distributions, it can be ensured that patient selection for photon 
or proton therapy, in the context of MBC, is covered within the PSQA 
program and decision making is reliable and consistent. In fact, observed 
maximum variations for discussed 30 clinical cases do not exceed the 
uncertainty of the NTCP value itself [15], [16] and they are small com-
pared to the clinical decision thresholds (currently set in the Netherlands 
at 10% for Common Terminology Criteria for Adverse Events (CTCAE) 
grade 2 and 5% for grade 3 toxicities). Therefore, it may be considered 
that decisions made regarding patient selection have been robust against 
the sources of errors covered by QA process itself.

It should be noted that the used NTCP models are limited to specific 
complications and do not cover all possible radiation induced complica-
tions. Furthermore, NTCP models vary greatly in terms of their quality, 
availability of validation and may need a population-specific calibration. 
In the absence of comprehensive selection of NTCP models, clinical goals 
based on DVH statistics might be employed. For instance, by monitoring 
mean dose to such structures as the oral cavity, PCMs, cricopharyngeal 
muscle and parotids, one might identify cases when out-of-tolerance 
deviations occur. For Patient B ES3 (dysphagia ΔNTCP 1%) mean dose 
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increase of 1.3 GyRBE to PCM superior and 1.0 GyRBE to oral cavity was 
observed. As an example, dose statistics for this case are shown in Table 4.

The evaluation of eight error scenarios for two exemplary patient cases 
revealed consistency of trends for gamma pass ratios between PSQAM 
and PSQAIDC procedures. For instance, ES3 for Patient B shows drop 
in gamma pass ratio for both QA methods as can be seen in Figure 2. 
Some of the error scenarios (such as, ES2, ES3, ES8) resulted in larger 
deviations of NTCP values between nominal and QA dose distributions, 
reaching as much as 1% variations. An example of inconsistency between 
gamma pass ratio and clinical implications can be observed in xerostomia 
ΔNTCP values for Patient A. By comparing ES2 and ES8 metrics, one 
can observe that gamma pass ratios for these scenarios are 98.7% and 
89.4% respectively (PSQAIDC method), however both scenarios result in 
the same 1% increase in probability of xerostomia. These discrepancies 
may originate from different sources. First, dose deviations with different 
signs may cancel out in an organ at risk with no relevant change in the 
mean OAR dose and the NTCP as a result. Otherwise, dose deviations 
may be spatially located outside of organs at risk as recognized by the 
used NTCP models. This may be a sign that these dose deviations are 
not relevant, or, that the NTCP models are incomplete. Therefore, the 
use of comprehensive NTCP profiles that include multiple toxicities and 
multiple organs at risk will be paramount for the clinical interpretation 
of the QA results. Due to a recent worldwide increase in data registration 

Table 4. Dose statistics for selected organs at risk of exemplary case Patient B. Mean 
doses are shown for dose distribution as calculated by TPS, dose distribution as 
reconstructed based on delivery log files of the nominal plan (ES0), and log files of 
the error scenario 3 (ES3).

TPS dose, 
GyRBE

ES0 log-dose, 
GyRBE

ES3 log-dose, 
GyRBE

PCM superior 33.5 33.3 34.8
Oral cavity 16.4 16.2 17.4
PCM inferior 40.5 40.2 39.8
Cricopharyngeal m. 16.0 16.5 17.0
Contralateral parotid 20.0 19.7 20.0
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programs and implementation of MBCs it is expected that more and better 
models for such profiles will emerge in coming years. In our institution 
we are working on a comprehensive profile for HNC patients that includes 
22 toxicities at several time points and describes dose-effect relationships 
in 14 distinct organs at risk (preliminary results presented by van den 
Bosch et al. [22]). Furthermore, as models become more individualized, 
the dose-effect relationships may become steeper, allowing increasingly 
critical evaluation of dose deviations.

It can be observed that gamma pass ratios in case of PSQAM are slightly 
higher than PSQAIDC for the shown 10 clinical cases, while the opposite 
behavior can be noticed for error scenario analysis. This is linked to the 
fact that measurements were performed at three depths for the 10 clinical 
cases, while for error scenario analysis only one proximal depth of 1 cm 
was chosen to capture all layers and be more sensitive to the introduced 
errors, resulting in lower gamma pass ratios. Although evaluations at 1 cm 
depth might be associated with increased dose calculation uncertainties 
due to the dose calculation engine, these effects are more pronounced for 
analytical engines. Based on the commissioning process (average gamma 
pass ratio 99.6% (SD 0.8%)), the 1 cm depth has been used as a standard 
depth of measurement in our clinic for shallow depth region. Overall a good 
agreement between TPS dose and measurements has been observed. To 
provide a baseline value, for clinical plans (based on 30 patient cohort) the 
mean gamma pass ratio of measurements at 1 cm depth is 99.7% (SD 0.6%).

The used TCP model highly correlates with the DVH of the GTV. In 
our case, the independent dose calculation engine systematically overesti-
mates dose to the target volume by about 1% compared to the clinical TPS 
dose calculation engine. Therefore, about 2% TCP increase for QA doses 
can be systematically observed (see Table 2). Furthermore, as mentioned 
earlier, model parameters were not calibrated to represent our clinical 
experience. Nonetheless, increase in TCP may indicate formation of hot 
areas (see Table 2, Pat. A, ES8) and decrease would indicate formation of 
cold areas (see Table 2, Pat. B, ES3). In absence of calibrated and reliable 
TCP models, one might introduce clinical goals derived from the DVHs, 
similarly as was suggested for coping with the lack of NTCP models. For 
instance, CTV D2 for Patient A ES8 increased by 2.1 GyRBE, while CTV 
D98 for Pat. B ES3 decreased by 1.9 GyRBE.
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There is a major role for PSQAM procedures during the launch of a new 
facility or introduction of a treatment modality or new indication. However, 
in long term such procedures cost enormous amount of beam time, while 
bringing rather limited added value. Transition towards adaptive radio-
therapy, where adaptations are performed over increasingly shorter time 
frames, will make PSQAM procedures obsolete. If the primary objectives of 
PSQA are to (i) verify TPS calculation accuracy (avoiding software bugs in 
specific conditions), (ii) verify accuracy of treatment delivery equipment 
and (iii) confirm integrity of data during their transfer process, it might 
be possible to perform these PSQA tasks with a process that does not rely 
on in-beam measurements. For instance, TPS calculations can be verified 
by independent dose recalculation, accuracy of the treatment delivery 
equipment should be checked during thorough machine QA procedures, 
while data transfer integrity from TPS to PTS and consistency with the 
prescription can be checked prospectively by performing analysis of the 
machine steering files, while retrospectively the check of treatment delivery 
log files can be done. By allowing PTS to translate the plan into machine 
steering files as a part of PSQA also partially would allow to check plan 
deliverability, since in practice it may occur that PTS is unable to translate 
a plan into machine steering files. However, situations, when plan is not 
deliverable due to technical failures of the hardware, would not be detected. 
Eventually, interpreting QA results in a clinically meaningful manner will 
facilitate decision making regarding the quality of the treatment course. 

With an availability to retrieve and process daily delivery related infor-
mation, such as treatment delivery log files, daily imaging data [23], etc., 
in an automated way and being able to link the outcome of the analysis to 
clinically meaningful parameters, such as clinical goals, TCP and NTCP, 
as one of the possible future directions for PSQA might be a process that 
would allow to continuously monitor treatment course and rise warnings, 
when deviations from physician’s intent occur.

In conclusion, we demonstrated the feasibility to implement a PSQAIDC 
procedure that allows to check TPS calculation accuracy, deliverability 
and consistency with the prescription, while providing means to interpret 
PSQA results in a more clinically relevant manner by means of TCP / 
NTCP. As a secondary outcome, MBC may benefit from the proposed 
approach, which may be used for QA of the patient selection process.
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Appendix I

NTCP variations between nominal and QA dose distributions for 30 con-
secutive head and neck cancer patients.

Pat.

TPS-plan dose log-plan dose
ΔNTCP, % ΔNTCP, %

Dysph. Xerost. Tube feeding Dysph. Xerost. Tube feeding
1 0.1 0.0 0.0 −0.1 0.1 0.0
2 −0.2 0.0 −0.3 −0.3 0.0 −0.3
3 0.2 −0.4 0.0 0.2 −0.4 0.0
4 −0.1 0.1 −0.1 −0.1 0.0 −0.1
5 0.5 −0.3 −0.2 0.0 −0.5 −0.4
6 0.1 −0.3 −0.2 −0.2 −0.2 −0.3
7 0.2 −0.4 0.0 0.1 −0.1 0.0
8 0.1 −0.5 −0.1 0.2 −0.3 −0.1
9 0.2 −0.1 0.0 0.1 −0.1 0.0

10 0.1 −0.3 −0.2 −0.3 −0.5 −0.4
11 0.0 0.6 0.0 0.0 0.4 −0.1
12 0.4 0.0 0.1 0.3 0.1 0.1
13 0.2 0.2 −0.1 0.0 0.4 −0.1
14 0.4 0.2 0.0 0.3 0.1 0.0
15 0.1 0.3 −0.1 −0.3 0.7 0.0
16 0.4 0.0 0.1 0.4 0.0 0.1
17 0.0 −0.3 0.0 0.0 −0.1 0.0
18 0.0 −0.1 0.0 0.0 0.1 0.0
19 0.3 −0.2 0.2 0.4 0.0 0.3
20 0.3 −0.2 0.1 0.3 −0.1 0.0
21 0.1 −0.2 0.1 0.1 −0.1 0.1
22 0.2 0.0 0.1 0.2 0.2 0.1
23 0.2 0.0 0.0 0.2 0.2 0.0
24 0.7 −0.1 0.1 0.5 −0.2 0.0
25 0.3 −0.1 0.1 0.2 0.1 0.1
26 0.2 −0.1 0.0 −0.3 −0.1 −0.2
27 0.1 −0.5 −0.2 −0.1 −0.4 −0.2
28 0.4 −0.5 −0.2 0.1 −0.6 −0.5
29 0.0 −0.4 0.0 −0.3 −0.6 −0.4
30 0.4 −0.3 −0.2 0.3 −0.3 −0.2
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Proton range uncertainty is broadly considered to be a major limiting 
factor for utilizing proton dosimetric advantages to their full potential. 
In Chapters I “Validation of the proton range accuracy and optimization 
of CT calibration curves utilizing range probing” and IV “Assessment of 
range uncertainty in lung-like tissue using a porcine lung phantom and 
proton radiography”, it is demonstrated that actual range errors can be 
kept within a 3% uncertainty margin, when using the Monte Carlo dose 
calculation engine for treatment planning. This can be achieved even for 
CT simulation workflows that are based on single energy CT protocols as 
shown by range accuracy validation procedures, which utilize range prob-
ing measurements for animal tissue samples. Range accuracy is validated 
for tissue types found across the body, including lung tissue, organ- and 
fat-like tissue, as well as bone tissue. Currently, significant effort is being 
dedicated to a further reduction in range uncertainty in the treatment 
planning process by introducing dual energy CT protocols for patient 
simulation. It is expected that DECT protocols might reduce range un-
certainty margins to a level of around 2% [1]. Validation procedures using 
range probing as proposed in this thesis could further be applied to validate 
range accuracy for DECT-based patient simulation protocols in the future.

Furthermore, the 3% range accuracy level was also confirmed in-vivo 
as shown in Chapter II “First report on an in vivo proton radiography 
quality control procedure for scanned proton beam therapy in head and 
neck cancer patients”. The range probing-based quality control procedure 
was applied in clinical practice to monitor range accuracy in head and 
neck cancer patients on fraction-specific basis, which was done twice per 
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individual treatment course. However, in studies of patients, in contrast 
to any phantom or animal tissue studies, it can be observed that the main 
contribution to range errors is not linked to the physical aspects of range 
uncertainty, but to the patients themselves. 3% range accuracy level can 
be observed in y relatively stable parts of the body. However, significantly 
higher range inaccuracies (up to 10% or more) can be caused due to 
anatomical changes of the patient compared to the patient’s model, which 
was acquired for the treatment planning purposes. These anatomical 
changes can be grouped into two categories: (1) variations in shape caused 
by different anatomy itself, such as weight gain or weight loss, tumor 
shrinkage, swelling, etc., and (2) variations in position caused by different 
position of the anatomical structures in relation to other structures, such 
as different positions of the tongue, swallowing muscles, neck muscles, etc. 
In practice, repositioning of the patient to compensate for variations in 
position is not necessarily feasible, as conscious control over the base of 
tongue or swallowing muscles with regard to their position is fairly limited. 
These observations are once again a strong advocate for the introduction 
of adaptive therapy, where streamlined offline adaptive therapy would 
allow for better handling of relatively slower anatomical variations, which 
have an observable trend over time. Online adaptive therapy would allow 
faster pace anatomical variations to be observed on the day of treatment 
itself. It is worth mentioning that it is certainly beneficial to further reduce 
uncertainties in the patient’s model by addressing physics-related sources 
of uncertainty, such as working towards adoption of DECT protocols 
in the clinical workflows. However, a highly certain patient’s model in 
the physical sense does not necessarily mean a highly accurate patient’s 
model overall. As stated earlier and reported in Chapter II, range errors 
caused by anatomical variations can reach or exceed the 10%-level, which 
greatly surpasses 3% (SECT) or potential 2% (DECT) range uncertainty 
linked to the physical sources of the error. In addition to investigating 
range uncertainty margins, a setup error recipe for head and neck cancer 
patients was investigated [2]. Furthermore, during the timeframe of the 
current work, comprehensive 4D robustness evaluations for lung and 
esophageal indications were performed [3].

A major improvement in the quality of treatment could be expected if it 
were possible to react to the observed anatomical inconsistencies through 
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adaptive proton therapy. With this approach, frequent updates or renewals 
of the patient’s model suitable for treatment planning purposes would 
be necessary. Recent advancements in the field of Artificial Intelligence 
show the potential of using neural networks to create synthetic CTs (also 
investigated during the timeframe of the current work [4, 5]), suitable for 
proton dose calculation, based on the daily imaging data (such as, CBCTs). 
However, processing of the images by neural network algorithms is sort of 
a “black box” problem for an end user. Therefore, when considering such 
tools for clinical use, comprehensive quality control procedures should be 
applied. In the future, the proposed range probing-based quality control 
method could also be used to validate such synthetic CTs for their use 
in the clinical adaptive therapy workflow.

A different online range verification method based on prompt gamma 
imaging has been proposed, investigated, and reported on in literature 
[6]. Although prompt gamma imaging can be performed for therapeutic 
proton pencil beams (unlike range probing, no transmission beams are 
required), the accuracy of prompt gamma measurement is highly cor-
related with the dose delivered by pencil beams of interest. Furthermore, 
uses of prompt gamma cameras require high positioning accuracy, which 
translates into a significant engineering effort required in order to make 
cameras accessible for broader use in clinics.

When considering adaptive therapy, the opportunity to reconstruct and 
accumulate the previously delivered treatment doses becomes desirable. 
Furthermore, knowledge of the doses delivered so far can even guide the 
decisions about the need of plan adaptations throughout the treatment 
course. From such a perspective, dose reconstruction becomes a great 
quality control tool, allowing monitoring progress of the treatment course 
and reacting, when necessary. Having reliable knowledge of the overall 
accumulated treatment dose provides the opportunity to link this dose 
to the outcomes of the therapy. In this way, the accuracy of predictive 
outcome models (TCP / NTCP) may potentially be improved in the 
near future. Dose reconstruction and accumulation is challenging due to 
multiple reasons; these include: (1) the lack of accurate daily anatomical 
information of the patient in the treatment room and (2) radiobiological 
uncertainties in dose addition from multiple fractions. Dose recon-
struction for IMPT therapy indications, affected by breathing motion, 
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is particularly complicated due to the interplay effect between the time 
structure of the pencil beam scanning and organ motion. In Chapter III 

“First report on an in vivo proton radiography quality control procedure 
for scanned proton beam therapy in head and neck cancer patients” a 
methodology to perform 4D dose reconstructions using treatment deliv-
ery log files and fraction-specific breathing patterns was proposed. The 
validation of the method using 4D phantoms revealed that sub- millimetric 
spatial reconstruction accuracy can be achieved. The methodology was 
further applied in clinics by performing fraction-specific 4D dose re-
constructions for patients undergoing proton therapy treatments for 
indications in thoracic region. Outcomes were reported in Chapter V. 
Performed reconstructions made it possible to observe that organ motion 
does cause loss of dose homogeneity in the target volume on a fractional 
basis. However, local cold and hot spots do not have systematic behavior 
and adequate overall target dose homogeneity can be maintained. This 
observation confirmed proton beam rescanning, spot size enlargement 
and robust optimization as effective means to mitigate organ motion. The 
dose reconstruction method made it possible to gradually expand motion 
limits, which were used as a guideline for determining whether proton 
therapy can be administered safely. By performing close monitoring of 
the treatment course progress through fraction-wise dose reconstructions, 
it is possible to evaluate the quality of treatment course and determine if 
corrective actions for the treatment are necessary. The study also reported 
that half of the patients required at least one re-planning during the 
delivery of the treatment course. However, all adaptations were required 
due to anatomical changes of the patients. This once again highlights 
the importance of adaptive proton therapy and underlines the fact that 
anatomical variations are some of the greatest sources of uncertainty (also 
investigated during the timeframe of the current work [7, 8]), in this case, 
having a greater degrading effect on the dose distributions than the ones 
caused by organ motion.

A limitation for the study reported in Chapter V “Evaluation of in-
terplay and organ motion effect by means of 4D dose reconstruction 
and accumulation” was a lack of information about each daily patient’s 
anatomy, as reconstructions were performed on weekly 4DCTs. As a 
future improvement, dose reconstruction methodology could be applied 
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on synthetic CTs, as created on the basis of daily CBCTs and validated 
by use of the proposed range probing quality control procedure. This 
would increase further reliability and accuracy of daily reconstructed dose 
distributions and facilitate the introduction of dose reconstruction into 
patient treatment workflow as one of the most important and powerful 
quality control cornerstones. Dose reconstruction and accumulation 
would guide the decision-making process for plan adaptations and fa-
cilitate reporting of the outcomes.

The importance of adaptive proton therapy has been demonstrated 
multiple times. However, major technological hurdles remain, especially 
for the introduction of online adaptive therapy. Some of these hurdles 
are linked to the execution of radiotherapy workflow; for instance, the 
processing of daily patient imaging data by automated, reliable seg-
mentation of the structures; automated treatment planning; sufficiently 
fast plan optimization and dose calculation. Other hurdles are linked 
to data handling and software engineering itself; for example, the way 
that imaging data are stored and transferred or shared between various 
involved subsystems. Further challenges are linked to the execution of 
currently applied Patient Specific Quality Assurance (PSQA) procedures, 
which are not necessarily compatible with online adaptive environment. 
In Chapter VI “Platform for automatic patient quality assurance via 
Monte Carlo simulations in proton therapy” an alternative approach 
for performing PSQA has been discussed. The approach is based on the 
use of treatment delivery log files and independent dose recalculation. 
The introduction of a PSQA workflow significantly reduced QA time in 
clinical practice, which is especially linked to the in-room time required 
previously to perform in-beam QA measurements. In contrast to the 
previously required 30 to 45 minutes per treatment plan, a QA procedure 
relying on the use of treatment delivery log files takes not more than 
5 to 10 minutes per treatment plan. Such a reduction in time has a 
significant impact on the throughput of the facility and reduces the QA 
bottleneck, which sometimes delays the start of the treatment on an 
adapted treatment plan due to offline adaptive workflows. Although the 
currently implemented workflow requires a dry-run of the treatment plan 
to acquire treatment delivery log files, in future this might be overcome 
by additionally incorporating interfaces to generate machine steering 
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files and performing analysis of those prior to the delivery of the actual 
treatment fraction. In this way, the check on data transfer integrity 
between involved subsystems (treatment planning system, oncology 
information system and proton therapy system) could be conducted 
without a dry run. With the addition of such a highly comprehensive 
PSQA procedure, which would be entirely compatible with any online 
adaptive workflow that could be deployed, the removal of the patient 
from the treatment room in order to conduct any PSQA activities would 
not be required. 

Eventually, PSQA procedure could become integrated with dose re-
construction processes, as discussed in Chapters III and V, providing the 
basis for a longitudinal quality assurance process of the treatment course 
on fraction-wise basis. By evaluating the treatment progress on the basis 
of accumulated doses as proposed in Chapter VII “Feasibility of patient 
specific quality assurance for proton therapy based on independent dose 
calculation and predicted outcomes” and interpreting results in terms of 
predicted outcomes, the quality of the treatment could be continuously 
monitored and required corrective actions taken as necessary.

In conclusion, the introduction of more adaptive treatment procedures 
and the availability of online adaptive workflows in proton therapy 
might be the next major advancement for the proton therapy field. 
Implementation of adaptive workflows imposes technological and logistic 
challenges. The performed studies support the need for development and 
introduction of adaptive therapy workflows and propose solutions to 
several of the challenges, primarily focusing on the quality control aspects.
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Summary

The thesis focuses on development and clinical implementation of com-
prehensive and overlaying quality control process aimed at supporting 
introduction of high precision adaptive IMPT workflows. The thesis 
consists of seven chapters, covering topics on quality control for pro-
ton range accuracy, reconstruction, and accumulation of delivered dose 
distributions longitudinally throughout the proton therapy course and 
independent dose recalculation/predictive outcome-based patient specific 
quality assurance procedures.

A proton range probing method as a quality control tool for range 
accuracy validation has been proposed and applied for range accuracy 
assessments in animal tissue samples covering a broad range of tissue 
types. A 3% range uncertainty margin has been shown as adequate for 
single energy CT based workflows, when Monte Carlo dose calculation 
is employed. The procedure has been incorporated in clinical practice as 
an in vivo quality control tool. Results for head and neck cancer patients 
confirmed 3% uncertainty margin, however also revealed that range errors 
introduced by anatomical inconsistencies may significantly surpass (10% 
or above) the ones which has physics-related origin. This supports the 
transition towards adaptive therapy workflows.

A fraction-wise 4D dose reconstruction and accumulation procedure 
utilizing treatment delivery log files and patient-specific daily breathing 
patterns has been proposed and implemented in clinical practice. Valida-
tion of the procedure in controlled conditions with a 4D phantom revealed 
ability to spatially reconstruct the dose distributions with submillimeter 
accuracy. The dose reconstructions for the first 10 patients undergoing 
treatments for thoracic indications showed that organ motion does cause 
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loss of target dose homogeneity, however local cold and hot spots do not 
have systematic behavior, therefore with fractionation dose homogene-
ity is recovered for the investigated range of motion (point maximum 
< 20 mm). In addition, it was observed that about half of the patients re-
quired replanning at least once throughout the treatment course. However, 
in all cases replanning was required due to the anatomical changes, once 
again outlining the need for clinical adoption of adaptive proton therapy.

Eventually, an alternative approach for in-beam measurement-based 
patient specific quality assurance (PSQA) procedure has been investi-
gated, developed, and introduced in clinical practice. The approach is 
based on the use of treatment delivery log files and independent dose 
recalculation. The method is intrinsically compatible with online adaptive 
therapy workflows. In addition, the introduction of approach allowed to 
significantly reduce the PSQA bottleneck by shortening in-room times 
from 30–45 minutes to 5–10 instead. This resulted in increased treatment 
room throughput and shorted time required to switch the treatment to 
the new plan in case of replanning.

By incorporating the developed range probing QC procedure as a 
validation tool for synthetic CTs and utilizing developed dose recon-
struction and accumulation workflow, it enables possibility to establish 
a comprehensive longitudinal patient specific quality control process to 
monitor the treatment delivery in an environment of adaptive proton 
therapy. By evaluating the treatment progress based on accumulated 
doses and interpreting results in terms of predicted outcomes, the quality 
of the treatment could be continuously assessed and required corrective 
actions taken, as necessary. In this context, predicted outcomes allow to 
interpret QC data in more clinically relevant manner.

In conclusion, introduction of more adaptive treatment procedures and 
availability of online adaptive workflows in proton therapy might be the 
next major advancement needed to take full advantage of the physical 
characteristics of the proton beam. Implementation of adaptive workflows 
imposes technological and logistic challenges. The performed studies 
support the need for development and introduction of adaptive therapy 
workflows and propose solutions to several of the challenges, primarily 
focusing on the quality control aspects.
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Dit proefschrift richt zich op de ontwikkeling en de klinische imple-
mentatie van een alomvattend kwaliteitscontroleproces dat bedoeld is 
om behandelprocedures te ondersteunen, die gericht zijn op adaptieve 
protonentherapie. Dit proefschrift bestaat uit zeven hoofdstukken waarin 
verschillende onderwerpen aan de orde komen, zoals de kwaliteitscontrole 
op onnauwkeurigheden in het bereik van protonen (range errors) en de 
reconstructie en accumulatie van de afgegeven dosisverdeling gedurende 
de protonenbehandeling. Daarnaast wordt ingegaan op procedures die 
de kwaliteit van patiëntspecifieke onafhankelijke herberekeningen van 
de bestralingsdosis borgen.

Een kwaliteitscontrolemethode, waarbij gebruik werd gemaakt van een 
protonen range probing-techniek, is toegepast om het protonenbereik in 
dierlijke specimen te valideren. Het dierlijk specimen bestond uit een breed 
scala aan weefseltypen. Een range error-marge van 3% bleek adequaat voor 
behandelprocedures die zijn gebaseerd op een CT-scan, verworven met 
een enkele scanenergie, waarbij werd uitgegaan van op Monte Carlo geba-
seerde dosisberekeningen. Deze procedure werd opgenomen in de kliniek 
en diende als hulpmiddel voor in vivo kwaliteitscontrole. De resultaten van 
patiënten met hoofd-halskanker bevestigden een adequate toepassing van 
de 3% onzekerheidsmarge, maar deze lieten tegelijkertijd ook zien dat de 
range errors door anatomische inconsistenties significant groter kunnen zijn 
(≥ 10%) dan de fouten die een fysische oorzaak hebben. Deze bevinding on-
derschrijft het belang van en de transitie naar adaptieve behandelprocedures.

Een fractionele 4D dosisreconstructie- en accumulatieprocedure waarbij 
gebruik werd gemaakt van machine-logbestanden van de behandeling 
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en patiëntspecifieke ademhalingssignalen is voorgesteld en geïmplemen-
teerd in de kliniek. Validatie van de procedure onder gecontroleerde 
omstandigheden en met behulp van een 4D-fantoom, toonde aan dat 
het mogelijk was om de dosisverdeling te reconstrueren met sub-milli-
meter nauwkeurigheid. Dosisreconstructies van de eerste 10 klinische 
patiënten die werden behandeld voor een thoracale tumor, lieten zien 
dat orgaanbeweging een verlies van dosishomogeniteit veroorzaakte. 
Lokale over- en onderdoseringen zijn daarentegen niet systematisch; 
vanwege de behandelfractionering zal de dosishomogeniteit herstellen. 
Daarnaast viel op te merken dat ongeveer de helft van alle patiënten een 
planaanpassing nodig had gedurende de behandeling. In alle gevallen 
was deze planaanpassing nodig vanwege anatomische veranderingen. Dit 
onderschrijft nogmaals de noodzaak voor het introduceren van adaptieve 
protonenbehandelingen. 

Tot slot is een, op in-beam metingen gebaseerde, alternatieve aanpak 
voor patiëntspecifieke kwaliteitscontrole (PSQA) onderzocht, ontwik-
keld en geïntroduceerd in de kliniek. Deze benadering is gebaseerd op 
machine-logbestanden van de bestraling en een onafhankelijke herbere-
kening van de dosis. Deze methode is intrinsiek compatibel met online 
adaptieve behandelprocedures. Bovendien leidde deze implementatie tot 
een significante vermindering van het PSQA-knelpunt, waarbij de tijd 
die benodigd is in de behandelruimte, werd verkort van 30–45 minuten 
naar 5–10 minuten. Daardoor werd de doorstroming per behandelruimte 
vergroot en werd de benodigde tijd verkort om over te schakelen naar 
een nieuw plan in het geval van een planaanpassing. 

Door de ontwikkelde range probing-kwaliteitscontroleprocedure te 
gebruiken als validatie-instrument voor synthetische CT’s en door gebruik 
te maken van de ontwikkelde dosisreconstructie- en accumulatieproce-
dures, is het mogelijk om een uitgebreide, longitudinale patiëntspecifieke 
kwaliteitscontrole op te zetten. Dit kwaliteitscontroleproces kan de be-
handeling bewaken binnen een werkwijze die is gericht op adaptieve 
protonentherapie. Door de voortgang van de behandeling te evalueren op 
basis van de geaccumuleerde dosisverdeling ten opzichte van de beoogde 
behandeldoelen, kan de kwaliteit van behandeling worden gemonitord. 
Op basis van deze continue kwaliteitsbewaking kunnen corrigerende 
maatregelen worden genomen. 
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Concluderend kan worden gesteld dat de introductie van adaptieve 
behandelmethodes en de beschikbaarheid van online adaptieve proce-
dures bij protonentherapie, de volgende grote vooruitgang zou kunnen 
zijn op het gebied van protonentherapie. De implementatie van adaptieve 
procedures brengt een aantal technologische en logistieke uitdagingen 
met zich mee. De uitgevoerde onderzoeken onderschrijven de noodzaak 
voor de ontwikkeling en de introductie van adaptieve behandelprocedures 
en stellen oplossingen voor een aantal van de uitdagingen voor, waarbij 
de nadruk primair ligt op de aspecten van kwaliteitscontrole.
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