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Structural approaches to the classification of psychopa-
thology use factor analysis to cluster symptoms of men-
tal illness into dimensional groupings. This quantitative 
approach is currently exemplified by the Hierarchical 
Taxonomy of Psychopathology (HiTOP; Kotov et  al., 
2017). There has been a steady stream of articles from the 
HiTOP consortium (e.g., Conway et al., 2019; DeYoung 
et  al., 2020; Kotov et  al., 2018, 2020; Krueger et  al., 
2018; Latzman et al., 2020; Ruggero et al., 2019; Widiger 
et al., 2019) touting the benefits of its system. They claim 
it can “carve nature at its joints” (Conway et al., 2019, 
p. 429), resolve problems of comorbidity and heteroge-
neity (Ruggero et al., 2019, p. 1071), revolutionize clini-
cal practice (Hopwood et al., 2019, p. 15), and advance 

psychiatric genetics and neuroscience research (Latzman 
et al., 2020; Waszczuk et al., 2020).

These extraordinary claims have received little, if 
any, scientific scrutiny. A critical evaluation of HiTOP 
and its purported advantages is needed. The purpose 
of this article is to fill this gap in the literature. First, 
we critically evaluated five fundamental claims about 
HiTOP. Second, we compared HiTOP with alternative 
taxonomies to evaluate the degree to which they lend 
themselves to taxonomic evolution (from description 
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Abstract
The Hierarchical Taxonomy of Psychopathology (HiTOP) uses factor analysis to group self-reported symptoms of mental 
illness (i.e., like goes with like). It is hailed as a significant improvement over other diagnostic taxonomies. However, 
the purported advantages and fundamental assumptions of HiTOP have received little, if any, scientific scrutiny. We 
critically evaluated five fundamental claims about HiTOP. We conclude that HiTOP does not demonstrate a high 
degree of verisimilitude and has the potential to hinder progress on understanding the etiology of psychopathology. 
It does not lend itself to theory building or taxonomic evolution, and it cannot account for multifinality, equifinality, 
or developmental and etiological processes. In its current form, HiTOP is not ready to use in clinical settings and may 
result in algorithmic bias against underrepresented groups. We recommend a bifurcation strategy moving forward in 
which the Diagnostic and Statistical Manual of Mental Disorders is used in clinical settings while researchers focus on 
developing a falsifiable theory-based classification system.
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to theory) and scientific progress (e.g., falsification). 
Finally, we made recommendations for future research.

Claim 1. Symptom Correlations “Carve 
Nature at Its Joints”

Humans are prone to a “folk understanding bias”—
the sensation that simplistic explanations lead us 
to believe we truly understand more complex 
phenomena.

—Jolly and Chang (2019, p. 436)

Ostensibly, the HiTOP approach follows the same logic 
as the Linnaean system in biology, in which every 
organism is classified over seven hierarchical taxa on 
the basis of shared features (kingdom, phylum, class, 
order, family, genus, species). However, there is a criti-
cal difference between the HiTOP and Linnaean system. 
HiTOP dimensions are derived in a theoretical vacuum 
in which all characteristics (predominantly self-reported 
symptoms) are considered equally important. For exam-
ple, the symptom of “avoidance” is weighted the same 
as “sleep difficulties” and “hearing voices.” No symptom 
is considered more essential than any other symptom 
in this system. In contrast, the Linnaean system uses a 
theoretical perspective in which some characteristics 
are more important and, when present, take precedence 
over all other shared similarities because of their onto-
genetic precedence.

In the Linnaean system, classification decisions are 
not based on total levels of “likeness” (i.e., their covaria-
tion), as in HiTOP, but rather on a subgroup of highly 
meaningful features as determined by evolutionary 
theory (i.e., phylogeny; e.g., Nickels & Nelson, 2005). 
To this end, the Linnaean system distinguishes between 
homology and analogy (Petto & Mead, 2009). Homolo-
gous structures are those that descended from a com-
mon evolutionary ancestor. For example, the forelegs 
of horses and dogs are homologous structures because 
they evolved from a common ancestral tetrapod. Thus, 
horses and dogs are considered more “alike” than ani-
mals that do not share this common ancestor. In con-
trast, analogous features are those that have a similar 
structure and function (because of convergent evolu-
tion) but did not evolve from a common ancestor. For 
example, birds, bats, moths, and sea snails (pteropoda) 
have wings to fly but do not share a common ancestor 
that evolved wings. And because this shared feature 
(wings) is not homologous, they are not grouped 
together (e.g., birds are classed as Aves, bats as Mam-
malia, moths as Insecta, and sea snails as Gastropoda). 
Likewise, echolocation evolved independently in birds 
(e.g., swiftlets), noctuid moths, bats, cetaceans (e.g., 

dolphins), shrews, tenrec, and humans, which are each 
grouped in different phyla and clades and use this skill 
in radically different environments (e.g., seas, skies, 
caves, and cities). Differentiating homologous features 
from analogous features is critical to the Linnaean sys-
tem because it is the basis for understanding the evolu-
tion and the origin of species (Dawkins & Wong, 2016).

In contrast to the Linnaean system and the newer 
genetically informed cladistics systems, HiTOP resem-
bles a folk classification system (Nickels & Nelson, 
2005; Petto & Mead, 2009). HiTOP puts like with like 
without considering etiological or underlying develop-
mental processes. This is a problem because “like 
things” may be grouped together inaccurately on the 
basis of superficial characteristics (analogous features), 
and “unlike things” might be classified separately 
despite sharing a common etiology (homologous fea-
tures). To illustrate this point, consider what biological 
classification might look like if it were created using 
the same strategy as HiTOP (see Fig. 1)—that is, clas-
sifying animals on the basis of shared features regard-
less of evolutionary ancestry. This process would likely 
lead to an overarching factor of “animal” (the A-factor), 
which might then break down into a bifactor model of 
“land” and “water” animals. An examination of the sub-
groups of animals organized within these two levels 
starts to reveal the problems with HiTOP. For example, 
whales and sharks would be incorrectly classified together 
given the high correlations among their shared features 
(e.g., ocean dwellers, fins for locomotion, fish and crus-
tacean eaters, similar life spans, can adapt to multiple 
aquatic habitats, both largest of their family). This is 
because in HiTOP, features such as being warm-blooded 
and having hair do not carry special importance.

Moreover, bats would likely be incorrectly classified 
with other flying animals such as birds, moths, and 
butterflies. Red pandas would likely be classified with 
raccoons despite phylogenetic analysis confirming that 
they belong in their own evolutionary family. Elephants 
would be grouped with other large, thick-skinned her-
bivores such as hippos and rhinos even though their 
closest evolutionary relatives are hyraxes (which look 
like prairie dogs) and manatees. And the Tasmanian 
tiger would be grouped with canids (dogs, wolves, 
foxes) despite being a marsupial. These are just a few 
of a myriad of examples that illustrate a fundamental 
flaw in the structural approach to classification— 
theoretical and etiological factors are ignored. Using an 
empirically based strategy to sort (i.e., correlate) a large 
set of features does not necessarily lead to “more accu-
rate” (Kotov et al., 2017, p. 469) or valid diagnoses even 
when the model has an excellent statistical fit.

This calls into question HiTOP’s most fundamental 
assumption: that individuals who report similar patterns 
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of symptoms have the same form of psychopathology 
(which can be targeted by the same treatment because 
of shared etiology; Ruggero et al., 2019). As our animal 
classification example illustrates, HiTOP cannot account 
for equifinality (Cicchetti & Rogosch, 1996). In the case 
of equifinality, two individuals can reach the same phe-
notypic end state through different etiological processes 
(similarly to how birds and bats both developed wings). 
In HiTOP, these individuals would be considered “the 
same” despite the fact that they may have different 
disorders and need different treatments. There are 
numerous examples of equifinality in nature. For exam-
ple, fatigue, body aches, pain, and headache are all 
symptoms common to influenza, rhinovirus, mononu-
cleosis, and Lyme disease. Yet despite sharing the same 
phenotype, all of these medical problems have different 
etiologies (i.e., they are caused by distinct viruses) and 
are all treated differently. Likewise, chest pain and short-
ness of breath are common to acute coronary syndrome, 
pulmonary embolism, pneumonia, rib fracture, anxiety, 
and heart failure (McConaghy, 2020; Schwartzstein, 
2020). Again, despite sharing the same symptom phe-
notype, these physical ailments are distinct and are also 
treated differently. Likewise, it is untenable to assume 
that people with depression and people with posttrau-
matic stress disorder (PTSD) should be grouped 
together (because of shared “distress” symptoms) with-
out understanding their etiology. Meehl (1989b) noted 
that “a one-to-one correlation over individuals between 

two things does not mean that the two things are actu-
ally identical . . . all animals with a heart have a kidney, 
but that does not show that the words heart and kidney 
designate the same concept!” (p. 938).

In summary, a taxonomy built on symptom covaria-
tion is unlikely to capture the complexity of nature. 
There is little evidence that HiTOP (a) is “modeled in 
nature” (Krueger et al., 2018, p. 286), (b) will “improve 
our ability to carve nature at its joints” (Conway et al., 
2019, p. 429), or (c) can “explain the etiology of psy-
chological problems” (Conway et al., 2019, p. 432).

Claim 2. HiTOP Will Solve the Problems 
of Comorbidity and Heterogeneity

The hypotheses the statistician tests exist in a world 
of black and white, where the alternatives are clear, 
simple, and few in number, whereas the scientist 
works in a vast gray area in which the alternative 
hypotheses are often confusing, complex, and 
limited in number only by the scientist’s ingenuity.

—Bolles (1962, p. 639)

Comorbidity

The HiTOP approach “promises to resolve problems of 
comorbidity, heterogeneity, and arbitrary diagnostic 
thresholds” (Waszczuk et al., 2020, p. 12). In the case 
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of comorbidity, it is possible that HiTOP is waging a 
battle on a false front. Comorbidity is a problem when 
the co-occurring disorders represent the same condition 
and can be treated the same way (i.e., they are redun-
dant). Without understanding the etiology of the disor-
ders one diagnoses, it is impossible to know whether 
current comorbidity rates are artificially high.

Nature is complex, and etiologically distinct condi-
tions can frequently co-occur. For example, 60% of 
Americans over the age of 65 years have two or more 
types of chronic medical conditions (43% have three or 
more; 24% have four or more; Centers for Disease Con-
trol and Prevention [CDC], 2019). Research shows that 
cardiovascular disease is highly comorbid with diabe-
tes, chronic kidney disease, and depression (CDC, 
2019). However, we suspect that most medical doctors 
and scientists would not dismiss the distinctiveness of 
these conditions and call for the eradication of this kind 
of comorbidity. In fact, level of comorbidity can be an 
important predictor of clinical outcomes such as adverse 
drug events, poor functioning, unnecessary hospitaliza-
tions, and even death (De Vries et al., 2019; Wolff et al., 
2002). This kind of (valid) comorbidity is not inherently 
bad, nor does it invalidate a classification system.

That said, let us assume that comorbidity in the cur-
rently used diagnostic system (Diagnostic and Statisti-
cal Manual of Mental Disorders [DSM]) does reflect 
redundancies and inaccuracies. Does HiTOP solve the 
problem as promised by Conway and colleagues (2019)? 
The HiTOP solution is to lump diagnoses together and 
then give them a new label. This approach eliminates 
the need to provide more than one diagnosis for a 
cluster of symptoms, but this shell game does not create 
new knowledge or new theoretical explanations or 
identify new etiological pathways. Rather, it gives new 
labels to the same collection of symptoms. This creates 
larger, more heterogeneous groupings, which may not 
be clinically useful and can hinder our understanding 
of the etiology of mental illness. As noted by Smith and 
colleagues (2009),

when it occurs that a previously recognized psy-
chological construct is subdivided into more 
elemental components that have different etiologies, 
or different external correlates, or that require 
different interventions, it no longer makes sense to 
treat the original entity as a coherent, homogeneous 
construct. (p. 273)

Moreover, an implicit assumption of HiTOP is that 
people will fit neatly into one spectrum and a line of 
subfactors. However, research indicates that this is 
unlikely. Instead, people will “score high” on multiple 
subfactors and spectra (e.g., the co-occurrence of 

internalizing and externalizing problems is substantial 
in both clinical and epidemiological studies; Pesenti-
Gritti et al., 2008). Thus, people categorized using HiTOP 
are still going to carry an abundance of labels because 
a person might report internalizing, externalizing, sub-
stance use, distress, and antisocial behavior symptoms.

One might respond to this criticism by asking the 
following question: If HiTOP’s hierarchical approach is 
not valid, then why do some treatments appear to cut 
across current diagnostic categories? This would seem 
to suggest that there are common etiologies cutting 
across the DSM categories that are being captured by 
HiTOP’s “transdiagnostic” hierarchy. Unfortunately, the 
cause of a disorder does not always match up with the 
treatment of a disorder and vice versa (e.g., cigarette 
smoking is a causal risk factor for lung cancer, but 
stopping smoking is not an effective treatment for lung 
cancer). Exercise, good sleep, healthy diet, and cogni-
tive expectations (placebo) are effective in mitigating 
and preventing nearly every human physical and mental 
ailment. The beneficial effects cut across hundreds of 
human problems (heart disease, depression, obesity, 
cancers, anxiety, etc.), but it does not mean that the 
problems they alleviate should be considered the same. 
Acetaminophen, naproxen sodium, and ibuprofen all 
are effective in treating headaches, pain, and fever asso-
ciated with a variety of illnesses. Yet there is not a push 
in medicine to label these transdiagnostic treatments. 
Their efficacy also would not support the creation of a 
“headache” diagnostic category in a medical taxonomy. 
The point is that just because a treatment works for 
multiple problems, it does not mean those problems 
belong together in a taxonomy. Likewise, evidence of 
transdiagnostic treatments does not validate HiTOP or 
invalidate existing taxonomies.

Related to the idea of transdiagnostic treatments are 
transdiagnostic risk factors. Research shows that many 
risk factors are nonspecific. It is unclear what conclu-
sions can be made about this kind of nonspecificity. It 
is not necessarily appropriate to conclude that the exis-
tence of common risk factors means that the disorders 
they influence should be considered the same. Again, 
research shows that smoking, poor nutrition, and low 
levels of exercise are the three most important predic-
tors of common health problems in Americans, includ-
ing heart disease and a variety of cancers (Khera et al, 
2016). The lack of specificity for these risk factors does 
not invalidate the diagnoses that arise from them (or 
justify their lumping together). This is another example 
of the complexity of nature and a reminder that common 
contributors may ultimately lead to a variety of different 
outcomes. Trying to eliminate comorbidity because it is 
“messy” likely leads to an even more invalid and artifi-
cial taxonomy.
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Heterogeneity

Another purpose of HiTOP is to resolve the problem 
of within-disorders heterogeneity (Kotov et al., 2018). 
The problem of heterogeneity is typically illustrated by 
showing that two people with the same DSM diagnosis 
may not share any of the same symptoms. For example, 
Conway and colleagues (2019) noted that there are 
600,000 possible PTSD symptom combinations, which 
indicates that the DSM and its polythetic “menu” 
approach is not a valid taxonomy. First, it is important 
to recognize that just because it is mathematically pos-
sible to have a large number of symptom combinations, 
it does not mean that all those combinations are expressed 
in reality. For example, it may be possible to have a large 
number of genetic configurations (haplotypes), and 
yet all of those combinations are not expressed in nature. 
That said, even if all 600,000 combinations did exist in 
nature, it does not invalidate the diagnosis. It is possible 
for individuals with the same underlying problem to 
express completely different symptom profiles, as dem-
onstrated by the principle of multifinality.

In the case of multifinality, the same causal agent 
(e.g., obesity) can lead to distinct outcomes or symptom 
profiles in people (e.g., diabetes or obstructive sleep 
apnea). Thus, it is possible for two people to express 
completely different symptom profiles yet share a com-
mon etiological pathway that can be targeted by the 
same treatment. There are numerous examples of this 
phenomenon in medicine. People with lupus often have 
completely different symptom presentations that 
include some combination of fatigue, fever, joint pain, 
rash, pericarditis, Raynaud phenomenon, vasculitis, 
blood clots, nephritis, shortness of breath, and anemia 
(Cojocaru et al., 2011; Wallace & Gladman, 2020). Sys-
temic sclerosis is another disorder in which there may 
be no overlap in self-reported symptoms among people 
(symptoms can include things such as skin sclerosis, 
renal failure, interstitial lung disease, pulmonary hyper-
tension, joint pain, pericardial effusion, erectile dys-
function, myopathy, and myocarditis; Adigun et  al., 
2002; Varga, 2020). These are just a few examples (oth-
ers include COVID-19, hyperthyroidism, irritable bowel 
syndrome, etc.) that illustrate how people can express 
completely different symptom profiles without overlap-
ping symptoms and yet suffer from the same underlying 
problem. HiTOP would miss these cases because the 
symptom profiles do not covary; it cannot deal with 
this kind of natural complexity (Kendler et al., 2011).

Symptom heterogeneity is a problem when the dif-
ferent symptoms do not share a common etiology. 
Strauss and Smith (2009) provided the following exam-
ple to illustrate this point. According to these authors, 
neuroticism consists of six correlated but distinct con-
structs. Thus, it is possible for two people to have the 

exact same score on a general measure of neuroticism 
but for different reasons (e.g., one person may score 
high on hostility and low on self-consciousness, 
whereas another person may score low on hostility and 
high on self-consciousness). They argue that this kind 
of heterogeneity makes a total score on neuroticism 
imprecise, ambiguous, and an obstacle to theory test-
ing. If we apply this example to HiTOP, we can see 
how its hierarchy may also hinder scientific progress. 
Depression appears to be a heterogeneous construct, 
likely reflecting multiple disorders with distinct etiolo-
gies (McGrath, 2005; Smith et al., 2009). Thus, an overall 
depression score is imprecise and may lead to uninter-
pretable findings. HiTOP compounds the problem by 
creating even larger groupings such as “distress,” which 
includes not only depression but also syndromes like 
PTSD and generalized anxiety disorder. Distress is then 
combined with other heterogeneous groupings (e.g., 
fear, eating pathology, mania, sexual problems) under 
the umbrella of “internalizing.” As one moves up the 
hierarchy, the scores become less and less useful. As 
noted by Littlefield and colleagues (2021), “currently, 
there is no clear consensus . . . regarding the utility of 
these common factors as a way to understand the 
potential structure of important constructs or to inform 
theoretical and clinical efforts” (p. 10).

In sum, it is premature to assume that a classification 
system is invalid because two people can have the same 
disorder without sharing the same symptoms (e.g., 
COVID-19 is a valid diagnosis despite highly heteroge-
neous symptom presentations). In fact, it may show that 
a classification system is scientifically progressive 
because it can account for multifinality. For example, 
after experiencing a life-threatening event, a small num-
ber of people will develop a clinically significant form 
of psychopathology (PTSD) that is expressed in a vari-
ety of ways. Despite the different symptom expressions, 
the DSM can identify these people as having the same 
problem, in part, by requiring the presence of a com-
mon contributory cause (life-threatening event).

Claim 3. HiTOP Is Empirical and Objective

A statistical procedure is not an automatic, mechan-
ical truth-generating machine for producing or 
verifying substantive causal theories. Of course we 
all know that, as an abstract proposition; but 
psychologists are tempted to forget it in practice. 
(I conjecture the temptation has become stronger 
due to modern computers, whereby an investigator 
may understand a statistical procedure only enough 
to instruct an R. A. or computer lab personnel to 
“factor analyze these data.”)

—Meehl (1992, p. 143)
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The structural approach to classification is described as 
“quantitative,” “empirical,” “more accurate,” and “derived 
strictly from data, free of political considerations” (Kotov 
et al., 2020, p. 165). Alternative approaches (e.g., DSM), 
in contrast, are described as the result of “authority and 
fiat” in which “experts gather under the auspices of 
official bodies and delineate classificatory rubrics 
through group discussions and associated political pro-
cesses” (Krueger et al., 2018, p. 282). This characteriza-
tion of HiTOP suggests that it is more objective and 
empirically valid than other classification systems; it is 
based on scientific facts, whereas taxonomies like the 
DSM are based on scientific opinions.

The insinuation that DSM committee members 
embrace politics over science is likely unjustified. As 
stated by Kendler (2018), “The procedures developed 
for change in DSM-5 by the American Psychiatric Asso-
ciation’s Steering Committee are empirically rigorous 
and data driven” (p. 242). Likewise, the notion that 
HiTOP’s 100-member consortium is immune to group 
dynamics is probably untrue. It is difficult to believe 
that decisions about HiTOP rely solely on the unthink-
ing application of data.

Representation and structure

Politics aside, factor analysis does seem more objective 
than expert consensus. Data are entered into a statisti-
cal software package, analyses are specified, and a 
statistical solution appears without human interference. 
However, describing this approach as “empirical” and 
“data-driven” is somewhat misleading. Although HiTOP 
is derived from empirical data, its structure of symptom 
descriptors is not empirically supported. HiTOP uses a 
dimensional interpretation/simple structure procedure 
(Thurstone, 1947) in which stimuli are rotated to have 
high loadings on one dimension but low loadings on 
others in an effort to reduce cross-loadings and create 
unique factors; this is the same approach used by its 
predecessor, the five-factor model of personality. How-
ever, this mode of representation likely does not cap-
ture the complexity of the actual empirical structure of 
the data, which has yet to be actually tested (e.g., facet 
theory; Guttman, 1982). For example, the structure may 
be better represented by a radex, cylinder, circumplex, 
or simplex. As cautioned by Maraun (1997), “without a 
careful distinction being made between model, struc-
ture, representation, and mode of representation, and 
without the employment of appropriate methods for 
structural analysis, researchers are destined to confuse 
mere appearance with reality” (p. 646).

The dimensional interpretation/simple structure pro-
cedure leads to an infinite number of well-fitting mod-
els.1 Choosing among these models is often based on 

ease of interpretation and personal preference, not 
empirical veracity. And as statistical software packages 
have made it easier and easier to rotate solutions to 
simple structures, it has been “forgotten that the result-
ing dimensions were a post hoc MBA [meaningful but 
arbitrary] expediency, not a data-driven realization of 
a deeper scientific reality” (Turkheimer, 2017, p. 35). 
HiTOP is a mathematical solution constrained by an 
inadequate representation of the dimensional space of 
the symptoms of psychopathology. According to Maraun 
(1997), this ensures a “systematic misrepresentation of 
the structure” (p. 632). Supporting this claim, multiple 
studies show that the complexity of human personality 
descriptors may be better represented by a spherical 
three-dimensional model than the more widely 
endorsed five-factor model (e.g., Markey & Markey, 
2006; Turkheimer et al., 2014).

In sum, the HiTOP model is not the result of some 
“truth-generating machine” (Meehl, 1992, p. 152). Rather, 
it is a human construction based on “meaningful but 
arbitrary” choices (Turkheimer et al., 2008, p. 1588). Fit 
indices are not an indicator of validity or even replica-
bility (Littlefield et al., 2021; Watts et al., 2020). HiTOP 
may ultimately be a useful heuristic, but it is false to 
claim that it is an empirically validated or a data-driven 
realization of the structure of the symptoms of psycho-
pathology. As noted by Turkheimer (2017),

internalizing and externalizing are not substrates, 
with the implication of biological reality. They are 
dimensions, convenient statistical abstractions. We 
only think of rotated factors as being more natural 
than category boundaries because they emerge so 
effortlessly from the computer programs that 
rotate them into existence. (p. 41)

Data decisions

Another potential source of bias in factor analysis is the 
data; the validity of the model depends on the validity 
of the information used to create it. According to Baro-
cas and Selbst (2016), “advocates of algorithmic tech-
niques like data mining argue that these techniques 
eliminate human biases from the decision-making pro-
cess. But an algorithm is only as good as the data it 
works with” (p. 671). Data decisions are easy when 
there is a well-defined and circumscribed body of data. 
For example, input decisions for the five-factor model 
of personality, from which HiTOP was derived, are 
based on the lexical hypothesis. According to the lexi-
cal hypothesis, the most frequently used descriptors in 
a given language represent socially important personal-
ity traits. The usage correlations among these words 
results in a factor structure of socially important traits 



Folk Classification 265

for a particular society. Here, the input decision is easy 
because it is possible to analyze an entire lexicon and 
compare between word types and languages.

Unfortunately, this type of breadth and inclusion is 
currently unavailable in the area of mental illness. This 
raises questions about the usefulness of the input used 
in HiTOP. Are the self-reported symptoms used to cre-
ate the HiTOP factors all meaningful indicators of psy-
chopathology (e.g., McGrane & Maul, 2020; Michell, 
2000)? Furthermore, how many important indicators are 
missing from the model (Haroz et al., 2017; Huber et al., 
2011; Keyes, 2007; van der Krieke et  al., 2016)? And 
how many symptoms are included in the model that 
are superfluous or do not generalize across cultures, 
gender, and age (e.g., age-crime curve, Moffitt, 1993; 
Shulman et al., 2013)? For example, we already know 
that the data used by HiTOP are biased in terms of 
culture, race, age, and gender given that they come 
from studies using samples of Western, educated, indus-
trial, rich, democratic (WEIRD) participants (Arnett, 
2008; Henrich et al., 2010; Kaiser & Weaver, 2019; Kohrt 
et al., 2014; Kohrt & Mendenhall, 2016; Muroff et al., 
2008; Neighbors et al., 1989; Weaver & Kaiser, 2015). 
There is at least one study to indicate that HiTOP will 
not be robust to changes in symptom input. For exam-
ple, Wittchen and colleagues (2009) found that even 
the basic internalizing and externalizing structure was 
not robust when different ages and different diagnoses 
were considered. They concluded that “it seems unlikely 
that fairly simple and robust structural models will ever 
be derived, given the complexity of psychopathological 
features across the lifespan” (p. 201).

The lack of representation in psychological research 
is a problem for all taxonomies. However, it may be 
significantly more difficult for data-driven models like 
HiTOP to capture cultural nuance than it is for other 
approaches (in which it is possible to include cultural 
concepts of distress; Kaiser et al., 2015; Lewis- Fernandez 
& Kirmayer, 2019; Weaver & Kaiser, 2015). This is the 
case because cultural variability is effectively erased as 
it is dwarfed by the overwhelming amount of data aris-
ing from WEIRD samples (which Gone & Kirmayer 
[2010] called “conceptual imperialism”; see also Henrich 
et al., 2010). And when data fail to reflect heterogeneity 
of human experience (Fisher et al., 2018) in terms of 
race, gender, age, class, and culture, then systemic bias 
can arise (Cooper & Davids, 1986; Gelfand et al., 2002; 
Gone et  al., 2010). For example, despite disparate 
symptoms and biological signatures of heart disease by 
gender (Chuang et  al., 2012; Goldberg et  al., 1998; 
Wenger, 1990), many clinical guidelines and practices 
(e.g., diet, physical activity, and aspirin) are derived 
from foundational research that was done on men (e.g., 
Caerphilly Heart Disease and Whitehall Studies of the 
1970s and 1980s).

As the use of algorithms based on unrepresentative 
data has increased, so have the instances of systemic 
bias, including advertisements that are less likely to be 
presented to women, Black-sounding names being 
falsely linked to arrest records, face recognition algo-
rithms failing to recognize the faces of Black people, 
photo software automatically lightening the skin tones 
of Black people, failure to identify poor people and 
Black people with complex health care needs, and pre-
dictive policing (Buolamwini & Gebru, 2018; Ferguson, 
2019; Lee, 2013; Morse, 2017; Obermeyer et al., 2019). 
In fact, the first case of an incorrect facial recognition 
match leading to the arrest of an innocent man has 
been reported (Hill, 2020).

In summary, there is little evidence to support the 
claim that HiTOP is more “empirical,” “accurate,” or 
verisimilar than existing taxonomies. This is not neces-
sarily a problem in and of itself. What is concerning is 
that the HiTOP consortium continues to promote its 
system as objective and empirically valid. As warned 
by Kleinberg and colleagues (2019), “it would be 
naïve—even dangerous—to conflate algorithmic with 
objective” (p. 9). Failing to acknowledge this fact (or 
worse, promoting the opposite) may lead to overcon-
fidence in the validity of HiTOP and, in turn, promote 
a mindless application of the system, leading to sys-
temic algorithmic bias for underrepresented groups.

Claim 4. HiTOP Will Lead to Genetic 
Discovery

It will become apparent that seeking biology via 
factor analysis may be just tilting at a windmill.

—Guttman (1992, p. 177)

According to Waszczuk and colleagues (2020), the lack 
of progress in identifying specific genetic variants that 
confer risk for psychopathology is due, in part, to poor 
DSM phenotypes. The authors claimed that HiTOP can 
“accelerate genetic discovery” (p. 8) and solve the prob-
lems “that impede progress in psychiatric genetics” 
(p.  12). In support of this claim, Waszczuk and col-
leagues reviewed a growing number of studies that 
have found high heritability estimates and genetic cor-
relations with HiTOP dimensions.

There are at least two reasons HiTOP will not solve 
the problem of genetic discovery. First, HiTOP probably 
is not valid; it is a descriptive taxonomy based on symp-
tom correlations. There is little reason to believe that 
these groupings reflect any natural kinds for which 
causal genetic variants can be discovered. Second, there 
is the “gloomy prospect” (Plomin & Daniels, 1987; 
 Turkheimer & Waldron, 2000). Even if HiTOP somehow 
got everything right, it still would not lead to the 
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identification of any genetic mechanisms. That is 
because there are no specific genetic mechanisms to 
be found (i.e., no “mental illness genes”). Mental illness 
is too complex. Researchers are converging on the con-
clusion that complex behavioral phenotypes are likely 
the result of thousands of genes, each with a negligible 
effect (Turkheimer, 2016; Visscher et al., 2010). Further-
more, the myriad genes will likely combine and interact 
in ways that are different for each individual (e.g., 
intragenomic conflict; Kramer & Bressan, 2015). Genes 
do not directly cause psychopathology; rather, these 
genetic correlations are indicators of a general proba-
bilistic influence—an uninterpretable confluence of 
genes and environment that influence behavior through-
out the life span with a substantial random factor (e.g., 
Bierbach et al., 2017; Flint & Ideker, 2019; Turkheimer, 
2016). In other words, even when genetic correlations 
are found, they may or may not reflect any direct etio-
logical/causal influence on the phenotype.

If the slow progress in this area was caused by poor 
DSM phenotypes, as claimed by the HiTOP consortium, 
then we should see success in other areas of social 
science that have better theories and measurement 
tools. This is not the case; researchers have yet to dis-
cover the genetic mechanism for any complex human 
phenotype (intelligence, personality, etc.; Matthews & 
Turkheimer, 2021). Consider the example of human 
height. It is more heritable (.8–.9) than mental illness 
and can be precisely measured. Scientists (e.g., Boyle 
et al., 2017; Yengo et al., 2018) have identified more 
than 100,000 single nucleotide polymorphisms, account-
ing for less than 25% of variance in height (recent 
nonreplications suggest this percentage is inflated; Berg 
et  al., 2018; Sohail et  al., 2019). It remains unclear 
which, if any, of the identified genetic variants exert a 
causal/mechanistic influence on height (Boyle et  al., 
2017). As explained by Turkheimer (2012),

the unspoken claim is that assiduous attention to 
statistical significance and population stratification 
will lead to discovery of an allele with an 
identifiable biological pathway extending through 
the many levels of analysis separating the allele 
from the complex phenomenon it is purported to 
explain. If I am correct that this is what the GWAS 
researchers intend, it is no wonder that they don’t 
unpack the content of the claim, because on 
minimal examination it is so obviously false, false 
even for something not-really-so-complex as 
height, never mind delinquency. (p. 62)

Research on the five-factor model of personality has 
already shown us how genetic discovery will progress 
under HiTOP. Turkheimer et  al. (2014) reviewed the 

literature on personality and heritability and concluded 
“that in the genetics of personality, a paradoxical out-
come that has been looming for a long time has finally 
come to pass: personality is heritable, but it has no 
genetic mechanism” (p. 535). We suspect this conclu-
sion also applies to psychopathology (as well as every 
other complex behavioral phenotype) regardless of 
how it is operationalized. Yes, psychopathology is 
“genetic,” but there are no specific genetic mechanisms 
to discover.

It is also important to address the claim that herita-
bility estimates and genetic correlations can be used to 
validate the HiTOP hierarchy (Waszczuk et al., 2020). 
Unfortunately, showing that HiTOP taxa are heritable 
is relatively meaningless. This is because everything is 
heritable—Turkheimer and Walkdron’s (2000) first law 
of behavioral genetics. All measurable human differ-
ences have genetic correlations. Researchers have found 
that income, marital status, health insurance coverage, 
homophobia, military service, frequency of bread eat-
ing, and dog ownership are all heritable (Beaver et al., 
2015; Fall et al., 2019; Hasselbalch et al., 2010; Hyytinen 
et  al., 2019; Trumbetta et  al., 2007; Wehby & Shane, 
2019; Zapko-Willmes & Kandler, 2018). Obviously, 
human genes do not code for whether someone enrolls 
in health care coverage or joins the military. And yet 
the heritability estimates for phenotypes such as marital 
status and owning a dog are just as large as those found 
for mental illness (as operationalized by HiTOP facet 
or DSM diagnosis). Wicherts and Johnson (2009) 
showed that it is even possible to find genetic correla-
tions using a random scale. They created a scale with 
random items from a multidimensional personality mea-
sure and then demonstrated that scores on it were heri-
table. If group differences on an artificial scale are 
heritable, then how noteworthy is it to show that HiTOP 
spectra are also heritable? It is not appropriate to use 
heritability estimates as a method for corroborating a 
taxonomy:

Neither the magnitude nor new reports of the 
existence of heritability in previously unmeasured 
psychological or behavioural measures alone tells 
us much of anything. Most importantly, it is not 
useful as a criterion to judge the biological 
importance or even construct validity of a psycho-
logical measure. ( Johnson et al., 2011, p. 263)

But what about genetic correlations? Conway and 
colleagues (2019) argued that it will be possible to iden-
tify specific genetic variants at different levels of HiTOP 
hierarchy; some variants influence nonspecific psycho-
pathology risk and others confer risk for individual 
spectra, subfactors, or even symptoms. Waszczuk and 
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colleagues (2020) provided support for this statement 
by citing studies that have found an alignment between 
genetic architecture and the HiTOP structure. Conway 
et al. concluded that “although these specific genetic 
factors often are comparatively small, they provide etio-
logical support for a hierarchy” (p. 425). It is a mistake 
to interpret this “alignment” as validation for HiTOP. 
Research shows that both genetic and environmental 
structures often align with the phenotypic structure 
(e.g., Loehlin & Martin, 2013). It is called the puzzle of 
parallel structure (McCrae et  al., 2001; Turkheimer, 
2016). One cannot conclude that it is the genetic struc-
ture that gives rise to (and validates) HiTOP’s structure. 
In fact, it is likely the reverse, in that “phenotypic varia-
tion explains the genetic structure of behavior” 
(Turkheimer, 2014, p. 536).

In summary, it will be difficult for HiTOP to fulfill 
its promise to accelerate genetic discovery (Waszczuk 
et  al., 2020). It is another descriptive taxonomy that 
lumps people according to similar symptom presenta-
tions. It proposes a unique hierarchy, but the symptom 
heterogeneity in the upper-level spectra will likely hin-
der genetic discovery (Smith et al., 2009). That leaves 
HiTOP’s dimensional rating system as its primary route 
for facilitating genetic discovery (although the use of 
continuous measures is not exclusive to HiTOP). 
Dimensional ratings will make it easier to detect more 
significant genetic correlations because of increased 
statistical power (similarly to using larger samples). 
However, identifying a few hundred more statistically 
significant genetic correlations does not necessarily 
translate to a deeper understanding of the genetic 
causes of psychopathology.

Claim 5. HITOP Is Ready to Use Today

Because the field of psychology has been reluctant 
to police itself, the consequences for mental 
health consumers and the profession at large have 
been problematic.

—Lilienfeld (2007, p. 53)

According to Ruggero and colleagues (2019), HiTOP “is 
a viable alternative to classifying mental illness that can 
be integrated into practice today” (p. 1070). It is “poised 
to revolutionize the field’s understanding of the struc-
ture of mental disorder and reshape how diagnostic 
assessments are performed and utilized” (Hopwood 
et al., 2019, p. 5). We were unable to find any published 
studies or empirical data to support these claims.

There is no evidence that practicing clinicians can 
reliably interpret a HiTOP profile. More than 50 years 

of research on the fallibility of human judgment (Garb, 
2005; Grove et al., 2000; Meehl, 1954) indicates that it 
will be extremely difficult for clinicians to reliably and 
validly interpret a symptom report containing poten-
tially dozens of subscale scores (Millon, 1991). Patients 
are going to score high on multiple spectra, subfactors, 
and disorders. How will a clinician interpret all of these 
scores? Currently, for example, there are no established 
norms or clinical cutoffs, no information for identifying 
primary or secondary problems, and no interpretation 
or treatment guidelines. To date, there is not even a 
standardized measure that can assess the entire HiTOP 
taxonomy, which means clinicians are on their own to 
piece together an assessment and then somehow inter-
pret the patchwork of results.

Even if the HiTOP consortium eventually creates a 
standardized measure with interpretation guidelines, then 
practitioners will still need to predict which treatment 
will be most effective for which profile. To date, there 
are no studies to identify which specific HiTOP profiles 
respond to which empirically supported treatments.

Finally, there is no evidence that using HiTOP 
enhances diagnostic or treatment outcomes compared 
with using other taxonomies. There is not a single study 
in which clinicians were randomly assigned to use 
HiTOP or an alternative system to determine whether 
a particular classification system creates better treat-
ment outcomes. There is at least one study that pro-
vides indirect evidence that using HiTOP may not 
enhance treatment outcomes. Using a manipulated 
assessment design, Lima and colleagues (2005) ran-
domly assigned clinicians to either receive or not 
receive the Minnesota Multiphasic Personality Inventory 
symptom information for their patients. Results showed 
that the addition of symptom information did not 
improve treatment outcomes.

It is difficult to reconcile the HiTOP consortium’s call 
for an “empirical” classification system with their rec-
ommendation for practitioners to start using a system 
for which there is no empirical data to support its 
usefulness. There is not a standardized measure of the 
entire HiTOP system, there are no empirically derived 
interpretation and treatment guidelines, and there is yet 
to be a single published study directly comparing the 
usefulness of HiTOP to other taxonomies. In fact, there 
is little, if any, research directly testing any aspect of 
HiTOP. As noted by Conway and colleagues (2019), 
“many of the analyses that we have reviewed were car-
ried out using datasets that were not assembled with 
HiTOP in mind” (p. 428). In other words, support for 
HiTOP has not actually come from using HiTOP. The 
recommendation to use HiTOP for clinical purposes is 
premature at best and reckless at worst.
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A Comparison of Taxonomies

To be scientifically useful a concept must lend 
itself to the formulation of general laws or 
theoretical principles which reflect uniformities in 
the subject matter under study, and which thus 
provides a basis for explanation, prediction, and 
generally scientific understanding.

—Hempel (1965, p. 146)

In this section, we compare HiTOP with three alterna-
tive taxonomic approaches—the DSM,2 the Research 
Domain Criteria (RDoc) initiative, and Meehlian taxo-
metrics (see Table 1). We focus on the HiTOP and DSM 
comparison because these are the two taxonomies in 
direct competition. Both HiTOP and DSM are descrip-
tive taxonomies, and HiTOP is promoted as a replace-
ment for DSM.

DSM

HiTOP and DSM are more similar than different. They 
are descriptive taxonomies that share the same funda-
mental assumption: Symptom covariation is meaningful 
in nature (i.e., like goes with like). Both HiTOP and 
DSM are atheoretical and lump people together because 
they share the same self-reported symptoms. There is 
some empirical support for the factor structure illus-
trated by HiTOP (Conway et al., 2019), but there is also 
support for the distinctiveness of some DSM diagnoses 
(i.e., evidence against lumping; Gray et al., 2020; Jha 
et al., 2019; Korgaonkar, Fornito, et al., 2014; Korga-
onkar, Williams, et al., 2014; Tung & Brown, 2020; Webb 
et al., 2019). That said, neither system is a long-term 
solution to the problem of classification in psychopa-
thology given that both taxonomies are likely “wrong” 
(i.e., “splendid fictions”; Millon, 1991).

There are two primary differences between HiTOP 
and the DSM. The first difference is how the symptom 
groupings are created. HiTOP uses factor analysis, 

whereas the DSM uses expert consensus. Both approaches 
are fallible and rely on subjective decision-making. 
Expert consensus requires human decisions about how 
to interpret empirical findings and aggregate them into 
a coherent and usable taxonomy. Likewise, in factor 
analysis, there are decisions about mode of representa-
tion and how to deal with rotational indeterminacy, the 
consequence being that HiTOP is not any more “empiri-
cal” or “truthful” than the DSM approach. The choice 
between factor analysis and expert consensus is one of 
personal preference given that both strategies may ulti-
mately lead to something that is clinically useful (e.g., 
communication, prognosis, treatment planning) even if 
not valid.

The second difference between HiTOP and DSM per-
tains to the rating system, which is dimensional in 
HiTOP and categorical in the DSM. It is important to 
underscore that the decision to parse the landscape of 
psychopathology into categories or facets is based more 
on expedience than empirical evidence (Turkheimer, 
2017). HiTOP facets and DSM categories are both arti-
ficial delineations. That said, there is research showing 
that most forms of mental illness (self-reported symp-
toms) appear to differ in quantity rather than quality 
(Haslam et  al., 2012; Markon et  al., 2011; cf. Meehl, 
1999). Furthermore, using dimensional ratings increases 
reliability and statistical power to detect correlations 
among symptoms and other constructs. Research shows 
that reliability estimates for specific HiTOP dimensions 
tend to be stronger than reliability estimates for DSM 
diagnoses. According to Waszczuk and colleagues 
(2020), 40% of DSM diagnoses did not meet acceptable 
levels of interrater reliability in the field trials of the 
fifth edition of the DSM, whereas reliability estimates 
for the same diagnoses were strong when rated dimen-
sionally. This comparison is a bit misleading, however, 
because the field trials’ estimates for the DSM used 
clinicians who received no training in the diagnostic 
categories and did not use structured interviews. Thus, 
it is not surprising that the reliability estimates would 

Table 1. Summary of Competing Approaches to the Classification of Psychopathology

Diagnostic 
system Approach

Currently 
useful

Potential for 
progress Strengths Weaknesses

DSM Descriptive   Information retrieval, 
prediction, nomenclature

Atheoretical

HiTOP Descriptive X X Dimensional ratings Atheoretical, 
unfalsifiable

RDoC Research framework X  Focused on etiology Reductionistic
Taxometrics Taxometrics X  Falsifiable, search for 

natural kinds
No evidence of 

latent taxa

Note: DSM = Diagnostic and Statistical Manual of Mental Disorders; HiTOP = Hierarchical Taxonomy of Psychopathology; RDoC = 
Research Domain Criteria.



Folk Classification 269

be low. Consider the reliability estimates for diagnosing 
a broken bone if medical doctors were not allowed to 
use x-rays. Proper training and proper assessment tools 
(i.e., a structured interview) are needed to make reli-
able diagnoses. Reliability estimates for DSM diagnoses 
tend to be uniformly strong when structured interviews 
are used (e.g., Osório et al., 2019). That said, reliability 
estimates for HiTOP are probably going to be superior 
to diagnoses made using the DSM because of statistical 
necessity, not because it is more valid or scientific. As 
cautioned by Meehl (1992), “the intrinsic validity 
(empirical meaningfulness) of a diagnostic construct 
cannot be dismissed ipso facto on grounds of poor 
average clinician agreement” (p. 156).

Although symptom ratings tend to be more reliable 
when operationalized as dimensions rather than catego-
ries, note that their usefulness in clinical practice has 
yet to be validated. In the real world, dichotomous 
decisions often need to be made, such as to admit or 
not admit, to intervene or not intervene, or the picking 
of a diagnostic code for billing (Kendler, 2018). More-
over, there is at least some evidence that clinicians 
prefer categories to dimensions (Mullins-Sweatt & 
 Widiger, 2009; Sprock, 2003). Furthermore, some have 
argued that mental illness can build over time until 
there is a tipping point (or a qualitative difference) in 
which impairment, symptom severity, or distress 
becomes too much to bear for an individual (e.g., 
 Nelson et al., 2017). As noted by Kendler (2018), “while 
not all psychiatric disorders have such dramatic 
 ‘avalanche-like’ transitions, they are fairly common in 
clinical psychiatry and challenge the authors’ conclu-
sions that there is little viable evidence that psychiatric 
disorders need to be understood from a categorical 
perspective” (p. 241).

It is important to evaluate the two taxonomies from a 
philosophy of science perspective. According to Hempel 
(1965), a scientifically progressive classification system is 
characterized by features such as operational definitions, 
open concepts, descriptions, explanations, predictions, 
and testable assumptions. It engenders assertions about 
origins and outcomes by weaving a nomological net of 
relationships between the taxa and their correlates (Meehl 
& Golden, 1982). A useful taxonomy should “tell us a lot 
about the patient—the course, the likely etiologic pro-
cess, the best treatment, etc.” (Kendler, 2018, p. 242), and 
it should have generative power and provide us with new 
attributes, relations, or taxa, that is, ones other than those 
used to construct it (Millon, 1991).

As imperfect as it is, the DSM exhibits many of the 
features found in a useful taxonomy: (a) It provides 
descriptive information and explanations about the dis-
orders (e.g., discussion of course, severity, differential 
diagnosis, why specific disorders have been added or 

removed); (b) it distinguishes among symptoms, some 
of which are necessary to the syndrome (e.g., Criterion 
A) and some of which are supplementary to the syn-
drome; (c) it considers issues related to duration and 
persistence; (d) it integrates impairment ratings to 
reduce overpathologizing; (e) it specifies inclusion and 
exclusion criteria; (f) it allows for information retrieval 
(e.g., prevalence, comorbid conditions); (g) it allows 
for prediction (e.g., one can go to the literature to 
determine which treatment will work for which specific 
disorders); (h) it includes cultural considerations (cul-
tural formulation and cultural concepts of distress); and 
(i) it contains at least some information related to risk 
and developmental factors (e.g., major stressor required 
for PTSD; identifies disorders developing in adulthood 
vs. childhood). In sum, the DSM provides hundreds of 
pages of information related to its categories.

HiTOP, on the other hand, exhibits few, if any, of the 
features found in a useful taxonomy. Its classification 
system is an interpretation of factor analytic results. It 
is a single picture. Absent one’s knowledge and previ-
ous experience with DSM descriptions and disorders, 
HiTOP contains no additional information. It contains 
no explanations, no descriptive information (other than 
symptom labels and lists), no necessary symptoms, no 
inclusion or exclusion criteria, no information about 
how to integrate impairment severity, no information 
about prevalence, and no information on underlying 
developmental processes, and it ignores differences in 
culture, age, and/or gender. Furthermore, despite claims 
about eliminating comorbidity, it provides no informa-
tion about how to interpret subscale comorbidity (i.e., 
when patients score high on multiple spectra, subfac-
tors, and disorders).

It may be more accurate to think of HiTOP as a sort-
ing algorithm (or multifaceted measurement tool) rather 
than a classification system. It does not feature informa-
tion that lends itself to scientific discourse, disagree-
ment, or progress. HiTOP is a statistical outcome from 
testing correlations among a large set of symptom items.

We acknowledge that HiTOP is much newer than 
DSM, and at some point, it may have a standardized 
measure with clinical cutoffs and interpretation guide-
lines and include descriptive information for the differ-
ent symptom profiles (e.g., base rates, course of illness, 
etc.). If this happens, then the question is which of 
these two systems (HiTOP or DSM) is better positioned 
to evolve from a system based on observable charac-
teristics to one based in theory (Hempel, 1965; Millon, 
1991). We contend that the DSM has more potential for 
scientific progress than HiTOP. Ironically, the DSM’s 
most cited “weakness” may actually be its greatest 
strength with regard to potential for scientific change. 
The DSM is not bound by an analytic procedure but 
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rather is fueled by scientific debate (Zachar & Kendler, 
2007). If scientific progress and self-correction come 
from disagreement (Lakatos, 1970; Meehl, 1978; Popper, 
1959), then look no further than a group of human 
scientists. The DSM can be altered to incorporate more 
specific explanations and descriptions, additional open 
concepts, and even theory. There is a path for DSM in 
which “the various classes or categories distinguished 
now are no longer defined just in terms of symptoms, 
but rather in terms of the key concept of theories, which 
are intended to explain the observable behavior includ-
ing the symptoms in question” (Hempel, 1965, p. 149). 
The DSM could be changed back to a theoretical system 
as quickly as it was changed from being one (the first 
and second editions of the DSM were theoretical; the 
third edition changed to a descriptive system).

HiTOP does not have a clear path for scientific and 
taxonomic progress. The main mode of change for 
HiTOP is to add or subtract symptom information in its 
analysis. This may lead to small changes in its structure 
or factor labels, but it will not lead to the type of sci-
entific evolution that characterizes progressive taxono-
mies (description to theory). HiTOP was created using 
a statistic within a theoretical vacuum; there are few, if 
any, specific predictions and hypotheses that can be 
falsified, which would result in corrective change over 
time. Furthermore, HiTOP may even hinder progress 
because it may be creating larger, more heterogeneous 
factors that do not reflect meaningful etiological differ-
ences. This can obscure discovery and lead to more 
nonreplicable findings in the literature.

Research Domain Criteria initiative

Launched in 2009, RDoC is the National Institute of 
Mental Health’s (NIMH) solution to the problems associ-
ated with descriptive taxonomies like DSM and HiTOP. 
Instead of focusing on symptom presentations, RDoC 
is concerned with etiology. Using an endophenotypic 
approach (Gottesman & Gould, 2003), RDoC specifies 
a set of intermediate constructs (negative and positive 
valence, cognitive systems, social process systems, and 
arousal systems) thought to form the link between mental 
illness and some biological or genetic process (Cuthbert 
& Insel, 2013).

RDoC is unusable in clinical settings. It cannot be 
used for diagnosis, case conceptualization, treatment 
choice, or billing options. However, this is to be 
expected because RDoC is not yet a taxonomy; it is a 
“framework for research on pathophysiology, especially 
for genomics and neuroscience” (Insel et al., p. 748).

Ostensibly, RDoC has more potential for scientific prog-
ress than HiTOP and DSM. Its goal is to characterize psy-
chopathology in terms of etiology instead of description. 

Furthermore, it is not tied to a particular clinical out-
come or a statistical procedure. Thus, researchers are 
free to explore new syndromes. That said, RDoC does 
not explicitly promote theory building or the generation 
of falsifiable mechanistic explanations; instead, the 
focus is on identifying specific genes and/or markers of 
neurological dysfunction associated with its list of 
endophenotypes.

Unfortunately, the scientific potential of RDoC is lim-
ited by biological reductionism (e.g., Lilienfeld, 2014). 
In the RDoC framework, mental illness is a “brain dis-
order.” The overriding purpose is to understand the 
biological and genetic basis of mental illness, not its 
psychological and environmental bases. This is a high-
risk strategy because it is possible that low-level brain 
and genetic factors do not have a direct causal effect 
on higher level psychological phenotypes (Turkheimer, 
2017). It also means that RDoC is wedded to neuroim-
aging tools such as MRI and functional MRI, which are 
“not currently suitable for brain biomarker discovery 
or for individual-differences research” (Elliott et  al., 
2020, p. 792; Weinberger & Radulescu, 2020). This has 
culminated in a research literature characterized by 
underpowered studies and nonreplicable findings 
(Button et al., 2013; Lilienfeld, 2014; Parnas, 2014; Szucs 
& Ioannidis, 2020). Even Thomas Insel, who launched 
RDoC, now questions its potential for success:

I spent 13 years at NIMH really pushing on the 
neuroscience and genetics of mental disorders, and 
when I look back on that I realize that while I think 
I succeeded at getting lots of really cool papers 
published by cool scientists at fairly large costs—I 
think $20 billion—I don’t think we moved the 
needle in reducing suicide, reducing hospitalizations, 
improving recovery for the tens of millions of 
people who have mental illness. I hold myself 
accountable for that. (Rogers, 2017, para 5)

Taxometrics

Bootstrap taxometrics (Meehl & Golden, 1982) was 
Meehl’s response to the unfalsifiable and atheoretical 
nature of symptom-based statistical clustering (Meehl, 
1978, 1989b). According to Meehl (1995),

we admire Linnaeus, the creator of modern 
taxonomy, for discerning the remarkable truth—a 
“deep structure” fact, as Chomsky might say—that 
the bat doesn’t sort with the chickadee and the 
whale doesn’t sort with the pickerel, but both are 
properly sorted with the grizzly bear . . . I see 
classification as an enterprise that aims to carve 
nature at its joints (Plato). (p. 267)
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To this end, he created a mathematical method for test-
ing the existence of latent taxa or “natural kinds.” It 
should come as no surprise that Meehl’s critique of 
cluster analysis (and psychological science more gener-
ally) has motivated much of this critical evaluation. The 
HiTOP approach to classification is history repeating 
itself all over again.

Meehlian taxometrics is not usable in clinical settings, 
but it is more scientifically progressive than HiTOP and 
DSM. It provides a method to corroborate or refute 
theories of mental illness. From a Popperian perspective, 
taxometrics has been hugely successful; nearly every 
proposed taxon has been refuted (falsified). This does 
not completely shut the door on the existence of mental 
illness taxons, but it raises serious doubts.

Recommendation

Without theory-driven models to guide the 
interpretation of data, it is not likely that any 
empirical truth will emerge.

—Follette and Houts (1996, p. 1131)

Scientifically progressive taxonomies tend to evolve 
over time from description to theory. Descriptive tax-
onomies, like DSM and HiTOP, can be useful, but they 
should be considered a stopgap. It is time for clinical 
psychology to put its resources and efforts into devel-
oping a theoretically derived system that can explain 
mental illness. A theory-based classification system 
would not be tied to a specific level of analysis or cur-
rent diagnostic syndromes or rely on finding an associa-
tion between some genetic/biological measure and a 
clinical outcome. Rather, the focus would be on creat-
ing and testing mechanistic explanations of mental 
illness.

The research process used in clinical psychology is 
often atheoretical and backward. Science usually starts 
with a theory to explain a particular outcome; then, 
experiments are conducted to test the predictions 
derived from that theory. But in clinical psychology, 
researchers focus on the outcome (diagnosis or symp-
tom dimension) rather than the explanation. There 
appears to be more interest in obtaining the “hard to 
get” clinical sample than there is in proposing theories 
(i.e., falsifiable mechanistic explanations) to explain 
the development of the clinical problems. The dominant 
research design in clinical psychology is to compare 
people with varying levels of psychopathology to deter-
mine whether they differ on some measure (e.g., amyg-
dala activation). And when between-groups differences 
are inevitably found (Meehl, 1978), they are assumed 

to reflect an etiological process. This kind of post hoc 
conjecturing is a problem because any difference found 
in the clinical group (relative to control) could be a 
concomitant or scar of experiencing psychopathology 
rather than a part of its etiology.

Pursuing a theory-based classification system may 
help to curb clinical psychology’s obsession with testing 
samples rather than theories. Furthermore, it would 
push researchers to use more rigorous research meth-
odologies such as behavioral high-risk designs and tar-
geted prevention interventions (in which participants 
are selected on individual differences in a hypothesized 
risk factor rather than the clinical outcome). Examples 
of this kind of theory-based research include the hope-
lessness theory of depression (Abramson et al., 1989) 
and Newman’s (1998) attention-based theory of psy-
chopathy. The hopelessness theory specifies a falsifi-
able etiological sequence that explains a clinical 
outcome: It specifies distal, proximal, contributory, and 
sufficient causes as well as both mechanisms (e.g., 
hopelessness) and moderators (e.g., stress, cognitive 
vulnerability) of the outcome of interest. It also pro-
poses a theory-based clinical outcome that is not tied 
to the current descriptive system (hopelessness subtype 
of depression). Along these same lines, Newman’s 
(1998) attention theory of psychopathy is an exemplar 
of a progressive theory (Lakatos, 1970) that can both 
explain existing findings and generate novel predictions 
that cannot be explained by competing theories (e.g., 
the low fear hypothesis).

Obviously, a theory-based taxonomy remains a pipe 
dream. The field still needs to build stronger explana-
tory theories, rigorously test them (alone and in com-
petition), and somehow integrate the findings into a 
taxonomy. The question is what to do in the meantime. 
We recommend a bifurcation strategy. Clinicians should 
continue to use the DSM while researchers focus on 
theory development and testing. We choose the DSM 
not because we believe it to be particularly valid but 
because it is currently the most useful taxonomy in 
clinical practice. As theory development progresses, the 
information can be integrated into DSM (similarly to 
how intervention research has influenced treatment 
guidelines), or it can be used to create an entirely new 
system. Research using RDoC and taxometrics can com-
plement the theory-driven approach and be used in 
parallel. Although the RDoC is limited by biological 
reductionism, it can still serve as a basis for theory 
development. Likewise, taxometrics can be used to try 
to corroborate new theoretical subtypes. In contrast, 
there appears to be limited incremental value in pur-
suing HiTOP, which is another descriptive system. 
DSM already meets the need for a useful descriptive 
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taxonomy that can be used in clinical practice. It is 
possible that HiTOP could also meet this need at some 
point, but it is ultimately handcuffed by its inability to 
evolve over time.

Conclusion

Is there a named cognitive bias describing the 
preference for a concrete quantitative answer to 
a complex question, even if it is invalid?

—Turkheimer (2020)

Factor analysis provides a straightforward, intuitive, and 
parsimonious solution to the problem of classification. 
Researchers can impose a hierarchical structure on 
mental illness with the push of a button. According to 
Waszczuk and colleagues (2020), the result of this but-
ton push “promises to resolve problems of comorbidity, 
heterogeneity, and arbitrary diagnostic thresholds”  
(p. 12). It is a “paradigm shift” (Kotov et al., 2018) that 
will transform mental health research (Conway et al., 
2019), improve clinical practice (Ruggero et al., 2019), 
and advance genetic discovery (Latzman et al., 2020; 
Waszczuk et al., 2020).

The purpose of this article was to critically evaluate 
the HiTOP approach and its purported advantages. We 
conclude that the extraordinary claims about HiTOP 
are not matched by extraordinary evidence (Gillispie 
et al., 1999; Sagan, 1979); it appears the HiTOP consor-
tium is writing checks their taxonomy cannot cash. 
Unless psychopathology plays by a different set of rules 
than nearly every other realm of nature, the result of 
pushing the factor analysis button is an incorrect 
answer. For HiTOP to be valid, it would mean that (a) 
self-reported symptom expressions are meaningful indi-
cators of development processes and the etiology of 
psychopathology; (b) all of the symptom indicators are 
equally important (deserve equal weighting) for clas-
sifying psychopathology; (c) equifinality and multifinal-
ity do not apply to psychopathology; (d) the expression 
and reporting of symptoms are not influenced by sex, 
culture, or age (and failing to account for them does 
not lead to algorithmic bias); and (e) a dimensional 
interpretation/simple structure approach represents the 
structure of psychopathology symptom data. To date, 
there is little evidence to support any of these state-
ments. Moreover, HiTOP does not lend itself to theory 
building. It does not feature the characteristics of a 
falsifiable, scientifically progressive, and evolving tax-
onomy. It is bound to a statistical procedure in which 
change comes from adding or subtracting symptom 
information rather than through the falsification of spe-
cific hypotheses.

More than 40 years ago, Meehl (1978) argued that 
psychology was not progressing like the hard sciences 
because of shoddy theorizing and an overreliance on 
null hypothesis testing. The problems he noted are 
currently exemplified by the push for atheoretical, sta-
tistically driven structural taxonomies of psychopathol-
ogy. He tried to remind us that creating specific and 
falsifiable theory (e.g., Popper, 1959) is necessary for 
scientific progress. Psychology’s statistically driven 
approach to classification seems to fail this critical 
requirement because it is difficult to “be wrong” in the 
absence of any specific theoretical hypotheses while 
reporting the output of factor analyses. Because of this 
and the limitations discussed in this article, replacing 
the DSM with HiTOP has the potential to hinder prog-
ress on understanding the etiology of psychopathology. 
We recommend a bifurcation strategy in which the DSM 
continues to be used in clinical settings because of its 
usefulness while researchers focus on creating and test-
ing falsifiable theories of mental illness that can eventu-
ally inform the DSM or lead to a new theory-based 
classification system.
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tions of quantitative structure, etc.). For additional discussion 
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of these issues, please see Aristodemou and Fried (2020), 
Bornovalova et al. (2020), Heene (2013), Rhemtulla et al. (2020), 
van Bork et al. (2017), and Wittchen and Beesdo-Baum (2018).
2. This comparison would also apply to the International 
Statistical Classification of Diseases and Related Health Problems 
(ICD); one minor difference is that ICD focuses more on public 
health and applicability to a diverse worldly population.
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