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Andreas Flache

5 Rational Exploitation of the Core by the
Periphery? On the Collective (In)efficiency
of Endogenous Enforcement of Universal
Conditional Cooperation in a Core-Periphery
Network

Abstract: Raub and Weesie (1990) proposed a game theoretical model addressing
effects of network embeddedness on conditional cooperation between two actors.
This work showed that network embeddedness can facilitate conditional coopera-
tion by reducing uncertainty, in line with a number of follow-up contributions and
consistently with results from other modelling approaches. This research focused
mainly on interactions between two parties embedded in a network. In the present
paper, I extend a closely related model towards N-person collective good problems,
combining conditional cooperation based on direct monitoring via network ties and
observation of group output in an uncertain environment. The focus is on a maxi-
mally simple yet empirically relevant case, a core-periphery network in which only
core-members can directly observe each other’s contributions to a collective effort,
whereas peripheral members only observe a noisy signal indicating aggregated con-
tributions. I propose the possibility of a ‘rational exploitation of the core by the pe-
riphery’. Strategy-profiles in which free-riding of peripheral members is tolerated
while core-members cooperate conditionally, are not only individually rational but
also payoff-superior to profiles with universal conditional cooperation if uncer-
tainty is sufficiently high and the number of peripheral members is sufficiently low.

5.1 Introduction

The question under which conditions cooperation can be achieved in the produc-
tion of collective goods is still prominently on the agenda of social scientists more
than five decades after Olson’s (1965) influential analysis of the problem of collec-
tive action. Especially for “large number dilemmas” (Raub 1988), Olson and many
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other authors (for example Hardin 1968) were pessimistic about the possibility of
an endogenous solution without hierarchical enforcement. However, game theoreti-
cal research has shown that reciprocity in the form of conditional cooperation can
be an individually rational endogenous solution of collective action problems
(Friedman 1971, 1986; Raub and Voss 1986; Raub 1988; Taylor 1976, 1987) in a col-
lective action situation that constitutes an infinitely or indefinitely repeated game.

Conditional cooperation in collective good production makes an actor’s contri-
bution to the common effort contingent upon others’ contributions in the past, sim-
ilar to the well-known strategy of “Tit-for-Tat” (Axelrod 1984) in 2-person social
dilemma games. An important problem that can limit the effectiveness of condi-
tional cooperation is that actors may not be able to observe precisely and reliably
others’ past contribution (Bendor and Mookherjee 1987; Green and Porter 1984). For
example, when a project team member in an organization fails to show up for a
project meeting, this may be intended free-riding and should thus trigger retaliation
from other team members to credibly deter future free-riding according to the logic
of conditional cooperation. But possibly the absent team member was delayed by
an incident he cannot be held accountable for, like unexpected sickness of a child.
What makes things worse, it is often hard to verify for other actors involved what
the true reasons were if someone failed to contribute, or who in a team was respon-
sible when the team’s results failed to meet expectations. The dilemma here is that
sanctions are needed in such a situation to deter free-riding behavior. But such
sanctions also bear the danger of putting successful cooperation under pressure,
for example when the target of a sanction feels treated unfairly and responds with a
counter-sanction (Nikiforakis 2008; Nikiforakis and Engelmann 2011) potentially
evoking cycles of mutual recrimination (Bendor, Kramer and Stout 1991; Kollock
1993; Wu and Axelrod 1995) disrupting ongoing cooperation more than necessary.

Network embeddedness (Granovetter 1985) can mitigate the difficulties that
arise from information problems in ongoing collective action. Network ties connect-
ing some of the participants of the collective action more closely than others, such
as friendship relations between some team members, or close physical proximity of
workplaces or homes, give some the opportunity to observe more reliably whether
their network contacts contributed to a joint effort or for which reasons they failed
to do so. Moreover, network ties allow to communicate this information to further
participants of the collective action. As a result, a network of interpersonal ties may
stabilize conditional cooperation in a situation where contributions are hard to ob-
serve without direct network connections, because either through direct observa-
tion or communication via network relations participants know better why failures
to contribute occurred and sanctions can thus be more effectively directed at free
riders.

Raub and Weesie (1990) developed a game-theoretical model formalizing this ar-
gument and showed how and under which conditions social networks facilitate trust
in cooperation problems faced in two-party relations (see also Raub and Weesie,
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2000), as they occur for example in business relations or between partners in a
household. A range of follow-up studies extended this analysis and tested the argu-
ment empirically (Batenburg, Raub and Snijders 2003; Buskens 2002; Buskens and
Raub 2002; Raub 2017; Raub and Buskens 2008; Rooks, Raub, and Tazelaar 2006).
This work contributed to a wider literature of models that link network ties to cooper-
ation. Most of that literature focuses on mechanisms other than conditional coopera-
tion. Some examples are imitation (Gould 1993), threshold dynamics (Chwe 1999;
Macy 1991), mobilization via network ties (Marwell and Oliver 1993), sanctions im-
posed via social ties (Coleman 1990; Flache 1996; Flache, Macy, and Raub 2000), or
information on others’ preferences acquired via network relations (Dijkstra and van
Assen 2013). Some authors also modelled conditional cooperation in repeated collec-
tive good games (Bednar 2006; Bendor and Mookherjee 1990; Flache 2002; Flache
et al. 2000; Spagnolo 1999; Wolitzky 2013). Especially Fatas and co-authors (for ex-
ample Fatas, Meléndez-Jiménez, and Solaz 2010; Fatas et al. 2015) developed a line of
papers combining theoretical modelling and experimental tests of effects of networks
on conditional cooperation in collective good settings.

Despite some exceptions, the problem of cooperation in collective goods has re-
ceived relatively little attention in the research that links network embeddedness to
the feasibility of conditional cooperation under uncertainty, compared to the prob-
lem of cooperation in two-party relations. One possible reason is that models of
conditional cooperation in collective action typically assume that in addition to net-
works there is another source of information actors can rely upon to condition their
own contribution behavior on others’ cooperation. This is the level of the good pro-
vided, indicating how many group members made a contribution to bring it about.
A number of theoretical studies (Friedman 1971; Raub 1988; Raub and Voss 1986;
Taylor 1987) highlighted that this information is under certain conditions sufficient
to render it an individually rational endogenous outcome of the game if everyone
cooperates conditionally upon sufficient group-output. But imperfect information
provides an important problem also for this endogenous solution. Observed levels
of provision of a collective good are rarely a perfect or reliable indicator of how
much effort group members really have invested to bring the good about. Bendor
and Mookherjee (1987; see also Bendor, Kramer and Stout 1991; Kollock 1993) prom-
inently showed how this can make conditional cooperation highly inefficient. If the
condition for cooperation is sufficient group-output, this implies that under uncer-
tainty sometimes the condition may not be met for reasons which are unrelated to
deliberate free-riding by some group members – like the unintended failure of a
team member to turn up for a project meeting. Rational actors face the dilemma
that therefore sanctioning strategies must be lenient to some extent to avoid too
much ‘unnecessary’ mutual punishment, but that too much lenience invites delib-
erate defection because deviants can hope to ‘get away’ with occasional free-riding.
In other words, the social costs of enforcing cooperation by sufficiently severe sanc-
tion threats may become prohibitively high if there is too much uncertainty about
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the link between efforts actors make to contribute to a collective good and the ob-
servable results in terms of the level of provision.

Work on the effect of uncertainty for conditional cooperation suggests that
monitoring in social networks can be an important factor that stabilizes conditional
cooperation in collective action. Yet, hitherto only few studies address the role of
monitoring via network ties in a setting where actors simultaneously observe a
group-output that is an unreliably indicator of actual contributions. In this paper, I
try to take a step in that direction by proposing a game-theoretical model of collec-
tive action under uncertainty, aiming to integrate effects of monitoring via social
network ties albeit with a maximally simple network structure.

In modelling the network structure in a maximally simple way, I want to ex-
plore a structural problem that occurs in many situations where collective action is
needed. Often, networks are heterogeneous in the extent to which their members
are connected among each other.

One particular case of heterogeneity are core-periphery structures, in which
some members of an interest group form a densely connected core and others are in
peripheral positions with only sparse links to members in the core. Consider as an
extremely simple case the situation in which core members can monitor each
other’s contributions to the collective effort very closely and accurately, while the
effects of the contributions of peripheral members are only visible via their impact
on the group-output, while their real efforts to contribute to the collective good are
private information. Empirical settings for which this could be seen as an ideal-
typical model of a collective good situation might be (a) a company that works with
staff located in headquarters and local representatives dispersed across different re-
gions or countries, (b) a semi-virtual organization, working with a local core team
of members physically located in an office, and a number of workers who are only
connected online with each other and the core-members (Flache 2004), or (c) a
local renewable energy initiative largely driven by a core-team of densely connected
‘front-runners’ but in need of contributions from a larger number of members of the
community who are much less connected with the front-runners than they are con-
nected with each other (Goedkoop, Flache, and Dijkstra 2017).

Core-periphery structures can impose a dilemma for endogenous conditional co-
operation. Under uncertainty, sanctioning regimes that provide sufficient incentives
for all members to cooperate in equilibrium cannot avoid that some punishment
must be imposed even when only ‘erroneous’ defections occur, because with imper-
fectly observed input of the peripheral members their free riding can otherwise not
be credibly deterred. In this situation the closer embeddedness of the core-members
can make an alternative regime more attractive, a sanctioning regime in which core-
members ignore the unreliable and noisy information about collective output, but
condition their behavior instead on the reliably observed inputs of only the other
core-members. Obviously, the problem with that alternative solution is that periph-
eral members can no longer be credibly deterred from free riding. They are effectively
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allowed to take a free-ride, an outcome that I call here exploitation of the core by the
periphery, mirroring Olson’s (1965) ‘exploitation of the big by the small’. What makes
this possibility nevertheless worth to investigate is that it may under certain conditions
be collectively more efficient than a conditional cooperation regime in which sanctions
can be triggered by everyone’s failure to contribute. Intuitively, the reason is that credi-
ble enforcement of the cooperation of those group members whose actions are difficult
to observe is not possible without risking a considerable amount of sanctions that are
triggered by unintended failures to generate effective contributions. Imposing such a
sanction is damaging and potentially disruptive in itself for the collective effort.
Tolerating some free riding from peripheral members avoids these costs, potentially
rendering such tolerance a collectively more desirable solution. As an example, con-
sider the renewable energy initiative discussed above. If every time when not enough
community members show up for an information meeting about the initiative, the
core-team of front-runners would stop its activities for some time to sanction ‘free-
riders’ in the community, the initiative may suffer more damage from those sanctions
than was caused by the lack of contribution of peripheral community members in the
first place. Accepting relatively low turn-out at information meetings may thus be a col-
lectively more efficient strategy of the front-runners than trying to enforce contribu-
tions from all community members all the time.

In what follows I investigate the conditions under which the outcome in which
peripheral members free ride and core-members contribute can be both individually
rational as well as socially more efficient than universal conditional cooperation.
The model I use for this will be described in Section 5.2, results for specific scenar-
ios are presented in Section 5.3 and the paper closes with a discussion of possible
implications and limitations in Section 5.4.

5.2 Model

In section 5.2.1. the repeated game is presented, section 5.2.2. describes the ap-
proach for analysis of the conditions for individual rationality and social efficiency
of the alternative outcomes of universal conditional cooperation on the one hand,
and “core-only” conditional cooperation on the other hand.

5.2.1 The repeated game

Group interaction is modelled as a repeated N-person game that is equivalent to the
“work game” in Flache (2002), except for the assumption that monitoring of contri-
bution behavior is possible via direct network-ties. The constituent-game strategy
of player i in iteration t of the repeated game is represented by the decision wit
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whether to “work” or “shirk”, where wit = 0 for defectors and wit = 1 for contribu-
tors. In the stage game, actors take decisions simultaneously and independently.

Following Bendor and Mookherjee (1987) uncertainty is modelled with a com-
monly known universal probability ε that due to some mishap an individual’s con-
tribution fails to be effective (0 ≤ ε ≤ 1). It is assumed that all players know after
every iteration t the group-output in terms of the number of effective contributions
group members made in t, but players are not necessarily aware of the actual input
wjt of other individual members.

Modelling the core-periphery structure, I assume a maximally simple social net-
work S. The group consists of Nc core-members and Ni isolates (N = Nc + Ni). Core-
members are connected to all other core-members in the network, whereas isolates
are not connected to anyone else. If there is a connection between individuals i and j
(sij = 1), i is at time t, before taking her own decision, fully and perfectly informed on
the actual contribution decision wjt her network contact j made in all previous itera-
tions t’ < t. This is a rather extreme simplification, but it greatly facilitates model anal-
ysis, while it still captures the substantive assumption that monitoring contributions
via network relations is more reliable than between unconnected actors.

The expected payoff of actor i in iteration t of the game, uit, results from both
expected benefits from output and expected costs of i’s own contribution-effort.
Output is simply modelled as a linear function of the sum of individual outputs.
Notice that output may be lower than the number of actual contributions made,
due to uncertainty. The expected output generated by an individual contribution is
(1 ‒ ε) wit. The amount of the collective good produced is shared equally among all
group members, whereas costs of making a contribution are private. Equation (5.1)
formalizes the expected payoff an individual derives from the outcome of the con-
stituent game in iteration t:

uit =
XN
j= 1

α
N

1− εð Þwjt − cwit

� �
. (5:1)

The parameter α scales the benefit a group member receives from consuming a unit
of the collective good. The costs of investing a unit of effort into its production are
indicated by the parameter c. Modelling a problematic collective action situation,
the constituent game has a N-person Prisoner’s dilemma structure given by α / N < c
< α.

To model conditional cooperation in the repeated game, I use the standard as-
sumption of infinite repetition of the game with exponential discounting of future
payoffs. The accumulated payoff ui of actor i in the repeated game sums discounted
payoffs over all iterations t, uit. Formally,

ui =
X∞
t =0

τtuit, 0< τ< 1. (5:2)
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where τ is the discount parameter, defining the value of players’ interest in future
payoffs. For simplicity, τ as well all the parameters α, ε and c are assumed equal for
all members of the group.

5.2.2 Model analysis

5.2.2.1 Strategy types

Main aim of the model analysis is comparison of the conditions for individual ratio-
nality and social efficiency of two types of strategy profiles for the repeated game,
modelling two different types of reciprocity norms. In this game, the only ‘weapon’
group members have to impose a sanction on defectors is response with own defec-
tion. Conditional cooperation thus implies reciprocal behavior in the sense that all
players cooperate as long as there has been sufficient cooperation by others in the
past, but resort to defection otherwise. The first type of strategy profile analyzed here
meets the additional requirement of symmetry. The stage-game behavior expected
from players, the attached conditions for triggering a sanction and the severity of the
sanction are universally shared in this profile. I call the corresponding strategy-type
“universal conditional cooperation” in what follows. Especially, both core-members
and isolates follow the same reciprocity norm under universal conditional coopera-
tion. This can be seen as a property that ensures ‘procedural fairness’, a key ingredi-
ent for sustainable cooperation according to many authors. The second type of
strategy profile relaxes the ‘procedural fairness’ requirement of symmetry for the
sake of potential gains in social efficiency. This type differentiates between the norm
imposed upon core-members and a maximally lenient norm imposed upon isolates,
effectively allowing them to free-ride. I call this type “core-only” conditional coopera-
tion. Both strategy-types as well as their analysis are discussed in more detail below.

5.2.2.2 Individual rationality and social efficiency of universal conditional
cooperation

A key principle for the selection of strategy profiles as solutions of the game is indi-
vidual rationality. Technically, this implies that the solution of the game is a sub-
game perfect Nash equilibrium (s.p.e.) (Selten 1965; see also Kreps 1990). Another
key principle is social efficiency in terms of payoff dominance. Payoff dominance
eliminates those s.p.e.’s from the set of possible solutions of a game to which all
players would unanimously prefer other s.p.e.’s (for more details, see Harsanyi
1977:116–119). Among the set of individually rational and symmetric reciprocity strat-
egy profiles, those will be selected as candidate-solution of the game that yield a
higher payoff to all members of the group compared to other strategy-profiles in
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this set. Given symmetry, this means the s.p.e. will be selected that maximizes ui as
defined by (5.2) for all players.

The analysis uses a generalized form of trigger strategies (Friedman 1971, 1986),
following Bendor and Mookherjee (1987; see also Flache 2002). Trigger strategies
under imperfect information generate cooperative behavior in a normal period of
the game, but as soon as the corresponding group-output norm has been violated,
the trigger strategy reverts to a punishment behavior for a subsequent sanctioning
period. After the sanctioning period, cooperation is restored but only as long as
there is sufficient group-output. Two parameters of a trigger strategy model the
tradeoff between lenience and deterrence, the cutoff level l and the sanction time s.
In the strategy-profile σ(s,l) all players cooperate in all rounds in a normal period,
but they revert to a sanctioning period of exactly s rounds, as soon as in the normal
period the group-output falls below the cut-off level l. After the sanctioning period,
a new normal period starts with an initial round of unconditional cooperation.

To guarantee individual rationality of adhering to σ(s, l), the profile needs to
ensure that optimal unilateral deviations from it do not pay. To also optimize effi-
ciency, the strategy profile σ(s*, l*) is sought that maximizes the related expected
payoff ui(σ(s*, l*)), subject to the constraint that the corresponding trigger strategy
constitutes a subgame perfect equilibrium.1

For calculation of expected payoffs of trigger-strategies and for evaluation of
the constraint that unilateral deviations do not pay, I adapted an efficient numerical
algorithm from Bendor and Mookherjee (1987) that solves the optimization problem
for a given set of conditions. (α, c, N, Nc, ε, τ). The algorithm will here only be
sketched in broad strokes, more details can be found in Flache (2002). The analysis
of the trigger strategy profile “task-cooperation” in Flache (2002:199) is equivalent
to the analysis of σ(s,l) here.

The algorithm finds the payoff-dominant s.p.e. in the set of σ(s,l) profiles in two
steps. In the first step, it is established for which cut-off levels l’ individually ratio-
nal profiles σ(s,l’) can exist. Such a profile exists if and only if the condition is satis-
fied that the trigger strategy σ(∞,l’) with eternal punishment and cut-off level l’ is

1 Due to symmetry, trigger strategies always constitute a subgame perfect equilibrium, if and only
if they satisfy the conditions for Nash-equilibrium. The proof is given by Friedman (1986). For the
game at hand here a possible complication is that core-members have more information about pos-
sible deviations than isolates have. Off the equilibrium path, a core-member can observe deviations
by other core-members even if those deviations do not lead to a sufficient drop in output to trigger
a subsequent punishment phase under σ(s*, l*). The core-member might thus have an incentive to
deviate from the profile σ(s*, l*) in the subgame that ensues, because the observed deviation
changes the probability that there will be a punishment phase in the next round. To avoid such
complications I assume that both group-output and individual inputs become known only after all
stage-game decisions were taken and before the next round begins. This makes it public knowledge
for all group-members whether in the subsequent round a punishment phase will start, aligning
the conditions for deviation in the subgame with those for deviation in the overall game.
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individually rational. Intuitively, the reason is that eternal punishment maximizes
the expected loss from the sanction that a deviant faces. If eternal damnation is not
sufficient to deter deviation at l’, no finite sanction time s is. Theorem 1 in Flache
(2002) gives the condition that follows, which in turn is efficiently tested with the
numerical algorithm for all feasible cut-off levels l’, 1 ≤ l’ ≤ N.

The second step of the numerical procedure is to calculate and compare the op-
timal expected payoffs from universal conditional cooperation that can be obtained
for those cut-off levels l’ that satisfy the condition that σ(∞,l’) is s.p.e. The optimal
profiles σ(s’,l’) can be found by inspection of only one trigger strategy per cut-off
level l’, the one that minimizes sanction time s, subject to the constraint of individ-
ual rationality ui ‒ u‒i under l = l’,where ui and u‒i denote the payoffs for universal
cooperation and the optimal unilateral deviation from that profile for i, respectively.
Shorter sanctioning periods ensure higher payoffs for all under universal condi-
tional cooperation. But there is also a critical lowest sanction time s*, below which
the individual rationality constraint ui ≥ u‒i can no longer be satisfied because sanc-
tions become too lenient. Theorem 2 in Flache (2002) specifies how this sanction-
time s* is efficiently computed by the numerical algorithm.

Given a vector of parameters (α, c, N, Nc, ε, τ) of the game, the algorithm finds
the payoff-dominant s.p.e. σ(s*(l’),l’) for every cut-off level l’ for which an individu-
ally rational profile σ(s,l’) exists. Among these payoff-dominant profiles σ(s*(l’),l’),
the algorithm then selects the cut-off level l* that maximizes the related expected
payoff. If no other s.p.e. exists for the given set of parameters, the unique symmetric
solution of the game is universal and full defection.

5.2.2.3 Individual rationality of core-only conditional cooperation

The core-only strategy-profile σco implies unconditional contribution to the collec-
tive good in the first round of the game for core-members. Thereafter, core-
members contribute if and only if all other core-members have contributed in all
previous rounds of the game. That is, as soon as a core-member detects defection by
another core-member, all core-members revert to eternal defection. Core-members con-
dition their behavior exclusively upon the observed actions of other core-members. In
what follows, the analysis will be restricted to the most extreme form of a “core-only”
strategy-profile, the form in which all isolates choose full defection. The conditions
under which such a profile is individually rational for core-members can be seen as the
most restrictive conditions under which individually rational profiles exist at all that
demand less cooperation from isolates than from core-members. If core-members are
willing to adopt this core-only strategy, strategy profiles with higher levels of coopera-
tion by isolates would yield higher payoffs for all core members and thus also be indi-
vidually rational for them. Alternatively, isolates could adopt a σ(s,l) profile in which
they would enforce some level of conditional cooperation from each other with the
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threat of sanctioning if group-output drops too low. Yet, at least as long as isolates are
in the minority, this would impose only a relatively weak sanction because group-
output drops only by (1 ‒ ε)Ni. in sanctioning periods. This suggests that conditions
under which such a profile is individually rational also for isolates are rather restrictive
and demand very long sanctioning periods, which diminishes possible efficiency gains
compared to the extreme case of full defection by isolates.

The condition for individual rationality of cooperation among only the core-
members in the strategy-profile σco follows from Friedman’s theorem (1971; 1986:
88–89) for indefinitely repeated games with perfect monitoring of past behavior.
σco constitutes a subgame perfect equilibrium, if and only if core-members are suffi-
ciently interested in future payoffs. This the condition given by equation (5.3).

τ> τ* = T̂co − R̂co

T̂co −P
. (5:3)

The symbol T̂co denotes the expected stage-game payoff from unilateral deviation
by a core-member, T̂co = 1− εð Þα Nc − 1ð Þ=N. The symbol R̂co refers to the stage-game
payoff for a core-member of universal cooperation by only core-members,
R̂co = 1− εð ÞαNc=N − c. P, finally, is the stage-game payoff of universal defection for
a core-member, which is zero.

5.2.2.4 Solution of the game

The solution of the game that is selected for a given parameter-vector (α, c, N, Nc, ε, τ)
is full defection by all players if neither any σ(s, l) nor σco constitute an s.p.e. If only
σco constitutes an s.p.e. this is the solution, if only σ(s,l) profiles are s.p.e. then the
payoff-dominant solution σ(s*, l*) is the solution. Finally, if both σ(s,l) profiles and σco
constitute s.p.e.’s, then the payoff dominant one among the set of all these s.p.e.’s is
selected as solution. Notice that for σco this requires in particular that the accumu-
lated payoff is higher both for core-members and for isolates compared to the payoff
all members receive in σ(s*, l*). Accumulated payoff as well as the incentive to
deviate, ui – u-i for σco can be obtained from uit = R̂co, u− it = T̂co and equation (5.2).
Accumulated payoff ui and incentive to deviate, ui – u-i for σ(s,l) profiles are com-
puted as given in Flache (2002).

5.3 Results

First, it will be explored for an illustrative scenario how changes in the ‘shadow of
the future’ τ, the number of isolates Ni, and the degree of uncertainty ε affect the con-
ditions for individual rationality and efficiency of a specific trigger-profile σ(s*,l*)
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compared to σco. Second, comparative statics will be reported about the effects of
these variables on the distribution of optimal solutions across the entire range of pos-
sible values of τ.

5.3.1 Illustrative scenario

The scenario inspected here represents a relatively small work-team with a minority
of isolates, facing a moderately severe cooperation problem under considerable
uncertainty, formalized as N = 10; ε = 0.2; α = 1; c = 0.33; Ni = 2. I choose the trigger-
profile σ(s*, l*) that under these conditions is payoff-dominant among all σ(s, l) pro-
files at τ = 0.95. This is s* = 6 and l* = 33.

5.3.1.1 Effects of shadow of the future (τ)

The feasibility of conditional cooperation depends crucially upon sufficient interest of
actors in future outcomes, τ. In the following, it will be analyzed how changes in τ
affect the individual rationality and the payoffs core-members obtain for the profile
σ(s*,l*) and for σco. Figure 5.1a shows how changes in τ affect the payoff-difference ui –
u-i for core-members between universal adherence to the trigger strategy and the opti-
mal unilateral deviation for both σ(s*, l*) and σco. Only when this difference is above
the zero line, the corresponding profile is an s.p.e. Figure 5.1b shows corresponding
changes in the accumulated payoff ui of core-members in the two strategy-profiles.

For a significant range of τ (between approximately τ = 0.45 and τ = 0.95) core-only
cooperation is found to be payoff inferior to universal cooperation under σ(s*,l*),
yet universal cooperation is not individually rational in this range while core-only
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Figure 5.1: (a): Effect of τ on payoff difference universal trigger vs. unilateral deviation ui – u-i.
(b): Effect of τ on payoff ui for core-members. Inset: range where payoff curves intersect.
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cooperation is. Only when τ exceeds a critical threshold of about τ = 0.95 both pro-
files are individually rational and universal conditional cooperation becomes the
payoff superior solution. However, as τ further increases, a point is reached where
core-only cooperation becomes payoff-superior to universal cooperation (see inset
Figure 5.1b). This reflects that if interest in the future is sufficiently strong, the loss
of output caused by free riding of two isolates is outweighed by the gain from avoid-
ing frequent punishment periods.

5.3.1.2 Effects of number of isolates (Ni) and of noise (ε) in baseline-scenario

The baseline scenario suggests that core-only cooperation is the only sustainable so-
lution for a considerable range of conditions and even becomes the most efficient so-
lution when τ is high enough. The main advantage of the core-only solution is the
avoidance of frequent punishment phases caused by uncertainty, while its main dis-
advantage is the loss of the contributions of peripheral members. Intuitively, a larger
share of isolates should then reduce the relative attractiveness of a core-only solu-
tion, while more uncertainty should increase it. In the following it will be demon-
strated that the game-theoretical model is consistent with these intuitions for the
baseline scenario. Figure 5.2 shows how the number of isolates Ni affects the individ-
ual rationality and efficiency of σ(s*,l*) and of σco at the level of τ = 0.95 and how this
effect interacts with a change in the degree of uncertainty from ε = 0.2 to ε = 0.25. As
σ(33, 6) is s.p.e. throughout in Figure 5.2, the figures show only the accumulated pay-
off ui for this profile. For σco both the payoff-difference ui – u-i and the corresponding
accumulated payoff ui for core-members are shown. Only when ui – u-i is above zero,
σco is an s.p.e., only when ui for σco is above ui for σ(s*, l*) in figure 5.2, core-only
conditional cooperation is also payoff-superior to universal conditional cooperation.

Figure 5.2 demonstrates how core-only conditional cooperation can be both individ-
ually rational and payoff-superior to universal conditional cooperation, but only as
long as the number of isolates is sufficiently small. For ε = 0.2, σco is individually
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Figure 5.2: Effect of Ni on accumulated payoff for both σ(s*, l*) and σco, and effect on ui – u-i for σco.
Baseline scenario N = 10; α = 1; c = 0.33; τ = 0.95, s = 33, l = 6. (a) ε = 0.2, (b): ε = 0.25.
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rational for Ni ≤ 5, and it is payoff-superior to σ(s*, l*) for Ni ≤ 1. If the level of uncer-
tainty increases to ε = 0.25, core-members benefit less from cooperation in σco, but
also efficiency-losses of σ(s*, l*) become higher. As a consequence, the range within
which σco is the solution of the game widens considerably. The range within which
σco is both individually rational and payoff-superior increases from Ni ≤ 1 for ε = 0.2
to Ni ≤ 3 for ε = 0.25. Notice that based on condition (5.3) it is straightforward to
prove analytically for all feasible parameter vectors that s.p.e. conditions for σco be-
come more restrictive both for increasing Ni as well as for increasing ε. I cannot
offer a corresponding analytical result for the payoff-superiority of σco over σ(s*,l*)
but numerical analyses suggest that the results shown here for the baseline sce-
nario generalize to a much wider range of conditions.

5.3.2 Comparative statics

5.3.2.1 Overview

In this section comparative statics will be reported about the effects of uncertainty,
ε, and the number of isolates, Ni, on the range of possible values of τ for which ei-
ther the optimal σ(s,l) profile σ(s*, l*), or σco or full defection is the solution of the
game. The parameters that are fixed are again taken from the baseline scenario,
that is N = 10, α = 1, c = 0.33. Other than in the analysis of illustrative scenarios, the
optimal profile σ(s*, l*) is now computed separately for every point in the parameter
space, including for different levels of τ. Both sanctioning time s and cut-off level l
can therefore differ across conditions, reflecting the adaptation of the optimal sanc-
tioning profile to the changing requirements for deterrence and lenience as uncer-
tainty and number of isolates change.

The share of the interval [0,1] of possible values of τ for which a particular type
of strategy-profile is the solution of the game will also be used to obtain a coarse-
grained indicator of the level of expected group-output o per round at a particular
point in the parameter space. More precisely, for every level of τ, the corresponding
solution of the game is identified and the related expected group-output o(τ) per
round is computed. Overall expected group-output o at (α, c, N, Nc, ε) is then com-
puted as average across the entire range of τ. For convenience the expected output
is linearly rescaled to [0,1]. Details of the method how o(τ) is computed for a given
profile σ(s,l) can be found in Flache (2002). When the solution is the optimal σ(s,l)
profile, expected output is obtained as the probability that a particular round of the
game falls within a normal period, multiplied with the rescaled expected group-
output (1 ‒ ε) in a normal round. Finally, if the solution is σco, expected output is
taken as (1 ‒ ε)Nc/N.

To distinguish between output based on universal conditional cooperation and
output based on core-only conditional cooperation, I also adapt the method described
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above to obtain two additional output indicators. These indicate expected outputs sep-
arately computed for the fraction of the range of τ in which σ(s,l) is s.p.e., and in which
σco is s.p.e. These indicators are denoted oσ and oco, respectively.

5.3.2.2 Comparative statics for the effects of uncertainty ε

Figure 5.3 shows how the output indicators as well as the distribution of solutions in
the τ-space change when uncertainty increases from ε = 0 to ε = 0.5, given N = 10,
α = 1, c = 0.33 and Ni = 2. More precisely, for this analysis both ε and τ are varied
across 100 equidistant steps.

Figure 5.3b shows that at all levels of ε, any form of conditional cooperation is sustain-
able only when τ exceeds a critical threshold that becomes increasingly restrictive as ε
increases. The figure also shows that except for very low levels of uncertainty, the con-
ditions under which σco is the solution of the game are less restrictive than are the con-
ditions for σ(s,l). For approximately 0.02 < ε < 0.3, σ(s, l) is s.p.e. in an intermediate
range of τ, but in parts of this region it is still payoff-dominated by σco. The erratic
shape of those areas in Figure 5.3b is due to the discrete structure of the strategy space
for σ(s,l). For the uncertainty range of 0.02 < ε < 0.3, the profile σ(s, l) becomes the pay-
off-dominant solution only when τ exceeds an even higher threshold. From about
ε = 0.3 on, σ(s,l) can no longer be sustained for any level of τ, while this is still possible
for σco. These results confirm the intuition that universal conditional cooperation is
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Figure 5.3: Effect of uncertainty ε on indicators of expected output and distribution of solutions in
ε ‒ τ parameter space. Baseline scenario: N = 10; α = 1; c = 0.33; Ni = 2.
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less robust against uncertainty than core-only conditional cooperation. Figure 5.3a
charts how this affects expected outputs o, oσ and oco. As uncertainty increases, ex-
pected output drops both overall and for oσ. The output indicator oco shows a different
pattern. It first increases, then decreases in uncertainty. The reason is that starting
from zero uncertainty, more uncertainty quickly widens the range of conditions under
which core-only cooperation is the only individually rational strategy profile. Only be-
yond approximately ε = 0.2, efficiency losses from uncertainty also noticeably affect
the expected output oco that is sustained by the core-only profile.

5.3.2.3 Comparative statics for the effects of the number of isolates Ni

Figure 5.4 shows how changes in the number of isolates between Ni = 0 and Ni = 8
affect the distribution of solutions and expected output for the baseline-scenario
N = 10, α = 1, c = 0.33 and ε = 0.2. Both Ni and τ are varied across 100 equidistant
steps in this analysis. While the number of isolates is conceptually a variable with
only integer values, mathematically the corresponding indicators can also be com-
puted for non-integer Ni . Quasi-continuous Ni was therefore used here to obtain a
smooth representation of results.

Figure 5.4b shows that the range of conditions under which universal conditional
cooperation σ(s,l) yields an individually rational strategy-profile is not affected by
Ni. In the baseline-scenario, τ needs to exceed approximately τ = 0.86 to sustain
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Figure 5.4: Effect of number of isolates Ni on indicators of expected output and distribution of
solutions in Ni ‒ τ parameter space. Baseline scenario: N = 10; α = 1; c = 0.33; ε = 0.2.
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cooperation based on σ(s,l), regardless of the value of Ni. The number of isolates
has no effect on the rationality condition for σ(s,l). In this profile, group members
condition sanctioning only on the observed group-output. This implies that the
sanctioning profile needed to keep a group member in line is the same for both
core-members and isolates. Moreover, as long as the group contains at least one iso-
late there is also no other symmetric as well as efficient profile that guarantees that
all group members including the isolate cooperate conditionally. Figure 5.4b dem-
onstrates furthermore that the conditions under which σco is individually rational
are less restrictive than those for σ(s,l) as long as Ni ≤ 5, but unlike for σ(s,l) this
range shrinks if a group contains more isolates. This happens because more free-
riding isolates reduce the long-term benefits core-members can obtain under σco rel-
ative to the short-term gains from unilateral defection. Beyond Ni = 6, core-only
conditional cooperation becomes unsustainable at all levels of τ. The figure further
shows a region of conditions under which universal conditional cooperation pay-
off-dominates core-only cooperation, while both are individually rational. This hap-
pens when Ni is in an intermediate range (between about 2 and 6) and τ exceeds
approximately τ = 0.86. Above this level of τ it can be observed that the payoff-
dominance relation between the two profiles is reversed for lower levels of Ni, be-
cause here efficiency losses under σco are relatively small compared to efficiency
losses from sanctioning periods under σ(s,l). At higher levels of Ni, σco is no longer
sustainable and σ(s,l) becomes the unique conditionally cooperative profile that is
individually rational.

Figure 5.4a shows how the negative impact of Ni on core-only cooperation trans-
lates into a negative impact on the expected output a group with a core-periphery
structure can achieve. While larger Ni comes with higher oσ from about Ni = 1.5 on,
the contribution that universal conditional cooperation can make to group-output is
too small to compensate for the output-losses that core-only cooperation suffers from
an increasing number of free-riding isolates.

All in all, Figure 5.4 confirms the intuition that a larger number of isolates
makes core-only cooperation harder to attain and less efficient, such that universal
conditional cooperation can become the superior solution given that group mem-
bers are sufficiently interested in future outcomes.

5.4 Discussion and conclusion

Conditional cooperation can be a powerful endogenous solution to the problem of col-
lective action if interactions within a group are “temporally embedded” (Batenburg
et al. 2003). However, as several authors have pointed out, the level of provision of a
collective good that can be sustained by endogenous conditional cooperation may be
severely reduced if uncertainty blurs the link between the observed provision level of
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a collective good and the underlying individual contribution decisions. Moreover,
such uncertainty may also considerably reduce the range of conditions under which
endogenous conditional cooperation is feasible at all for individually rational actors.
In this case embeddedness in social networks can be an important condition that sta-
bilizes conditional cooperation. Following up on Raub & Weesie’s (1990) analysis, a
large number of theoretical and empirical papers demonstrated that monitoring and
control via social network relations can safeguard conditional cooperation especially
for two-party cooperation problems, even when information about the degree of coop-
eration at the collective level is unreliable or not available.

In this paper I have proposed a first step towards integrating monitoring via di-
rect social ties into a model of conditional cooperation in collective-good produc-
tion under uncertainty. The model proposed here points to a dilemma that may
occur especially in groups with a core-periphery structure. Members embedded in
the densely connected core of a wider network face closer monitoring and can be
more effectively sanctioned under conditional cooperation than members in periph-
eral positions in the network. To keep the latter in line, harsher sanctioning regimes
must be imposed but these entail under uncertainty the possible cost of frequent
‘erroneous sanctioning’ which is detrimental for all group members. Thus, even for
core-members themselves it can be a more attractive rational solution to adopt a
cooperation norm that enforces contributions from core-members only and tolerates
free-riding from peripheral members of the group. Yet, such an outcome can be
deemed unfair, which imposes another social cost on the group.

The analysis presented here may point to testable hypotheses for empirical
studies that aim to explain differences in cooperation in collective action between
otherwise comparable groups that are different in their network structures. One ex-
ample are organizations, like university departments, which can differ from each
other in the relative number of full-time and part-time employees. Another are vol-
untary community-based initiatives, like local renewable energy initiatives, some of
which operate in cohesive rural communities and some in more sparsely connected
urban neighborhoods. A complication in formulating such hypotheses is that in a
concrete collective good problem there are many other characteristics of actors that
may affect contribution to a collective effort and are correlated at the same time
with actors’ position in a network. For example, members of a team of frontrunners
in a community-energy initiative are likely to attach more value to the collective
good of protection of the environment than community members who do not belong
to this core-team, which by itself may explain why they would be more willing to
contribute. However, the model proposed here also points to potentially unique
testable implications. For example, it suggests that front-runners in a community
energy initiative might be more willing to accept low levels of contributions from
other community members without trying to respond with sanctions, the larger the
core-team is relative to the community as a whole and the less easy it is for mem-
bers of the core team to observe the reasons why others fail to contribute. At the
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same time, their own level of contribution should not be reduced by those condi-
tions. However, before empirical applications can be seriously addressed, a number
of strong simplifications and potential limitations of the analysis presented here re-
quire careful inspection.

A first possible limitation is that I have focused only on a limited set of possible
conditionally cooperative strategies. Obviously other and more complex condition-
ally cooperative strategy-profiles can be constructed. Especially profiles are of inter-
est that combine the sanctioning-threat that core-only cooperation imposes on
core-members with more lenient yet demanding norms for contributions by isolates.
Such profiles could be more efficient than σco as well as less vulnerable to uncer-
tainty than σ(s, l). However, while this possibility cannot be excluded it should also
be pointed out that such profiles can lead to prohibitively complex coordination
problems as they involve different s and l levels for the different types of actors, as
well as different degrees of contribution and sanctioning from core-members and
isolates. This higher coordination complexity reduces the empirical plausibility of
such solutions.

A second strong simplification I have adopted is the maximally simple network
structure that distinguishes only two types of network positions, core-members and
isolates. In real groups facing collective good problems networks are more hetero-
geneous. The analysis proposed here could be extended to such settings with the
assumption that core-members will always defect if they observe in their personal
network at least one verifiable defection. In this case, a defection of a core-member
would trigger off a ‘wave’ of defection spreading through the network. Intuitively,
this implies that members who are more closely connected also face stronger incen-
tives to cooperate conditionally, because their defection leads to a faster and possi-
bly more comprehensive breakdown of cooperation than the defection of more
peripheral or even isolated network-members. On a qualitative level this retains the
prediction of my simpler model that conditions for universal conditional coopera-
tion are more restrictive in less densely connected networks, similar to results ob-
tained in the research on effects of network embeddedness on cooperation in two-
party interactions.

A third simplification is that my model abstracts from other differences between
group members than their position in the network. For many settings it is plausible
that that the network position is correlated with other differences between group
members. One example is an organization in which members with longer tenure
both face a darker shadow of the future and hold more central network positions
than temporary workers. Another is a voluntary association, in which members
with a larger interest in the collective good are also more active and therefore form
part of the core of a network of activists. Moreover, mutual sanctioning and control
among core-members can be expected to be even more effective if it is taken into
account that network ties serve not only as channels for monitoring but also for im-
posing direct positive or negative sanctions upon other network-members (Coleman
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1990; Fehr and Gächter 2002; Flache 1996; Flache et al. 2017). As long as more cen-
tral network positions come with stronger incentives to contribute to the collective
good (as in these examples), additional heterogeneity would not alter the proposition
of a rational exploitation of the core by the periphery. However, more central network
positions may also help core-members to enforce peripheral members’ contributions
more effectively. One possibility is that core-members hold positions with more formal
sanctioning power in an organization, another that they use their social ties to coordi-
nate effective monitoring and sanctioning efforts directed towards peripheral mem-
bers (Coleman 1990). In addition, especially in organizations peripheral workers with
temporary or part-time contracts may have strong incentives to contribute to collective
organizational goods because this can enhance their prospect of acquiring tenure or
other future rewards from the employer (cf. Lambooij, Flache, and Siegers 2009).

Fourth, a strong simplification of the model developed here is that networks
are assumed to be static. In several of the examples discussed above, it would be
possible that members of a group strategically change their network ties, for exam-
ple in order to increase their possibility to observe others’ contributions. Or, a prin-
cipal could change organizational structures to reduce the isolation of peripheral
members aiming to thereby facilitate endogenous cooperation. The very structures
that inhibit conditional cooperation according to the model proposed here, could
also be the outcome of processes of endogenous strategic network formation in
which cooperators try to evade interactions with defectors (Sohn, Choi and Ahn
2019), or in which defectors try to insulate themselves from outside pressures to
contribute (Takács, Janky and Flache 2008).

A last complication worth considering is the possibility of ostracizing isolates
who free-ride (Hirshleifer and Rasmusen 1989). After all, under a core-only norm
these members add nothing to the group-output. While this may be a readily avail-
able solution in a group that focuses only on one collective good to produce, in many
empirical situations peripheral group members may make other valuable contribu-
tions that are unrelated to a specific collective good. Think for example of a university
department that desperately needs temporarily employed teachers to offer all the
courses needed, but also would like all employees to contribute to more-or-less vol-
untary collective activities such as organizing departmental colloquia or attending
staff-meetings. It is quite plausible that in such cases norms emerge that demand per-
petual contribution from tenured staff but tolerate some level of free-riding from less
well connected temporary members of the organization.

Despite the limitations of the simple model I have proposed here, I hope to
have demonstrated that studying how networks may sustain conditional coopera-
tion through improved possibilities for monitoring is potentially a fruitful source of
inspiration not only for the area of trust in two-party relations, but also for the
study of cooperation in the production of collective goods.
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